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Preface

This four-part volume (LNCS 7333-7336) contains a collection of research papers
from the 12th International Conference on Computational Science and Its Ap-
plications (ICCSA 2012) held in Salvador de Bahia, Brazil, during June 18–21,
2012. ICCSA is one of the successful international conferences in the field of com-
putational sciences, and this year for the first time in the history of the ICCSA
conference series it was held in South America. Previously the ICCSA conference
series have been held in Santander, Spain (2011), Fukuoka, Japan (2010), Suwon,
Korea (2009), Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow,
UK (2006), Singapore (2005), Assisi, Italy (2004), Montreal, Canada (2003), (as
ICCS) Amsterdam, The Netherlands (2002), and San Francisco, USA (2001).

The computational science community has enthusiastically embraced the suc-
cessive editions of ICCSA, thus contributing to making ICCSA a focal meeting
point for those interested in innovative, cutting-edge research about the latest
and most exciting developments in the field. We are grateful to all those who
have contributed to the ICCSA conference series.

ICCSA 2012 would not have been made possible without the valuable con-
tribution of many people. We would like to thank all session organizers for their
diligent work, which further enhanced the conference level, and all reviewers
for their expertise and generous effort, which led to a very high quality event
with excellent papers and presentations. We specially recognize the contribution
of the Program Committee and local Organizing Committee members for their
tremendous support and for making this congress a very successful event. We
would like to sincerely thank our keynote speakers, who willingly accepted our
invitation and shared their expertise.

We also thank our publisher, Springer, for accepting to publish the proceed-
ings and for their kind assistance and cooperation during the editing process.

Finally, we thank all authors for their submissions and all conference atten-
dants for making ICCSA 2012 truly an excellent forum on computational science,
facilitating the exchange of ideas, fostering new collaborations and shaping the
future of this exciting field. Last, but certainly not least, we wish to thank our
readers for their interest in this volume. We really hope you find in these pages
interesting material and fruitful ideas for your future work.

We cordially invite you to visit the ICCSA website—http://www.iccsa.org—
where you can find relevant information about this interesting and exciting event.

June 2012 Osvaldo Gervasi
David Taniar
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Antonio Laganà University of Perugia, Italy
Norio Shiratori Tohoku University, Japan
Kenneth C.J. Tan Qontix, UK

General Chairs

Osvaldo Gervasi University of Perugia, Italy
David Taniar Monash University, Australia

Program Committee Chairs

Bernady O. Apduhan Kyushu Sangyo University, Japan
Beniamino Murgante University of Basilicata, Italy

Workshop and Session Organizing Chairs

Beniamino Murgante University of Basilicata, Italy

Local Organizing Committee

Frederico V. Prudente Universidade Federal da Bahia, Brazil (Chair)
Mirco Ragni Universidade Estadual de Feira de Santana,

Brazil
Ana Carla P. Bitencourt Universidade Federal do Recôncavo da Bahia,
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Evandro Barros de Costa, and Joseana Macêdo Fechine
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1 Introduction

The global optimization of black-box functions with many local minima occurs
in many branches of science and engineering. Directional direct-search methods
have been used to tackle this type of problems [1]. The pattern search methods
framework is the most used and implemented class of directional direct-search
methods [3]. Pattern search methods are organized around two steps at every it-
eration: the poll step and the search step. The poll step performs a local search in
a neighborhood around the current iterate using the concepts of positive bases,
and under the appropriate assumptions, it guarantees global convergence to sta-
tionary points. The search step consists of a finite search, free of rules, away
from the current iterate, and the ability to obtain global minima depends on the
incorporation of methods or heuristics for global optimization. An example of
such hybridization is the use of particle swarm optimization in the search step of
the pattern search methods framework [19]. However, for problems with expen-
sive black-box functions, both in terms of cost or time, the number of function
evaluations required for this type of strategies is prohibitive for obtaining results
in an acceptable time frame or within the budget. The beam angle optimization
(BAO) problem in intensity modulated radiation therapy treatment planning
is such problem and will be used to illustrate the merits of our approach. The
intensity modulated radiation therapy (IMRT) is a modern type of radiation
therapy, whose inverse planning leads to complex optimization problems, in-
cluding the BAO problem - the problem of deciding which incidence radiation
beam angles should be used. The BAO problem is quite difficult, and yet to be
solved in a satisfactory way, since it is a highly non-convex optimization problem
with many local minima [5]. Therefore, methods that avoid being easily trapped
in local minima should be used. Moreover, each function evaluation is time ex-
pensive so methods that require few function value evaluations should be used
to tackle the BAO problem. The pattern search methods framework is suited
to address the BAO problem since it requires few function value evaluations to
converge and have the ability to avoid local entrapment. Here, we will discuss
the benefits of incorporating radial basis functions in the pattern search methods
framework for the optimization of the highly non-convex BAO problem. Radial
basis functions are used both to influence the quality of the local minimizer
found by the method and also to obtain a better coverage of the search space in
amplitude. A couple of retrospective treated cases of head-and-neck tumors at
the Portuguese Institute of Oncology of Coimbra is used to discuss the benefits
of using our approach in the optimization of the BAO problem. Our approach
is tailored to address this particular problem but it can be easily extended for
other general problems. The paper is organized as follows. In the next section
we describe the BAO problem. Radial basis functions interpolation and its use
within the pattern search methods framework is presented in section 3. Clinical
examples of head-and-neck cases used in the computational tests are presented in
section 4. Section 5 presents the experimental results. In the last section we have
the conclusions.
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2 Beam Angle Optimization in IMRT Treatment
Planning

The purpose of radiation therapy is to deliver a dose of radiation to the tu-
mor volume to sterilize all cancer cells minimizing the collateral effects on the
surrounding healthy organs and tissues. Typically, radiation is generated by a
linear accelerator mounted on a gantry that can rotate along a central axis and
is delivered with the patient immobilized on a couch that can rotate. The rota-
tion of the couch combined with the rotation of the gantry allows radiation from
almost any angle around the tumor. In IMRT the radiation beam is modulated
by a multileaf collimator that enables the transformation of the beam into a
grid of smaller beamlets of independent intensities. A common way to solve the
inverse planning in IMRT optimization problems is to use a beamlet-based ap-
proach leading to a large-scale programming problem. Due to the complexity of
the whole optimization problem, many times the treatment planning is divided
into three smaller problems which can be solved sequentially: BAO problem,
fluence map optimization (FMO) problem, and leaf sequencing problem. Here,
we will focus our attention in the BAO problem, using coplanar angles, and we
will assume that the number of beam angles is defined a priori by the treatment
planner.

Many attempts to address the BAO problem can be found in the literature
including simulated annealing [4], genetic algorithms [10], particle swarm opti-
mization [12] or other heuristics incorporating a priori knowledge of the problem.
Although those global heuristics can theoretically avoid local optima, globally
optimal or even clinically better solutions can not be obtained without a large
number of objective function evaluations. For that reason, many of the previous
BAO studies are based on a variety of scoring methods or approximations to
the FMO to gauge the quality of the beam angle set. When the BAO problem
is not based on the optimal FMO solutions, the resulting beam angle set has
no guarantee of optimality and has questionable reliability since it has been ex-
tensively reported that optimal beam angles for IMRT are often non-intuitive.
Therefore, our approach for modeling the BAO problem, similarly to [2,5], uses
the optimal solution value of the FMO problem as the measure of the quality
for a given beam angle set. Thus, we will present the formulation of the BAO
problem followed by the formulation of the FMO problem we used.

2.1 BAO Model

Let us consider n to be the fixed number of (coplanar) beam directions, i.e.,
n beam angles are chosen on a circle around the CT-slice of the body that
contains the isocenter (usually the center of mass of the tumor). Typically, the
BAO problem is formulated as a combinatorial optimization problem in which
a specified number of beam angles is to be selected among a beam angle candi-
date pool. The continuous [0◦, 360◦] gantry angles are generally discretized into
equally spaced directions with a given angle increment, such as 5 or 10 degrees.
We will consider a different approach for the formulation of the BAO problem.
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All continuous [0◦, 360◦] gantry angles will be considered instead of a discretized
sample. Since the angle −5◦ is equivalent to the angle 355◦ and the angle 365◦

is the same as the angle 5◦, we can avoid a bounded formulation. A basic formu-
lation for the BAO problem is obtained by selecting an objective function such
that the best set of beam angles is obtained for the function’s minimum:

min f(θ1, . . . , θn)

s.t. (θ1, . . . , θn) ∈ R
n.

Here, the objective f(θ1, . . . , θn) that measures the quality of the set of beam
directions θ1, . . . , θn is the optimal value of the FMO problem for each fixed set
of beam directions. Such functions have numerous local optima, which increases
the difficulty of obtaining a good global solution. Thus, the choice of the solution
method becomes a critical aspect for obtaining a good solution. Our formulation
was mainly motivated by the ability of using a class of solution methods that we
consider to be suited to successfully address the BAO problem: pattern search
methods. The FMO model used is presented next.

2.2 FMO Model

For a given beam angle set, an optimal IMRT plan is obtained by solving the
FMO problem - the problem of determining the optimal beamlet weights for
the fixed beam angles. Many mathematical optimization models and algorithms
have been proposed for the FMO problem, including linear models [17], mixed
integer linear models [11] and nonlinear models [2].

Radiation dose distribution deposited in the patient, measured in Gray (Gy),
needs to be assessed accurately in order to solve the FMO problem, i.e., to de-
termine optimal fluence maps. Each structure’s volume is discretized into voxels
(small volume elements) and the dose is computed for each voxel using the super-
position principle, i.e., considering the contribution of each beamlet. Typically,
a dose matrix D is constructed from the collection of all beamlet weights, by
indexing the rows of D to each voxel and the columns to each beamlet, i.e., the
number of rows of matrix D equals the number of voxels (Nv) and the number
of columns equals the number of beamlets (Nb) from all beam directions consid-
ered. Therefore, using matrix format, we can say that the total dose received by
the voxel i is given by

∑Nb

j=1Dijwj , with wj the weight of beamlet j. Usually,
the total number of voxels considered reaches the tens of thousands, thus the
row dimension of the dose matrix is of that magnitude. The size of D originates
large-scale problems being one of the main reasons for the difficulty of solving
the FMO problem.

Here, we will use a convex penalty function voxel-based nonlinear model [2].
In this model, each voxel is penalized according to the square difference of the
amount of dose received by the voxel and the amount of dose desired/allowed
for the voxel. This formulation yields a quadratic programming problem with
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only linear non-negativity constraints on the fluence values [17]:

minw
Nv∑
i=1

1
vS

⎡
⎣λi

(
Ti −

Nb∑
j=1

Dijwj

)2

+

+ λi

(
Nb∑
j=1

Dijwj − Ti
)2

+

⎤
⎦

s.t. wj ≥ 0, j = 1, . . . , Nb,

where Ti is the desired dose for voxel i, λi and λi are the penalty weights of
underdose and overdose of voxel i, and (·)+ = max{0, ·}. Although this formula-
tion allows unique weights for each voxel, similarly to the implementation in [2],
weights are assigned by structure only so that every voxel in a given structure
has the weight assigned to that structure divided by the number of voxels of the
structure (vS). This nonlinear formulation implies that a very small amount of
underdose or overdose may be accepted in clinical decision making, but larger
deviations from the desired/allowed doses are decreasingly tolerated [2].

The FMO model is used as a black-box function. It is beyond the scope of this
study to discuss if this formulation of the FMO problem is preferable to others.
The conclusions drawn regarding BAO coupled with this nonlinear model are
valid also if different FMO formulations are considered.

3 Radial Basis Function Interpolation and Its Use within
the Pattern Search Methods Framework

For numerical approximation of multivariate functions, radial basis functions
(RBFs) can provide excellent interpolants. For any finite data set in any Eu-
clidean space, one can construct an interpolation of the data by using RBFs, even
if the data points are unevenly and sporadically distributed in a high dimensional
Euclidean space. However, RBF interpolant trends between and beyond the data
points depend on the RBF used and may exhibit undesirable trends using some
RBFs while the trends may be desirable using other RBFs. Numerical choice
of the most adequate RBF for the problem at hand should be done instead of
an usual a priori choice [15]. Next, we will formulate RBF interpolation prob-
lems and describe the strategy used to take advantage of the incorporation of
RBF interpolants in the pattern search method framework applied to the BAO
problem.

3.1 RBF Interpolation Problems

Let f(x) be the true response to a given input vector x (of n components) such
that the value of f is only known at a set of N input vectors x = x1, . . . ,xN , i.e.,
only f(xk) (k = 1, . . . , N) are known. An interpolation model g(x) generated
from a RBF ϕ(t) can be represented in the following form:

g(x) =
N∑
j=1

αjϕ(‖x − xj‖), (1)
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where αj are the coefficients to be determined by interpolation conditions,
g(xk) = f(xk) (k = 1, . . . , N), ‖x − xj‖ denotes the parameterized distance

between x and xj defined as ||x − xj || =
√∑n

i=1 |θi|
(
xi − xji

)2
, and θ1, . . . , θn

are scalars [15]. For fixed parameters θi, the coefficients α1, . . . , αN in Eq. (1) can
be calculated by solving the following linear system of interpolation equations:

N∑
j=1

αjϕ(||xk − xj ||) = f(xk), for k = 1, . . . , N. (2)

The most popular examples of RBF [14] are cubic spline ϕ(t) = t3, thin plate
spline ϕ(t) = t2 ln t, multiquadric ϕ(t) =

√
1 + t2, and Gaussian ϕ(t) = exp(−t2).

These RBFs can be used to model cubic, almost quadratic, and linear growth
rates, as well as exponential decay, of the response for trend predictions. A unique
interpolant is guaranteed for multiquadric and Gaussian RBFs, (i.e., the system
matrix in Eq. (2) is nonsingular) even if the input vectors xj are few and poorly
distributed, provided only that the input vectors are all different when N > 1.
However, for cubic and thin plate spline RBFs, the system matrix in Eq. (2)
might be singular [14]. An easy way to avoid this problem on the cubic and thin
plate spline RBF interpolants is to add low-degree polynomials to interpolation
functions in Eq. (1) (see [15]).

The constructed interpolant g(x) in Eq. (1) depends on “subjective” choice of
ϕ(t), and model parameters θ1, . . . , θn. While one can try all the possible choices
of ϕ(t) in search of a desirable interpolant, there are infinitely many choices for
θ1, . . . , θn. Mathematically, one could pick any fixed set of θ1, . . . , θn and con-
struct the interpolation function for the given data. However, two different sets
of θ1, . . . , θn will lead to two interpolation models that behave very differently
between the input vectors x1, . . . ,xN . Model parameter tuning for RBF inter-
polation aims at finding a set of parameters θ1, . . . , θn that results in the best
prediction model of the unknown response based on the available data. The pre-
diction accuracy can be used as a criterion for choosing the best basis function
ϕ(t) and parameters θi. Cross-validation (CV) [18] was proposed to find ϕ(t)
and θi that lead to an approximate response model g(x) with optimal prediction
capability and proved to be effective [18]. The leave-one-out CV procedure is
usually used in model parameter tuning for RBF interpolation [18]:

Algorithm 1. (Leave-one-out cross-validation for RBF interpolation)

1. Fix a set of parameters θ1, . . . , θn.
2. For j = 1, . . . , N , construct the RBF interpolant g−j(x) of the data points

(xk, f(xk)) for 1 ≤ k ≤ N, k �= j.
3. Use the following CV root mean square error as the prediction error:

ECV (θ1, . . . , θn) =

√√√√ 1

N

N∑
j=1

(g−j(xj) − f(xj))
2
. (3)
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The goal of model parameter tuning by CV is to find θ1, . . . , θn that minimize
the CV error, ECV (θ1, . . . , θn), so that the interpolation model has the highest
prediction accuracy when CV error is the measure. Using different θi allows the
model parameter tuning to scale each variable xi based on its significance in
modeling the variance in the response, thus, has the benefit of implicit variable
screening built in the model parameter tuning.

3.2 Incorporation of RBF Models in the Pattern Search Methods
Framework Tailored for the BAO Problem

Pattern search methods are directional direct search methods that belong to a
broader class of derivative-free optimization methods, such that iterate progres-
sion is solely based on a finite number of function evaluations in each iteration,
without explicit or implicit use of derivatives. Pattern search methods gener-
ate a sequence of non-increasing iterates {xk} using positive bases (or positive
spanning sets) and moving towards a direction that would produce a function
decrease. A positive basis for Rn can be defined as a set of nonzero vectors of Rn

whose positive combinations span R
n (positive spanning set), but no proper set

does. A positive spanning set contains at least one positive basis. It can be shown
that a positive basis for R

n contains at least n + 1 vectors and cannot contain
more than 2n [8]. Positive basis with n + 1 and 2n elements are referred to as
minimal and maximal positive basis, respectively. Commonly used minimal and
maximal positive basis are [I −e], with I being the identity matrix of dimension
n and e = [1 . . . 1]�, and [I − I], respectively.

One of the main features of positive bases (or positive spanning sets), that is
the motivation for directional direct search methods, is that, unless the current
iterate is at a stationary point, there is always a vector vi in a positive basis (or
positive spanning set) that is a descent direction [8], i.e., there is an α > 0 such
that f(xk + αvi) < f(xk). This is the core of directional direct search methods
and in particular of pattern search methods. The notions and motivations for
the use of positive bases, its properties and examples can be found in [1,8].

Pattern search methods framework is briefly presented next. Let us denote
by V the n × p matrix whose columns correspond to the p (≥ n + 1) vectors
forming a positive spanning set. Given the current iterate xk, at each iteration
k, the next point xk+1, aiming to provide a decrease of the objective function, is
chosen from a finite number of candidates on a given meshMk = {xk +αkVz :
z ∈ Z

p
+}, where αk is the mesh-size (or step-size) parameter and Z+ is the set

of nonnegative integers. Pattern search methods are organized around two steps
at every iteration. The first step consists of a finite search on the mesh, free
of rules, with the goal of finding a new iterate that decreases the value of the
objective function at the current iterate. This step, called the search step, has
the flexibility to use any strategy, method or heuristic, or take advantage of a
priori knowledge of the problem at hand, as long as it searches only a finite
number of points in the mesh. The search step provides the flexibility for a
global search since it allows searches away from the neighborhood of the current
iterate, and influences the quality of the local minimizer or stationary point found
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by the method. If the search step fails to produce a decrease in the objective
function, a second step, called the poll step, is performed around the current
iterate. The poll step follows stricter rules and, using the concepts of positive
bases, attempts to perform a local search in a mesh neighborhood around xk,
N (xk) = {xk + αkv : for all v ∈ Pk} ⊂ Mk, where Pk is a positive basis
chosen from the finite positive spanning set V. For a sufficiently small mesh-size
parameter αk, the poll step is guaranteed to provide a function reduction, unless
the current iterate is at a stationary point [1]. So, if the poll step also fails to
produce a function reduction, the mesh-size parameter αk must be decreased.
On the other hand, if both the search and poll steps fail to obtain an improved
value for the objective function, the mesh-size parameter is increased or held
constant.

The most common choice for the mesh-size parameter update is to half the
mesh-size parameter at unsuccessful iterations and to keep it or double it at
successful ones. Note that, if the initial mesh parameter is a power of 2, (α0 =
2l, l ∈ N), and the initial point is a vector of integers, using this common mesh
update, all iterates will be a vector of integers until the mesh-size parameter
becomes inferior to 1. This possibility is rather interesting for the BAO problem.

Recently, the efficiency of pattern search methods improved significantly by
reordering the poll directions according to descent indicators built from sim-
plex gradients [7]. Here, the poll directions are reordered according to the RBF
model values. The most common approach for incorporating interpolation mod-
els in the search step consists of forming an interpolation model and finding its
minimum. For example, in Custódio et al. [6], the search step computes a single
trial point using minimum Frobenius norm quadratic models to be minimized
within a trust region. The size of the trust region is coupled to the radius of
the sample set. Thus, for an effective global search, the sample points should
span all the search space. That could be achieved by using larger initial step-size
parameters. However, since the BAO problem has many local minima and the
number of sample points is scarce, the polynomial interpolation or regression
models (usually quadratic models) used within the trust region struggle to find
the best local minima. Therefore, starting with larger mesh-size parameters may
lead to similar or worst results obtained when starting with smaller mesh-size pa-
rameters and at the cost of more function value evaluations [16]. An alternative
and popular approach to keep small mesh-size parameters and still have a good
coverage of the whole search space is to use a multi-start approach. However,
the multi-start approach has the disadvantage of increasing the total number of
function evaluations and with that the overall computational time. Moreover, the
obtained good span of R2 in amplitude is only obtained by overlapping all the
iterates giving the illusion that unusual beam angle configurations were tested
while in fact only local searches around the initial beam angle configurations
were performed. We adopted a different strategy, by considering a single start-
ing point, a small initial mesh-size parameter, and trying to obtain a good span
in amplitude of R2 by incorporating radial basis functions models in the search
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step. The strategy sketched here is tailored for addressing the BAO problem and
does not include the formal minimization of the RBF model:

Algorithm 2. (PSM framework using RBFs for the BAO problem)

0. Initialization Set k = 0. Choose x0 ∈ R
n, α0 > 0, and a positive spanning

set V.
1. Search step If the number of evaluated points is not greater than n+1 skip

the search step. Otherwise, build a RBF model and while a decrease on the
objective function value is not achieved, compute the RBFs trial points:
For each beam angle direction (i = 1, . . . , n)

a. Evaluate the RBF model for every degree between the previous beam
direction and the next one.

b. Find the minimum of those values that correspond to a beam direc-
tion that was not evaluated yet and, is at least 4 degrees away from a
previously evaluated one, for the beam direction at stake.

c. Take as RBF trial point the current iterate updating the beam direction
corresponding to the minimum found in b.

If no RBF trial point correspond to a decrease on the objective function
value, go to step 2 and the search step is declared unsuccessful. Otherwise,
go to step 4 and both the search step and iteration are declared successful.

2. Poll step This step is only performed if the search step is unsuccessful. If
a RBF model was computed in the previous step then reorder the poll di-
rections according to the RBF model values. If f(xk) ≤ f(x) for every x
in the mesh neighborhood N (xk), then go to step 3 and shrink Mk. Both
poll step and iteration are declared unsuccessful. Otherwise, choose a point
xk+1 ∈ N (xk) such that f(xk+1) < f(xk) and go to step 4. Both poll step
and iteration are declared successful.

3. Mesh reduction Let αk+1 = 1
2 × αk. Set k = k + 1 and return to step 1.

4. Mesh expansion Let αk+1 = αk. Set k = k + 1 and return to step 1.

Our main goal for using a RBF model in the search step of the pattern search
methods framework is to properly explore the search space in amplitude with-
out a random criteria. Therefore, each beam direction is tested every degree
between the previous beam direction and the next one as stated in step a of the
RBF trial points computation. A proper minimization is unnecessary since we
are interested in integer beam angle directions. Step b of the RBF trial points
computation within search step forces the algorithm to consider only directions
in regions not yet explored which is the main goal of the RBF models here
(directions that are less than 4 degrees apart are considered to be clinically
equivalent). The maximum number of points computed in the search step is n
(e.g. if the search step is unsuccessful). More conservative strategies could be
adopted considering, e.g., only the best of the RBF trial points.

The benefits of using RBFs in the pattern search methods framework for the
optimization of the BAO problem are illustrated using a set of clinical examples
of head-and-neck cases that are presented next.
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4 Head-and-Neck Clinical Examples

Two clinical examples of retrospective treated cases of head-and-neck tumors
at the Portuguese Institute of Oncology of Coimbra (IPOC) are used to test
the incorporation of RBF models in a pattern search methods framework. The
selected clinical examples were signalized at IPOC as complex cases where proper
target coverage and organ sparing, in particular parotid sparing, proved to be
difficult to obtain with the typical 7-beam equispaced coplanar treatment plans.
The patients’ CT sets and delineated structures were exported via Dicom RT to
a freeware computational environment for radiotherapy research (see Figure 1).
Since the head-and-neck region is a complex area where, e.g., the parotid glands
are usually in close proximity to or even overlapping with the target volume,
careful selection of the radiation incidence directions can be determinant to
obtain a satisfying treatment plan.

The spinal cord and the brainstem are some of the most critical organs at
risk (OARs) in the head-and-neck tumor cases. These are serial organs, i.e.,
organs such that if only one subunit is damaged, the whole organ functionality
is compromised. Therefore, if the tolerance dose is exceeded, it may result in
functional damage to the whole organ. Thus, it is extremely important not to
exceed the tolerance dose prescribed for these type of organs. Other than the
spinal cord and the brainstem, the parotid glands are also important OARs. The
parotid gland is the largest of the three salivary glands. A common complication
due to parotid glands irradiation is xerostomia (the medical term for dry mouth
due to lack of saliva). This decreases the quality of life of patients undergoing
radiation therapy of head-and-neck, causing difficulties to swallow. The parotids
are parallel organs, i.e., if a small volume of the organ is damaged, the rest
of the organ functionality may not be affected. Their tolerance dose depends
strongly on the fraction of the volume irradiated. Hence, if only a small fraction
of the organ is irradiated the tolerance dose is much higher than if a larger
fraction is irradiated. Thus, for these parallel structures, the organ mean dose is
generally used instead of the maximum dose as an objective for inverse planning
optimization.

In general, the head-and-neck region is a complex area to treat with radio-
therapy due to the large number of sensitive organs in this region (e.g., eyes,
mandible, larynx, oral cavity, etc.). For simplicity, in this study, the OARs used
for treatment optimization were limited to the spinal cord, the brainstem and
the parotid glands.

The tumor to be treated plus some safety margins is called planning target
volume (PTV). For the head-and-neck cases in study it was separated in two
parts with different prescribed doses: PTV1 and PTV2. The prescription dose
for the target volumes and tolerance doses for the OARs considered in the opti-
mization are presented in Table 1.

The parotid glands are in close proximity to or even overlapping with the PTV
which helps explaining the difficulty of parotid sparing. Adequate beam direc-
tions can help on the overall optimization process and in particular in parotid
sparing.
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Fig. 1. Illustration of the structures visualized in CERR

Table 1. Prescribed doses for all the structures considered for IMRT optimization

Structure Mean dose Max dose Prescribed dose

Spinal cord – 45 Gy –
Brainstem – 54 Gy –
Left parotid 26 Gy – –
Right parotid 26 Gy – –
PTV1 – – 70.0 Gy
PTV2 – – 59.4 Gy
Body – 80 Gy –

5 Results

Our tests were performed on a 2.66Ghz Intel Core Duo PC with 3 GB RAM. In
order to facilitate convenient access, visualization and analysis of patient treat-
ment planning data, as well as dosimetric data input for treatment plan optimiza-
tion research, the computational tools developed within MATLAB and CERR
– computational environment for radiotherapy research [9] are used widely for
IMRT treatment planning research. We used CERR 3.2.2 version and MATLAB
7.4.0 (R2007a). The dose was computed using CERR’s pencil beam algorithm
(QIB). An automatized procedure for dose computation for each given beam
angle set was developed, instead of the traditional dose computation available
from IMRTP module accessible from CERR’s menubar. This automatization of
the dose computation was essential for integration in our BAO algorithm. To
address the convex nonlinear formulation of the FMO problem we used a trust-
region-reflective algorithm (fmincon) of MATLAB 7.4.0 (R2007a) Optimization
Toolbox.

We choose to implement the use of RBFs taking advantage of the availability
of an existing pattern search methods framework implementation used success-
fully by us to tackle the BAO problem [16] – the last version of SID-PSM [6,7].
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The spanning set used was the positive spanning set ([e −e I −I], with I being
the identity matrix and e = [1 . . . 1]T ). Each of these directions corresponds
to, respectively, the rotation of all incidence directions clockwise, the rotation of
all incidence directions counter-clockwise, the rotation of each individual inci-
dence direction clockwise, and the rotation of each individual incidence direction
counter-clockwise. The initial mesh-size parameter was set to α0 = 4 since larger
values increase the number of function evaluations with no benefits [16]. Since
the initial points were integer vectors, all iterates will have integer values as long
as the mesh parameter does not become less than one. Therefore, the stopping
criteria adopted was the mesh parameter becoming less than one.

The RBFs incorporation into the pattern search methods framework was
tested using two clinical examples of retrospective treated cases of head-and-
neck tumors at the Portuguese Institute of Oncology of Coimbra (IPOC). A
typical head-and-neck treatment plan consists of radiation delivered from five to
nine equally spaced coplanar orientations around the patient. Treatment plans
with seven equispaced coplanar beams were used at IPOC and are commonly
used in practice to treat head-and-neck cases [2]. Therefore, treatment plans of
seven coplanar orientations were obtained using our BAO algorithms, denoted
SID-PSM and PSM-RBF, wether the algorithm used was the pattern search
framework alone or incorporating RBFs, respectively. These treatment plans
were compared with the typical 7-beam equispaced coplanar treatment plans
denoted equi.

The main goal of the present work is to verify the contribution of the incorpo-
ration of RBF models in pattern search methods applied to the optimization of
the BAO problem, both in terms of optimal function value found and appropriate
search space coverage. Beforehand, we need to decide which RBF is better and
should be used for the BAO problem. The CV error of an interpolation model
can be a useful and objective tool to decide which RBF model is better. We
used the MATLAB code fminsearch, an implementation of the Nelder-Mead [13]
multidimensional search algorithm, to minimize the CV error ECV (θ1, . . . , θn)
in Eq. (3) and to find the best model parameters θ1, . . . , θn. Instead of choosing
a priori which RBF should be used, the RBF model used at each iteration is the
one that yields the smallest CV error, and consequently the RBF model with
the highest prediction accuracy.

The objective function value decrease versus the number of function evalua-
tions required is presented in Fig. 2 to compare the performances of SID-PSM
and PSM-RBF. By simple inspection we conclude that PSM-RBF leads to bet-
ter optimal objective function values compared to SID-PSM. The results are pre-
sented in terms of number of function evaluations instead of overall computational
time since for different dose engines, beamlet optimization methods or even other
objective function strategies, the overall computational time may have a totally
different magnitude. Dose computation using QIB consumed most of the overall
computational time. In average it took two and five hours to run the BAO op-
timization using the SID-PSM and the PSM-RBF algorithms, respectively. Our
objective is to emphasize the small number of function evaluations required by
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Fig. 2. History of the 7-beam angle optimization process using SID-PSM and PSM-
RBF for cases 1 and 2, 2(a) and 2(b) respectively

SID−PSM

PSM−RBF

(a)

SID−PSM

PSM−RBF

(b)

Fig. 3. History of the 7-beam angle optimization process using SID-PSM and PSM-
RBF for cases 1 and 2, 3(a) and 3(b) respectively. Initial angle configuration, optimal
angle configuration and intermediate angle configurations are displayed with solid,
dashed and dotted lines, respectively.

pattern search methods, compared to most of the global search methods, heuris-
tics or strategies, even when using RBFs within the search step.

The history of the 7-beam angle optimization process using SID-PSM andPSM-
RBF, in terms of beam directions tested, for each case, is presented in Fig. 3. By
simple inspection we can verify that the sequence of iterates are better distributed
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by amplitude in R
2 when using PSM-RBF, with a more appropriate coverage in

amplitude of the whole search space.
Despite the improvement in FMO value, the quality of the results can be

perceived considering a variety of metrics. Typically, results are judged by their
cumulative dose-volume histogram (DVH). The DVH displays the fraction of a
structure’s volume that receives at least a given dose. Another metric usually
used for plan evaluation is the volume of PTV that receives 95% of the pre-
scribed dose. Typically, 95% of the PTV volume is required. DVH results for
the two cases are displayed in Fig. 4. Since parotids are the most difficult organs
to spare, and all the treatment plans fulfill the maximum dose requirements
for the spinal cord and the brainstem, for clarity, the DVHs only include the
targets and the parotids and were split in left and right parotid. The asterisks
indicate 95% of PTV volumes versus 95% of the prescribed doses. We can verify
that all treatment plans obtained a satisfactory target coverage. However, as
expected, the main differences reside in parotid sparing with clear advantage for
the optimized treatment plans. In average, SID-PSM treatment plans reduced
the parotid’s mean dose irradiation in 0.8 Gy compared to the equi treatment
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Fig. 4. Cumulative dose volume histogram comparing the results obtained by equi,
SID-PSM and PSM-RBF for cases 1 and 2, 4(a) and 4(b) respectively
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plans while PSM-RBF treatment plans reduced the parotid’s mean dose irradi-
ation in 1.5 Gy compared to the equi treatment plans. The differences between
SID-PSM treatment plans and PSM-RBF treatment plans, concerning parotid
sparing, show a clear advantage for the PSM-RBF treatment plans. The results
displayed in Fig. 4 confirm the benefits of using the optimized beam directions,
in particular using the directions obtained and used in PSM-RBF treatment
plan.

6 Conclusions

The benefits of a tailored incorporation of RBFs in a pattern search methods
framework were tested for the BAO problem using a couple of clinical head-
and-neck cases. The BAO problem is a continuous global highly non-convex
optimization problem known to be extremely challenging and yet to be solved
satisfactorily. Pattern search methods are suited for the BAO problem since
they require few function value evaluations and, similarly to other derivative-free
optimization methods, have the ability to avoid local entrapment. The pattern
search methods approach seems to be similar to neighborhood search approaches
in which the neighborhood is constructed using the pattern search method. How-
ever, local neighborhood search approaches are only similar to the poll step of
the pattern search methods framework. The existence of a search step with the
flexibility to use any strategy, method or heuristic, or take advantage of a priori
knowledge of the problem at hand, is an advantage that was explored success-
fully in this work. We have shown that a beam angle set can be locally improved
in a continuous manner using pattern search methods. Moreover, it was shown
that the incorporation of RBFs in the search step leads to an improvement of the
local solution obtained. For numerical approximation of multivariate functions,
RBFs can provide excellent interpolants, even if the data points available are
unevenly and sporadically distributed. For the retrospective tumor cases tested,
our RBFs tailored approach showed a positive influence on the quality of the
local minimizer found and a clearly better coverage of the whole search space in
amplitude. The improvement of the local solutions in terms of objective function
value corresponded, for the head-and-neck cases tested, to high quality treatment
plans with good target coverage and with improved organ sparing, in particular
better parotid sparing. Moreover, we have to highlight the low number of func-
tion evaluations required to obtain locally optimal solutions, which is a major
advantage compared to other global heuristics. This advantage should be even
more relevant when considering non-coplanar directions since the number of pos-
sible directions to consider increase significantly. The efficiency on the number
of function value computations is of the utmost importance for the optimization
of other general expensive highly non-convex black-box functions.
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7. Custódio, A.L., Vicente, L.N.: Using sampling and simplex derivatives in pattern
search methods. SIAM J. Optim. 18, 537–555 (2007)

8. Davis, C.: Theory of positive linear dependence. Am. J. Math. 76, 733–746 (1954)
9. Deasy, J.O., Blanco, A.I., Clark, V.H.: CERR: A Computational Environment for

Radiotherapy Research. Med. Phys. 30, 979–985 (2003)
10. Ehrgott, M., Holder, A., Reese, J.: Beam selection in radiotherapy design. Linear

Algebra Appl. 428, 1272–1312 (2008)
11. Lee, E.K., Fox, T., Crocker, I.: Integer programming applied to intensity-modulated

radiation therapy treatment planning. Ann. Oper. Res. 119, 165–181 (2003)
12. Li, Y., Yao, D., Yao, J., Chen, W.: A particle swarm optimization algorithm for

beam angle selection in intensity modulated radiotherapy planning. Phys. Med.
Biol. 50, 3491–3514 (2005)

13. Nelder, J.A., Mead, R.: A simplex method for function minimization. Comput.
J. 7, 308–313 (1965)

14. Powell, M.: Radial Basis Function Methods for Interpolation to Functions of Many
Variables. HERMIS: Int. J. Computer Maths & Appl. 3, 1–23 (2002)

15. Rocha, H.: On the selection of the most adequate radial basis function. Appl. Math.
Model. 33, 1573–1583 (2009)

16. Rocha, H., Dias, J.M., Ferreira, B.C., Lopes, M.C.: Beam angle optimization using
pattern search methods: initial mesh-size considerations. In: Proceedings of the 1st
International Conference on Operations Research and Enterprise Systems (2012)

17. Romeijn, H.E., Ahuja, R.K., Dempsey, J.F., Kumar, A., Li, J.: A novel linear pro-
gramming approach to fluence map optimization for intensity modulated radiation
therapy treatment planing. Phys. Med. Biol. 48, 3521–3542 (2003)

18. Tu, J.: Cross-validated Multivariate Metamodeling Methods for Physics-based
Computer Simulations. In: Proceedings of the IMAC-XXI (2003)

19. Vaz, A.I.F., Vicente, L.N.: A particle swarm pattern search method for bound
constrained global optimization. J. Global Optim. 39, 197–219 (2007)



On the Complexity of a Mehrotra-Type

Predictor-Corrector Algorithm

Ana Paula Teixeira1 and Regina Almeida2

1 Department of Mathematics
University of Trás-os-Montes e Alto Douro

P-5000-911 Vila Real, Portugal
CIO. Faculty of Sciences, University of Lisbon, Portugal

ateixeir@utad.pt
2 Department of Mathematics

University of Trás-os-Montes e Alto Douro
P-5000-911 Vila Real, Portugal

CIDMA. University of Aveiro, Portugal
ralmeida@utad.pt

Abstract. Based on the good computational results of the feasible ver-
sion of the Mehrotra’s predictor-corrector variant algorithm presented by
Bastos and Paixão, in this paper we discuss its complexity. We prove the
efficiency of this algorithm by showing its polynomial complexity and,
consequently, its Q-linearly convergence.

We start by proving some technical results which are used to discuss
the step size estimate of the algorithm.

It is shown that, at each iteration, the step size computed by
this Mehrotra’s predictor-corrector variant algorithm is bounded be-
low, for n ≥ 2, by 1

200n4 ; consequently proving that the algorithm has
O(n4| log(ε)|) iteration complexity.

Keywords: Linear Programming, predictor-corrector variant, interior-
point methods, Mehrotra-type algorithm, polynomial complexity,
Q-linear convergence.

1 Introduction

Since Karmarkar’s paper [6], many researchers, for example: Freund and
Jarre in [4], Güler and Ye in [5], Kojima et al. in [7], Lustig et al. in [8–10],
McShane et al. in [11], Salahi et al. in [13], Wright in [14], Ye in [15] and
Zhang et al. in [16, 17], devoted their attention to the study of Interior-PointMeth-
ods. Predictor-Correctormethods are one of the most studied variants of interior-
pointmethods, beingMehrotra’s predictor-corrector algorithm [12] used in several
optimization packages.

In general, classical predictor-corrector algorithms perform four line searches
by iteration, two of them after obtaining the predictor direction to estimate the
duality measure and the other two after computing the final direction. Bastos [2]
and Bastos and Paixão [3] presented a new feasible predictor-corrector Linear
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Programming variant of Mehrotra’s algorithm [12], that just makes two line
searches per iteration and so it has the advantage of decreasing the running
time of each iteration. The major differences between this new variant and the
classical predictor-corrector for Linear Programming are: the predictor direction
is computed as in the primal-dual methods, it uses the same duality measure
both for the predictor and the corrector directions and no line search is needed
to obtain the duality measure. The authors showed that this new version was
computationally more efficient than the original one for the class of problems
studied in that work.

The complexity of several variants of Mehrotra’s algorithm has been studied
by many researches; for example, Zhang and Zhang in [16] and Salahi et al. in
[13] proved the polinomial complexity of some Mehrotra-type predictor-corrector
variants. Recently, Almeida et al. [1] also analyzed the complexity of an other
Mehrotra-type predictor-corrector variant algorithm.

Bastos and Paixão in [3], presented specialized versions of an interior-point
algorithm for transportation and assignment problems. To validate their algo-
rithm they carried out some computational experiment: sixty instances for the
transportation problems, all of them with fifty origins and fifty destinations were
generated. Twelve different classes of test problems were considered and five dif-
ferent instances were randomly generated for each one of them. Using these
instances, they obtained the correspondent versions of the assignment problems.
In this case, four different classes of test problems were considered, each one of
them with fifteen instances. The performed computational experience has shown
that both the Mehrotra and the new predictor-corrector variant were the best
algorithms (among all the ones considered in that paper) for the studied classes
of problems. For the transportation problems case, although the Mehrotra vari-
ant usually takes a smaller number of iterations and requires less computing
time than the new variant, the last one usually presents an inferior gap. For the
assignment problems, the Mehrotra variant usually takes a smaller number of
iterations but requires more computing time than the new variant.

Based on the good computational results of the new Linear Programming fea-
sible algorithm presented in [3], in this paper we discuss the theoretical efficiency
of that algorithm, establishing a complexity bound.

Let us now present some concepts and notation that will be used. Consider
Mm×n(R) as the set of the real m× n matrices. The standard primal-dual pair
of Linear Programming problems is

(P) min
x
cTx (D) max

u,v
bTu

s.t. Ax = b s.t. ATu+ v = c
x ≥ 0 v ≥ 0

with A ∈ Mm×n(R), c, x, v ∈ R
n and b, u ∈ R

m. The set of primal-dual feasible
solutions of (P) and (D) is given by
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F =
{
(x, u, v) ∈ R

n × R
m × R

n : (x, v) ≥ (0, 0), Ax = b, ATu+ v = c
}
,

while its set of primal-dual strictly feasible solutions is

F◦ = {(x, u, v) ∈ F : (x, v) > (0, 0)} .

The predictor-corrector algorithm in [2, 3] uses the negative infinity norm neigh-
borhood defined by

N−
∞(γ) =

{
(xk, uk, vk) ∈ F◦ : xki v

k
i ≥ γμk, i ∈ I}

,

where γ ∈]0, 1[ is a constant, I = {1, 2, · · · , n} and

μk =
cTxk − bTuk
θ(n)

, with θ(n) =

{
n2, n ≤ 5000
n

√
n n > 5000

. (1)

The affine direction of this algorithm (	xa,	ua,	va) is obtained by solving
the system ⎧⎨

⎩
A	Xae = 0
AT 	Uae+ 	V ae = 0
V k	Xae+Xk	V ae = μke−XkV ke

(2)

and the corrector direction (	x,	u,	v) is obtained by solving the system⎧⎪⎨
⎪⎩
A	Xe = 0
AT 	Ue+ 	V e = 0
V k	Xe+Xk	V e = μke − 	Xa	V ae−XkV ke

(3)

where e denotes the vector with all components equal to one and Xk = diag
(
xk

)
is a diagonal matrix with the elements of the vector xk in the diagonal. Anal-
ogously, the matrices V k,	X,	U,	V,	Xa,	Ua and 	V a are obtained by
using the elements of the correspondent vectors in the diagonal.

This algorithm can be formalized in Algorithm 1.
Throughout this paper, not only are valid the definitions and notation pre-

viously mentioned but, we also consider x · v to represent the componentwise
product of the vectors x and v, ‖·‖ to denote the 2-norm of vectors and the
index sets

I+ = {i ∈ I : 	xai 	vai > 0}, I− = {i ∈ I : 	xai 	vai < 0}.

For simplicity of notation, we omit the iteration index of the triples that represent
the affine and the corrector directions.

In this paper, we use γ = 1
2 in the negative infinity norm neighborhood, i.e.,

N−
∞

(
1
2

)
and we consider λk = min{αkp, αkd}.
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Algorithm 1.

Require: (x0, u0, v0) ∈ N−
∞(γ);

Set k = 0;

while the termination criteria is not satisfied do

(a) Compute μk using (1);

(b) Obtain the affine direction (�xa,�ua,�va) by solving (2);

(c) Obtain the corrector direction (�x,�u,�v) by solving (3);

(d) Compute primal and dual step sizes, respectively,

αk
p = max{α > 0 : xk + α�x ≥ 0}, αk

d = max{α > 0 : vk + α�v ≥ 0};
(e) Compute

xk+1 = xk + 0.9995αk
p�x, (uk+1, vk+1) = (uk, vk) + 0.9995αk

d (�u,�v);

(f) Set k = k + 1;

end while

2 Technical Results

In this section we prove some technical results which are used, in Section 3, in
order to discuss the step size estimate of Algorithm 1. Throughout this section
Lemmas 5.1 and 5.3 of [14] are frequently used. For simplicity, we transcribe
theses results in the Appendix.

Lemma 1. Let (	xa,	ua,	va) be the affine direction of Algorithm 1. Then,
for all i ∈ I+,

	xai 	vai ≤ 1

4

(
1 − μk

xki v
k
i

)2

xki v
k
i .

Proof. Using the third condition of (2), we have

	xai
xki

+
	vai
vki

=
μk

xki v
k
i

− 1. (4)

Since

0 ≤
(	xai
xki

− 	vai
vki

)2

=

(	xai
xki

)2

+

(	vai
vki

)2

− 2
	xai 	vai
xki v

k
i

,

then (	xai
xki

)2

+

(	vai
vki

)2

≥ 2
	xai 	vai
xki v

k
i

. (5)

Therefore, using
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(	xai
xki

+
	vai
vki

)2

=

(	xai
xki

)2

+

(	vai
vki

)2

+ 2
	xai 	vai
xki v

k
i

,

equality (4) and inequality (5), we have(
μk

xki v
k
i

− 1

)2

≥ 4
	xai 	vai
xki v

k
i

.

Lemma 2. Let (	xa,	ua,	va) be the affine direction of Algorithm 1. Then,∑
i∈I+

	xai 	vai =
∑
i∈I−

|	xai 	vai | ≤ μk
4
θ(n).

Proof. Since 	xaT	va = 0, from Lemma 5.1 of [14, p.87], then

0 =
∑
i∈I

	xai 	vai =
∑
i∈I+

	xai 	vai +
∑
i∈I−

	xai 	vai .

Therefore, ∑
i∈I+

	xai 	vai =
∑
i∈I−

|	xai 	vai |.

Using Lemma 1, we have

∑
i∈I+

	xai 	vai ≤ 1

4

∑
i∈I+

(
μk

xki v
k
i

− 1

)2

xki v
k
i

=
1

4

∑
i∈I+

(
xki v

k
i +

μ2k
xki v

k
i

− 2μk

)

≤ 1

4

∑
i∈I+

(
xki v

k
i +

2μ2k
μk

− 2μk

)

≤ 1

4

⎛
⎝μkθ(n) + ∑

i∈I+

(2μk − 2μk)

⎞
⎠

≤ μk
4
θ(n).

Using the above technical lemmas, we obtain the following proposition which
gives an upper bound estimate of the 2-norm of the inner product of the vectors
	v and 	x.
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Proposition 1. Let (	x,	u,	v) be the solution of (3) and (xk, uk, vk) ∈
N−

∞
(
1
2

)
be the current iterate. Then

‖	v · 	x‖ ≤ 4n4μk.

Proof. Multiplying the third equation of (3) by
(
XkV k

)− 1
2 , we obtain

(
Xk

)− 1
2
(
V k

) 1
2 	x+ (

V k
)− 1

2
(
Xk

) 1
2 	v =

=
(
XkV k

)− 1
2
(
μke − 	Xa	V ae−XkV ke

)
.

(6)

Taking the first term of (6) and

D =
(
V k

)− 1
2
(
Xk

) 1
2 ,

we have

(
Xk

)− 1
2
(
V k

) 1
2 	x+ (

V k
)− 1

2
(
Xk

) 1
2 	v = D−1	x+D	v.

Let us denote

w1 = D−1	x, w2 = D	v, W1 = diag(w1), W2 = diag(w2).

Using Lemma 5.3 of [14, p.88] follows

‖W1W2e‖ = ‖	v · 	x‖

≤ 2−
3
2 ‖w1 + w2‖2

= 2−
3
2

∥∥∥(XkV k
)− 1

2
(
μke− 	Xa	V ae−XkV ke

)∥∥∥2

= 2−
3
2

(
μ2k

∑
i∈I

1

xki v
k
i

+ θ(n)μk +
∑
i∈I

(	xai 	vai )2
xki v

k
i

− 2nμk

− 2μk
∑
i∈I

	xai 	vai
xki v

k
i

+ 2
∑
i∈I

	xai 	vai
)
.

For xki v
k
i ≥ 1

2μk, we have

μ2k
∑
i∈I

1

xki v
k
i

≤ 2μkn.
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Now, let us analyze the term

∑
i∈I

(	xai 	vai )2
xki v

k
i

=
∑
i∈I+

(	xai 	vai )2
xki v

k
i

+
∑
i∈I−

(	xai 	vai )2
xki v

k
i

. (7)

For the case i ∈ I+, using Lemma 1 and the fact that (xk, uk, vk) belongs to
N−∞

(
1
2

)
, we get

∑
i∈I+

(	xai 	vai )2
xki v

k
i

≤
∑
i∈I+

1

16

(
μk

xki v
k
i

− 1

)4

xki v
k
i

=
1

16

∑
i∈I+

(
μ4k

(xki v
k
i )

3
− 4

μ3k
(xki v

k
i )

2
+ 6

μ2k
xki v

k
i

− 4μk + x
k
i v

k
i

)

≤ 1

16

∑
i∈I+

(
8μk − 4

μ3k
(xki v

k
i )

2
+ 12μk − 4μk + x

k
i v

k
i

)

≤ 1

16

∑
i∈I+

(
16μk + x

k
i v

k
i

)

≤ μk
(
n+
θ(n)

16

)
.

For i ∈ I−, using Lemma 2, we have

∑
i∈I−

(	xai 	vai )2
xki v

k
i

≤ 2

μk

∑
i∈I−

(	xai 	vai )2

≤ 2

μk

⎛
⎝ ∑

i∈I−

|	xai 	vai |
⎞
⎠

2

≤ 2

μk

(
θ(n)

4
μk

)2

≤ μk
8

(θ(n))
2
.

Therefore, we have for (7)

∑
i∈I

(	xai 	vai )2
xki v

k
i

≤
(
n+
θ(n)

16
+

(θ(n))2

8

)
μk.
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Using Lemma 2, the fact that (xk, uk, vk) belongs to N−
∞

(
1
2

)
and the definition

of I− and I+, we obtain

−2μk
∑
i∈I

	xai 	vai
xki v

k
i

≤ −2μk
∑
i∈I+

	xai 	vai
xki v

k
i

− 2μk
∑
i∈I−

	xai 	vai
xki v

k
i

≤ −2μk
∑
i∈I−

	xai 	vai
xki v

k
i

≤ 2μk
∑
i∈I−

2
|	xai 	vai |
μk

≤ 4
∑
i∈I−

|	xai 	vai |

≤ 4μk
1

4
θ(n)

= μkθ(n).

Since from Lemma 5.1 of [14, p.87] we get

	xaT	va = 0,

then it follows

‖	v · 	x‖ ≤
(
33

16
θ(n) +

1

8
(θ(n))

2
+ n

)
μk.

In conclusion, estimating θ(n) by n2, we have

‖	v · 	x‖ ≤ 4n4μk.

Analogously to Lemma 5.1 of [14, p.87], by a straightforward calculation, we
have the following result.

Lemma 3. Let μk satisfy (1). Then

μk+1 =

(
1 − λk

(
1 − n

θ(n)

))
μk.

Proof. Since
cTxk+1 − bTuk+1 = (vk+1)Txk+1,

where xk+1 = xk + λk	x and vk+1 = vk + λk	v, we get
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cTxk+1 − bTuk+1 = (vk+1)Txk+1

= (vk + λk	v)T (xk + λk	x)
= vk

T
xk + λk

(
	vTxk + vk

T 	x
)
+ λ2k	vT 	x

which is equivalent to

cTxk+1 − bTuk+1 = vk
T
xk + λk

(
xk

T	v + vkT	x
)
+ λ2k	vT	x. (8)

Using the second equation of (3), 	uTA = −(	v)T , we obtain

	uTA	x = −(	v)T 	x. (9)

Therefore, from the first equation of (3) and (9), we get

	vT	x = 0. (10)

Introducing the third equation of (3), we have

xk
T 	v + vkT 	x = [

V k	Xe+Xk	V e]T e
=

[
μke− 	Xa	V ae−XkV ke

]T
e

= nμk − 	vaT	xa − vkTxk. (11)

Applying (10) and (11) to (8), we obtain

cTxk+1 − bTuk+1 = vk
T
xk + λk

(
nμk − 	vaT 	xa − vkTxk

)
. (12)

Due to 	vaT	xa = 0 and

vk
T
xk = cTxk − bTuk,

equation (12) can be rewritten as

cTxk+1 − bTuk+1 = (1 − λk)
(
cTxk − bTuk)+ λknμk.

Using (1), we obtain the desired relation

μk+1 =

(
1 − λk +

nλk
θ(n)

)
μk.
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3 Polynomial Complexity

In this section we prove that Algorithm 1 isQ-linearly convergent. More precisely,
we prove that at each iteration the step size computed by this algorithm is
bounded below by 1

200n4 , for n ≥ 2. Consequently, we prove that Algorithm 1
has O(n4| log(ε)|) iteration complexity.

In the next result we discuss the step size estimate of the algorithm to establish
its worst case iteration complexity, in order to analyze the asymptotic behavior
of Algorithm 1.

Theorem 1. Suppose that the current iterate (xk, uk, vk) belongs to N−
∞

(
1
2

)
.

Let the solution of (3) be (	x,	u,	v). Then the maximum step size λk, that
keeps (xk+1, uk+1, vk+1) in N−∞

(
1
2

)
, satisfies

λk ≥ 1

200n4
, k ≥ 0, n ≥ 2.

Proof. In order to find the maximum nonnegative λk for which

xk+1
i vk+1

i ≥ 1

2
μk+1,

with i ∈ I, we define

t = max
i∈I+

{
	xai 	vai
xki v

k
i

(
μk

xki v
k
i

− 1

)−2
}
. (13)

Since 	xaT	va = 0, we have I+ �= ∅. Let i ∈ I+, then

xk+1
i vk+1

i = xki v
k
i + λk

(
μk − xki vki − 	xai 	vai

)
+ λ2k	xi	vi

= (1 − λk)xki vki + λkμk − λk	xai 	vai + λ2k	xi	vi.
Applying Proposition 1, (13) and(

μk

xki v
k
i

− 1

)2

≤ 1 +
μ2k

(xki v
k
i )

2

we get

xk+1
i vk+1

i ≥ (1 − λk)xki vki + λkμk − λktxki vki
(
1 +

μ2k
(xki v

k
i )

2

)
+ λ2k	xi	vi

≥ (1 − λk(1 + t)) xki vki + (1 − 2t)λkμk − λ2k	xi	vi

≥ (1 − λk(1 + t)) xki vki + (1 − 2t)λkμk − λ2k
(
4n4

)
μk.
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Since each iterate must belong to N−
∞

(
1
2

)
, if we take 1−λk(1+t) > 0, we obtain

xk+1
i vk+1

i ≥ (1 − λk(1 + t)) 1
2
μk + (1 − 2t)λkμk − 4λ2kn

4μk.

By Lemma 1, we get t ≤ 1
4 and, consequently, 1

1+t ≥ 4
5 . Therefore, we take

λk ∈ [
0, 45

]
. In order to guaranty that the next iterate belongs to N−

∞
(
1
2

)
, we

consider

(1 − λk(1 + t)) 1
2
μk + (1 − 2t)λkμk − 4λ2kn

4μk ≥ 1

2
μk+1.

Using Lemma 3, we have

(1 − λk(1 + t)) 1
2
μk + (1 − 2t)λkμk − 4λ2kn

4μk ≥ 1

2

(
1 − λk

(
1 − n

θ(n)

))
μk,

which is equivalent to

λk

(
2 − 5t− n

θ(n)

)
μk
2

≥ 4λ2kn
4μk. (14)

Using Lemma 1 and the definition of θ(n) presented in (1), we obtain, for n ≥ 2,(
2 − 5t− n

θ(n)

)
≥ 2 − 5

4
− 1√
n

≥ 3
√
n− 4

4
√
n

≥ 1

25
. (15)

From (14) and (15), we conclude, for n ≥ 2,

λk ≥ min

{
4

5
,

1

200n4

}
=

1

200n4
.

The following theorem gives an upper bound for the number of iterations in
which Algorithm 1 stops.

Theorem 2. Let ε ∈]0, 1[. Algorithm 1 stops after at most O(n4| log(ε)|) itera-
tions with a solution for which xT v ≤ ε.
Proof. Considering the definition of μk presented in (1) and Lemma 3, we obtain

μk+1 =

(
1 − λk +

nλk
θ(n)

)
μk ≤

(
1 − λk

(
1 − 1√

n

))
μk.

Using Theorem 1, we have

μk+1 ≤
(
1 − λk

(
1 − 1√

n

))
μk ≤

(
1 − 1, 45 × 10−3

n4

)
μk.

Applying Theorem 3.2 of [14, p. 61] (see Appendix) we complete the proof.
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Appendix

In this appendix we transcribe Theorem 3.2 and Lemmas 5.1 and 5.3 of [14].

Theorem 3.2 [14, p.61]. Let ε ∈ ]0, 1[ be given. Suppose that our algorithm for
solving the Karush-Kuhn-Tucker conditions associated with the standard primal-
dual pair of Linear Programming problems generates a sequence of iterates that
satisfies

μk+1 ≤
(
1 − δ

nω

)
μk, k = 0, 1, . . .

for some positive constants δ and ω. Suppose too that the starting point (x0, u0, v0)
satisfies

μ0 ≤ 1

εκ

for some positive constant κ. Then there exists an index K with

K = O (nω |log(ε)|)

such that
μk ≤ ε for all κ ≥ K.

Lemma 5.1. [14, p.87] Let the step (	xa,	ua,	va) be defined by (2). Then

	vaT	xa = 0.

Lemma 5.3. [14, p.88] Let u and v be any two vectors in R
n with uT v ≥ 0.

Then
‖UV e‖ ≤ 2−

3
2 ‖u+ v‖2,

where U = diag (u1, . . . , un) and V = diag (v1, . . . , vn) .
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Abstract. The purpose of this paper is to propose a mathematical programming 
approach to minimize the total cost in a biomass supply chain. A company that 
collects material from forests, transforms it into chipped product, stores and 
delivers it to its customers is considered. For tackling all the aspects of the 
supply chain management, a mixed integer programming model that supports 
tactical and operational decisions was developed and optimized using a general 
purpose solver. The model was implemented in C++ and several computational 
tests have been performed. 

Keywords: Supply chain, Biomass, Optimization, Mixed integer programming. 

1 Introduction 

Recent trends in energy all over the world highlight the need of using efficient 
approaches in the management of energy resources, not only by changing energy 
consumption and emission habits but also, by using new technologies, tools and 
methodologies. New challenges have to be addressed and new strategies have to be 
devised to have a cost-effective use of energy resources, in particular, renewable 
resources. 

In order to change the current situation, a large number of countries are focusing 
on increasing the consumption of renewable and environmentally friendly energies to 
allow a reduction of the dependence on fossil energy and emissions of greenhouse 
gases [1-4]. In [1], the European Commission defined ambitious energy objectives for 
2020: “to reduce greenhouse gas emissions by 20%, to increase the share of 
renewable energy to 20% and to make a 20% improvement in energy efficiency”. 

There are several types of renewable energy sources such as the wind energy, 
hydropower, solar energy, geothermal energy, wave energy and bioenergy. The use  
of biomass has increased in recent years and its share is expected to increase in the 
near future. Biomass is a general term that incorporates biological material such as 
wood (harvested wood, wood waste, etc) or biodegradable wastes. The wood biomass 
can be included in various economic activities, such as: in the production of 
derivatives timber products, for heating, for electricity generation, or in the transport 
sector. 
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According to [5,6] “woody biomass is biomass from trees, bushes and shrubs. This 
definition includes forest and plantation wood, wood processing industry by-products 
and residues, and used wood”. The biomass action plan of European Union is defined 
in [7] with the aim to encourage Member States to implement measures to promote 
biomass industry by establishing possible guidelines for developing national biomass 
action plans. 

In general, wood biomass is considered a renewable and clean energy with a 
carbon neutral cycle: the trees capture CO2 from the atmosphere; forest fuel is fired 
and CO2 is released back into the atmosphere. This cycle repeats successively. For 
this reason, the burning of biomass may not cause more emissions of greenhouse 
gases. In [8] the need to balance deforestation and reforestation activities to balance 
between emissions and inventory of CO2 is stressed. 

Biomass energy has been considered a successful alternative to fossil fuels but its 
competitiveness is highly dependent on the efficiency of its supply chain. In fact, 
unlike fossil fuels, biomass is distributed over widespread areas and therefore, the 
location of wood terminals, the position of facilities to pre-process products; 
inventory and storage decisions, the location of bioenergy plants/consumers and 
transportation operations (both on-farm/forest and on road transportation) become 
critical factors in designing and planning new biomass systems. To be profitable the 
business of biomass it is necessary to optimize the supply chain, from the collection 
of raw materials until the end-user. Transport costs account for about 50% of total 
costs, in some cases can reach 65% [9,10]. The correct definition of the links in the 
supply chain and the optimal planning of the flow of materials are crucial in order to 
meet the demand at the desired time while minimizing total costs. 

Additionally, other characteristics of biomass systems add extra complexity to the 
design and planning of its supply chain [11]: both supply and demand are seasonal, 
supply product is time and weather sensitive; products have variable moisture content 
and low bulk density. An efficient biomass supply chain must balance costs, customer 
service and sustainability to achieve high levels of performance and decision support 
models are required to analyze and optimize such a complex system. 

In this work, a mixed integer programming model, capable of incorporating, 
tactical and operational decisions in a biomass supply chain, is developed. While 
minimizing total system costs, this approach tries to incorporate some of the 
specificities and complexities of these logistics systems. 

This article is divided into five sections. The subsequent section presents a review 
of existing models and describes, in detail, the problem addressed. In the third section, 
the mathematical model is presented and discussed and in the fourth section, 
computational results are presented and analyzed. Finally, in the last section, some 
conclusions are drawn and some guidelines for future work are proposed. 

2 Problem Description 

In the last decades several approaches have been proposed in the literature to study 
and analyze general purpose supply chains. More recent models proposed in the 
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literature, based on mathematical programming models, allow the integration of 
decisions from different levels (e.g. strategic and tactical) demonstrating the potential 
savings of integrated approaches in the design of global logistics systems. In some 
cases these approaches are general purpose models, difficult to apply to very complex 
and specific supply chains. Others approaches are applied studies difficult to be used 
in a wide variety of systems. 

In terms of biomass supply chains, the number of scientific publications has been 
increasing more recently supporting the greater concern on renewable energy 
resources. 

In [12] the special characteristics of waste biomass supply chains are presented and 
it is stressed that logistics and supply chain management are areas of critical 
importance for the successful utilization of energetic biomass. Furthermore, in that 
work, authors stress the need of “comprehensive waste biomass supply chain 
approaches”. Although, focusing in the waste biomass problem, the questions raised 
have large similarities with wood biomass, in particular in what concerns the decision 
making process: i) at strategic decision level, the network configuration problem – 
sourcing (selection of collection sites, selection of the types of wood biomass to 
collect, etc), location and capacity of terminals, storage and production facilities – 
required to balance seasonal variations of demand and supply; sustainability of the 
supply chain; ii) at tactical decision level: decisions concerning pre-treatment 
(technology, timing and place of pre-treatment – particularly relevant in the wood 
biomass supply chain is the definition of the best timing for pre-treatment, namely  
the chipping process, since it has a large impact on transportation decisions and costs) 
- inventory management; fleet and transportation management and iii) at operational 
level: operations planning (such as chipping operations; inventory control and vehicle 
scheduling operations); 

From the comprehensive analysis undertaken by these authors it is clear that the 
majority of published work focus only a particular aspect of the decision making 
process and that integrated models to incorporate strategic, tactic and/or operational 
decisions are still required to allow a systemic understanding of biomass systems. 

A mixed integer programming model of the biomass supply chain is proposed [13] 
in which integrates both strategic and tactical decisions. The problem addressed 
consists of a multi-period (monthly based), multi-product with capacitated facilities 
defined over a two-echelon structure: suppliers (forest areas, saw mill, external 
suppliers), terminals (for storage) and customers (heating plants) with known demand 
for forest fuel. Decisions concerning the choice of suppliers and terminals, timing and 
location of chipping, storage quantities and flows among facilities are to be addressed. 
The mathematical model is solved using a heuristic approach and allows evaluation of 
alternative strategies and scenarios providing support in the decision making process. 

The model proposed in this research can be seen as an extension of model of [13]. 
The main difference concerns the inclusion of the operational decision level, in 
addition to the tactical level and a daily based time scale is used to incorporate 
transportation operations (e.g. how many vehicles are required) and processing 
operations (allocation of resources to collecting and chipping operations). 
Additionally, as transportation costs constitute one of the most important fractions of 



 Design of Wood Biomass Supply Chains 33 

the total costs, a more realistic approach is adopted: transportation costs are not a 
linear function of units transported, but a staircase function where each step 
corresponds to a used vehicle which allows a closer approximation to real costs. 

Next, the problem analyzed will be described in more detail. 
A company that collects material from forests and distributes chipped product for 

heating purposes is considered. Raw product consists of harvests material from forest 
areas (usually forest residues such as branches, bushes and shrubs, dead trees, etc.) 
obtained from several forest areas. Raw material from forest areas requires pre-
treatment: wood residues have to be transformed into chipped product (wood chips) 
“sub rectangular shaped pieces with a defined particle size produced by mechanical 
treatment with, usually, knives” [6]. This pre-treatment process can be undertaken 
either in forest areas or in facilities with chipping capacity. Chipped products has to 
be moved to customers either directly or using intermediate facilities. In this sector of 
activity, supply and demand are seasonal, varying throughout the year due to climatic 
variations. Because of this seasonality the use of inventories is of most importance for 
a good level of service. 

Figure 1 represents a general scheme of the supply chain, where the rectangles 
represent the supply chain elements; the arrows represent the operations and the 
circles the availability of certain material in each period. 

 

Fig. 1. Scheme of supply chain 

The collection of wood resources is carried out in forest areas and raw materials 
can be stored or transformed in chipped product before they are transported either to a 
customer or to a warehouse (storage facility). Intermediate warehouses serve to 
improve supply and demand coordination, particularly relevant when seasonality of 
both supply and demand are an important issue and to improve the management of 
chipped and transportation operations. Stores can accommodate raw material, as well 
as chipped product. They can also be used to undertake chip operations, through a 
fixed chipper or a mobile chipper. Finally, customers receive products already 
processed in order to meet their demands. 

Supply and demand quantities are known, resources and capacities are limited and, 
an important aspect of the problem is the optimal management of equipments and 
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human resources involved in the tasks of collecting, chipping, transporting and storing 
the biomass. It is assumed that operations duration is one day. 

For tackling all these aspects of the supply chain design, a mixed integer 
programming model that supports tactical and operational decisions was developed. 
The model allows the minimization of total costs involved. 

For a given planning horizon divided in time periods, the model addresses the 
following decisions: 

─ selection of collection sites (whether or not use a supplier/forest area); 
─ location of storage facilities (whether or not use an intermediate warehouse); 
─ type and quantity of different type of products to be supplied; 
─ pre-treatment decisions (whether or not use pre-treatment at forest; location of 

fixed and mobile chippers); 
─ storage decision (quantities to be stored at all time periods, in the different 

warehouses); 
─ transportation flows between different links in the chain. 

In the following section the mathematical programming model will be described. 

3 Mathematical Programming Model 

3.1 Decision Variables and Constraints 

A set I of forest areas, a set W of potential warehouses, a set J of customers, a set P of 
products, and a set T of time periods are considered. 

The collection of raw materials at forest areas involve two sets of decision 
variables: the first set gives the volume of each raw material collected at each forest 

area and time period and it is denoted by pt
iX , ∀p∈P, ∀t∈T, ∀i∈I. The second set of 

decision variables corresponds to the binary variables t
iY  which are equal to 1 if area 

i, ∀i∈I, used for collection at time period t, ∀t∈T, and 0 otherwise. Additionally, 
associated with forest areas and teams that are available to collect them the following 
parameters are defined: the volume of raw material p available at area i is denoted by 

p
iV  ; at each time period, there are Ni collecting teams, each one with the capacity of 

collecting a volume of Vi. 
The following constraints define feasible ways of collecting the raw materials at 

the forest areas. 
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 TtIiViX
Pp

pt
i ∈∀∈∀≤ ∈

,,  (4) 

Constraints (1) state that the collected volume cannot exceed the existent volume 
(which was assumed to be the same for all the planning horizon). Constraints (2) link 
the two types of decision variables: if any volume is collected then the corresponding 
binary variable is 1. Constraints (3) set the limit of the number of areas where 
biomass is collected at each period to the number of available teams. Constraints (4) 
set a limit to the volume (over all raw materials) collected at each area in each period; 
this limit is given by the capacity of one team. 

After being collected, raw materials can be stored and/or chipped (with a mobile 
chipper) near the forest area, or sent to a warehouse. The following decision variables 
are defined to accommodate these alternatives: 

pt
iXn - volume of raw material p from area i stored near the forest area at period t, 

∀i∈I, ∀p∈P, ∀t∈T; 
pt

iwXn - volume of raw material p send from area i to warehouse w at period t,∀i∈I, 

∀p∈P, ∀t∈T, ∀w∈W; 
pt
iXm  - volume of raw material p from area i chipped by a mobile chipper near the 

forest area at period t, ∀i∈I, ∀p∈P, ∀t∈T. 

Constraints (5) assure that, at any time period, what exists of any raw material in any 
area (which may come from the previous period or from collection in the current 
period) will be kept near the forest, chipped, or transported to a warehouse. These 
constraints may be seen as (time) flow conservation constraints. 
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When a raw material is chipped near the forest, it is sent to a warehouse or directly to 
a customer in the next period (the storage near the forest of chipped products is not 
allowed). The following decision variables are defined: 

pt
iwXc  - volume of chipped product p sent from area i to warehouse w at period t, 

∀i∈I, ∀p∈P, ∀w∈W, ∀t∈T; 

 pt
ijXc - volume of chipped product p sent from area i to customer j at period t, 

∀i∈I, ∀p∈P, ∀j∈J, ∀t∈T. 

The following constraints relate the volume of chipped products near the forest with 
the volume sent to the warehouses and/or customer. 
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An important aspect of the proposed model is the explicit consideration of two types 
of chippers: mobile and fixed.  
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Mobile chippers can be used near the forest areas or in the warehouses and in different 
places in different periods. Their number is represented by Nm and the capacity of each 
one (measured in volume of product chipped) is represented by Vm. There were defined 
two sets of integer decision variables to represent the number of mobile chippers placed at 

a forest area i in period t, t
iZm , ∀i∈I, ∀t∈T, and  the number of mobile chippers placed at 

warehouse w in period t, t
wZm , ∀w∈W, ∀t∈T. A set of continuous variables, pt

wXm , 

∀p∈P, ∀t∈T, ∀w∈W, representing the volume of raw material p chipped in period t in 
warehouse w by a mobile chipper were also defined. 

The following constraints are related with mobile chippers. 
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Constraints (7) assure that the number of mobile chippers used at each period does not 
exceed the number of existing mobile chippers. Constraints (8) and (9) guarantee that 
the chipped volume (over all raw materials) at each time period does not exceed the 
available capacity of chippers placed at the forest area (constraints (8)) and at the 
warehouse (constraints (9)). Constraints (10) state that mobile chippers can be placed 
only at existing warehouses. The decision to open a warehouse w is associated with a 

binary variable: 1=wY if warehouse w is open, and 0=wY , otherwise, ∀w∈W. 

Fixed chippers can only be located at warehouses. A binary variable, wYf , is 

associated with the decision of placing a fixed chipper in a warehouse: 1=wYf if a 

fixed chipper is placed at warehouse w, 0=wYf  otherwise, ∀w∈W. A set of 

continuous variables, pt
wXf , ∀p∈P, ∀t∈T, ∀w∈W, representing the volume of raw 

material p chipped in period t in warehouse w by a fixed chipper are defined. The 
number of available fixed chippers is represented by Nf and the capacity of each one 
(measured in volume of product chipped) is represented by Vf. 

The following constraints are related with fixed chippers. 

 TtWwYfVfXf t
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Constraints (11) assure that the chipped volume (over all raw materials) at each time 
period does not exceed the available capacity of fixed chippers (for all warehouses). 
Constraints (12) state that the number of fixed chippers installed at the warehouses 
does not exceed the number of available fixed chippers. Constraints (13) state that a 
fixed chipper can only be installed in an existent warehouse. 

To model the stock at the warehouses the additional decision variables are required: 

pt
wXn  - volume of the stock of raw material p at period t in warehouse w, ∀p∈P, 

∀t∈T, ∀w∈W;  
pt
wXc  - volume of the stock chipped product p at period t in warehouse w, ∀p∈P, 

∀t∈T, ∀w∈W.  

The following constraints are flow conservation constraints with respect to each 
warehouse and each raw material (constraints 14) and each chipped product 

(constrains 15). Variables pt
wjXc  represent the volume of chipped product p sent from 

the warehouse w to the customer j at period t, ∀p∈P, ∀w∈W, ∀j∈J, ∀t∈t. 
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Representing the capacity of product and chipped product at warehouse w, ∀w∈W, as 

wVn  and wVc , respectively, the following two sets of constraints state that the stock 

cannot exceed them. 
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The demand of a customer j, ∀j∈J, in period t,∀t∈T, of chipped product p,∀p∈P, is 

denoted by pt
jV . The following set of constraints as assure the demand of all 

customers in all periods is satisfied. 

 TtPpJjVXcXc tp
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The last set of constraints is related with the number of trips required to send the product 
between different locations. There are four types of trips: from a forest area to a warehouse 
(raw material or chipped product), from an area to a customer, from a warehouse to a 
customer. The following decision variables are associated with the number of trips of each 
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type required: pt
iwZn , pt

iwZc , pt
ijZc and pt

wjZc . Assuming the capacity of each vehicle 

isVk , the following constraints relate the volume sent with the number of trips required. 
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3.2 Objective Function 

The objective function aims at minimizing the total cost, which can be divided in four 
components: collecting costs, chipping costs, storage costs, and transportation costs. 
For most of them two types of costs are considered: a fixed cost which is incurred if 
the activity is performed, no matter what its level is, and a variable cost which is 
proportional to the level of the activity. Although this cost structure is nonlinear, the 
way the decision variables were defined and linked (through constraints) allows the 
construction of a linear objective function. 

The following parameters related with the collecting costs are defined: 

Ciq - fixed cost for collecting raw material from a forest area in a time period; 
Civ - cost for collecting one unit of volume of raw material from a forest area in a 

time period. 

The collecting cost, Ci, is  
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And the following parameters related with the chipping costs are used: 
Cmq - fixed cost of using a mobile chipper in a period; 
Cmv - cost for chipping one unit of volume of any raw material with a mobile 

chipper at a period; 
Cfq - cost of installation of a fixed chipper at a warehouse; 
Cfv - cost for chipping one unit of volume of any raw material with a fixed chipper 

at a period. 
The chipping cost, Cc, is  
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The following parameters associated with the storage costs are defined: 

Swq - fixed cost incurred when opening one warehouse; 
Siv - cost of storing one unit of volume of raw material near the forest during one 

period; 
Snv - cost of storing one unit of volume of raw material in a warehouse during one 

period; 
Scv - cost of storing one unit of volume of chipped product in a warehouse during 

one period. 

The cost related with storage, Cw, is 

wWw

pt
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Lastly, the transportation cost is related with the following parameters: 

Ck - cost of one Km run by a vehicle; 

ijd - distance (in Km) between forest area i and customer j, ∀i∈I, ∀j∈J; 

iwd  - distance (in Km) between forest area i and warehouse w, ∀i∈I, ∀w∈W; 

wjd - distance (in Km) between warehouse w and customer j, ∀w∈W, ∀j∈J. 

To exemplify how the transportation cost is structured an example of the 
transportation cost function is shown in Fig. 2. The example concerns the cost of 
transport between forest area i and customer j for the chipped product p and time 
period t, with the maximum number of trips is assumed to be three. 

 

Fig. 2. Example of a transportation cost structure 
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The cost related with transportation, Ct, is 
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Summing up, the objective function is 

 CtCwCcCiZMin +++=  

4 Computation Results 

The mixed integer programming model was implemented in C++ using the callable 
library of Cplex 12.1 which uses the branch-and-cut method. The computer used to 
perform tests was an Intel ® Core ™ 2 Duo 2.00GHz CPU and had 2.00GB of RAM. 

A set of instances was generated based on the information provided in [14]. 
The sets of parameters that has a major impact on the size of the model were varied 

to check their behavior for instances of small size and for larger instances (closer to 
reality). Thus, the model was tested with 5 and 150 areas of forest, with 1 and 4 
potential warehouses, with 3 and 7 customer, with 1 and 4 products, and with 7, 30, 
90 and 150 time periods. In practice, a time period is assumed to be one day. 

Two tables of computational results are presented below: Table 1 and Table 2. 
Each table has four columns (left) with the four main parameters of the model (| I | - 
number of forests area, | W | - number of potential warehouses, | J | - number of 
customers, | P | - number of products) and two sets of six columns, referring to two 
periods of time. For each time period the first three columns correspond to the size of 
the model (Lines - number of constraints, Columns - number of variables, Non-zero - 
the number of elements different from zero of the matrix associated with constraints) 
and the latter three referring to the results obtained (Z - value of the best solution 
found, GAP = 100 | Z-LI | / | Z | % where LI corresponds to the lower bound for the 
value of the optimal solution given by Cplex, Time - runtime in seconds). Note that, 
for example, a GAP of 0.04% means that the solution has a cost higher than the 
optimal solution by no more than 0.04%. Two stopping criteria were defined, one for 
the maximum time (3600 seconds) and the other referring to GAP (10-4). 

For most instances, the application was stopped because it reaches the time limit. 
When in column Z appears the symbol * or ** it means that no integer solution has 
been reached or that there was a mistake due to lack of memory of Cplex, 
respectively. 

For instances with fewer time periods (Table 1.) it was almost always possible to 
obtain quality solutions on a very acceptable time of one hour. The exception was the 
instance signaled with * in the Table 1. Note that half of these instances have 150 
forest areas. 
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Table 1. Results for the instances with the time period equal to 7 and 30 

| I | | W | | J | | P | | T |

Lines Columns Non-zero Z  GA P Time

5 1 3 1 513 604 1,445 206,880 0.01% 122

5 1 3 4 1,689 2,179 5,204 597,071 0.04% 3,600

5 1 7 1 757 940 2,173 406,504 0.06% 3,600

5 1 7 4 2,665 3,523 8,116 1,477,708 0.02% 3,600

5 4 3 1 1,029 1,261 3,050 209,389 0.01% 131

5 4 3 4 3,429 4,726 11,156 587,944 0.04% 3,600

5 4 7 1 1,381 1,765 4,222 409,068 0.01% 3,600

5 4 7 4 4,837 6,742 15,844 1,489,029 0.01% 3,600

150 1 3 1 11,968 15,829 35,810 198,940 4.48% 3,604

150 1 3 4 41,419 56,989 130,484 687,353 0.75% 3,602

150 1 7 1 17,432 24,285 53,358 333,517 0.87% 3,605

150 1 7 4 63,275 90,813 200,676 1,546,040 1.60% 3,605

150 4 3 1 20,314 28,666 61,340 195,933 3.48% 3,601

150 4 3 4 74,479 108,256 232,136 687,189 1.05% 3,604

150 4 7 1 25,886 37,290 79,332 333,042 0.82% 3,602

150 4 7 4 96,767 142,752 304,104 1,535,634 1.59% 3,605

Lines Columns Non-zero Z  GA P Time

5 1 3 1 2,008 2,582 6,183 842,725 0.17% 3,600

5 1 3 4 6,496 9,332 22,293 3,584,108 0.30% 3,600

5 1 7 1 2,896 4,022 9,211 1,938,850 0.25% 3,600

5 1 7 4 10,048 15,092 34,405 6,755,222 0.41% 3,600

5 4 3 1 3,904 5,378 13,032 803,498 0.28% 3,602

5 4 3 4 12,721 20,228 47,772 3,453,325 0.59% 3,601

5 4 7 1 5,176 7,538 17,884 1,943,465 0.24% 3,608

5 4 7 4 17,809 28,868 67,180 8,066,747 0.18% 3,601

150 1 3 1 46,813 67,832 153,938 851,028 0.59% 3,603

150 1 3 4 159,616 244,232 561,113 3,926,461 7.97% 3,607

150 1 7 1 66,261 104,072 227,146 2,053,567 1.79% 3,604

150 1 7 4 237,408 389,192 853,945 8,952,701 3.28% 3,609

150 4 3 1 76,549 122,828 264,752 837,781 1.85% 3,604

150 4 3 4 277,201 463,928 1,002,452 *

150 4 7 1 96,381 159,788 339,784 1,967,425 1.32% 3,605

150 4 7 4 356,529 611,768 1,302,580 8,952,701 3.28% 3,600

7

30
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Table 2. Results for the instances with the time period equal to 90 and 150 

| I | | W | | J | | P | | T |

Lines Columns Non-zero Z  GA P Time

5 1 3 1 5,908 7,742 18,543 2,561,156 0.24% 3,600

5 1 3 4 19,036 27,992 66,873 12,048,978 0.23% 3,601

5 1 7 1 8,476 12,062 27,571 6,755,222 0.41% 3,600

5 1 7 4 29,308 45,272 102,985 26,472,796 0.15% 3,601

5 4 3 1 11,404 16,118 39,072 2,600,874 0.30% 3,601

5 4 3 4 36,961 60,668 143,292 10,975,805 0.30% 3,605

5 4 7 1 15,076 22,598 53,524 6,175,014 0.27% 3,601

5 4 7 4 51,649 86,588 201,100 25,656,848 0.32% 3,605

150 1 3 1 137,713 203,492 462,098 2,787,543 1.01% 3,628

150 1 3 4 467,956 732,692 1,684,493 **

150 1 7 1 193,641 312,212 680,506 *

150 1 7 4 691,668 1,167,572 2,558,125 **

150 4 3 1 223,249 368,468 795,392 2,758,312 3.57% 3,612

150 4 3 4 806,041 1,391,768 3,011,972 **

150 4 7 1 280,281 479,348 1,019,224 6,487,737 4.75% 3,621

150 4 7 4 1,034,169 1,835,288 3,907,300 **

Lines Columns Non-zero Z  GA P Time

5 1 3 1 9,808 12,902 30,903 4,815,603 0.80% 3,601

5 1 3 4 31,576 46,652 111,453 19,092,615 0.32% 3,602

5 1 7 1 14,056 20,102 45,931 11,304,564 0.44% 3,601

5 1 7 4 48,568 75,452 171,565 43,780,685 0.16% 3,603

5 4 3 1 18,904 26,858 65,112 4,315,313 0.72% 3,603

5 4 3 4 61,201 101,108 238,812 17,599,099 0.28% 3,604

5 4 7 1 24,976 37,658 89,164 10,324,530 0.34% 3,600

5 4 7 4 85,489 144,308 335,020 42,573,105 0.32% 3,607

150 1 3 1 228,613 339,152 770,258 4,874,245 3.34% 3,612

150 1 3 4 776,296 1,221,152 2,807,873 **

150 1 7 1 321,021 520,352 1,133,866 **

150 1 7 4 1,145,928 1,945,952 4,262,305 **

150 4 3 1 369,949 614,108 1,326,032 *

150 4 3 4 1,334,881 2,319,608 5,021,492 **

150 4 7 1 464,181 798,908 1,698,664 **

150 4 7 4 1,711,809 3,058,808 6,512,020 **

90

150

 

For instances with more time periods (Table 2.) in cases with fewer forests it has 
always been possible to reach satisfactory solutions. For instances with 150 forest 
areas, with 90 periods it was still possible to find some quality solutions in the time 
available. For instances with 150 time periods solutions were not obtained due to the 
model dimension (impracticable for Cplex). 
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5 Conclusions 

This paper proposed a mixed integer programming model that supports, in an 
integrated approach, operational and tactical decisions for the management of a wood 
biomass supply chain. The model was implemented in C++ using the callable library 
of Cplex 12.1. Computational tests were performed in 64 instances based on 
information from the literature, with 5 and 150 areas of forest, with 1 and 4 potential 
warehouses, with 3 and 7 customers, with 1 and 4 products, and with 7, 30, 90 and 
150 periods of time. 

For instances of small and medium-scale, solutions were obtained in an hour of 
computing time, whose value is close to the value of optimal solution (in most cases 
the difference is less than 1%). 

For larger instances, with 150 forest areas and with 90 periods, it was possible to 
find some quality solutions on the available time, but with 150 forest areas and 150 
periods there was not obtained a solution because the model has a dimension 
impracticable for Cplex. 

As future work it is planned to use more efficient resolution techniques to solve 
larger problems and a more expeditious approach. At the same time it also is intended 
to introduce in the model some more characteristics of this supply chain, such as the 
seasonality of supply and the change of products characteristics over time with impact 
on the economic performance of the biomass supply chain. 
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Abstract. This paper describes and analyses a Stochastic Programming
(SP) model that is used for a specific inventory control problem for a per-
ishable product. The decision maker is confronted with a non-stationary
random demand for a fixed shelf life product and wants to make an or-
dering plan for a finite horizon that satisfies a service level constraint. In
literature several approaches have been described to generate approxi-
mate solutions. The question dealt with here is whether exact approaches
can be developed that generate solutions up to a guaranteed accuracy.
Specifically, we look into the implications of a Stochastic Dynamic Pro-
gramming (SDP) approach.

Keywords: Stochastic Programming, Dynamic Programming, Inven-
tory control, Perishable products, Service level constraint.

1 Introduction

We consider a production planning problem over a finite horizon of T periods
of a perishable product with a fixed shelf life of J periods. The demand is
uncertain and non-stationary such that one produces to stock. To keep waste
due to outdating low, one issues the oldest product first, i.e. FIFO issuance. A
service level applies to guarantee that the probability of not being out-of-stock is
higher than α in every period t ∈ {1, 2, ..., T }. Any unmet demand is backlogged.
In [9], a Stochastic Programming model has been introduced that uses a chance
constraint to generate order policies for this planning problem. Specifically, an
MILP re-formulation to generate an approximate solution and an enumeration
method based on Sample Average Approximation are investigated in that paper.
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The question is here, whether methods can be developed based on the prop-
erties of the model to generate solutions for a realistic time horizon and shelf life
based on Stochastic Dynamic Programming (SDP). The target is to generate
solutions for the instances used in [9] which relates to a practical planning prob-
lem with a time horizon of T = 12 and shelf life of the perishable products of
J = 3 periods. This is followed by questions on how solution approaches behave
for varying setings of the problem.

This paper is organised as follows. Section 2 describes the underlying SP
model. Section 3 describes a conceptual solution approach based on Stochastic
Dynamic Programming (SDP) and the properties of the underlying problems to
be solved. In Sect. 4 we illustrate the approach with several instances. Section 5
summarises our findings.

2 Stochastic Programming Model

The model is summarised from an optimisation perspective. As much as possible,
in the used symbols, we distinguish between model parameters (exogenous in
lower case letters) and decision variables (capital letters) that are characterised
by direct decision variables and dependent stock variables. Capitals are also used
for upper bounds on the indices.

Indices
t period index, t = 1, . . . , T , with T the time horizon
j age index, j = 1, . . . , J , with J the fixed shelf life

Data
dt Normally distributed demand, cumulative distribution function (cdf) Γt
k fixed ordering cost, euro
c procurement cost, euro/ton
h inventory cost, euro/ton
w disposal cost, euro/ton, is negative when having salvage value
α service level

Here we have assumed the product demand to be continuous, but the model can
be modified easily to deal with the discrete demand case.

Variables
Qt ≥ 0 ordered and delivered quantity at beginning period t, ton
Ijt Inventory of age j at end of period t,

with the initial closing inventory levels fixed to Ij0 = 0, and
variable I1t is free (as we assume backlogging and FIFO issuing),
whereas Ijt ≥ 0 for j = 2, . . . , J .

The inventory variables (apart from the initial fixed levels Ij0) are random
variables due to the stochastic nature of demand. If the order decision Qt de-
pends on the inventory levels (I1,t−1, . . . , IJ−1,t−1), Qt is also a random variable.
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In the notations below P (.) denotes a probability and E(.) is the expected value
operator. The total expected costs over the finite horizon is to be minimised:

E

⎛
⎝ T∑

t=1

⎛
⎝h J−1∑

j=1

I+jt + g(Qt) + wIJt

⎞
⎠

⎞
⎠ =

T∑
t=1

E

⎛
⎝g(Qt) + h

J−1∑
j=1

I+jt + wIJt

⎞
⎠ ,
(1)

where procurement cost is given by the function

g(x) = k + cx, if x > 0, and g(0) = 0 (2)

and the notation y+ = max{0, y} is used. The chance constraint is

P (I1t ≥ 0) ≥ α, t = 1, . . . , T (3)

and the dynamics of the inventory of the items of different ages is described by

I1t = Qt − (dt −
J−1∑
j=1

Ij,t−1)
+, t = 1, . . . , T (4)

and

Ijt =

⎛
⎝Ij−1,t−1 − (dt −

J−1∑
i=j

Ii,t−1)
+

⎞
⎠

+

, t = 1, . . . , T, j = 2, . . . , J. (5)

These dynamics equations describe the FIFO issuing policy and imply that I1t
is a free variable, whereas Ijt is nonnegative for the older vintages j = 2, . . . , J .
A feasible order strategy Qt(I) of the SP model fulfills the nonnegativity aspects
and equations (3), (4) and (5). An optimal solution also minimises (1).

The approaches described in [9], in fact look for the best static moments
of ordering and translate the expected value of It and Qt into an appropriate
order-up-to level St. For periods where E(Qt) is positive an order is placed at the

beginning of that period of size St −∑J−1
j=1 Ij,t−1. The result of the approaches is

a static-dynamic solution, where the order moments are fixed but the order size
depends on a fixed St and the actual value of

∑J−1
j=1 Ijt. For practical reasons one

may add a correction for the expected waste till the next review period. Such
a policy is not necessarily an optimal strategy but is feasible and practically
useful.

An optimal state dependent policy assumes that both the order moment and
the order quantity depend on the actual value of the stock levels of all vintages∑J−1

j=1 Ijt. That is an optimal rule is a function Qt(Ij,t−1, . . . , IJ−1,t−1). The first
studies to such an stock-age dependent rule date back to the early seventies. For
an overview see Nahmias [8] and Karaesmen et al. [7]. In these early studies,
some analytical results are presented for stylised models that allow for mathe-
matical analysis. Practical results for more realistic models are achieved at the
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beginning of this century by [2], [4], and [3]. In these papers, an optimal strat-
egy is determined by Stochastic Dynamic Programming (SDP) for both periodic
(stationary) and non-stationary problems with a positive lead time of one period
under the lost sales assumption. In order to solve large scale problems, aggre-
gation of states is used in that paper. In the current paper, we follow a similar
approach that solves large scale problems without aggregation of states. More-
over, we add a service level constraint and restrict ourselves to a finite horizon
setting with zero lead time and backlogging of unmet demand.

3 SDP Approach

Stochastic Dynamic programming is an appropriate technique to approach (1),
as the problem is clearly separable in t. Ingredients of a stochastic dynamic pro-
gram are the state (and state space), the action (and action space), and a state
transition function, next to a contribution function and an objective function.
The interested reader is referred to the books [1] and [6] for an introduction in
(Stochastic) Dynamic Programming. With respect to the state space, first notice
that the waste IJt does not influence future decisions, as it is not further avail-
able; it is not a state variable. The state values are given byXt = (I1,t, . . . , IJ−1,t)
in (J − 1)−dimensional space. In this (J − 1)-dimensional space, the transition
is provided by (4) and (5), so abstractly we have a state transition function Φ:

Xt = Φ(Xt−1, Qt, dt), t = 1, . . . , T (6)

and we are looking for a rule Qt(Xt−1). To facilitate notation, it is convenient to
denote the total available inventory at the beginning of period t to fulfil demand
in that period by

Yt =
J−1∑
j=1

Xj,t−1.

Now the chance constraint including the nonnegativity of Qt, can be written as

Qt ≥ (Γ−1
t (α) − Yt)+. (7)

The waste IJt is a function of the inventory at the beginning of the period and
the demand; IJt = f(Xt−1, dt). We can write the expected contribution to the
objective function in period t as function of state Xt−1 and decision Qt:

EC(Xt−1, Qt) = g(Qt) + E{wf(Xt−1, dt) + h1
TΦ(Xt−1, Qt, dt)}, (8)

where 1 is the all-ones vector. Notice that cost and transition functions are not
time dependent in the presented model, although the same approach holds for
time dependent procurement cost.

The SDP objective function can be written down in a conceptual way via the
Bellmann equation using a value function V :

Vt(X) = min
Q

(EC(X,Q) + E[Vt+1(Φ(X,Q, dt))]) , (9)
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subject to Q fulfilling (7). The argmin of (9) represents the optimum strategy
Qt(X). So starting with a valuation VT (X) for every possible closing inventory
stateX , one can compute the valuations backward to know Vt−1(·), . . . , V1(·) and
the optimizing order quantity function Qt(·). The final result Qt(X) tells us how
much to order in period t given the state of inventory isX . It represents a decision
function or a rule that results into the minimum expected cost V1(X0) over the
time horizon. In a rolling horizon situation, only the optimal decision Q1(X0)
is implemented and after observing the new inventory levels and updating the
demand predictions for the next T periods the SDP may be is executed once
again to determine the next order quantity.

Our focus is on how to code the computations of the SDP approach to compute
Qt(X) efficiently. Therefore we first look into the easier characteristics of the case
where dt is deterministic in Section 3.1. In Section 3.2 we go into practical and
theoretical considerations for the stochastic SDP approach.

3.1 Solution Properties for Deterministic Demand

For the case known as variable demand, where dt is given for a finite horizon,
waste and backlogging can be avoided. As we are dealing with a perishable
product, it can be derived that the order Qt consists of a sum of future demand
for an integer number of periods:

Qt ∈ {0, dt, dt + dt+1, . . . , dt + dt+1 + . . .+ dt+J−1}.

Notice, that this is optimal in a situation with backlogging. In a lost sales situa-
tion, the decision maker can simply order less depending on the interpretation of
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Fig. 1. Minimum total cost at t = 2 for I1t = I2t = 0 to the end of the planning
horizon as function of order decision Q
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the service level constraint. Using (deterministic) Dynamic programming (DP),
a solution of the Bellmann equation

Vt(X) = min
Qt

(g(Qt) + Vt+1(Φ(X,Qt, dt))) , (10)

can easily be found; if demand is larger than the inventory on hand, Yt < dt,
order a sum of future demands and else, do not order at all. Practically, as no
analytical expression can be derived, the implementation of the value functions
Vt, consists of discretising the state space X and using interpolation within (10)
to evaluate the state one arrives at taking a decision Qt.

In order to implement a discretisation of the state space, one should have a
clue about the range of the state variables Xj . In the deterministic case one can
take the range [0, Ujt] of Xjt and choose upper bound Ujt as

Ujt ≥ dt+1 + . . .+ dt+1+J−j , t = 1, . . . , T.

Implicitly dk = 0 here if k > T . We illustrate with the following instance.

Table 1. Varying demand dt and upper bounds for the inventory, J = 3

t 1 2 3 4 5 6 7 8 9 10 11 12

dt 1900 950 40 80 30 150 800 950 1100 350 150 700
I1t ≤ 990 120 110 180 950 1750 2050 1450 500 850 700 0
I2t ≤ 950 40 80 30 150 800 950 1100 350 150 700 0

Example 1. Consider an instance with a perishability of J = 3 periods and costs
given by c = 2, h = 1, w = 4 and k = 3000. Table 1 provides the data for
the demand dt and also upper bounds for the inventory if inventory costs and
waste are minimised; I1t ≤ dt+1 + dt+2 and I2t ≤ dt+1. Taking a global upper
bound for the inventory implies using U1 = maxt{dt+1 + dt+2} = 2050 and
U2 = maxt≥2 dt+1 = 1100.

Implementation of the DP approach discretising the state space with steps
of 10, leads to the optimal decision sequence that can easily be verified: Q1 =
2890, Q4 = 260, Q7 = 1750, Q9 = 1600, Q12 = 700 resulting in a total cost of
32360. In a discretised state space, the DP approach requires solving (10) for
each grid point in that space. An illustration is given in Fig. 1, which shows the
objective value of (10) for t = 2 and X = (0, 0) for varying values of Q starting
at d2. The first slope denotes the inventory cost of one period, the second slope
the inventory cost of two periods and the third one represents the increasing cost
of waste caused by ordering more than d2 + d3 + d4.

The figure shows that in fact one is iteratively minimising a global optimisation
problem, see [5]. For the deterministic case, it has easy to determine candidates
for the minimum points. As will be illustrated, the stochastic model inherits
the global optimisation character, but the minimum points are not that easy to
determine.
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3.2 Solution Properties for Stochastic Demand

In the stochastic model, the demand is a random variable with known distribu-
tion functions Γt. The stochastic model allows negative inventory values in 5%
of the cases when a 95% service level applies. One may expect additional costs
due to additional production runs when demand appeared to be too big and due
to product waste, which may be inevitable.

There are several complications to deal with when we are confronted with
stochastic demand. How to deal with the probability distribution of the demand?
How to bound the state space? How to solve (9) iteratively?

For notational ease, assume that the demand is Normally distributed with the
same coefficient of variation cv over all periods: dt ∼ μt × (1 + cv ×N(0, 1)). In
this way, demand is fulfilled with a probability of α% ,if at the beginning of the
period more than st := Γ

−1
t (α) = (1 + cvG−1(α))μt of the product is available,

where G is the cdf of the standard normal distribution. For the illustration,
Table 2 shows the so-called safety stock st and μt that corresponds to the data
of Example 1 and a cv = 0.33, service level α = 95%. The analogy with the
deterministic case is that no order is required if the current stock Yt at the
beginning of the period is larger than safety stock st.

Table 2. 95% safety level st for mean demand μt and cv = 0.33

t 1 2 3 4 5 6 7 8 9 10 11 12

μt 1900 950 40 80 30 150 800 950 1100 350 150 700
st 2931 1389 62 123 46 231 1234 1466 1697 540 231 1080

One can discretise the space of possible outcomes of the stochastic demand by
using the quantiles of the normal distribution. Practically this works by using
an equidistant grid over the probability range [0, 1] with a step p and generat-
ing a discrete outcome space {Γ−1(p), Γ−1(2p), Γ−1(3p), . . . , Γ−1(1 − p)}. The
consequence of this operation is that the outcome space is truncated by the
p-quantiles and every outcome has the same probability of occurrence.

The expected values of the cost and valuation of the state one arrives at, is
approximated by an average using the discrete outcomes and the probability. In
the deterministic example, the step size in the grid was chosen such that the
transition leads to other grid points. An additional complication here is that the
transition of all possible outcomes will lead to points in between the grid points
requiring the use of interpolation. If the ranges of the state space are not chosen
large enough, also extrapolation is required.

The ranges for the stock are less easy to derive than in the deterministic case.
Conceptually, there are no bounds, as dt may not have a bounded support. How-
ever, due to the truncation of the outcome space, we have dt ∈ [dmint, dmaxt] =
[G−1(p) + 1, G−1(1 − p) + 1]× μt × cv. As it makes no sense to order more than
Qmaxt = dmaxt+dmaxt+1+ . . .+dmaxt+J−1 −Yt, we have an upper bound on
the decision Qt. Using dmint as the minimum that will be demanded, we also
have bounds on the inventory. For instance I1t ≤ Qmaxt−dmint. The inventory
of one period old can never get more negative than st − dmaxt.
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Finally, for every grid point X in the state space, we should now approximate
(9) by interpolation of Vt given the discretised values of dt and find the best
order quantity Qt(X). The difficulty to do so is illustrated in Fig. 2. It shows
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Fig. 2. Minimum total expected cost at t = 10, I1t = I2t = 0 to the end of the planning
horizon as function of order decision Q for different variation coefficient values

problem (9) for the last three periods of Example 1. We are again dealing with
a one-dimensional global optimisation problem for each grid point. Notice that
with increasing uncertainty the function to be minimised gets more smooth,
leads to higher expected cost and gives the tendency to order for less periods
ahead. The figure also illustrates, that when the cv goes up from .1 to .25 the
best order quantity is no longer in the range of ordering for 2 periods ahead.
For the minimisation, first the best value for Q was determined over a set of
gridpoints within a range of Q. Then from that point, a local search procedure
fminbnd of matlab was called to finetune the best value.

4 Comparative Study

The next question is what is the quality of the described approach in terms of
effectiveness and efficiency. With respect to effectiveness, one can estimate the
expected cost of the strategy Qt, by running a simulation with a large number
of pseudo randomly generated demand series. In [9], N = 5000 series were used
to estimate the expected cost with an accuracy of 99%. Moreover, one can test,
whether the chosen strategy is really feasible with respect to the chance con-
straint by keeping track on the number of times that a negative inventory level
is reached.
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With respect to efficiency, in a decision support environment with a rolling
planning horizon, the optimisation should be repeated on a daily basis. That
means that calculation times should at least be smaller than say an hour in
order to fill in new data and place the order. The calculation time depends on
the chosen grid density in the state space and is linear in T . It also depends on
the goodness of the implementation, the programming language and the platform
on which it is run.

We first illustrate the approach with the base case. Then we consider again
what happens if variation is going up.
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Fig. 3. Development of inventory of age 1 when following the SDP strategy for 2000
generated demand patterns, cv = 0.1

Example 2. Consider again the case of Example 1 with cv = 0.1. The SDP pro-
cedure was implemented in matlab on a standard PC. The state space consist
of a grid of 100 × 60 = 6000 points for which the value function is determined
for t = 3, . . . , 12. For t = 2, X2 = 0, so only 100 values are determined and
finally V1(0) = 3776 and Q1(0) = 3060 are determined. For the demand dt, 50
outcomes are generated and evaluated. The calculation of the complete decision
table took 500 seconds.

For illustration and evaluation, in total N = 2000 demand series were gener-
ated for the 12 periods according to the demand distribution dt ∼ N(μt, 0.1μt)).
The outcome of the SDP procedure Qt is evaluated for all repetitions provid-
ing an average cost of 38126 which is close to the prediction by the SDP of
V1(0) = 3776. As can be observed in Fig. 3, negative inventory levels are only
reached at the end of period 2 and at the end of the time horizon. In fact, neg-
ative levels are reached at the end of period 2 in 2.2% of the series and in 4.6%
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of the series at the end of the horizon. That means that chance constraints for
the individual periods do not seem binding. Figure 4 provides the development
of the inventory of two periods old. One can observe products left at the end of
the horizon. However, it is not counted for waste as the items can still be sold
in period T + 1.
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Fig. 4. Development of inventory of age 2 periods when following the SDP strategy for
2000 generated demand patterns, cv = 0.1

We now experiment further with the base case testing the robustness of te
algorihm and the behaviour of the model with increasing variation modelled by
the coefficient of variation cv. The estimates are based on 5000 repetitions (runs)
of a pseudo randomly generated demand series. The results are summarised
in Table 3. Over the 5000 repetitions the average order quantities and waste
are measured to approximate the resulting mean of the generated order policy
Qt(X). Also the number of runs that lead to out of stock (negative inventory) is
also counted for each period in order to check the fulfilment of the service level
constraint. In fact, the computational effort of all three generated scenarios is in
principle the same, keeping the number of grid points equal.

What can typically be learned from the observations, is that increasing un-
certainty leads to ordering for less periods in the optimal strategy. Due to the
nonstationarity of the demand, one can see that the critical periods with re-
spect to non-negative demand are shifting to other periods when the variation
increases. The expected behaviour of more emergency orders (with on average
higher fixed order costs), more waste, and higher stock due to higher safety
stocks, can also be observed.
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Table 3. Average values base case over 5000 runs, increasing uncertainty, %oos: per-
centage of runs that lead to backlog in that period (negative inventory)

cv = 0.1 cv = 0.25 cv = 0.33
Cost 38126 43141 46097

t Q waste %oos Q waste %oos Q waste %oos

1 3060 0 0 2681 0 0 2931 0 0
2 64 0 1.7% 592 0 4.2% 538 0 2.3%
3 8 192 0 15 124 0 13 299 0
4 204 13 0 64 204 0 107 226 0
5 56 1 0 194 3 0 194 2 0
6 66 30 0.7% 106 19 1.2% 98 36 1%
7 1952 0 0.6% 2211 0 0 2341 0 0
8 159 0 0.2% 76 2 1% 74 2 1.4%
9 1213 0 0 976 35 2.3% 924 100 4.4%
10 135 5 0.1% 165 0 0 199 0 0
11 277 71 0.4% 141 121 0 172 149 0
12 457 0 4% 779 0 4.6% 826 1 4.5%

5 Conclusions

A description is given of a Stochastic Dynamic programming model to gener-
ate finite horizon (T periods) production policies for a perishable (lifetime J)
product confronted with a non-stationary demand. The properties of the model
and the potential of an SDP approach to come to an optimum strategy are
investigated.

In an implementation setting of the concept of dynamic programming, we in-
vestigated the boundaries of state space, decision space and the discretisation of
the state and outcome space of the random process. The iterative solution of the
Bellmann equation for each grid point in the state space, implies solving a one-
dimensional Global optimisation problem. With a higher variation of demand,
this problem becomes more smooth.

The total computing time depends polynomially on the grid density chosen
in the (J − 1)−dimensional state space. However, it increases only linearly in
the time horizon T of the problem. For an MILP approximation of the policy
as suggested in [9], this is more cumbersome, as the computing time increases
in principle exponential in the time horizon due the increase in binary variables.
A matlab implementation of the code requires in the order of magnitude of
minutes and optimal strategy for a given time horizon of T = 12 periods, that
coincides with the practical problem the research is founded on.

Experimenting with the model and the coefficient of variation that quanti-
fies the uncertainty in demand, one can observe that optimal orders have the
tendency to cover less periods if uncertainty goes up. Of course also the cost is
going up due to more waste, higher safety stocks and more emergency production
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orders. The model can be practically used in a rolling horizon setting, where only
the first order is carried out and a new plan is generated based on new demand
forecasts.
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Abstract. An artificial fish swarm algorithm based on a filter method-
ology for trial solutions acceptance is analyzed for general constrained
global optimization problems. The new method uses the filter set con-
cept to accept, at each iteration, a population of trial solutions whenever
they improve constraint violation or objective function, relative to the
current solutions. The preliminary numerical experiments with a well-
known benchmark set of engineering design problems show the effective-
ness of the proposed method.

Keywords: Global optimization, Swarm intelligence, Artificial Fish
Swarm, Filter Method.

1 Introduction

In this paper, a new method for handling general nonlinear constraints in a global
optimization problem is proposed. The method is based on the implementation
of a filter methodology within a population-based swarm intelligence algorithm
for solving continuous nonlinear constrained global optimization problems in the
form:

minimize
x∈Ω

f(x)

subject to gj(x) ≤ 0 , j = 1, . . . , p
(1)

where f : R
n → R, gj : R

n → R are nonlinear continuous functions and
Ω = {x ∈ R

n : −∞ < lk ≤ xk ≤ uk < +∞, k = 1, . . . , n}. Problems with equal-
ity constraints can be reformulated in the above form using a small tolerance.
This is a common procedure in stochastic methods for global optimization. Since
we do not assume convexity, problem (1) may have several minima and conver-
gence to the global minimum is not guaranteed by some classical gradient-based
algorithms. Derivative-free deterministic and stochastic methods are available to
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solve global optimization problems, in particular bound constrained problems.
Algorithms that use nature inspired or swarm intelligence principles are common
in the literature, see for example [5, 14, 16, 21–23, 30, 35, 36, 42]. A recent artifi-
cial life computing algorithm that simulates fish swarm behaviors has been used
in different contexts [18–20, 39, 41]. The algorithm known as the artificial fish
swarm (AFS) algorithm has shown to be competitive with other global solution
methods [30].

Most stochastic as well as deterministic methods for global optimization were
firstly developed for unconstrained or simple bound constrained problems. Then,
they were extended to more general constrained problems by modifying the so-
lution procedures or by applying penalty function methods. Constraint-handling
techniques for global optimization can be classified according to the below re-
ferred categories.

– Methods based on penalty functions, where the constraint violation is com-
bined with the objective function to define the penalty function that aims
at penalizing infeasible solutions [7, 10, 24, 27, 34]. Augmented Lagrangian
techniques are particular cases of penalty methods [8, 31, 32].

– Methods based on multi-objective optimization concepts, where both con-
straint violation and objective function are goals to be minimized separately
[1, 3, 17]. The dominance concept of optimality in the multi-objective opti-
mization field is used to accept trial solutions.

– Methods based on biasing feasible over infeasible solutions, where constraint
violation and objective function are used separately and optimized by some
sort of order being the violation the most important [6, 13, 33, 40, 42].

– Methods that give superiority to feasible solutions, in which feasible solutions
are always better than the infeasible ones [13, 22, 29].

– Methods based on preserving feasibility of solutions, where infeasible points
are discarded or repaired [9, 42].

– Methods that use an ensemble of (selected) constraint handling techniques,
where each technique has its own subpopulation and it is chosen according to
the characteristics of the problem to be solved and the stage of the iterative
process [26].

Although penalty function methods are probably the most known constraint
handling technique, a penalty function depends, in general, on a penalty param-
eter. Unfortunately, the choice of a suitable value for the penalty parameter is a
critical issue since it depends on the optimal solution of the problem. Fletcher
and Leyffer [15] proposed a filter method as an alternative to penalty functions
to guarantee global convergence in algorithms for nonlinear optimization. This
technique incorporates the concept of non-dominance from the multi-objective
programming to build a filter that is able to accept solutions if they improve
either the objective function or the constraint violation, instead of a linear com-
bination of those two measures. Therefore, the filter replaces the use of penalty
functions, avoiding the update of their penalty parameters. The filter method-
ology has already been used with sequential quadratic programming and inte-
rior point methods for solving nonlinear optimization problems, see for example
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[11, 12, 15, 28, 37, 38]. Convergence to a local optimal solution, although not nec-
essarily a global one, has been guaranteed whatever the initial approximation. A
derivative-free pattern search filter method for nonlinear constrained optimiza-
tion has already been proposed [4]. However, the therein convergence analysis
requires specific problem structure. In the field of global optimization, Hedar
and Fukushima present in [17] a hybrid simulated annealing method that uses a
filter set concept to accept trial solutions exploring both feasible and infeasible
regions.

In this paper, we are particularly interested in using the filter methodology
within the AFS algorithm to efficiently solve constrained global optimization
problems. The algorithm does not compute or approximate any derivatives or
penalty parameters, and will be hereafter denoted by AFSFilter. The method
uses the filter set concept to accept, at each iteration, a population of trial
solutions whenever they improve constraint violation or objective function rel-
ative to the current solutions. This is the first attempt to incorporate the filter
methodology into a population-based algorithm to handle the constraints of the
problem.

In nature, fishes desire to stay close to the swarm, protecting themselves from
predators and looking for food, and to avoid collisions within the group. These
behaviors inspire mathematical modelers aiming to solve efficiently optimization
problems. The main fish swarm behaviors are the following:

i) random behavior - in general, fish swims randomly in water looking for food
and other companions;

ii) searching behavior - this is a basic biological behavior since fish tends to the
food; when fish discovers a region with more food, by vision or sense, it goes
directly and quickly to that region;

iii) swarming behavior - when swimming, fish naturally assembles in groups
which is a living habit in order to guarantee the existence of the swarm and
avoid dangers;

iv) chasing behavior - when a fish, or a group of fishes, in the swarm discovers
food, the others in the neighborhood find the food dangling quickly after it.

The artificial fish is a fictitious entity of a true fish. Its movements are simulations
and interpretations of the above listed fish behaviors [20, 39]. The environment in
which the artificial fish moves, searching for the minimum, is the feasible search
space of the minimization problem. Considering the problem that is addressed
in the paper, the feasible search space is the set Ξ = {x ∈ R

n : gj(x) ≤ 0 , j =
1, . . . , p and lk ≤ xk ≤ uk , k = 1, . . . , n}. The position of an artificial fish in the
solution space is herein denoted by a point x (a vector in R

n). We will use the
words ‘fish’ and ‘point’ interchangeably throughout the paper.

The organization of the paper is as follows. In Section 2, the filter paradigm is
briefly introduced. Section 3 describes the AFS algorithm and presents the de-
tails concerning with the use of the filter methodology within the AFS algorithm
to handle the constraints of the problem. Section 4 describes the numerical ex-
periments of this preliminary study and Section 5 presents the conclusions and
ideas for future work.
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Notation: xi ∈ R
n is used to represent the ith point of a population, xik ∈ R

is the kth (k = 1, . . . , n) component of the point xi of the population, and
psize is the number of points in the population. xbest is the best point of the
population in the sense that it is better than any other point in the population
(see Definition 1). The objective function value of the best point of the population
is denoted by fbest, and x∗ is the global optimal solution. The iteration counter in
the algorithm is t and tmax represents the maximum number of allowed iterations.
‖.‖ represents the Euclidean norm.

2 Filter Paradigm

The filter paradigm aims at accepting trial solutions of optimization problems
if they improve either the constraint violation or the objective function, with
respect to current solutions. The methodology appears naturally from the ob-
servation that an optimal solution of a nonlinear optimization problem like (1)
aims at minimizing both constraint violation and objective function values,

θ(x)
.
=

p∑
j=1

max{0, gj(x)} and f(x), (2)

respectively. Thus, problem (1) is seen as a bi-objective problem, with two goals,
where θ is the objective with the highest priority because we must ensure that
θ(x∗) = 0. The methodology uses the concept of non-dominance borrowed from
the multi-objective optimization. In this context, a point xi, or the correspond-
ing pair (θ(xi), f(xi)), is dominated by a point xj , or the corresponding pair
(θ(xj), f(xj)), if

θ(xj) ≤ θ(xi) and f(xj) ≤ f(xi).
Clearly, a trial solution is considered better than the current solution if it is not
dominated by the current solution. The filter F is defined as a finite set of pairs
(θ(xj), f(xj)) that correspond to a collection of infeasible solutions xj such that
no filter entry is dominated by any of the others in the filter. The filter defines a
forbidden region that does not accept solutions that are dominated by pairs in
the current filter. Only solutions that are not dominated by any pair in the filter
might be accepted. To avoid acceptance of a trial solution that corresponds to a
pair that is arbitrarily close to the border of the filter, the acceptability condition
of a solution x to the filter is:

θ(x) ≤ (1 − γθ) θ(xj) or f(x) ≤ f(xj) − γf θ(xj) (3)

for all points xj in the current filter, i.e., for all filter entries (θ(xj), f(xj)) ∈ F ,
where γθ, γf ∈ (0, 1). A typical filter is shown in Figure 1. The shaded area
represents the region dominated by the filter entries. According to the conditions
in (3), all pairs that are below and to the left of the dashed line are acceptable
to the filter. When a solution x is added to/included into the filter, then all the
entries that are dominated by the new entry (θ(x), f(x)) are removed from the
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Fig. 1. A filter with four entries
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Fig. 2. The entry (θ(xj), f(xj)) removes (θ(xi), f(xi))

filter. We remark that an inclusion into the filter can occur only when θ(x) > 0.
Figure 2 shows that (θ(xi), f(xi)) is removed since it is dominated by the new
entry (θ(xj), f(xj)).
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3 The AFSFilter Method

The details concerned with the procedures of the AFS algorithm as well as
the implementation of the filter methodology in the proposed population-based
method are now described. The AFSFilter method uses:

i) the artificial fish swarm algorithm to define, at each iteration, random move-
ments and a set of trial solutions;

ii) the filter methodology to define the acceptability conditions that are able to
accept trial solutions according to their constraint violation and objective
function values.

Progress towards the optimal solution is assessed by the filter methodology. Here,
a global optimal solution x∗ ∈ Ω such that

gj(x
∗) ≤ 0 , j = 1, . . . , p and f(x∗) ≤ f(x) for all x �= x∗ ∈ Ω

is to be found. In this context, when comparing points of the population, the
following definition is used:

Definition 1. Let xi and xj be two points inside Ω. xi is a better point than xj

if the following condition holds:

θ(xi) < θ(xj) or
(
θ(xi) = θ(xj) and f(xi) < f(xj)

)
. (4)

To define an appropriate movement for a point xi in the population, the AFS
algorithm relies on a crucial quantity: the ‘visual scope’ of the point. This rep-
resents the closed neighborhood with center xi and radius equal to a positive
quantity v. Based on the simple bounds of the variables, in the problem (1), v
is defined by

v = ς max
k∈{1,...,n}

(uk − lk),

where ς is a positive visual parameter. Relative to xi , let

– Ii be the set of indices of the points inside the ‘visual scope’ (i /∈ Ii),
– nip be the number of points in its ‘visual scope’ (nip < psize).

If the condition nip/psize ≤ κ holds, where κ ∈ (0, 1] is the crowd parameter, the

‘visual scope’ of xi is said to be not crowded. Depending on the relative positions
of the points in the population, the below three possible situations may occur.

1. When nip = 0, the ‘visual scope’ is empty, and the point xi, with no other
points in its neighborhood to follow, has a random behavior.

2. When the ‘visual scope’ is crowded, the point has some difficulty in following
any particular point, and has a searching behavior. It chooses randomly
another point from the ‘visual scope’, hereafter denoted by xrand, and moves
towards it if xrand is better than xi (see condition (4)); otherwise it moves
according to a random behavior.
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3. When the ‘visual scope’ is not crowded, the point firstly tries the chasing
behavior moving towards the best point inside the ‘visual scope’, denoted by
xmin, if this is better than xi. Otherwise, the point first tries the swarming
behavior moving towards the central point, c, of the ‘visual scope’. However,
if c is not better than xi, the point follows either a searching behavior or a
random behavior depending on the point xrand being better than xi or not.

We remark that the described procedures carried out when the ‘visual scope’ is
not crowded correspond to a modification that has been introduced in the orig-
inal version of the AFS algorithm ([20, 39]) and has been shown to outperform
the original algorithm, see for example [30, 32].

A simple formal description of the AFSFilter algorithm is presented below
in Algorithm 1. The algorithm terminates with a successful message if the best
solution found thus far is feasible and is within a certain percentage of accuracy
of the best known optimal solution found in the literature, fopt. The algorithm
is also allowed to run for a maximum of tmax iterations.

Details related with the numerical computations to define point movements
and translate the previously referred behaviors will be presented below. We
remark that these movements have been devised to maintain the points satisfying
the bound constraints of the problem, i.e., inside the set Ω.

Firstly, the initial population is randomly generated in the set Ω. Each point
xi in the population is componentwise computed by

xik = lk + λ(uk − lk), for k = 1, . . . , n,

where uk and lk are the upper and lower bounds respectively of the set Ω, and
λ is an independent uniform random number distributed in the range [0, 1].

For each point xi of the current population, the trial point yi is generated
according to a direction d and a step size α ∈ (0, 1],

yi = xi + αd. (5)

The procedure that decides if a trial solution is to be accepted and replaces the
current solution is a filter method, as explained later on in Subsection 3.5.

3.1 Random Behavior

When a random behavior is invoked, the point xi moves randomly and

yi = xi + α δ RNG,

where δ is a uniformly distributed number between -1 and 1 and RNG is a
vector whose components denote the allowed range of movement towards the
lower bound lk, or the upper bound uk, of the set Ω, for each component k.

3.2 Searching Behavior

When the ‘visual scope’ is crowded, the AFSFilter algorithm tries to follow the
searching behavior. A point inside the ‘visual scope’ is randomly selected, xrand
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Algorithm 1. AFSFilter algorithm

Require: Random population xi ∈ Ω, for i = 1, . . . , psize, tmax > 0, 0 < ε1, ε2 � 1
1: Set t = 0
2: Compute f and θ for all xi and select xbest

3: while
(∣∣fbest − fopt

∣∣ > ε1
∣∣fopt

∣∣+ ε2 or θbest > ε2
)

and t ≤ tmax do
4: for all xi do
5: Compute ‘visual scope’
6: if ‘visual scope’ is empty then
7: Random behavior
8: else
9: if ‘visual scope’ is crowded then
10: Select randomly xrand from the ‘visual scope’
11: if xrand is better than xi then
12: Searching behavior
13: else
14: Random behavior
15: end if
16: else
17: if xmin is better than xi then
18: Chasing behavior
19: else
20: Compute c
21: if c is better than xi then
22: Swarming behavior
23: else
24: Select randomly xrand from the ‘visual scope’
25: if xrand is better than xi then
26: Searching behavior
27: else
28: Random behavior
29: end if
30: end if
31: end if
32: end if
33: end if
34: Filter line search to decide if the trial point yi is accepted
35: end for
36: Set t = t+ 1
37: end while

(rand ∈ Ii), and the point xi is moved towards it to generate a trial point yi if
xrand is better than xi (see (4)). Here, the direction of movement to get yi is
defined as d = xrand − xi, recall (5). Otherwise, the point xi follows a random
behavior as previously described in Subsection 3.1.
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3.3 Chasing Behavior

According to Algorithm 1, chasing behavior is performed if the ‘visual scope’ is
not crowded and the best point inside the ‘visual scope’ of xi, xmin, is better
than xi, in the sense of Definition 1. The direction to carry out the movement
towards a trial point yi is defined by d = xmin − xi.

3.4 Swarming Behavior

When the ‘visual scope’ of a point xi is not crowded and xmin is not better than
xi, the central point inside the ‘visual scope’ of xi is computed by

c =
∑
j∈Ii

xj/nip ,

and compared with xi. If c is better than xi, then the swarming behavior follows
and the corresponding trial point is computed using (5) where the direction of
the movement is d = c − xi. Otherwise, the searching behavior is tried (see
Subsection 3.2).

3.5 The Filter Line Search Method

Here, we aim to show how the methodology of a filter as outlined in [15] can
be adapted to this population-based AFS method. Each entry in the filter is
defined by two components: θ(x) that aims to measure feasibility and f(x) that
measures optimality, as previously defined in (2). The proposed paradigm defines
just one filter. After a search direction d has been computed, a step size should
be determined, using (5), in a way that sufficient progress towards the optimal
solution is obtained.

Backtracking Line Search. The step size α ∈ (0, 1] is determined by a back-
tracking line search technique. A decreasing sequence of step sizes {αj} with
limj αj = 0 is tried, until a set of acceptance conditions are satisfied. This j
denotes the iteration counter for the inner loop. A trial step size αj can be ac-
cepted if the corresponding trial point yi = xi + αjd is acceptable by the filter.
When αj > αmin, the point yi might be acceptable if sufficient progress in one
of the two measures, relative to the value at the current point xi, holds:

θ(yi) ≤ (1 − γθ) θ(xi) or f(yi) ≤ f(xi) − γf θ(xi). (6)

However, when the current solution is (almost) feasible, in practice, if θ(xi) ≤
θmin, the trial point has to satisfy only the condition

f(yi) ≤ f(xi) − γf θ(xi) (7)

to be acceptable, in order to prevent convergence to feasible but non-optimal so-
lutions, where 0 < θmin � 1. In particular, the corresponding solution/iteration
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is denoted by f -type. To prevent cycling between points that improve either θ or
f , at each iteration t, the algorithm maintains the filter Ft that contains pairs
(θ, f) that are prohibited for a successful trial point at iteration t. Thus, during
the line search procedure, a trial point yi is acceptable only if (θ(yi), f(yi)) /∈ Ft.

The filter is initialized to F0 ⊆ {
(θ, f) ∈ R

2 : θ ≥ θmax

}
, where θmax > 0 is

the upper bound on θ, and later is augmented using the formula

Ft+1 = Ft ∪ {
(θ, f) ∈ R

2 : θ > (1 − γθ)θ(xi) and f > f(xi) − γfθ(xi)
}

only after every iteration in which the trial point satisfies (6). Since an inclusion
of a point into the filter can occur only when θ > 0, an f -type trial solution is
never included into the filter.

Restoration Step. When it is not possible to find a step size αj > αmin that
satisfy one of the above referred conditions, the algorithm reverts to a restoration
step. In this case, an approximate descent direction for θ or f , at xi, is computed.
The procedure that defines the descent direction is the following. Two exploring
points e1, e2 are randomly generated in a small neighborhood of the point xi

and an approximate descent direction for θ or f is defined [17, 29]. When the
current point xi is feasible, the direction d is descent for f at xi; otherwise it is
descent for θ at xi. Thus

Δj =

{
f(ej) − f(xi), if θ(xi) ≤ θmin

θ(ej) − θ(xi), otherwise

where ‖ej − xi‖ ≤ ε for j = 1, 2 and a very small positive constant ε, and

d = − 1∑2
k=1 |Δk|

2∑
j=1

Δj e
j − xi

‖ej − xi‖ . (8)

Based on the direction (8), the trial solution yi = xi+d is accepted if it remains
inside Ω; otherwise a projection onto Ω is carried out.

4 Numerical Experiments

In this section, the numerical results of a preliminary study running a benchmark
set of engineering problems are reported. A comparison with the results available
in the literature is also included. The six chosen engineering design problems are
the most common in the literature.

– The welded beam design problem has four design variables and seven inequal-
ity constraints [6, 17, 29, 34, 40]. The objective is to minimize the cost of a
welded beam, subject to the constraints on the shear stress, bending stress,
buckling load on the bar, end deflection of the beam and side constraints.

– In the speed reducer design problem [6, 29, 40], the weight of the speed
reducer is to be minimized subject to the constraints on bending stress of
the gear teeth, surface stress, transverse deflections of the shafts and stress
in the shafts. The problem has seven variables and 11 inequality constraints.
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– The tension/compression spring design problem has three continuous vari-
ables and four constraints [6, 17, 29, 40], and aims to minimize the weight
of a tension/compression spring.

– The 3-bar truss design aims to minimize the volume of the truss subject
to the stress constraints [6, 29, 40]. This problem has two design variables
representing the cross-sectional areas of two bars (two identical of three-bar)
and three inequality constraints.

– In the tubular column design, the cost of fabrication is to be minimized
[6, 29]. This problem has two design variables with two inequality constraints.

– The cylindrical vessel design [6, 17, 24, 29, 34] (with both ends capped with a
hemispherical head) is to minimize the total cost of fabrication. The problem
has four design variables (two of them are multiples of 0.0625) and four
inequality constraints.

The C++ programming language is used in this real-coded algorithm. The
computational tests were performed on a PC with a 2.8 GHz Core Duo Pro-
cessor P9700 and 6 Gb of memory. The size of the population is defined as
psize = min{50, 5n}. Table 1 displays the results of the comparative tests. Since
the algorithm relies on some random parameters and variables, we solve each
problem 30 times. The best of the solutions found in all 30 runs is denoted in
the table by ‘sol.’, ‘S.D.’ gives the standard deviation of the obtained objec-
tive function values and ‘n.f.e.’ gives the average number of function evaluations
from all the runs. The user defined parameters are set as follows: θmax = 104,
θmin = 10−6, γθ = γf = 10−8, αmin = 10−3, κ = 0.8 and ε = 10−3. The parame-
ter ς is not fixed over the iterative process. Initially, is set to one and is reduced
until it reaches 0.1. The parameters for the termination criteria are ε1 = 10−4,
ε2 = 10−6 and tmax = 200.

A comparison with some of the results in the literature follows. Two vari-
ants, a modified differential evolution (mDE-r) based on competitive ranking
[6] and the differential evolution based on adaptive penalty (DE-AP) [34], are
used. The other selected methods for this comparison are: feasibility and dom-
inance rules based on a sufficient reduction of constraint violation or objective
function values are implemented with a hybrid electromagnetism-like (HEM)
algorithm [29]; a hybrid evolutionary algorithm (HEA) implemented with an
adaptive constraint-handling technique [40]; a socio-behavioural (SB) model [2];
an improved harmony search (iHS) proposed by Mahdavi et al. [25]; and finally,
a filter method implemented in a simulated annealing algorithm context in [17].
From the preliminary results in Table 1, we may conclude that the performance
of the AFSFilter algorithm is comparable to the other ones. For the 3-bar truss
and tubular problems, the AFSFilter obtained competitive solutions with re-
duced function evaluations. The proposed method also converges to a solution
of the beam problem that is better than those obtained by SB and HEM, and
the solution obtained for the speed problem is also better than the one obtained
by SB. We remark that further research is required in the AFSFilter in order to
improve the convergence to the solutions with hight accuracy.
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Table 1. Comparative results

Method Problems
Beam Speed Spring 3-bar truss Tubular Vessel

AFSFilter sol. 2.382927 2999.151 0.012667 263.8964 26.53351 5946.636†

S.D. 1.3E-2 2.1E00 7.2E-6 2.5E-3 5.2E-3 5.5E+1
n.f.e. 38342 65779 23636 5388 9223 45287

SB [2] sol. 2.4426 3008.08 - - - 6171.00
S.D. - - - - - -
n.f.e. 19259 19154 - - - 12630

mDE-r [6] sol. 2.380810 2994.320 0.012664 263.8919 26.5311 6059.525
S.D. - - - - - -
n.f.e. 30000 35000 15000 10000 10000 30000

FSA [17] sol. 2.381065 - 0.012665 - - 5868.765†

S.D. - - 2.2E-8 - - 2.6E+2
n.f.e. 56243 - 49531 - - 108883

iHS [25] sol. 1.7248‡ - 0.012671 - - 5849.762†

S.D. - - - - - -
n.f.e. 200000 - 30000 - - -

HEM [29] sol. 2.386269 2995.804 0.012667 263.8960 26.53227 6072.232
S.D. 3.1E-2 1.3E00 8.0E-6 4.9E-5 3.5E-3 5.3E+1
n.f.e. 28650 51989 9605 17479 25136 20993

DE-AP [34] sol. 2.38113 - - - - 6059.718
S.D. 0.0E00 - - - - 0.0E00
n.f.e. 40000 - - - - 80000

HEA [40] sol. 2.380957 2994.499 0.012665 263.8958 - -
S.D. 1.3E-5 7.0E-2 1.4E-9 4.9E-5 - -
n.f.e. 30000 40000 24000 15000 - -

† all variables are considered continuous; - not available
‡ slightly different problem formulation.

5 Conclusions

In this paper, a filter line search method is implemented in a population-based
swarm intelligence algorithm to solve continuous nonlinear constrained global
optimization problems. The innovative nature of the work is focused on the
integration of the filter methodology, as a constraint-handling technique, into an
artificial fish swarm algorithm. Based on a population of current solutions, the
AFS algorithm computes trial solutions using search directions and a step size
in a way that sufficient progress towards the optimal solution is obtained. Trial
solutions are acceptable only if they improve either the constraint violation or
the objective function relative to the current solutions, and are acceptable by
the filter.

The preliminary numerical results on six common benchmark engineering de-
sign optimization problems show that the proposed AFSFilter method is compet-
itive when compared with other stochastic methods for global optimization, thus
encouraging the application of this AFS filter-based paradigm to more complex
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problems, such as those with discrete variables. We think that the algorithm effi-
ciency can be improved through proper tuning of the algorithm parameters. The
impact of some parameters on the performance of the algorithm will be analyzed
in the future. An elitist procedure will be implemented in a way that the best point
of the population will be maintained regardless being dominated by a trial point at
a particular iteration. It has been also observed that accuracy could be improved
with an intensification search around the best found solution, at the final stage of
the algorithm. This local search aims at improving the final solution at a reduced
computational cost and is a common procedure in global optimization methods.
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Abstract. The multidimensional 0–1 knapsack problem is a combina-
torial optimization problem, which is NP-hard and arises in many fields
of optimization. Exact as well as heuristic methods exist for solving this
type of problem. Recently, a population-based artificial fish swarm al-
gorithm was proposed and applied in an engineering context. In this
paper, we present a binary version of the artificial fish swarm algorithm
for solving multidimensional 0–1 knapsack problem. Infeasible solutions
are made feasible by a decoding algorithm. We test the presented method
with a set of benchmark problems and compare the obtained results with
other methods available in literature. The tested method appears to give
good results when solving these problems.

Keywords: 0–1 knapsack problem, multiple constraints, artificial fish
swarm, decoding algorithm.

1 Introduction

Generally, the multidimensional 0–1 knapsack problem is a combinatorial opti-
mization problem that can be formulated as follows:

maximize z(x) ≡ cx
subject to Ax ≤ b

xj ∈ {0, 1}, j = 1, 2, . . . , n,
(1)

where c = (c1, c2, . . . , cn) is an n-dimensional row vector of profits, x =
(x1, x2, . . . , xn)

T is an n-dimensional column vector of 0–1 decision variables,
A = [ak,j ], k = 1, 2, . . . ,m, j = 1, 2, . . . , n is an m × n coefficient matrix of re-
sources, and b = (b1, b2, . . . , bm)T is an m-dimensional column vector of resource
capacities. It should be noted here that, in a multidimensional 0–1 knapsack
problem, each element of c, A and b is assumed to be nonnegative. The goal
is to find a subset of n items that yields maximum profit z without exceeding
resource capacities b. The much simpler case with a single constraint (m = 1)
is known as the single knapsack problem and effective approximate algorithms

B. Murgante et al. (Eds.): ICCSA 2012, Part III, LNCS 7335, pp. 72–86, 2012.
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have been developed for obtaining its near optimal solutions. The general case
corresponding to m ≥ 2 is known as the multidimensional 0–1 knapsack problem
(MKP), which is NP-hard.

Many practical problems can be formulated as the MKP, such as the capi-
tal budgeting problem, resource allocation with financial constraints, allocating
processors and databases in a distributed computer system, the project selec-
tion and cargo loading, cutting stock problems and so on. In the last decades
many exact as well as heuristic methods have been proposed to solve MKP.
Exact methods include dynamic programming methods [2,16,38], branch-and-
bound algorithms [13,15,32], the Fourier-Motzkin elimination based enumera-
tion algorithms [6], asymptotic analysis method [31], statistical analysis method
[12], linked LP-relaxations, disjunctive cuts and implicit enumeration [33]. On
the other hand metaheuristic methods include simulated annealing [10], tabu
search [3,18,34], genetic algorithm [7,9,23], ant colony optimization [24]. Other
heuristic methods have been proposed in [1,5,19,20,35]. Li et al. [25] proposed
a genetic algorithm based on orthogonal design (OGA). In their method, the
authors used a check-and-repair operator to make feasible solutions. Sakawa and
Kato [30] proposed a genetic algorithm with double strings (GADS) based on
the decoding algorithm. Deep and Bansal [8] proposed a socio-cognitive particle
swarm optimization (SCPSO) based on the penalty function. A nice review of
different solution methods for solving multidimensional 0–1 knapsack problem is
found in [14].

Recently, a population-based artificial fish swarm algorithm that simulates
the behavior of the fish swarm inside water was proposed and applied in an
engineering context [21,22,36,37]. Rocha et al. [28,29] proposed an augmented
Lagrangian fish swarm based method for global optimization problems and a
novel fish swarm heuristic for bound constrained global optimization problems.
Applying to the optimization problem, generally a ‘fish’ represents an individual
point in a population. The fish swarm movements seem randomly defined and
yet they are objectively synchronized. Fishes desire to stay close to the swarm,
to protect themselves from predators and to look for food, and to avoid collisions
within the group. Inspired by these behavior, researchers aim to solve optimiza-
tion problems in an efficient manner. The behavioral model-based optimization
algorithms seek to imitate, as well as to make variations on the swarm behav-
ior in nature, and to create new types of abstract movements. The fish swarm
behavior inside water may be summarized as follows [28,29]:

i) random behavior – in general, fish swims randomly in water looking for food
and other companions;

ii) chasing behavior – when a fish, or a group of fishes, in the swarm discovers
food, the others in the neighborhood find the food dangling quickly after it;

iii) swarming behavior – when swimming, fish naturally assembles in groups
which is a living habit in order to guarantee the existence of the swarm and
avoid dangers;
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iv) searching behavior – this is a basic biological behavior since fish tends to the
food, when fish discovers a region with more food, by vision or sense, it goes
directly and quickly to that region;

v) leaping behavior – when fish stagnates in a region, it leaps to look for food
in other regions.

The artificial fish is a fictitious entity of a true fish. Its movements are simulations
and interpretations of the above listed fish behavior [22,28,29]. The environment
in which the artificial fish moves, searching for the optimum, is the feasible
search space of the problem. Based on the artificial fish swarm algorithm for
global optimization, we propose a binary version of the artificial fish swarm
algorithm for solving multidimensional 0–1 knapsack problem (1).

The organization of this paper is as follows. We briefly describe the artificial
fish swarm algorithm in Section 2. In Section 3 the proposed binary artificial fish
swarm algorithm is outlined. Section 4 describes the experimental results and
finally we draw the conclusions of this study in Section 5.

2 Artificial Fish Swarm Algorithm

In this section we will give a brief description of the artificial fish swarm algorithm
(AFSA) proposed by Rocha et al. [29] for box constrained global optimization
problems of the form minimizex∈Ω f(x). Here f : Rn → R is a nonlinear function
that is to be minimized and Ω = {x ∈ R

n : lj ≤ xj ≤ uj, j = 1, 2, . . . , n} is
the search space. lj and uj are the lower and upper bounds of xj and n is the
number of variables of the optimization problem.

The artificial fish swarm algorithm uses a population of N individual points
(the fishes) xi, i = 1, 2, . . . , N to identify promising regions looking for a global
solution [36]. xi is a floating-point representation that covers the entire search
space Ω. The crucial issue of AFSA is the ‘visual scope’ of each individual
point xi. This represents a closed neighborhood of xi with a radius equal to a
positive quantity ν defined by

ν = δ max
j∈{1,2,...,n}

(uj − lj)

where 0 < δ < 1 is a positive visual parameter. In general, this parameter is
maintained fixed over the iterative process. However, experiments show that a
slow reduction accelerates the convergence to the solution [11]. Let Ii be the
set of indices of the points inside the ‘visual scope’ of point xi, where i /∈ Ii

and Ii ⊂ {1, 2, . . . , N}, and let npi be the number of points in its ‘visual scope’.
Depending on the relative positions of the points in the population, three possible
situations may occur:

a) when npi = 0, the ‘visual scope’ is empty, and the point xi, with no other
points in its neighborhood to follow, moves randomly for a better region;

b) when the ‘visual scope’ is not crowded, the point xi is able either to swarm
moving towards the central or to chase moving towards the best point inside
the ‘visual scope’;
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c) when the ‘visual scope’ is crowded, the point xi has some difficulty in follow-
ing any particular point, and searches for a better region choosing randomly
another point (from the ‘visual scope’) and moves towards it;

The condition that decides when the ‘visual scope’ of xi is not crowded is

Cf ≡ np
i

N
≤ θ, (2)

where Cf is the crowding factor and θ ∈ (0, 1) is the crowd parameter. In this sit-
uation, the point xi has the ability to swarm or to chase. We refer to [28,29,36,37]
for some more details.

3 Binary Artificial Fish Swarm Algorithm

In this section, a binary version of the artificial fish swarm algorithm to solve
the multidimensional 0–1 knapsack problem (1), herein denoted by b-AFSA, is
presented. The outline of the algorithm is briefly described in the following.

3.1 Initialization (Coding)

The first step of designing a b-AFSA for solving 0–1 MKP is to devise a suitable
representation scheme of an individual point in a population. Since we consider
0–1 knapsack problem, N individual points are randomly initialized, each rep-
resented by a binary 0/1 string of length n [17,26]. For example, for n = 15,
an individual point xi, i = 1, 2, . . . , N randomly initialized at iteration t = 1 is
shown in Fig. 1.

xi,1 = 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0

Fig. 1. Individual representation in b-AFSA

3.2 Constraints Handling (Decoding)

The randomly initialized point xi may not be feasible since the problem (1) has
m constraints.

The widely used approach to deal with constrained optimization problem is
based on penalty functions where a penalty term is added to the objective func-
tion in order to penalize the constraint violation. This enable us to transform a
constrained optimization problem into a sequence of unconstrained subproblems.
The penalty function method can be applied to any type of constraints, but the
performance of penalty-type method is not always satisfactory due to the choice
of an appropriate penalty parameter. Although several ideas have been proposed
about how the penalty function is designed and applied to infeasible solutions,
it is generally recognized that the smaller the feasible region, the harder it is for
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the penalty function methods to generate feasible solutions, as pointed out in
the field of nonlinear optimization [30]. For this reason alternative constraints
handling techniques have been proposed in the last decades.

There are a number of standard ways of dealing with constraints and infeasible
solutions in binary represented population-based solution methods. In b-AFSA,
the decoding algorithm proposed by Sakawa and Kato [30] to make infeasible
solutions to feasible ones is used. Although the individual point representations
are different in GADS and b-AFSA, we modify the decoding algorithm so that
it can decode individual points in a population in the same way as [30]. The
advantage of this decoding algorithm is that decoding a point xi starts from any
index and randomly continues until the maximum length of string n is reached
to make the point xi feasible, aiming to obtain promising solution (and hopefully
optimal). Another decoding algorithm which starts from the beginning of index
and sequentially continues can be applied but the obtained solution may not be
optimal.

3.3 Visual Scope in b-AFSA

Since the Euclidean distance cannot give the actual distance between two points
represented by binary 0/1 bits, the Hamming distance Hd is used to calculate
the ‘visual scope’, in b-AFSA. The Hamming distance of two points of equal bits
length is the number of positions at which the corresponding bits are different.
Figure 2 illustrates an example with two binary points. We may observe that the
Hamming distance is equal to seven. After calculating the Hamming distance

x1 = 1 0 0 0 1 0 0 1 0 1 1 0 0 1 1

x2 = 0 0 1 0 0 1 0 1 0 0 1 0 1 1 0

Hd(x
1,x2) = 7

Fig. 2. Hamming distance between two binary points in b-AFSA

between all pair of points in the population, the npi points inside the ‘visual
scope’ of xi are identified as the points xj that satisfy the conditionHd(x

i,xj) ≤
ν, for j ∈ {1, . . . , N}, j �= i, where

ν = δ × n. (3)

In (3), n (number of variables) represents the maximum Hamming distance be-
tween two binary points in b-AFSA. After computing npi, the crowding factor
Cf of xi is calculated using (2).

Depending on the value of Cf , the ‘visual scope’ can be empty, not crowded
or crowded. In b-AFSA, the fish (point) behavior that create the trial points are
outlined as follows.
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Chasing Behavior: If the ‘visual scope’ is not crowded and the point that
has the best objective function value inside the ‘visual scope’, denoted by xbest

(best ∈ Ii), satisfies z(xbest) > z(xi), the chasing behavior is to be imple-
mented. In b-AFSA, crossover (discussed in Section 3.4) between xi and xbest

is performed to create the trial point yi.

Swarming Behavior: When the ‘visual scope’ is not crowded and z(xbest) ≤
z(xi), a random point xrand (rand ∈ Ii) is selected inside the ‘visual scope’, and
if z(xrand) > z(xi), the point xi performs the swarming behavior. In b-AFSA,
one position mutation (discussed in Section 3.4) is used to the point xi to create
the trial point yi.

Searching Behavior: The searching behavior is tried in the following
situations:

a) when the ‘visual scope’ is not crowded and neither xbest nor xrand improve
in objective function value;

b) when the ‘visual scope’ is crowded.

Here, a point xrand inside the ‘visual scope’ is randomly selected and the
point xi moves towards it if it is improving in objective function value, i.e.
z(xrand) > z(xi). Otherwise, a random behavior is implemented. In b-AFSA,
crossover between xi and xrand is performed to create the trial point yi.

Random Behavior: When the ‘visual scope’ is empty or the other fish behavior
were not performed, the point xi performs the random behavior. This behavior
is related with a random movement for a better region. In b-AFSA, the trial
point yi is created by randomly setting binary 0/1 bits of length n.

3.4 Operators Used in b-AFSA

Like other binary represented population-based solution methods, in b-AFSA
crossover and mutation are used in fish behavior to create trial points. Differ-
ent types of crossover and mutation implemented and tested in b-AFSA are
described in the following.

Crossover: In b-AFSA, the crossover is performed in the chasing and searching
behavior of the artificial fish swarm algorithm to create the trial points. There
are many types of crossover applied to the selected current points of binary
represented population-based methods. In this paper, we apply one position
and uniform crossover and analyze their performances with respect to some
measures of obtained results. With equal length of two current points, in one
position crossover, a random index r1 ∈ {1, 2, . . . , n} is selected and then the bits
from r1 to n are exchanged to each other to create two trial points. In b-AFSA,
after performing one position crossover, the best trial point with respect to the
objective function value is selected for the new trial point. Figure 3 shows one
position crossover.
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Point 1 = 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0

Point 2 = 0 0 1 1 0 1 0 0 1 0 0 0 1 0 1

Trial 1 = 1 0 0 0 1 1 0 1 0 0 0 0 1 0 1

Trial 2 = 0 0 1 1 0 1 0 0 1 1 1 0 1 1 0

Fig. 3. One position crossover applied in b-AFSA

On the other hand, in uniform crossover two current points create a single
trial point as shown in Fig. 4. Each bit in the trial point is created by copying
the corresponding bit from one or the other current point with equal probability.
If a uniformly distributed random number τ1 ∼ U [0, 1] is less than or equal to
0.5, the bit is copied from the first current point, otherwise, the bit is copied
from the second current point.

Point 1 = 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0

Point 2 = 0 0 1 1 0 1 0 0 1 0 0 0 1 0 1

Trial 1 = 1 0 1 1 0 1 0 1 0 0 1 0 1 0 1

Fig. 4. Uniform crossover applied in b-AFSA

Mutation: The mutation is also performed in the proposed b-AFSA. In the
swarming behavior, one position mutation is used to create a trial point. Here, a
random index r2 ∈ {1, 2, . . . , n} is selected and then the bit of selected position
is changed from 0 to 1 or vice versa. Figure 5 shows an example of one position
mutation.

Current point = 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0

Trial point = 1 0 0 1 1 1 0 1 0 1 1 0 1 1 0

Fig. 5. One position mutation applied in b-AFSA

In the leaping (discussed in Section 3.7) behavior, a mutation with probabil-
ity pm is performed that mutates some randomly selected bits to create a trial
point, i.e., if a uniformly distributed random number τ2 ∼ U [0, 1] generated for
j = 1, 2, . . . , n is less than or equal to pm, then the bit of the successful position
is changed from 0 to 1 or vice versa, as shown in Fig. 6. The probability of
mutation pm = 0.01 is widely used in binary represented solution methods.
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Current point = 1 0 0 0 1 1 0 1 0 1 1 0 1 1 0

Trial point = 1 0 0 1 1 1 0 1 0 1 1 0 1 0 0

Fig. 6. Mutation with probability pm applied in b-AFSA

3.5 Selection

After creating the N trial points yi,t+1, i = 1, 2, . . . , N , the decoding algorithm is
performed to make them feasible. In order to decide whether or not they should
become members of the population in the next iteration t + 1, the trial point
yi,t+1 is compared to the current point xi,t using the following greedy criterion:

xi,t+1 =

{
yi,t+1 if z(yi,t+1) ≥ z(xi,t)
xi,t otherwise

, i = 1, 2, . . . , N. (4)

3.6 Termination Condition

Let nfemax be the maximum number of function evaluations. If nfe and zmax are
the number of function evaluations and the maximum objective function value
attained at iteration t, and if zopt is the known optimal value, then the proposed
b-AFSA terminates if (nfe > nfemax or (|zmax − zopt|) ≤ ε), for a small positive
number ε.

This termination condition enables the b-AFSA to terminate when it reaches
the best solution with a tolerance ε, otherwise it continues execution until nfemax

is reached. But if the optimal value of the given problem is unknown, the algo-
rithm may use other termination conditions.

3.7 Leaping

When the best objective function value in the population does not change for a
certain number of iterations, the algorithm may have stagnated. The other points
of the population will in the subsequent iterations eventually converge to that
objective function value. To be able to escape from this region and try to converge
to the optimal solution, the b-AFSA performs the leaping behavior, at every
L iterations. In the leaping, a point xrand (rand ∈ {1, 2, . . . , N}) is randomly
selected from the current population and the mutation with probability pm is
performed to that point. After mutation, decoding is performed and the new
point replaces the point xrand.

3.8 The b-AFSA

The algorithm of the herein proposed binary version of the artificial fish swarm
algorithm for solving (1) is outlined.
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Step 1: Set parameter values.
Step 2: Set t = 1. Randomly initialize xi,1, i = 1, 2, . . . , N .
Step 3: Perform decoding and evaluate z. Identify xmax and zmax.
Step 4: If termination condition is met, stop.
Step 5: For all xi,t,

Calculate ‘visual scope’ and crowding factor;
Perform fish behavior to create trial point yi,t+1;
Perform decoding to make the trial point feasible.

Step 6: Perform selection according to (4) to create new current points.
Step 7: Evaluate z and identify xmax and zmax.
Step 8: If MOD(t, L) = 0 perform leaping.
Step 9: Set t = t+ 1 and go to Step 4.

4 Experimental Results

We code b-AFSA in C and compile with Microsoft Visual Studio 9.0 compiler
in a PC having 2.5 GHz Intel Core 2 Duo processor and 4 GB RAM. We set
δ = 0.5, θ = 0.8, pm = 0.01 and ε = 10−4. For a fair comparison with the solution
method presented in [8], we use N = 40 and nfemax = 1000n, but one can set
other suitable values. In order to perform the leaping behavior in b-AFSA, we
also set L = max(25, n).

We consider seven benchmark problems from OR-library [4]. These problems
are known as Petersen set PT1 to PT7 [27] of multidimensional 0–1 knapsack
problems in the optimization community. The number of variables, n, in these
problems vary from six to 50, and m (number of constraints) varies from five
to 10. The optimum solution of each problem, zopt, is known. So we use the
termination condition described in Section 3.6.

Firstly, we compare the performance criteria of the two different variants of b-
AFSA namely b-AFSA One and b-AFSA Uni on Petersen set PT1–PT7. These
variants are based on the two different crossover operators used in the chasing
and searching behavior. We implemented the one position crossover in variant
b-AFSA One and the uniform crossover in b-AFSA Uni. Thirty independent
runs were carried out for each problem using each variant. The performance
criteria among 30 runs are: zmax; the average of best objective function values,
zavg; the average computational time (in seconds), ‘AT’; the average number of
function evaluations, ‘AFE’; and the number of successful runs, ‘Nsr’. In a run if
the algorithm finds the optimal solution (or near optimal with a tolerance) of a
test problem, then the run is considered to be a successful run. The comparative
results are shown in Table 1. The table shows that the variant b-AFSA Uni gives
better performances than the other in respect to all measures of the performance
criteria.

We compare in Fig. 7 and 8, the profiles of ‘AT’ and ‘AFE’ with respect to
the number of variables, n, respectively. These figures show that the variant
b-AFSA Uni, with uniform crossover, outperforms the other one in comparison.
Hence, this is the variant that will be used for the comparison with other solution
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Table 1. Comparative results of b-AFSA One and b-AFSA Uni

Prob.
Size

zopt
b-AFSA One b-AFSA Uni

(n/m) zmax zavg AT AFE Nsr zmax zavg AT AFE Nsr

PT1 6/10 3800.0 3800.0 3800.0 0.00 45 30 3800.0 3800.0 0.00 44 30

PT2 10/10 8706.1 8706.1 8706.1 0.00 239 30 8706.1 8706.1 0.00 133 30

PT3 15/10 4015.0 4015.0 4014.7 0.02 2360 29 4015.0 4015.0 0.01 651 30

PT4 20/10 6120.0 6120.0 6103.3 0.15 13407 14 6120.0 6120.0 0.02 1165 30

PT5 28/10 12400.0 12400.0 12261.0 0.38 25388 3 12400.0 12382.3 0.28 19287 10

PT6 39/5 10618.0 10605.0 10440.3 0.73 39018 0 10618.0 10559.2 0.63 33687 5

PT7 50/5 16537.0 16394.0 16143.8 1.18 50021 0 16537.0 16422.5 1.14 47199 2
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Fig. 8. Profile of average number of function evaluations among 30 runs

methods available in literature. For simplicity the variant will be denoted only
by b-AFSA.

Secondly, we compare b-AFSA with the algorithms described in [8,25,30] re-
spectively denoted by SCPSO, OGA and GADS. We also code GADS in C and
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run with the recommended parameters [30]. We use the data available in the
corresponding literature for OGA and SCPSO. In this comparison, the values
of N and nfemax are the same for SCPSO, GADS and b-AFSA, although OGA
had different values. All the results are based on 30 runs. See Table 2. In this

Table 2. Comparative results of OGA, SCPSO, GADS and b-AFSA

Prob. Method SR AFE AFEsr AT ATsr AE LE SDE

PT1

OGA – 357.00 – N/A – – 0.00 –

SCPSO 100.00 109.33 109.33 – – 0.00 0.00 0.00

GADS 100.00 45.33 45.33 0.00 0.00 0.00 0.00 0.00

b-AFSA 100.00 44.00 44.00 0.00 0.00 0.00 0.00 0.00

PT2

OGA – 488.00 – N/A – – 0.00 –

SCPSO 100.00 446.66 446.66 – – 0.00 0.00 0.00

GADS 100.00 144.00 144.00 0.00 0.00 0.00 0.00 0.00

b-AFSA 100.00 133.33 133.33 0.00 0.00 0.00 0.00 0.00

PT3

OGA – 4645.00 – N/A – – 0.00 –

SCPSO 100.00 1736.00 1736.00 – – 0.00 0.00 0.00

GADS 100.00 1497.33 1497.33 0.01 0.01 0.00 0.00 0.00

b-AFSA 100.00 650.70 650.70 0.01 0.01 0.00 0.00 0.00

PT4

OGA – 7971.00 – N/A – – 0.00 –

SCPSO 96.67 5226.67 4717.24 – – 0.33 0.00 1.79

GADS 100.00 4047.00 4047.00 0.02 0.02 0.00 0.00 0.00

b-AFSA 100.00 1165.47 1165.47 0.02 0.02 0.00 0.00 0.00

PT5

OGA – 10059.00 – N/A – – 10.00 –

SCPSO 46.67 19009.30 8734.29 – – 8.66 0.00 10.87

GADS 73.33 15706.67 11236.36 0.09 0.07 2.67 0.00 4.50

b-AFSA 33.33 19287.33 1816.00 0.28 0.03 17.67 0.00 21.28

PT6

OGA – 17100.00 – N/A – – 0.00 –

SCPSO 50.00 27818.70 16637.30 – – 19.63 0.00 27.67

GADS 6.67 37220.00 12300.00 0.25 0.08 52.70 0.00 27.70

b-AFSA 16.67 33686.70 7009.00 0.63 0.15 58.83 0.00 50.00

PT7

OGA – 22659.00 – N/A – – 13.00 –

SCPSO 10.00 47005.30 20053.30 – – 55.40 0.00 48.97

GADS 0.00 50000.00 * 0.41 * 155.10 93.00 31.80

b-AFSA 6.67 47198.80 7680.00 1.14 0.22 94.53 0.00 56.43

– Not available, * No success run, N/A not applicable

table, the performance criteria among 30 runs are: the success rate, ‘SR’; the
average number of function evaluations, ‘AFEsr’, and the average computational
time, ‘ATsr’, in the successful runs. Performance criteria ‘AE’, ‘LE’ and ‘SDE’
are the average, least and standard deviation of errors, respectively, based on
the objective function values. ‘AFE’ and ‘AT’ bear the same previously defined
meanings. The values of the performance criteria ‘AT’ and ‘ATsr’ are reported
only for GADS and b-AFSA, since they came from the same machine.
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The table shows that with respect to all measures of the performance criteria,
b-AFSA provides satisfactory results. Based on ‘SR’ and the errors in objective
function values, SCPSO performs relatively better than the others although it
did not give 100% success rate for problem PT4, when comparing to GADS and
the herein presented b-AFSA. GADS performs better than SCPSO and b-AFSA
for PT5, but it did not give any optimal solution for PT7. According to ‘AFE’,
b-AFSA performs relatively better than the other methods for problem PT1 to
PT4, but for PT5 to PT7, OGA gives better performance. Based on ‘AFEsr’,
b-AFSA outperforms other methods although the success rate decreased for
problems PT5 to PT7.

In b-AFSA some extra computational time is required to calculate the ‘visual
scope’ of all points in all iterations so the average computational times are a
little bit higher for larger dimensional problems. We plot in Fig. 9 the profile of
‘AT’ and ‘ATsr’ of b-AFSA with respect to n, obtained after 30 runs, to show
how the presented method performs with respect to computational time for solv-
ing multidimensional 0–1 knapsack problems. This figure shows that the average
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Fig. 9. Profile of average computational time of b-AFSA

computational time among 30 runs for larger dimensional problems increases
almost linearly. The average time for successful runs also increases linearly with
small slope. It means the b-AFSA can find optimal solution with less computa-
tional time although the success rate is low.

We may conclude from the above discussion that the herein presented b-AFSA
has a good performance when solving multidimensional 0–1 knapsack problems.

5 Conclusions

In this paper, a binary version of the artificial fish swarm algorithm for solving
multidimensional 0–1 knapsack problem has been presented. In this method an
individual point in a population is represented by a binary string of 0/1 bits.
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The Hamming distance is used to identify the neighborhood points inside the
‘visual scope’ of a reference point using visual radius. Depending on the number
of points inside the ‘visual scope’, a point can perform either chasing, swarming,
searching or random behavior. Crossover and mutation are implemented in the
presented method to create trial points. In order to make points feasible, a
decoding algorithm is also implemented. A greedy selection criterion is used to
decide whether or not the trial points should become members of the population
in the next iteration.

Performance of the herein presented binary version of the artificial fish swarm
algorithm was tested on a set of multidimensional 0–1 knapsack problems. At
first, a comparison of two variants of the method has been presented and it
is found that the variant with uniform crossover is the best. Secondly, a com-
parison of the b-AFSA with other solution methods available in literature has
been presented. It is found that the herein presented method has a good perfor-
mance when solving a set of multidimensional 0–1 knapsack problems. Future
development will focus on the multidimensional integer knapsack problems.
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2. Balev, S., Yanev, N., Fréville, A., Andonov, R.: A dynamic programming based
reduction procedure for the multidimensional 0–1 knapsack problem. Eur. J. Oper.
Res. 186, 63–76 (2008)

3. Battiti, R., Tecchiolli, G.: Local search with memory: benchmarking RTS. OR
Spektrum 17, 67–86 (1995)

4. Beasley, J.E.: OR-Library; Distributing test problems by electronic mail. J. Oper.
Res. Soc. 41, 1069–1072 (1990),
http://people.brunel.ac.uk/~mastjjb/jeb/info.html

5. Boyer, V., Elkihel, M., Baz, D.E.: Heuristics for the 0–1 multidimensional knapsack
problem. Eur. J. Oper. Res. 199, 658–664 (2009)

6. Cabot, A.V.: An enumeratuion algorithm for knapsack problems. Oper. Res. 18,
306–311 (1970)

7. Chu, P.C., Beasley, J.E.: A genetic algorithm for the multidimensional knapsack
problem. J. Heuristics 4, 63–86 (1998)

http://people.brunel.ac.uk/~mastjjb/jeb/info.html


Solving Multidimensional 0–1 Knapsack Problem with an AFSA 85

8. Deep, K., Bansal, J.C.: A socio-cognitive particle swarm optimization for multi-
dimensional knapsack problem. In: Proceedings of the First International Confer-
ence on Emerging Trends in Engineering and Technology, pp. 355–360 (2008)

9. Djannaty, F., Doostdar, S.: A hybrid genetic algorithm for the multidimensional
knapsack problem. Int. J. Contemp. Math. Sci. 3(9), 443–456 (2008)

10. Drexl, A.: A simulated annealing approach to the multiconstraint zero–one knap-
sack problem. Computing 40, 1–8 (1988)

11. Fernandes, E.M.G.P., Martins, T.F.M.C., Rocha, A.M.A.C.: Fish swarm intelli-
gent algorithm for bound constrained global optimization. In: Aguiar, J.V. (ed.)
CMMSE 2009, pp. 461–472 (2009)

12. Fontanari, J.F.: A statistical analysis of the knapsack problem. J. Phys. A: Math.
Gen. 28, 4751–4759 (1995)
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Abstract. Due to the rapid growth of development of component based
software systems, the optimal commercial-off-the-shelf (COTS) selection
has become the key concept of optimization techniques used for the pur-
pose. In this paper, we propose an optimization model that aims to select
the best-fit COTS components for a modular software system under mul-
tiple applications development task. The proposed model maximizes the
functional performance and minimizes the total cost of the software sys-
tem satisfying the constraints of minimum threshold on intra-modular
coupling density and reusability of COTS components. A real-world sce-
nario of developing two financial applications for two small-scale indus-
tries is included to illustrate the efficiency of the model.

Keywords: Optimization model, COTS selection, Cohesion and Cou-
pling, Reusability, Modular software system.

1 Introduction

Modern software systems are becoming more and more large-scale, complex and
uneasily controlled, resulting in high development cost, low productivity, unman-
ageable software quality and high risk to move to new technology. Consequently,
there is a growing demand of searching for a new, efficient, and cost-effective
software development paradigm. One of the most promising solutions today is
the component-based software development (CBSD) approach. This approach is
based on the idea that software systems can be developed by selecting appropri-
ate commercial-off-the-shelf (COTS) components and then assemble them to fit
a specific architectural style for some application(s) domain.

A COTS component can be developed by different developers using different
languages and different platforms. In general, a COTS component has three main
features: 1) a component is an independent and replaceable part of a system
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that fulfills a given function; 2) a component works in the context of a well-
defined architecture; and 3) a component communicates with other components
of the software system through its interfaces [3]. In CBSD, the main focus is
how to choose the most appropriate and most suited component from COTS
components’ market so that it can significantly reduce development cost and
time-to-market, and improve maintainability, reliability and overall quality of
software system. Several COTS selection methods [5, 8, 10, 11, 13, 16] have
been proposed in literature. However, it may be noted that there is no single
method which is accepted as a standard COTS selection method. A detailed list
of the COTS selection methods has been provided in Mohamed et al. [14].

Alternatively, optimization techniques have been used in the COTS selection
process to achieve the different attributes of quality along with the objective of
minimizing the cost or keeping cost to a specified budgetary level. Berman and
Ashrafi [2] discussed optimization models for reliability of modular software sys-
tems. Chi et al. [4] presented a software reliability optimization model. Cortel-
lessa et al. [6] developed an optimization model that supports “build-or-buy”
decisions in selecting software components based on cost-reliability trade-off.
Jung and Choi [9] introduced two optimization models for the COTS selec-
tion in the development of modular software systems considering cost-reliability
trade-off. Kwong et al. [12] presented an optimization model for determining
the optimal selection of software components for component-based software sys-
tem development. Neubauer and Stummer [15] presented a two-phase decision
support approach based on multiobjective optimization for the COTS selection.
Tang et al. [18] presented an optimization model for software component se-
lection under multiple applications development. Zachariah and Rattihalli [19]
used goal-programming approach in a multi-criteria optimization model for the
COTS selection of modular software systems. Zahedi and Ashrafi [20] discussed
software reliability allocation using optimization approach based on structure,
utility, price and cost.

All the optimization models discussed above are based on the assumption
that in the software development process, COTS components within a set of
alternative components exhibit similar functionality. However, in real-world sce-
nario, the functions of the COTS components could be different from each other
because they are provided by different vendors. Thus, in order to fulfill the func-
tional requirements of software system using CBSD, the functional contributions
of various COTS components must also be considered. It may also be noted that
in the development of a modular software system, the criteria of maximizing the
cohesion and minimizing the coupling of software modules are commonly used.
Coupling is about the measure of interactions among software modules while
cohesion is about the measure of interactions among software components which
are within a software module. A good software system should possess software
modules with high cohesion and low coupling. A highly cohesive module exhibits
high reusability and loosely coupled systems enable easy maintenance.

In this paper, we propose a bi-objective optimization model for the COTS
selection in the development of a modular software system. The proposed model
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simultaneously maximizes the functional performance and minimizes the total
cost of a modular software system. The selection of COTS components is con-
strained using minimum threshold on the intra-modular coupling density of the
software, and reusability of COTS components. The proposed research can be
considered as a generalization and extension of the optimization models pro-
posed in [12, 18] in terms of providing a systematic framework for the COTS
selection that facilitates software development process of a modular software
under multiple applications development task.

The rest of the paper is organized as follows. Section 2 describes the criteria
used for COTS component selection. In Section 3, mathematical formulation of
the optimization model is introduced. Section 4 discusses solution methodology.
Section 5 presents numerical illustrations of a real-world scenario inspired from
CBSD to test the effectiveness of the proposed model. Finally, we furnish our
concluding remarks in Section 6.

2 Criteria for COTS Selection under Multiple
Applications Development

In order to select COTS components for modular software systems, the following
criteria may be used.

2.1 Functional Performance

The functional capabilities of the COTS components are different for different
components. Functionality of the COTS component is nothing but the ability of
the component to perform according to the specific needs of the organization.
We use functional ratings of the COTS components to the software modules as
coefficients in the objective function corresponding to maximizing the functional
performance of the modular software system. It may be noted that these ratings
are assumed to be provided by the software development team.

2.2 Cost

The cost criterion is used to assess cost related characteristics of the components.
In this paper, we consider cost based on procurement and adaptation costs of
COTS components. The procurement cost contains licensing arrangement cost,
product and technology cost and consulting cost.

2.3 Intra-modular Coupling Density

Abreu and Goulão [1] have proposed quantitative measures of cohesion and cou-
pling. The relationship between cohesion and coupling of modules in the devel-
opment of modular software system can be measured by using intra-modular
coupling density (ICD) defined as follows:

ICD =
CIIN

CIIN + CIOUT
(1)
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where CIIN is the number of class interactions within modules, and CIOUT is
the number of interactions between classes of distinct modules. ICD presents
the ratio between cohesion and coupling. It is well known that loose coupling
and tight cohesion can achieve high maintainability of a software system. Thus,
the values of ICD for each of the application would have great influence on the
maintainability of the modular software system. Fig. 1 (replicated from [12])
shows the diagrammatic depiction of cohesion and coupling of software modules
in the development of a modular software system.

Module 1

Module 4Module 3

Module 2

A 

D C

B 

F  I 

                              Cohesion                      Coupling 

E 

G 

H 

Fig. 1. Cohesion and coupling of software modules in CBSD

2.4 Reusability

Reusability of a component defines the extent to which parts of a software can
be reused in other applications. Software reuse means to abstract the general
logic from different applications, implement the logic, and be used into more
applications with slight or no modification. Thus, reusability of a COTS com-
ponent means that a component can be reused into different applications rather
than one application.

3 COTS Selection Problem Formulation

We consider component selection problem for developing a modular software
system under multiple applications development task. The software developer
concurrently undertakesN applications which consists ofM modules as shown in

Fig. 2. Suppose the ith application requires mi modules, thenM =
N∑
i=1

mi. Each

module must contain at least one COTS component. The COTS components’
market contains L components which are distributed among T different sets of
alternative COTS components. The COTS components within a set fulfills the
same functional requirement of the system and only one component from a given
set is selected in each application. The main tasks considered in this paper are
how to select software components available in the COTS components’ market
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t  = 1,….,T  

Application 2 Application 1 Application N 

 

Applications undertaken 

i  = 1,….,N  

j  = 1,….,M             

                                  

                                     be reused to 

k  = 1,….,L   

       

 
COTS components market 

          

 

    

Fig. 2. Three layers of hierarchy of a modular software system with multiple applica-
tions

and deploy them into which application in order to maximize the functional
requirements of the software system and minimize the total cost of procurement
of COTS components and adaptation of components to various modules in all
the undertaken applications.

3.1 Notations

The following notations are used to formulate the mathematical model:

N : the number of applications handled concurrently,
M : the number of modules in the given software system,
L: the number of COTS components,
T : the number of sets of alternative COTS components,
sck: the kth COTS component, k = 1, . . . , L,
st: the set of alternative COTS components for the tth functional requirement

of the software system, t = 1, . . . , T ,
cpk: the procurement cost of kth COTS component, k = 1, . . . , L,
cajk: the adaptation cost if the kth COTS component is adapted into the jth

module, j = 1, . . . ,M , k = 1, . . . , L,
rkk′ : the number of interactions between kth and k′th COTS components, k, k′ =

1, . . . , L,
fjk: the functional rating of kth COTS component to jth module, fjk ∈ [0, 1],

j = 1, . . . ,M , k = 1, . . . , L,
sij : the binary parameter,

sij =

{
1, if the jth module belongs to the ith application,
0, otherwise, i = 1, . . . , N, j = 1, . . . ,M,
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bjk: the binary parameter,

bjk =

⎧⎨
⎩

1, if the kth COTS component can be reused to implement the
jth module,

0, otherwise, j = 1, . . . ,M, k = 1, . . . , L,

xj,k: the binary variable,

xj,k =

⎧⎨
⎩

1, if the kth COTS component is selected to implement the
jth module,

0, otherwise, j = 1, . . . ,M, k = 1, . . . , L,

yk: the binary variable,

yk =

{
1, if the kth COTS component is selected,
0, otherwise, k = 1, . . . , L,

H : a threshold value of ICD for each application in order to achieve a given
level of maintainability of software system,

N ′
k: the number of times kth COTS component can be used in all the applica-

tions.

It may be noted that rkk′ = rk′k since cohesion and coupling are undirected
relations.

3.2 Bi-objective Optimization Model

The proposed bi-objective optimization model of COTS component selection
maximizes the functional requirements of the modular software system and min-
imizes the total development cost of the system which includes the procurement
and adaptation costs of COTS components subject to many realistic constraints
including a minimum threshold on ICD, reusability constraint, selection of only
one COTS component from a set of alternative components for each functional
requirement per application and selection of more than one component per mod-
ule if required.

Suppose the cohesion within the jth module, (CIIN )j , is given by

(CIIN )j =
L−1∑
k=1

L∑
k′=k+1

rkk′xj,kxj,k′ .

Then, the sum of cohesions within all modules of the ith application, (CIIN )i,
can be expressed as

(CIIN )i =
M∑
j=1

sij(CIIN )j =
M∑
j=1

sij

( L−1∑
k=1

L∑
k′=k+1

rkk′xj,kxj,k′

)
. (2)
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Further, let all interactions including cohesion and coupling associated with the
jth module, (CA)j , is expressed as:

(CA)j = (CIIN )j + (CIOUT )j =

L−1∑
k=1

L∑
k′=k+1

rkk′xj,k

( M∑
j=1

sijxj,k′

)
.

Then, all interactions including cohesion and coupling of the ith application,
(CA)i, can be expressed as:

(CA)i = (CIIN )i + (CIOUT )i =

M∑
j=1

sij(CA)j

=

L−1∑
k=1

L∑
k′=k+1

rkk′

( M∑
j=1

sijxj,k

)( M∑
j=1

sijxj,k′

)
. (3)

Thus, using Eqs. (1), (2) and (3), ICD for the ith application is given by

(ICD)i =

M∑
j=1

sij

(
L−1∑
k=1

L∑
k′=k+1

rkk′xj,kxj,k′

)
L−1∑
k=1

L∑
k′=k+1

rkk′

(
M∑
j=1

sijxj,k

)(
M∑
j=1

sijxj,k′

) .

The optimization model is now formulated as follows:

(P ) maxF =

M∑
j=1

L∑
k=1

fjkxj,k (4)

minC =

L∑
k=1

cpkyk +

M∑
j=1

L∑
k=1

cajkxj,k (5)

Subject to
M∑
j=1

sij

(
L−1∑
k=1

L∑
k′=k+1

rkk′xj,kxj,k′

)
L−1∑
k=1

L∑
k′=k+1

rkk′

(
M∑
j=1

sijxj,k

)(
M∑
j=1

sijxj,k′

) ≥ H, i = 1, . . . , N (6)

M∑
j=1

sijxj,k ≤ 1, i = 1, . . . , N, k = 1, . . . , L (7)

∑
k∈st

M∑
j=1

sijxj,k = 1, i = 1, . . . , N, t = 1, . . . , T (8)

L∑
k=1

xj,k ≥ 1, j = 1, . . . ,M (9)
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M∑
j=1

xj,k = yk ·N ′
k, k = 1, . . . , L (10)

xj,k ≤ bjk, j = 1, . . . ,M, k = 1, . . . , L (11)

xj,k, yk ∈ {0, 1}, j = 1, . . . ,M, k = 1, . . . , L (12)

3.3 Explanation on the Formulation of the Model

The objective function (4) maximizes the functional performance of the soft-
ware system. The first term of the objective function (5) represents the total
procurement cost of all selected COTS components and the second term repre-
sents the total adaptation cost of all selected components. Hence, the objective
(5) minimizes the total cost for accomplishing all the undertaken applications.

Constraint (6) indicates that the ICD of each of the applications should be
greater than the minimum threshold value set by the decision maker. Constraint
(7) expresses that each of the COTS component can be reused into an appli-

cation at most once. If
M∑
j=1

sijxj,k = 0, then the kth COTS component is not

selected into the ith application, otherwise, it means the kth component is se-
lected. Constraint (8) denotes that only one component can be selected from a
set of alternative COTS components for a particular functional requirement of
each application. Constraint (9) denotes that each software module must contain
at least one COTS component. Constraint (10) represents the logical relation be-
tween yk and xj,k. It indicates that the kth COTS component can be available
for implementing a module into an application, and N ′

k times if it is selected,

i.e.
M∑
j=1

xj,k = N ′
k while yk = 1, and ∀k, xj,k = 0 when yk = 0. Constraint

(11) denotes that the kth component is selected to implement the jth module
if and only if bjk = 1. Constraint (12) suggests selection or rejection of COTS
components.

4 Solution Approach

The involvement of multiple objectives in the proposed optimization model (P)
brings complexity while finding the optimal solution. The multiple objective op-
timization model as defined above often contains many optimal solutions which
are called pareto optimal solutions or efficient solutions. For a minimization
model with R objective functions, a feasible solution x∗ is said to be pareto
optimal if and only if there does not exists another feasible solution x such that
fi(x

∗) ≤ fi(x) ∀i = 1, . . . , R and fj(x
∗) < fj(x) for at least one j.

There are various solution approaches for solving the multiple objective op-
timization models. Among the most widely used techniques are weighted sum
method, ε− constraint method and goal programming method. In this paper,
the weighted sum method is used to solve the bi-objective optimization model
(P). Let Fmax and Fmin be the upper and lower bounds of the objective function
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(4), respectively. Let Cmax and Cmin denotes the upper and lower bounds of the
objective function (5), respectively. The value of Fmax can be determined by
solving the model (FU) defined as follows:

(FU) max
M∑
j=1

L∑
k=1

fjkxj,k

Subject to

Constraints (6) − (12)

Similarly, the value of Fmin can be determined by solving the model (FL) defined
as follows:

(FL) min

M∑
j=1

L∑
k=1

fjkxj,k

Subject to

Constraints (6) − (12)

Again, the model (CU) determines the value of Cmax as follows:

(CU) max

( L∑
k=1

cpkyk +

M∑
j=1

L∑
k=1

cajkxj,k

)

Subject to

Constraints (6) − (12)

Also, the model (CL) finds the value of Cmin as follows:

(CL) min

( L∑
k=1

cpkyk +
M∑
j=1

L∑
k=1

cajkxj,k

)

Subject to

Constraints (6) − (12)

After obtaining the upper and lower bounds of the two objective functions, the
proposed bi-objective optimization model can be reformulated as the following
weighted sum optimization model:

(P1) max (wf · F ′ + wc · C′)
Subject to

Constraints (6) − (12),

wf + wc = 1,

wf ≥ 0, wc ≥ 0

where F ′ = F−Fmin

Fmax−Fmin
and C′ = Cmax−C

Cmax−Cmin
. Also, wf and wc are the weights

of the objectives (4) and (5), respectively.
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Theorem 1 ([7]). The optimal solution of the weighted sum optimization model
(P1) is pareto optimal solution of the bi-objective optimization model (P) if the
weighting coefficients wf and wc are positive.

The optimization models (FU), (FL), (CU), (CL) and (P1) are nonlinear opti-
mization models. We use Lingo software [17] to solve them.

5 An Illustrative Example

In order to illustrate the proposed methodology of optimizing the selection of
best-fit COTS components for modular software systems under multiple appli-
cations development task, a hypothetical small-scale scenario of software devel-
opment discussed in [12, 18] is presented in this section. Let us consider that a
software developer undertakes two financial applications for two different small-
size industries, i.e. Garment Industry Financial System (App1) and Pharma-
ceutical Industry Financial System (App2). App1 consists of three modules:
Garment business-related module (M1), Garment security module (M2) and
assistance for Garment Industry (M3). Similarly, App2 includes: Pharmaceuti-
cal business-related module (M4), Pharmaceutical security module (M5) and
assistance for Pharmaceutical Industry (M6). The software system should fulfill
six basic functional requirements, namely, Facsimile/Fax (R1), Encryption (R2),
Credit Card Authorization (R3), Automatic Updates (R4), e-Commerce (R5)
and Financial Reporting (R6). E-commerce and financial reporting functions
are provided by business-related module, the functions of encryption and autho-
rization are provided by the security module while functions like fax and soft-
ware automatic updating are mainly provided by the assistance module. Apart
from fulfilling the main functional requirements these modules can meet other
functional requirements as well. Let us consider that 12 COTS components are
available in COTS components’ market which are denoted by sc1-sc12. Individ-
ual functional requirements and their corresponding alternative COTS compo-
nents, functional ratings of COTS components to the software modules, as well
as the procurement cost of COTS components and the adaptation costs of each
component to various modules are shown in Table 1.

The functional ratings provides the degree of functional contribution of each
COTS component to the various softwaremodules. The function ratings which are
fixed based on group decision-making of the software system development team
ranges from 0 to 1 where 1 refers to a very high degree of contribution. Table 2
shows the degrees of interaction among the COTS components which are provided
by the team’s judgement and varies between 0-10, where the degree 10 refers to a
very high degree of interaction. The degree of interaction among the COTS com-
ponents which exhibits similar functionality can be considered as 0.

Suppose the software developer initially set H = 0.3 and give equal impor-
tance to both the objective functions, i.e. wf = wc = 0.5. Also, let each COTS
component can be used twice in all the applications. The values of Fmax, Fmin,
Cmax and Cmin are calculated by solving the problems (FU), (FL), (CU), (CL),
respectively. These values are obtained as 9.65, 6.21, 569 and 509, respectively.
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Table 1. Initial parameters for COTS components

Functional
Requirements R1 R2 R3 R4 R5 R6

sc1 sc2 sc3 sc4 sc5 sc6 sc7 sc8 sc9 sc10 sc11 sc12

cpk 49 66 54 55 62 61 74 74 79 47 40 49

M1 ca1k - - - - 22 - - - - 12 14 16
f1k 0 0 0 0 0.35 0 0 0 0 0.98 0.89 0.75

App1 M2 ca2k 20 19 18 17 14 13 - - - - - -
f2k 0.32 0.22 0.15 0.23 0.94 0.68 0 0 0 0 0 0

M3 ca3k 18 12 13 11 - 21 17 19 16 - - -
f3k 0.51 0.63 0.72 0.57 0 0.45 0.94 0.86 1 0 0 0

M4 ca4k - - - - 20 - - - - 12 16 15
f4k 0 0 0 0 0.15 0 0 0 0 0.90 0.83 0.60

App2 M5 ca5k 17 18 14 15 11 13 - - - - - -
f5k 0.35 0.24 0.13 0.21 0.85 0.70 0 0 0 0 0 0

M6 ca6k 13 9 11 13 - 20 18 14 13 - - -
f6k 0.45 0.65 0.49 0.54 0 0.40 0.90 0.65 0.97 0 0 0

Table 2. Interactions among COTS components

sc1 sc2 sc3 sc4 sc5 sc6 sc7 sc8 sc9 sc10 sc11 sc12

sc1 0 0 0 0 0 1 6 8 7 0 0 0
sc2 0 0 0 0 7 6 8 9 7 0 0 0
sc3 0 0 0 0 8 7 9 7 6 0 0 0
sc4 0 0 0 0 4 3 5 6 8 0 0 0
sc5 0 7 8 4 0 8 0 0 0 7 7 8
sc6 1 6 7 3 8 0 5 8 7 0 0 0
sc7 6 8 9 5 0 5 0 0 0 0 0 0
sc8 8 9 7 6 0 8 0 0 0 0 0 0
sc9 7 7 6 8 0 7 0 0 0 0 0 0
sc10 0 0 0 0 7 0 0 0 0 0 0 8
sc11 0 0 0 0 7 0 0 0 0 0 0 9
sc12 0 0 0 0 8 0 0 0 0 8 9 0

Using these values and the data given in Tables 1 and 2, we obtain the mathe-
matical model (P1) of COTS selection problem as follows:
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max = 0.5(((0.35x1,5 + 0.98x1,10 + 0.89x1,11 + 0.75x1,12 + 0.32x2,1 + 0.22x2,2 +

0.15x2,3 + 0.23x2,4 + 0.94x2,5 + 0.68x2,6 + 0.51x3,1 + 0.63x3,2 + 0.72x3,3 +

0.57x3,4 + 0.45x3,6 + 0.94x3,7 + 0.86x3,8 + x3,9 + 0.15x4,5 + 0.90x4,10 +

0.83x4,11 + 0.60x4,12 + 0.35x5,1 + 0.24x5,2 + 0.13x5,3 + 0.21x5,4 + 0.85x5,5 +

0.70x5,6 + 0.45x6,1 + 0.65x6,2 + 0.49x6,3 + 0.54x6,4 + 0.40x6,6 + 0.90x6,7 +

0.65x6,8 + 0.97x6,9) − 6.21)/(3.44)) + 0.5((569 − (49y1 + 66y2 + 54y3 + 55y4

+62y5 + 61y6 + 74y7 + 74y8 + 79y9 + 47y10 + 40y11 + 49y12 + 22x1,5 +

12x1,10 + 14x1,11 + 16x1,12 + 20x2,1 + 19x2,2 + 18x2,3 + 17x2,4 + 14x2,5 +

13x2,6 + 18x3,1 + 12x3,2 + 13x3,3 + 11x3,4 + 21x3,6 + 17x3,7 + 19x3,8 + 16x3,9

+20x4,5 + 12x4,10 + 16x4,11 + 15x4,12 + 17x5,1 + 18x5,2 + 14x5,3 + 15x5,4 +

11x5,5 + 13x5,6 + 13x6,1 + 9x6,2 + 11x6,3 + 13x6,4 + 20x6,6 + 18x6,7 + 14x6,8

+13x6,9))/(60))

Subject to
( 3∑

j=1

xj,1(xj,6 + 6xj,7 + 8xj,8 + 7xj,9) +

3∑
j=1

xj,2(7xj,5 + 6xj,6 + 8xj,7 + 9xj,8

+7xj,9) +

3∑
j=1

xj,3(8xj,5 + 7xj,6 + 9xj,7 + 7xj,8 + 6xj,9) +

3∑
j=1

xj,4(4xj,5 + 3xj,6

+5xj,7 + 6xj,8 + 8xj,9) +
3∑

j=1

xj,5(8xj,6 + 7xj,10 + 7xj,11 + 8xj,12) +
3∑

j=1

xj,6

(5xj,7 + 8xj,8 + 7xj,9) +

3∑
j=1

xj,10(8xj,12) +

3∑
j=1

xj,11(9xj,12)

)/

( 3∑
j=1

xj,1

( 3∑
j=1

xj,6 + 6
3∑

j=1

xj,7 + 8
3∑

j=1

xj,8 + 7
3∑

j=1

xj,9

)
+

3∑
j=1

xj,2

(
7

3∑
j=1

xj,5 +

6

3∑
j=1

xj,6 + 8

3∑
j=1

xj,7 + 9

3∑
j=1

xj,8 + 7

3∑
j=1

xj,9

)
+

3∑
j=1

xj,3

(
8

3∑
j=1

xj,5 + 7

3∑
j=1

xj,6

+9

3∑
j=1

xj,7 + 7

3∑
j=1

xj,8 + 6

3∑
j=1

xj,9

)
+

3∑
j=1

xj,4

(
4

3∑
j=1

xj,5 + 3

3∑
j=1

xj,6 + 5

3∑
j=1

xj,7

+6
3∑

j=1

xj,8 + 8
3∑

j=1

xj,9

)
+

3∑
j=1

xj,5

(
8

3∑
j=1

xj,6 + 7
3∑

j=1

xj,10 + 7
3∑

j=1

xj,11 +

8

3∑
j=1

xj,12

)
+

3∑
j=1

xj,6

(
5

3∑
j=1

xj,7 + 8

3∑
j=1

xj,8 + 7

3∑
j=1

xj,9

)
+

3∑
j=1

xj,10

(
8

3∑
j=1

xj,12

)

+
3∑

j=1

xj,11

(
9

3∑
j=1

xj,12

)
≥ 0.3,

( 6∑
j=4

xj,1(xj,6 + 6xj,7 + 8xj,8 + 7xj,9) +

6∑
j=4

xj,2(7xj,5 + 6xj,6 + 8xj,7 + 9xj,8

+7xj,9) +

6∑
j=4

xj,3(8xj,5 + 7xj,6 + 9xj,7 + 7xj,8 + 6xj,9) +

6∑
j=4

xj,4(4xj,5 + 3xj,6

+5xj,7 + 6xj,8 + 8xj,9) +

6∑
j=4

xj,5(8xj,6 + 7xj,10 + 7xj,11 + 8xj,12) +

6∑
j=4

xj,6

(5xj,7 + 8xj,8 + 7xj,9) +

6∑
j=4

xj,10(8xj,12) +

6∑
j=4

xj,11(9xj,12)

)/

( 6∑
j=4

xj,1

( 6∑
j=4

xj,6 + 6
6∑

j=4

xj,7 + 8
6∑

j=4

xj,8 + 7
6∑

j=4

xj,9

)
+

6∑
j=4

xj,2

(
7

6∑
j=4

xj,5 +
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6
6∑

j=4

xj,6 + 8
6∑

j=4

xj,7 + 9
6∑

j=4

xj,8 + 7
6∑

j=4

xj,9

)
+

6∑
j=4

xj,3

(
8

6∑
j=4

xj,5 + 7
6∑

j=4

xj,6

+9

6∑
j=4

xj,7 + 7

6∑
j=4

xj,8 + 6

6∑
j=4

xj,9

)
+

6∑
j=4

xj,4

(
4

6∑
j=4

xj,5 + 3

6∑
j=4

xj,6 + 5

6∑
j=4

xj,7

+6
6∑

j=4

xj,8 + 8
6∑

j=4

xj,9

)
+

6∑
j=4

xj,5

(
8

6∑
j=4

xj,6 + 7
6∑

j=4

xj,10 + 7
6∑

j=4

xj,11 +

8

6∑
j=4

xj,12

)
+

6∑
j=4

xj,6

(
5

6∑
j=4

xj,7 + 8

6∑
j=4

xj,8 + 7

6∑
j=4

xj,9

)
+

6∑
j=4

xj,10

(
8

6∑
j=4

xj,12

)

+

6∑
j=4

xj,11

(
9

6∑
j=4

xj,12

)
≥ 0.3,

3∑
j=1

xj,k ≤ 1 ∀ k = 1, . . . , 12,

6∑
j=4

xj,k ≤ 1 ∀ k = 1, . . . , 12,

3∑
j=1

(xj,1 + xj,2 + xj,3 + xj,4) = 1,

3∑
j=1

xj,5 = 1,

3∑
j=1

xj,6 = 1,

3∑
j=1

(xj,7 + xj,8 + xj,9) = 1,
3∑

j=1

(xj,10 + xj,11) = 1,
3∑

j=1

xj,12 = 1,

6∑
j=4

(xj,1 + xj,2 + xj,3 + xj,4) = 1,

6∑
j=4

xj,5 = 1,

6∑
j=4

xj,6 = 1,

6∑
j=4

(xj,7 + xj,8 + xj,9) = 1,

6∑
j=4

(xj,10 + xj,11) = 1,

6∑
j=4

xj,12 = 1,

12∑
k=1

xj,k ≥ 1 ∀ j = 1, . . . , 6,

6∑
j=1

xj,k = 2yk ∀ k = 1, . . . , 12,

x1,1 ≤ 0, x1,2 ≤ 0, x1,3 ≤ 0, x1,4 ≤ 0, x1,5 ≤ 1, x1,6 ≤ 0, x1,7 ≤ 0, x1,8 ≤ 0,

x1,9 ≤ 0, x1,10 ≤ 1, x1,11 ≤ 1, x1,12 ≤ 1, x2,1 ≤ 1, x2,2 ≤ 1, x2,3 ≤ 1, x2,4 ≤ 1,

x2,5 ≤ 1, x2,6 ≤ 1, x2,7 ≤ 0, x2,8 ≤ 0, x2,9 ≤ 0, x2,10 ≤ 0, x2,11 ≤ 0, x2,12 ≤ 0,

x3,1 ≤ 1, x3,2 ≤ 1, x3,3 ≤ 1, x3,4 ≤ 1, x3,5 ≤ 0, x3,6 ≤ 1, x3,7 ≤ 1, x3,8 ≤ 1,

x3,9 ≤ 1, x3,10 ≤ 0, x3,11 ≤ 0, x3,12 ≤ 0, x4,1 ≤ 0, x4,2 ≤ 0, x4,3 ≤ 0, x4,4 ≤ 0,

x4,5 ≤ 1, x4,6 ≤ 0, x4,7 ≤ 0, x4,8 ≤ 0, x4,9 ≤ 0, x4,10 ≤ 1, x4,11 ≤ 1, x4,12 ≤ 1,

x5,1 ≤ 1, x5,2 ≤ 1, x5,3 ≤ 1, x5,4 ≤ 1, x5,5 ≤ 1, x5,6 ≤ 1, x5,7 ≤ 0, x5,8 ≤ 0,

x5,9 ≤ 0, x5,10 ≤ 0, x5,11 ≤ 0, x5,12 ≤ 0, x6,1 ≤ 1, x6,2 ≤ 1, x6,3 ≤ 1, x6,4 ≤ 1,

x6,5 ≤ 0, x6,6 ≤ 1, x6,7 ≤ 1, x6,8 ≤ 1, x6,9 ≤ 1, x6,10 ≤ 0, x6,11 ≤ 0, x6,12 ≤ 0,

xj,k, yk ∈ {0, 1}, j = 1, . . . , 6, k = 1, . . . , 12

By solving the above optimization model using Lingo software, we obtain the
optimal values of F and C as 9.58 and 511, respectively. The COTS components
sc10 and sc12 selected for modules M1 and M4 provides the functional require-
ments of e-commerce and financial reporting as desired. Modules M2 and M5
gets COTS components sc5 and sc6 which fulfills the functional requirements
of encryption and credit card authorization. Modules M3 and M6 gets COTS
components sc3 and sc9 which contributes toward the functional requirements
of fax and automatic updates.
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Further, we perform sensitivity analysis with respect to changes in the min-
imum threshold value of ICD for each application in order to increase main-
tainability of the software system. For different values of H the results obtained
are listed in Table 3. From Table 3 it is clear that if we increase the minimum
threshold value of H , i.e. increase the maintainability of the software system, it
has adverse effect on the two objective functions. Also, if the software develop-
ment team desires that the ICD level should be at least 0.35 then second and
third solutions can be considered for implementation. Besides, considering the
objective values the development team can also select any one of the obtained
solutions based on various criteria such as their preferences or customers’ ex-
pectations. Suppose, a customer has a limited budget of 512 then only first two
solutions can be considered for implementation.

Table 3. COTS selection corresponding to wf = 0.5, wc = 0.5

H-threshold F C Software components selected

(M1,M4) (M2,M5) (M3,M6)

0.3 9.58 511 sc10,sc12 sc5,sc6 sc3,sc9
0.4 9.48 512 sc10,sc12 sc5,sc6 sc4,sc9
0.5 9.33 513 sc10,sc12 sc5,sc6 sc1,sc9

Next, by varying the weights of the two objective functions we can obtain dif-
ferent solutions for a fixed value of ICD. For example, suppose the development
team gives more importance to cost as compared to functional performance of the
system by setting wf = 0.1 and wc = 0.9. Then, for same threshold value ofH the
cost of the system decreases but at the same time the functional performance also
decreases. The computational result shown in Table 3 corresponding to H = 0.3
when compared with the computational results presented in Table 4 justifies the
claim. Again, if the team givesmore importance to functional performance as com-
pared to cost then functional performance increases but cost also increases. The
cost-functional performance efficient frontier is shown in Fig. 3.

Table 4. COTS selection corresponding to H = 0.3

wf wc F C Software components selected

(M1,M4) (M2,M5) (M3,M6)

0.1 0.9 8.96 509 sc11,sc12 sc5,sc6 sc3,sc8
0.2 0.8 9.42 510 sc11,sc12 sc5,sc6 sc3,sc9
0.3 0.7 9.58 511 sc10,sc12 sc5,sc6 sc3,sc9
0.9 0.1 9.65 520 sc10,sc12 sc5,sc6 sc2,sc9
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Fig. 3. Cost-functional performance efficient frontier

6 Conclusions

In this paper, we have introduced a bi-objective optimization model which max-
imizes the functional requirements and minimizes the total cost of the modu-
lar software system. Compared with the previous studies, the proposed model
additionally considered components’ reusability and cohesion and coupling of
software modules simultaneously under multiple applications environment. The
model is used to assist software developers in selecting best-fit COTS components
when multiple applications are undertaken concurrently. The effectiveness of the
model is demonstrated through numerical examples constructed corresponding
to a real-world scenario of multiple applications environment. The model sensi-
tivity have been shown with respect to changes in the minimum threshold value
of the intra-modular coupling density for each application and also by varying
the weight parameters of the two objective functions reflecting the preferences
of the development team. The proposed methodology involves some subjective
judgements from software developer team such as the determination of the scores
of interaction and the functional ratings which may be considered as limitations
of the study. Fuzzy set theory could be used as an alternative to deal with the
fuzziness caused by subjective judgements which will be addressed in the near
future as an extension of this paper.
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Abstract. A stochastic global optimization method based on a multi-
start strategy and a derivative-free filter local search for general con-
strained optimization is presented and analyzed. In the local search
procedure, approximate descent directions for the constraint violation or
the objective function are used to progress towards the optimal solution.
The algorithm is able to locate all the local minima, and consequently,
the global minimum of a multi-modal objective function. The perfor-
mance of the multistart method is analyzed with a set of benchmark
problems and a comparison is made with other methods.

Keywords: Global optimization, Multistart, Descent Direction, Filter
Method.

1 Introduction

Global optimization problems arise in many engineering applications. Owing to
the existence of multiple minima, it is a challenging task to solve a multilocal
optimization problem and to identify all the global minima.

The purpose of this paper is to present a technique for solving constrained
global optimization problems based on a multistart method that uses a filter
methodology to handle the constraints of the problem. The problem to be ad-
dressed is of the following type

min f(x)
subject to gj(x) ≤ 0, j = 1, ...,m

li ≤ xi ≤ ui, i = 1, ..., n
(1)

where, at least one of the functions f, gj : Rn −→ R is nonlinear and F = {x ∈
R

n : li ≤ xi ≤ ui, i = 1, . . . , n, gj(x) ≤ 0, j = 1, . . . ,m} is the feasible region.
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Problems with general nonlinear equality constraints can be reformulated in the
above form by introducing h(x) = 0 as inequality constraints |h(x)| − τ ≤ 0,
where τ is a small positive relaxation parameter. Since this kind of problems
may have many global and local (non-global) optimal solutions (convexity is not
assumed), it is important to develop a methodology that is able to explore the
entire search space, find all the (local) minima guaranteeing, in some way, that
convergence to a previously found minimum is avoided, and identify the global
ones.

The two major classes of methods for solving problem (1) globally are the
deterministic and the stochastic one. One of the most known stochastic algo-
rithms is the multistart. In the last decade some research has been focused on
this type of methods [1, 6, 9–11]; see also [7] and the references therein included.
The underlying idea of this method is to sample uniformly a point from the
search region and to perform a local search, starting from this point, to obtain
an optimal (local) solution, using a local technique. This is repeated until the
stop conditions are met. One of the advantages of multistart is that it has the
potential of finding all local minima; although, it has the drawback of locating
the same solution more than once.

Here, we are specially interested in developing a simple to implement and
efficient method for the identification of at least one global optimal solution
of problem (1) that is based on a multistart paradigm. A multistart strategy is
chosen due to its simplicity and previously observed practical good performance.

The herein proposed method does not compute or approximate any derivatives
or penalty parameters. Our proposal for the local search relies on a procedure,
namely, the approximate descent direction (ADD) method, which is a derivative-
free procedure with high ability of producing a descent direction. The ADD
method is combined with a (line search) filter method to generate trial solutions
that might be acceptable if they improve the constraint violation or the objective
function. Hence, the progress towards a solution that is feasible and optimal is
carried out by a filter method. This is a recent strategy that has shown to be
highly competitive with penalty function methods [2–4].

This paper is organized as follows. In Section 2, the algorithm based on the
multistart strategy and on the filter methodology is presented. In Section 3,
we report the results of our numerical experiments with a set of benchmark
problems. In the last section, conclusions are summarized and recommendations
for future work are given.

2 The Filter Driven Multistart Method

This section describes a multistart approximate descent direction filter-based ap-
proach, hereafter denoted by MADDF, that relies on a derivative-free local search
procedure to converge to the local solutions of the problem. The exploration fea-
ture of the method is carried out by a multistart strategy that aims at generating
points randomly spread all over the search space. Exploitation of promising re-
gions are made by a simple local search approach. A derivative-free technique
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that computes approximate descent directions, for either the constraint violation
or the objective function, is implemented with reduced computational costs. To
measure progress towards an optimal solution a filter methodology, as outlined
in [4], is integrated into the local search procedure. The filter methodology ap-
pears naturally from the observation that an optimal solution of the problem (1)
minimizes both constraint violation and objective function [2–5].

2.1 A Multistart Strategy

The basic multistart algorithm starts by randomly generating a point x from
the search space S ⊂ R

n, and a local search procedure is applied from x to
converge to a local minimum y. We will denote the implementation of the local
procedure to provide the minimum y by y = L(x). Subsequently, another point
is randomly generated from the search space and the local search is again applied
to give another local minimum. This process is repeated until a stopping rule is
satisfied. The pseudo-code of this procedure is presented below in Algorithm 1.

Algorithm 1. Basic multistart algorithm

1: Set k = 1;
2: Randomly generate x from S;
3: Compute y1 = L(x);
4: while the stopping rule is not satisfied do
5: Randomly generate x from S;
6: Compute y = L(x);
7: if y /∈ {yi, i = 1, . . . , k} then
8: k = k + 1;
9: Set yk = y;
10: end if
11: end while

Unfortunately, this multistart strategy has a drawback since the same local
minimum may be found over and over again. To prevent the repetitive invo-
king of the local search procedure, converging to previously found local minima,
clustering techniques have been incorporated into the multistart strategy. To
guarantee that a local minimum is found only once, the concept of region of
attraction of a local minimum is introduced.

Definition 1. The region of attraction of a local minimum associated with a
local search procedure L is defined as:

Ai ≡ {x ∈ S, yi = L(x)} , (2)

where yi = L(x) is the minimizer obtained when the local search procedure L is
started at point x.
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This concept is very important because it guarantees that the local search applied
to any point x from the region of attraction Ai will converge eventually to the
same minimizer yi. Thus, after yi has been found there is no point in starting
the local search from any other point in that region of attraction.

Let N be the number of local minima in S. From the previous definition it
follows that

S =

N⋃
i=1

Ai and Ai ∩ Aj = ∅, for i �= j. (3)

A multistart method that uses the concept of region of attraction proceeds as
follows: it starts by randomly generating a point from S, and applies a local
search to obtain the first minimum y1 with the region of attraction A1. After-
wards, other points are randomly generated from S until a point is found that
does not belong to A1. Next, the local search is performed and a new minimizer
y2 is obtained, with the region of attraction A2. The next point from which a
local search will start does not belong to A1 ∪A2. This procedure continues until
a stopping rule is satisfied. The corresponding multistart algorithm is presented
in the Algorithm 2:

Algorithm 2. Multistart Clustering algorithm

1: Set k = 1;
2: Randomly generate x from S;
3: Compute y1 = L(x) and the corresponding A1;
4: while the stopping rule is not satisfied do
5: Randomly generate x from S;
6: if x /∈ ∪k

i=1Ai then
7: Compute y = L(x);
8: k = k + 1;
9: Set yk = y and compute the corresponding Ak;
10: end if
11: end while

Theoretically, this algorithm invokes the local search procedure only N times,
where N is the number of existing minima of (1). In practice, the regions of
attraction Ak of the minima found so far are not easy to compute. A simple
stochastic procedure is used to estimate the probability, p, that a randomly
generated point will not belong to a specific set, which is the union of a certain
number of regions of attraction, i.e., p = P [x /∈ ∪k

i=1Ai]. Using this reasoning, the
new steps of the regions of attraction based multistart algorithm are described
in Algorithm 3.

The probability p is estimated as follows [11]. Let the maximum attractive
radius of the minimizer yi be defined by:

Ri = max
j

{∥∥∥x(j)i − yi
∥∥∥} , (4)
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Algorithm 3. Ideal Multistart algorithm

1: Set k = 1;
2: Randomly generate x from S;
3: Compute y1 = L(x) and the corresponding A1;
4: while the stopping rule is not satisfied do
5: Randomly generate x from S;
6: Compute p = P [x /∈ ∪k

i=1Ai];
7: Let ζ be a uniform distributed number in (0, 1);
8: if ζ < p then
9: Compute y = L(x);
10: if y /∈ {yi, i = 1, ..., k} then
11: k = k + 1;
12: Set yk = y and compute the corresponding Ak;
13: end if
14: end if
15: end while

where x
(j)
i are the generated points which led to the minimizer yi. Given a

randomly generated point x, let z = ‖x−yi‖
Ri

. Clearly, if z ≤ 1 then x is likely
to be inside the region of attraction of yi. On the other hand, if the direction
from x to yi is ascent then x is likely to be outside the region of attraction of
yi. Based on a suggestion presented in [11], an estimate of the probability that
x /∈ Ai is herein computed by:

p(x /∈ Ai) =

{
1, if z > 1 or the direction from x to yi is ascent
� φ(z, l), otherwise

(5)

where 0 ≤ � ≤ 1 is a factor that depends on the directional derivative of f
along the direction from x to yi, l is the number of times yi has been identi-
fied/recovered so far and the function φ(z, l) satisfies the properties:

lim
z→0
φ(z, l) → 0, lim

z→1
φ(z, l) → 1, lim

l→∞
φ(z, l) → 0 and 0 < φ(z, l) < 1.

In the Ideal Multistart method [11], Voglis and Lagaris propose the

φ(z, l) = z exp
(−l2(z − 1)2

)
for all z ∈ (0, 1). (6)

Since the Algorithm 3 has the potential of finding all local minima and one
global solution is to be required, each solution is compared with the previously
identified solutions and the one with the most extreme value is always saved.

2.2 The Derivative-Free Filter Local Procedure

The local search procedure is an iterative method that is applied to a randomly
generated point x and provides a trial point y that is an approximate minimizer
of problem (1). Our proposal for the local search L is an Approximate Descent
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Direction Filter (ADDF) method. The point y is computed based on a direction
d and a step size α ∈ (0, 1] in such a way that

y = x+ αd. (7)

The procedure that decides which step size is accepted to generate an accept-
able approximate minimizer is a filter method. The herein proposed multistart
method uses the filter set concept [4] that has the ability to explore both feasible
and infeasible regions. This technique incorporates the concept of nondominance,
present in the field of multiobjective optimization, to build a filter that is able
to accept a trial point if it improves either the objective function or the con-
straint violation, relative to the current point. Filter-based algorithms treat the
optimization problem as a biobjective problem aiming to minimize both the ob-
jective function and the nonnegative constraint violation function. In this way,
the previous constrained problem (1) is reformulated as a biobjective problem
involving the original objective function f and the constraint violation function
θ, as follows:

min
x∈S

(f(x), θ(x)) (8)

where for β ∈ {1, 2}

θ(x)=
m∑
i=1

(
max

i
{0, gi(x)}

)β

+
n∑

i=1

((
max

i
{0, xi − ui}

)β

+
(
max

i
{0, li − xi}

)β
)
. (9)

After a search direction d has been computed, a step size α is determined by
a backtracking line search technique. A decreasing sequence of α values is tried
until a set of acceptance conditions are satisfied. The trial point y, in (7), is
acceptable if sufficient progress in θ or in f is verified, relative to the current
point x, as shown:

θ(y) ≤ (1 − γθ) θ(x) or f(y) ≤ f(x) − γf θ(x) (10)

where γθ, γf ∈ (0, 1). However, when x is (almost) feasible, i.e., in practice when
θ(x) ≤ θmin, the trial point y has to satisfy only the condition

f(y) ≤ f(x) − γf θ(x) (11)

to be acceptable, where 0 < θmin � 1. To prevent cycling between points that
improve either θ or f , at each iteration, the algorithm maintains the filter F
which is a set of pairs (θ, f) that are prohibited for a successful trial point. During
the backtracking line search procedure, the y is acceptable only if (θ(y), f(y)) /∈
F . If the stopping conditions are not satisfied (see (14) ahead), x← y and this
procedure is repeated.

The filter is initialized with pairs (θ, f) that satisfy θ ≥ θmax, where θmax > 0
is the upper bound on θ. Furthermore, whenever y is accepted because condition
(10) is satisfied, the filter is updated by the formula

F = F ∪ {
(θ, f) ∈ R

2 : θ > (1 − γθ)θ(x) and f > f(x) − γfθ(x)
}
.
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When it is not possible to find a point y with a step size α > αmin (0 < αmin <<
1) that satisfy one of the conditions (10) or (11), a restoration phase is invoked.
In this phase, the algorithm recovers the best point in the filter, herein denoted
by xbestF , and a new trial point is determined according to the strategy based on
equation (7).

The algorithm implements the ADD method [5] to compute the direction d,
required in (7). This strategy has a high ability of producing a descent direction
for a specific function. The ADD method is a derivative-free procedure which
uses several points around a given point x ∈ R

n to generate an approximate
descent direction for a function ψ at x [5]. More specifically, the ADD method
chooses r exploring points close to x, in order to generate an approximate descent
direction d ∈ R

n for ψ at x. Hence, the direction d = v
‖v‖ is computed at x, after

generating r points {ai}ri=1 close to x, as shown:

v =

r∑
i=1

wi ei (12)

where

wi =
Δψi

r∑
j=1

|Δψj |
, Δψi = ψ(ai) − ψ(x), i = 1, . . . , r

ei = − ai − x
‖ai − x‖ i = 1, . . . , r.

(13)

In the ADDF context, the ADD method generates the search direction d, at a
given point x, according to the following rules:

– If x is feasible (in practice, if θ(x) < θtol), the ADD method computes an
approximate descent direction d for the objective function f at x and then
ψ = f in (13);

– If x is infeasible, the ADD method is used to compute an approximate de-
scent direction d for the constraint violation function θ, at x, and in this
case ψ = θ.

To judge the success of the ADDF algorithm, the three below presented condi-
tions are applied simultaneously, i.e., if

|f(y) − f(x)| ≤ 10−4 |f(y)| + 10−6 ∧ |θ(y) − θ(x)| ≤ 10−4θ(y) + 10−6

∧ ‖y − x‖ ≤ 10−4‖y‖ + 10−6
(14)

hold, the local search procedure stops with a successful approximate local mini-
mizer of problem (1). The proposed algorithm for the local procedure is presented
in Algorithm 4.
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Algorithm 4. ADDF algorithm

Require: x (sampled in multistart); Set xbest
F = x and x̃ = x;

1: Initialize the filter;
2: while the stopping conditions are not satisfied do
3: Set x = x̃;
4: Use ADD to compute v by (12);
5: Set α = 1;
6: Compute y using (7);
7: while new trial y is not acceptable do
8: Check acceptability of trial point, using (10) and (11);
9: if acceptable by the filter then
10: Update the filter if appropriate;
11: Set x̃ = y; Update xbest

F ;
12: else
13: Set α = α/2;
14: if α < αmin then
15: Set α = 1; Set x = xbest

F ;
16: Invoke restoration phase;
17: end if
18: Compute y using (7);
19: end if
20: end while
21: end while

2.3 Stopping Rule

Good stopping rules to identify multiple optimal solutions should combine re-
liability and economy. A reliable rule is one that stops only when all minima
have been identified with certainty. An economical rule is one that invokes the
local search the least number of times to verify that all minima have been found.
A lot of research about stopping rules has been carried out in the past (see [6]
and the references therein included). There are three established rules that have
been successfully used [6].

We choose to use the following stopping condition [6]. If s denotes de number
of recovered local minima after having performed t local search procedures, then
the estimate of the fraction of the uncovered space is given by

P (s) =
s(s+ 1)

t(t− 1)
(15)

and the stopping rule is
P (s) ≤ ε (16)

with ε being a small positive number.
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3 Experimental Results

The MADDF method was coded in MatLab and the results were obtained in a
PC with an Intel(R) Core(TM)2 Duo CPU P7370 2.00GHz processor and 3 GB
of memory.

To perform some comparisons between other methods, it is necessary to set
the MADDF parameters. The parameter τ used to reformulate equality into
inequality constraints was set to τ = 10−5. Since derivatives are not provided to
the algorithm, the factor � is estimated and set to 0.05. The closer the direction
(y − x) is to the greatest decrease of f , the smaller is �. The power factor
used in equation (9) was set to 2 and to generate the approximate descent
directions we set r = 2 and rADD = 10−3 (the radius of the neighborhood in
which the exploring points are generated), as suggested in [5]. In ADDF method,
γθ = γf = 10−5, αmin = 10−6, θtol = 10−5, θmin = 10−3max{1, 1.25θ(xinitial)},
θmax = max{1, 1.25θ(xinitial)}, where xinitial is the initial point in the local
search.

In this section, we report the performance of the MADDF algorithm on 14
well-known test problems, which are shown in the Appendix of this paper, in an
effort to make the article as self-contained as possible. The MADDF code was
applied 30 times to solve each problem.

In the first set of experiments, summarized in Table 1, the stopping rule (16)
with ε = 0.06 is used. Table 1 summarizes the MADDF results obtained for each

Table 1. Numerical results obtained with MADDF and FSA [5]

Prob. fOPT Method Best Average Worst S.D. Av. f.eval.

g3 -1 MADDF -1.0000968 -0.9998019 -0.9993183 0.000208 45466
in [5] -1.0000015 -0.9991874 -0.9915186 0.001653 314938

g6 -6961.81388 MADDF -6961.23915 -6957.99845 -6954.65040 1.92544 15544
in [5] -6961.81388 -6961.81388 -6961.81388 0.00000 44538

g8 -0.095825 MADDF -0.095825 -0.095825 -0.095825 0.000000 4999
in [5] -0.095825 -0.095825 -0.095825 0.000000 56476

g9 680.630057 MADDF 681.08698 683.31319 685.49488 1.38392 38099
in [5] 680.63008 680.63642 680.69832 0.014517 324596

g11 0.75 MADDF 0.749980 0.750204 0.751048 0.000295 139622
in [5] 0.749999 0.749999 0.749999 0.000000 23722

test problem as well as the best known objective function value for each problem
(‘fOPT ’). In order to show more details concerning the quality of the obtained
solution, the best (‘Best’), the average (‘Average’), the worst (‘Worst’), as well
as the standard deviation (‘S.D.’) of the obtained objective function values are
also reported in Table 1. The average number of function evaluations required to
converge to the solution (‘Av. f.eval.’) is also reported. In this table, the results
for each problem using the Filter Simulated Annealing Method (FSA) proposed
in [5] are also reported.
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Problems g3 and g8 were originally maximization problems. They were rewrit-
ten as minimization problems. As it can be seen, for all five problems, MADDF
method finds the global minimum. The quality of the solution is good. The worst
results are obtained with problems g6 and g9. The average number of function
evaluations is much smaller than the one reported by FSA method, for all test
problems, except g11. In [5], a comparison with four evolutionary algorithms
(EA) was made. These EA methods need a higher number of function evalua-
tions than FSA and, consequently, our proposed method. Hence, the MADDF
is better than the EA methods used in [5] as far as the number of function
evaluations is concerned. These four EA-based methods are: Homomorphous
Mappings (HM) method, Stochastic Ranking (SR) method, Adaptive Segrega-
tional Constraint Handling EA (ASCHEA) method and Simple Multimembered
Evolution Strategy (SMES) method. In Table 2, the results of the proposed
MADDF method are repeated, in order to compare them with those of the EA
methods. We may observe that the MADDF method is competitive with the EA
methods relative to the quality of the solution.

Table 2. Numerical results obtained with MADDF and EA methods [5]

Prob. Method Best Average Worst

g3 MADDF -1.0000968 -0.9998019 -0.9993183
HM -0.9997 -0.9989 -0.9978
SR -1.000 -1.000 -1.000
ASCHEA -1 -0.99989 N.A
SMES -1.001038 -1.000989 -1.000579

g6 MADDF -6961.23915 -6957.99845 -6954.65040
HM -6952.1 -6342.6 -5473.9
SR -6961.814 -6875.940 -6350.262
ASCHEA -6961.81 -6961.81 N.A
SMES -6961.813965 -6961.283984 -6961.481934

g8 MADDF -0.095825 -0.095825 -0.095825
HM -0.0958250 -0.0891568 -0.0291438
SR -0.095825 -0.095825 -0.095825
ASCHEA -0.09582 -0.09582 N.A
SMES -0.095826 -0.095826 -0.095826

g9 MADDF 681.08698 683.31319 685.49488
HM 680.91 681.16 683.18
SR 680.630 680.656 680.763
ASCHEA 680.630 680.641 N.A
SMES 680.631592 680.643410 680.719299

g11 MADDF 0.749980 0.750204 0.751048
HM 0.75 0.75 0.75
SR 0.750 0.750 0.750
ASCHEA 0.75 0.75 N.A
SMES 0.749090 0.749358 0.749830
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To establish other comparisons with other stochastic global methods, we ap-
plied the following conditions that appear in [8] to the next set of nine problems
and the results are shown in the next two tables. Two conditions to judge the
success of the run were applied. First,∣∣f(xbest) − fOPT

∣∣ ≤ 10−4 |fOPT | (17)

where f(xbest) is the best solution found so far and fOPT is the known optimal
solution available in the literature, is used instead of the stopping rule (16).

In practice, when solving any benchmark problem whose global optimal so-
lution is known, the Algorithm 3 is stopped as soon as a sufficiently accurate
solution is found, according to the condition in (17). We remark that in mul-
tistart clustering methods based on the region of attraction, the stopping rule
of the algorithm is crucial to promote convergence to all local optimal solutions
(cf. [6]). In the presented algorithm, the likelihood of choosing a point that does
not belong to the regions of attraction of previously identified optimal solutions
is very high, although convergence to a local minimum that has not been located
before is not guaranteed. Convergence to an optimal solution more than once
may happen. So far, during the herein presented experiments this situation has
occurred although not frequently.

Table 3 contains the average number of function evaluation obtained after
the 30 runs. A comparison is made with the results reported in [8] - two artifi-
cial fish swarm based methods (AFS and m-AFS) and an electromagnetism-like
mechanism algorithm (EM).

Table 3. Average number of function evaluations, using (17)

Prob. fOPT MADDF AFS m-AFS EM

BR 0.39789 493 550 475 315
CB6 -1.03160 660 331 247 233
GP 3.00000 787 676 417 420
H3 -3.86278 6022 2930 1891 1114
H6 -3.32237 5001 7091 2580 2341
S5 -10.1532 2396 3928 1183 3368
S7 -10.4029 2655 4033 1103 1782
S10 -10.5364 3514 2069 1586 5620
SBT -186.731 938 472 523 358

From the table we may conclude that the performance of the proposedMADDF
is similar to the AFS algorithm, in terms of efficiency (number of function eval-
uations), while m-AFS and EM are slightly better than MADDF.

The results shown in Table 4 were obtained using the following stopping
condition, ∣∣f(xbest) − fOPT

∣∣ ≤ 10−3 (18)

instead of (16). This set of experiments is compared with the results obtained
by AFS, m-AFS, two particle swarm algorithms, PSO-RPB and PSO-HS, and a
differential evolution method, DE, available in [8].



114 F.P. Fernandes, M.F.P. Costa, and E.M.G.P. Fernandes

Table 4. Average number of function evaluations, using (18)

Prob. fOPT MADDF AFS m-AFS PSO-RPB PSO-HS DE

BR 0.39789 506 651 438 2652 2018 1305
CB6 -1.03160 660 246 245 2561 2390 1127
GP 3.00000 1063 562 485 2817 1698 884
H3 -3.86278 5845 1573 1142 3564 2948 1238
H6 -3.32237 7559 7861 2845 8420 8675 7053
S5 -10.1532 2929 3773 1150 6641 6030 5824
S7 -10.4029 4428 2761 1240 6860 6078 5346
S10 -10.5364 4489 2721 1190 6747 5602 4822
SBT -186.731 1867 659 516 4206 6216 2430

As it can be seen, the MADDF method has a similar performance to AFS
method, outperforms the two variants of the particle swarm optimization and
the differential evolution methods, although is less efficient than m-AFS.

4 Conclusions and Future Work

We present a multistart technique based on a derivative-free filter method to
solve constrained global optimization problems. The multistart strategy relies on
the concept of region of attraction to prevent the repetitive use of the local search
procedure in order to avoid convergence to previously found local minima. Our
proposal for the local search computes approximate descent directions combined
with a (line search) filter method to generate a sequence of approximate solutions
that improve either the constraint violation or the objective function value.

A set of 14 well-known test problems was used and the results obtained are
very promising. In all problems we could reach the global minimum and the
performance of the algorithm, in terms of number of function evaluations and
the quality of the solution is quite satisfactory.

In the future, we aim to extend MADDF method to multilocal programming,
so that all global as well as local (non-global) minimizers are obtained. This is
an interesting and promising area of research due to their real applications in
the chemical engineering field.
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Appendix - Test Problems

– Branin (BR)
minf(x) ≡ (x2 − 5.1

4π2x
2
1 +

5
πx1 − 6)2 + 10

(
1 − 1

8π

)
cos(x1) + 10

subject to −5 ≤ x1 ≤ 10
0 ≤ x2 ≤ 15

– Camel (CB6)

minf(x) ≡
(
4 − 2.1x21 +

x4
1

3

)
x21 + x1x2 − 4(1 − x22)x22

subject to −2 ≤ xi ≤ 2, i = 1, 2

– Goldestein and Price (GP)
minf(x) ≡ (1 + (x1 + x2 + 1)2(19− 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2))×

×(30 + (2x1 − 3x2)
2(18− 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2))

subject to −2 ≤ xi ≤ 2, i = 1, 2
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– Hartman3 (H3)

minf(x) ≡ −
4∑

i=1

ciexp

⎛
⎝−

3∑
j=1

aij(xj − pij)2
⎞
⎠

subject to 0 ≤ xi ≤ 1, i = 1, 2, 3
with

a =

⎡
⎢⎣

3 10 30
0.1 10 35
3 10 30
0.1 10 35

⎤
⎥⎦ , c =

⎡
⎢⎣

1
1.2
3
3.2

⎤
⎥⎦ and p =

⎡
⎢⎣

0.3689 0.117 0.2673
0.4699 0.4387 0.747
0.1091 0.8732 0.5547
0.03815 0.5743 0.8828

⎤
⎥⎦

– Hartman6 (H6)

minf(x) ≡ −
4∑

i=1

ciexp

⎛
⎝−

6∑
j=1

aij(xj − pij)2
⎞
⎠

subject to 0 ≤ xi ≤ 1, i = 1, . . . , 6

with a =

⎡
⎢⎣

10 3 17 3.5 1.7 8
0.05 10 17 0.1 8 14
3 3.5 1.7 10 17 8
17 8 0.05 10 0.1 14

⎤
⎥⎦ ,

c =

⎡
⎢⎣

1
1.2
3
3.2

⎤
⎥⎦ and p =

⎡
⎢⎣
0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

⎤
⎥⎦

– Shekel-5 (S5)

minf(x) ≡ −
5∑

i=1

1

(x − ai)(x − ai)T + ci

subject to 0 ≤ xi ≤ 10, i = 1, . . . , 4
with

a =

⎡
⎢⎢⎢⎣
4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7

⎤
⎥⎥⎥⎦ and c =

⎡
⎢⎢⎢⎣
0.1
0.2
0.2
0.4
0.4

⎤
⎥⎥⎥⎦

– Shekel-7 (S7)

minf(x) ≡ −
7∑

i=1

1

(x − ai)(x − ai)T + ci

subject to 0 ≤ xi ≤ 10, i = 1, . . . , 4
with
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a =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 3 5 3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

and c =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0.1
0.2
0.2
0.4
0.4
0.6
0.3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

– Shekel-10 (S10)

minf(x) ≡ −
10∑
i=1

1

(x − ai)(x − ai)T + ci

subject to 0 ≤ xi ≤ 10, i = 1, . . . , 4
with

a =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
8 1 8 1
6 2 6 2
7 3.6 7 3.6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and c =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.1
0.2
0.2
0.4
0.4
0.6
0.3
0.7
0.5
0.5

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

– Shubert (SBT)

minf(x) ≡
(

5∑
i=1

i cos((i + 1)x1 + i)

)(
5∑

i=1

i cos((i + 1)x2 + i)

)

subject to −10 ≤ xi ≤ 10, i = 1, 2

– Problem G3
minf(x) ≡ −(

√
n)n

∏n
i=1 xi

subject to
∑n

i=1 x
2
i − 1 = 0

0 ≤ xi ≤ 1, i = 1, 2

– Problem G6
minf(x) ≡ (x1 − 10)3 + (x2 − 20)3

subject to −(x1 − 5)2 − (x2 − 5)2 + 100 ≤ 0
(x1 − 6)2 + (x2 − 5)2 − 82.81 ≤ 0
13 ≤ x1 ≤ 100
0 ≤ x2 ≤ 100,
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– Problem G8
minf(x) ≡ − sin3(2πx1) sin(2πx2)

x3
1(x1+x2)

subject to x21 − x2 + 1 ≤ 0
1 − x1 + (x2 − 4)2 ≤ 0
0 ≤ xi ≤ 10, i = 1, 2

– Problem G9
minf(x) ≡ (x1 − 10)2 + 5(x2 − 12)2 + x43 + 3(x4 − 11)2 + ...

+10x65 + 7x26 + x
4
7 − 4x6x7 − 10x6 − 8x7

subject to v1 + 3v22 + x3 + 4x24 + 5x5 − 127 ≤ 0
7x1 + 3x2 + 10x23 + x4 − x5 − 282 ≤ 0
23x1 + v2 + 6x26 − 8x7 − 196 ≤ 0
2v1 + v2 − 3x1x2 + 2x23 + 5x6 − 11x7 ≤ 0
−10 ≤ xi ≤ 10, i = 1, . . . , 7

with v1 = 2x21; v2 = x22

– Problem G11
minf(x) ≡ −x21 + (x2 − 1)2

subject to x2 − x21 − 1 = 0
−1 ≤ xi ≤ 1, i = 1, 2
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1 Introduction

Interval Branch-and-Bound methods aim for guaranteed solutions of Global Op-
timisation problems. Consider the one dimensional generic interval constrained
global optimisation problem, which is to find

f∗ = min
x∈S
f(x) (1)

where S ∈ I is the search region and I stands for the set of all one-dimensional
closed real intervals.

Definition 1. Function f : S ⊂ R → R is additively separable, if it can be
written as

f(x) =

p∑
j=1

fj(x), x ∈ S. (2)

We have

min
x∈S
f(x) ≥

p∑
j=1

min
S
fj(x). (3)

Let F j be a lower bound of fj over S. Then we have

min
x∈S
f(x) ≥

p∑
j=1

F j . (4)

To create a lower bound F of f over interval X in an interval B&B framework,
can be done in several ways. Sharper bounds are better, i.e. higher values of F
lead to more efficient performance of the B&B algorithm. Considering functions
that have an additively separable structure (2), our research question is: for
which cases

F ≤
p∑

j=1

F j? (5)

Alternatively, the question is to find ways to combine minorants on the separable
terms, such that we get sharper bounds.

Example 1. Consider function f(x) = f1(x) + f2(x) = (x + 1)2 + (x − 1)2 on
the interval X = [−2, 2]. The minima of the sub-functions is 0, whereas the
minimum of f itself is f(0) = 2. Figure 1 illustrates this idea and also draws
lower bounds of all functions based on the so-called Baumann point that will
be explained in the following section. The lower bound of f , based on the red
dashed minorant is F = −14. The sub-functions have a lower bound of F j = −6
such that F 1 + F 2 = −12, illustrating question (5).

Apart from studying the consequences of an additively separable Baumann lower
bound (see Example 1), we also focus on a so-called additively separable Lower
Boundary Value Form. We present a new lower bounding method for additive
separable inclusion functions that produces sharper lower bounds.
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Fig. 1. Quadratic illustration of (3) and (5)

The remainder of this paper is organised as follows. Section 2 introduces
relevant Interval Arithmetic properties and general lower bounding concepts.
Section 3 discusses several ways to combine lower bounds of sub-functions for an
additively separable function. Finally, a numerical illustration and conclusions
are presented in Sections 4 and 5, respectively.

2 Properties of Interval Inclusion Functions

Algorithms based on Interval Arithmetic (IA) have several ingredients. We start
with the generic ideas and then focus on how the mathematical characteristics
can be refined for separable functions. IA has been widely studied in the last
forty years [5,6]. We mention several relevant IA properties and definitions.

Definition 2. Let f(X) be the range of f on X. An interval function F : In → I

is an inclusion function, if f(X) ⊆ F (X) = [F (X), F (X)].

An interesting property of IA is that it generates isotone inclusion functions.

Definition 3. Inclusion Isotonicity. Inclusion function F : In → I of f is in-
clusion isotone, if ∀(X,Y ) ∈ I, X ⊆ Y ⇒ F (X) ⊆ F (Y ).
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X XX
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F ′(X)

F ′(X) F ′(X)

F ′(X)

T (b−, X)

T (b+, X)

Fig. 2. Center (left) and Baumann (right) forms

Besides the standard IA bounding, called “natural interval extension”, one can
obtain an inclusion function F of f using the inclusion function F ′ of f ′. Consider
the first order Taylor expression

T (c,X) := f(c) + (X − c)F ′(X), (6)

where c ∈ X . Notice that this expression is mainly of interest if the function
is not monotonous on X , so at least 0 ∈ F ′(X). By taking for c the middle

m = X+X
2 of the interval, we have what is called a center form of the inclusion,

as illustrated at the left graph in Fig. 2. In [1], Baumann proves that taking
c = b− in the Taylor expression, leads to the best lower bound, where:

b− =

⎧⎪⎪⎨
⎪⎪⎩
XF ′(X) −XF ′(X)

F ′(X) − F ′(X)
, 0 ∈ F ′(X)

X ,F ′(X) ≤ 0
X ,F ′(X) ≥ 0

So,
f(X) ≥ T (b−, X). (7)

To obtain the best upper bound, the point of b− should be reflected in midpoint
m(X) leading to:

b+ = m(X) + (m(X) − b−).
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The choice of the Baumann points, to get upper and lower bounds, is illustrated
in Fig. 2, at the right. These points can also be used to reduce the search space
as shown by [9]. As illustrated in Fig. 1, b− is the minimum point for quadratic
functions. Figure 1 shows the possibility of having different points b− for each
sub-function and to combine the obtained lower bounds rather than using b− of
the composite function itself.

Another way to compose derivative based linear minorants is the so-called
Lower Boundary Value Form (LBVF), ([7] p. 60 and [2,4]) that uses the evalua-
tion of the end-points of the interval. Consider the most left point of X . Function

ϕl(x) = F (X) + F ′(X)(x−X), (8)

provides an affine minorant. Similarly, the right most point of X provides

ϕr(x) = F (X) − F ′(X)(X − x) = F (X) + F ′(X)(x −X). (9)

The values ϕl(X) and ϕr(X) are lower bounds of f(X) over X . A sharper lower
bound can be obtained when 0 ∈ F ′(X) by combining (8) and (9) in lower
bounding function

ϕm(x) = max{ϕl(x), ϕr(x)}. (10)

The Lower Boundary Value Form ϕm(X) follows from finding y for which (8)
and (9) are equal:

y =
F (X) − F (X)

w(F ′(X))
+
X · F ′(X) −X · F ′(X)

w(F ′(X))
, (11)

with w(X) = X −X the width of interval X . Evaluation of (8) for y provides

ϕm(X) = ϕm(y) =
F (X)F ′(X) − F (X)F ′(X)

w(F ′(X))
+
w(X)F ′(X)F ′(X)

w(F ′(X))
. (12)

Similarly, linear majorants of f(X) can be constructed. Using the left most point
of X gives

ξl(x) = F (X) + F ′(X)(x−X), (13)

and the right most point of X provides

ξr(x) = F (X) − F ′(X)(X − x) = F (X) + F ′(X)(x−X). (14)

The values ξl(X) and ξr(X) are upper bounds of f(X). A sharper majorant can
be obtained by combining both functions.

ξm(x) = min{ξl(x), ξr(x)}. (15)

The Upper Boundary Value Form follows from equating (13) and (14)

z =
F (X) − F (X)

w(F ′(X))
+
XF ′(X) −XF ′(X)

w(F ′(X))
, (16)
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x
X

f(x)

X Xyz

ϕl(x) ϕr(x)

ξl(x) ξr(x)

ϕm(X)

ξm(X)

Fig. 3. Graphical illustration of one-dimensional Lower and Upper Boundary Value
Form

and substitution of z in (15):

ξm(X) = ξm(z) =
F (X)F ′(X) − F (X)F ′(X)

w(F ′(X))
− w(X)F ′(X)F ′(X)

w(F ′(X))
. (17)

The bounding functions ϕm(x) and ξm(x) are illustrated in Fig. 3. Summarizing:

f(X) ≥ ϕm(X), 0 ∈ F ′(X), (18)

f(X) ≤ ξm(X), 0 ∈ F ′(X). (19)

The Baumann minorant and LBVF minorant ϕm(x) can be combined to con-
struct sharper lower bounds as presented in [10].

3 Additively Separate Lower Bounds

Consider the case where a one-dimensional function f is additively separable in
two sub-functions, i.e.

f(x) = f1(x) + f2(x).

If both sub-functions are monotonous in the same direction (either F ′
j(X) > 0, or

F
′
j(X) < 0), then the function f is also monotonous in X . If both sub-functions

are monotonous in different directions, w.l.o.g. F ′
1(X) > 0 and F ′

2(X) <
0, it may happen that 0 ∈ F ′(X). Moreover, one of the sub-functions may
be monotonous and the other not. In general, when the complete function is
monotonous, i.e. 0 /∈ F ′(X), the function value in one of the extreme points is
the minimum on X . So, a lower bound is given by min{F (X), F (X)}. Separa-
bility may improve the bound only in the case 0 ∈ F ′(X).
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3.1 Additively Separable Baumann Lower Bound

An additively separable Baumann form bound ASB(X) can be constructed in
a straightforward way evaluating the Taylor expression (6) for the two sub-
functions in their Baumann point and adding the resulting lower bounds,

f(X) ≥ ASB(X) = T 1(b
−
1 , X) + T 2(b

−
2 , X). (20)

The question is whether (20) always provides a sharper lower bound than using
the standard Baumann form (7). We investigate this experimentally.

3.2 Additively Separable Lower Bound Value Form (ASLBV)

Following the same reasoning as done for the separable Baumman form, leads
for the separable LBVF to

f(X) ≥ ASLBV (X) = ϕm
1
(X) + ϕm

2
(X), 0 ∈ F ′

1(X), 0 ∈ F ′
2(X). (21)

However, this way of reasoning is only of interest if both sub-functions are
not monotonous in the evaluated interval. Again, if F is monotonous on X ,
using separability does not make sense. In the other case, one can combine
min{fj(X), fj(X)} with (12). The question is whether this procedure gives a
better lower bound than using (18). We investigate this experimentally.

3.3 Bound ASLBϕ Based on New Minorant ϕ

We focus further on the LBVF minorants of both sub-functions in order to obtain
a sharper lower bound than ϕm(X) without worrying about the monotonicity of
the sub-functions for a given interval. Notice again, that we are only interested
in the case where the composite function f is not monotonous, 0 ∈ F ′(X).
Consider the addition of the separate minorant terms

ϕ(x) = ϕm1(x) + ϕm2(x),

where ϕmi is defined by (10). First of all, notice that ϕ is a piecewise linear
minorant function and the maximum of four different affine terms:

ϕ(x) = max

⎧⎪⎪⎨
⎪⎪⎩
ϕl(x) := ϕl1(x) + ϕl2(x)
ϕa(x) := ϕl1(x) + ϕr2(x)
ϕb(x) := ϕr1(x) + ϕl2(x)
ϕr(x) := ϕr1(x) + ϕr2(x)

⎫⎪⎪⎬
⎪⎪⎭ . (22)

Then one can see that ϕ(x) is a sharper minorant than ϕm(x).

Theorem 1. Let ∀x ∈ X, f(x) = f1(x) + f2(x) and ϕl, ϕr and ϕm be defined
by (8), (9) and (10). ∀x ∈ X,ϕm1(x) + ϕm2(x) ≥ ϕm(x).
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Proof
Given equivalence (22), we have that

ϕm(x) = max{ϕl(x), ϕr(x)} ≤ max{ϕl(x), ϕa(x), ϕb(x), ϕr(x)} = ϕ(x).

Given the result of the theorem, we are interested in the minimum minx∈X ϕ(x).
In order to find the minimum, we consider several properties of the piecewise
linear minorant function ϕ(x).

The maximum of ϕ can typically be found at the boundary.

Proposition 1. Let 0 ∈ F ′(X) and ϕ be defined by (22). Then

ϕ(X) = ϕl(X) ≥ max{ϕa(X), ϕb(X), ϕr(X)}

and

ϕ(X) = ϕr(X) ≥ max{ϕa(X), ϕb(X), ϕl(X)}.
Proof
The inequalities follow from writing explicitly the terms in (22) and considering
ϕlj(X) ≥ ϕrj(X) and ϕrj(X) ≥ ϕlj(X).

Proposition 2. Let 0 ∈ F ′(X) and ϕ be defined by (22).Function ϕ is a convex
minorant of f on X.

Proof
This follows from ϕ being a maximum of convex functions, according to (22).

Due to ϕ being piecewise linear, it has only one minimum with either a unique
minimum point of infinitely many minimum points. The first order conditions
for a minimum point of a piecewise linear function state that it should have a
subgradient of 0. Points with more than one derivative (subgradients) are the
intersection points of the affine minorants. Writing out the terms shows that
these intersection points are typically y1 and y2 (11):

– ϕl(x) = ϕa(x) → ϕl2(x) = ϕr2(x) with solution y2,
– ϕl(x) = ϕb(x) → ϕl1(x) = ϕr1(x) with solution y1,
– ϕr(x) = ϕa(x) → ϕr1(x) = ϕl1(x) with solution y1,
– ϕr(x) = ϕb(x) → ϕr2(x) = ϕl2(x) with solution y2,
– ϕl(x) = ϕr(x) with solution y (11), being the minimum point of ϕm, is not

a unique minimum point of ϕ due to Theorem 1; ϕ(x) ≥ ϕm(x) is a sharper
minorant

– ϕa(x) = ϕb(x) can be shown to produce the following intersection point

x̂ =
X(F ′

1 − F ′
2) +X(F ′

2 − F ′
1) + F 1(X) − F 1(X) + F 2(X) − F 2(X)

w(F ′
2) − w(F ′

1)
.

(23)
We will prove, that x̂ is not a candidate for minimum point of ϕ.
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The following proposition shows that one can focus on the interval between y1
and y2.

Proposition 3. Let 0 ∈ F ′(X), ϕ be defined by (22) and yj by (11). Then
minx∈X ϕ(x) is attained in the interval [min{y1, y2},max{y1, y2}].
Proof
Following the argumentation in Proposition 1 and having excluded y to be a
unique minimum point, we have

– ∀x ∈ [X, y2] ϕl(x) ≥ ϕa(x)
– ∀x ∈ [X, y1] ϕl(x) ≥ ϕb(x)

and ϕl′ ≤ 0, so that no unique minimum is attained in [X,min{y1, y2}).
From symmetry with respect to ϕr follows no unique minimum is attained in
(max{y1, y2}, X]

Now we can characterise the exact minimum of ϕ(x) on X , which helps to
generate a sharper lower bound than minorant ϕm.

Theorem 2. Let0 ∈ F ′(X),ϕ bedefinedby (22) andyj by (11).Thenminx∈X ϕ(x)
is attained in {y1, y2}.

Proof
Proposition 3 limits the minimum to interval [min{y1, y2},max{y1, y2}]. Con-
sider y1 ≤ y2.
On [y1, y2] we have ϕr1(x) ≥ ϕl1(x) and ϕl2(x) ≥ ϕr2(x), such that ϕ(x) =
ϕb(x) ≥ ϕa(x). So, ϕ(x) is affine on [y1, y2], attaining its minimum in one of the
endpoints.
Consider the case y2 ≤ y1.
On [y2, y1] we have ϕl1(x) ≥ ϕr1(x) and ϕr2(x) ≥ ϕl2(x), such that ϕ(x) =
ϕa(x) ≥ ϕb(x). So, ϕ(x) is affine on [y2, y1], attaining its minimum in one of the
endpoints.

Notice that the reasoning in the proof also shows that point x̂, where ϕa and
ϕb intersect, cannot be a unique minimum point. The theory provides us with a
new lower bound ASLBϕ defined by

f(X) ≥ ASLBϕ(X) = ϕ(X) = min{ϕ(y1), ϕ(y2)}. (24)

4 Numerical Illustration

To measure the effectiveness of the different lower bounds, we use the following
experiment. An interval B&B global optimization algorithm is run on a test bed
of 18 one dimensional functions. We first describe the set of test function in
Sect. 4.1. The used Algorithm is presented in Sect. 4.2. The performance indi-
cators and their experimental values are provided in Sect. 4.3.
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4.1 Test Problems

Table 1 describes the test functions: the first column is a number to index the
functions, f1 and f2 are the additive terms of function f = f1 + f2 and last
column provides a reference to literature where the function is described. The
search space for all functions is taken as S = [0.5, 20] apart from instances N. 6
and N. 11 where S = [−10, 10].

Table 1. Test problems

N. f1 f2 Ref.

1 e−3x − sin3 x [8]

2 xe−x2

sin xe−x2

[8]
3 sin x+ ln x sin 10x

3
− 0.84x [8]

4 x4 − 10x3 35x2 − 50x + 24 [8]
5 24x4 − 142x3 303x2 − 276x + 93 [8]
6 2x2 − 3

100
e−(200(x− 0.0675))2 [8]

7 x2

20
− cosx+ 2 [8]

8 x2 − cos (18x) [8]
9 x4 − 12x3 47x2 − 60x− 20e−x [8]

10 x6 + 250 −15x4 + 27x2 [8]
11 sin2 (1 + x−1

4
) (x−1

4
)2 [8]

12 (x− x2)2 (x− 1)2 [8]

13 −∑5
k=1 k sin [(k + 1)x+ k] + 3 (3x− 1.4) sin (18x) + 1.7 [3]

14 −x+ sin (3x) + 1 (3x− 1.4) sin (18x) + 1.7 [3]

15 −∑5
k=1 k sin [(k + 1)x+ k] + 3

∑5
k=0 k cos [(k + 1)x+ k] + 12 [3]

16 −∑5
k=1 k sin [(k + 1)x+ k] + 3 cos x− sin 5x+ 1 [3]

17 −x+ sin (3x) + 1
∑5

k=0 k cos [(k + 1)x+ k] + 12 [3]

18 −x+ sin (3x) + 1
∑5

k=1 −cos[(k + 1)x] + 4 [3]

An interval branch-and-bound global optimization algorithm was used to eval-
uate the presented additively separable lower bounds computation methods.

4.2 Interval B&B Algorithm

Algorithm 1 shows the use of the basic B&B rules. The selection rule selects the
interval with the best lower bound of f(X) (line 4) to be processed next. We
use bisection as division rule (line 9). An interval is stored in the final list when
its width is smaller than a determined accuracy. In all the experiments we use
as termination rule width(X) < 10−6 (line 13). An upper bound of the global
minimum fU is computed evaluating the midpoint of selected intervals (line 7).
For each interval, a lower bound of f is calculated (line 11). Actually, that is
where the different described lower bounds come in. Intervals with F (X) > fU

are rejected (lines 8 and 12). The monotonicity test is also applied to reject or
reduce intervals when 0 /∈ F ′(X). Therefore, Algorithm 1 only rejects an interval
based on lower bounds (F (X) > fU ) when f is not monotonous on the interval.
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The lower bounds used in the rejection are based on natural interval extension
F (X). For each non-rejected interval, we can then measure the effectiveness of
one of the other bounds.

4.3 Experimental Results

To measure the effectiveness of the new bounds, we use the natural interval
extension as benchmark. For each non-rejected interval, we measure whether it
would have been rejected if one of the other lower bounds would have been used.
The following lower bounds are evaluated.

– Baumann calculated as T (b−, X) in (7).
– Additively separable Baumann ASB, see (20).
– Lower Boundary Value Form LBV F calculated as ϕm(X) in (12).
– Additively separable Lower Boundary value ASLBV , see (21).
– ASLBϕ(X), see (24).

The results in Table 2 concern the measurement of the following: the number of
the test function, number of iterations of Algorithm 1, number of intervals re-
jected by F (X) > fU , number of intervals rejected by monotonicity test MT, and
number of intervals that might have been eliminated when using the other lower
bounds. ASLBV is computed only if both sub-functions are not monotonous,
while ASLBϕ(X) is computed whether subfunctins are monotonous or not.

Algorithm 1. General interval B&B algorithm.

Funct IBB(S, f)

1. Set the working list L := {S} and the final list Q := ∅
2. Set fU = F (m(S))
3. while ( L 
= ∅ )
4. Select an interval X from L Selection rule
5. Compute F (m(X))
6. if F (m(X)) < fU

7. fU = F (m(X))
8. Remove all X ∈ L ∪Q with F (X) > fU Cut-off test
9. Divide X into subintervals Xj , j = 1, . . . , k Division rule

10. for j = 1 to k
11. Compute a lower bound lb(X) of f(Xj) Bounding rule
12. if Xj cannot be eliminated Elimination rule
13. if Xj satisfies the termination criterion Termination rule
14. Store Xj in Q
15. else
16. Store Xj in L
17. return Q, fU
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Table 2. Additional rejection power of lower bounds

rejected by Possible additional rejections
N. Iter F (X) > fU MT Baumann ASB LBV F ASLBV ASLBϕ

1 25 16 9 0 0 0 0 0
2 114 110 5 0 0 1 1 2
3 27 5 22 0 0 0 0 0
4 1272 118 1093 878 57 1006 1006 1006
5 1529 313 1153 1244 156 1340 1340 1340
6 25 13 12 0 0 0 0 0
7 27 4 23 0 0 0 0 0
8 25 8 17 0 0 0 0 0
9 202 82 117 94 33 121 121 121
10 105 7 94 15 0 38 38 38
11 34 5 29 0 0 0 0 0
12 26 21 4 0 0 0 0 0
13 32 15 17 0 0 0 0 0
14 25 12 13 0 0 0 0 0
15 146 74 69 8 2 17 17 17
16 129 67 60 2 2 7 7 7
17 39 20 18 1 1 1 1 1
18 27 8 19 0 0 0 0 0

Table 3. Lower bound improvement

ASB ASLBV ASLBϕ

N. + - + - + -

1 24 0 0 0 1 0
2 20 0 11 0 19 0
3 10 19 1 4 20 0
4 9 1324 2 2 782 0
5 10 1582 0 0 1102 0
6 16 10 1 7 17 0
7 6 21 0 0 16 0
8 17 14 0 0 22 0
9 10 197 3 1 174 0
10 9 100 0 0 79 0
11 6 28 1 1 20 0
12 34 2 1 14 21 0
13 25 11 6 5 29 0
14 17 14 2 7 23 0
15 76 73 19 41 127 0
16 69 64 20 37 111 0
17 24 21 7 9 34 0
18 14 16 3 7 21 0
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The LBVF based methods show the best additional rejection power for this
test bed. Using the separability, only for function number 2, ASLBϕ(X) might
reject only one additional interval. An interesting result is that for the Baumann
form, using the separability, appears to be a bad idea. The additional rejection
power over the standard natural interval extension is worse.

We now zoom in on the improvement of considering a bound from a separable
perspective. To do so, we compare the Baumann and LBVF lower bound with
the variants developed for separable functions. Table 3 show the number of
intervals where the separable based lower bound is better (+) and worse (-). As
expected from earlier results, considering Baumann from a separable perspective
via ASB gives on average worse lower bounds. Using the straightforward idea of
separating the LBVF into two forms as in ASLBV neither shows a lot of gain.
However, when refining towards ASLBϕ, one can observe bound improvements
for all test functions.

5 Conclusions

Interval Branch-and-Bound (B&B) algorithms are powerful methods which aim
for guaranteed solutions of Global Optimisation problems. Our research ques-
tion is whether when, using the separable structure of functions, one can derive
sharper bounds based on bounds of the sub-functions. Several ways were dis-
cussed to extend the so-called Baumann form and Lower Bound Value Form
(LBVF) for separable functions. The separable variant for the Baumann lower
bound is usually worse than the original one.

For one of the variants called ASLBV ϕ, it is proven that the correspond-
ing minorant is sharper than the standard one for LBVF. Numerical experi-
ments confirm this improving behaviour. Unfortunately, ASLBV ϕ, compared
with LBVF, does not reduce the number of iterations carried out by an interval
global optimization algorithm.

Future investigation could focus on the question how to extend the ASLBV ϕ
lower bound for n-dimensional functions. Another question is the derivation of
specific interval based bounds for multiplicative terms.

References

1. Baumann, E.: Optimal centered forms. BIT 28(1), 80–87 (1988),
doi:10.1007/BF01934696
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Abstract. This paper describes the application of a metaheuristic to a real 
problem that arises within the domain of loads’ dispatch inside an automatic 
warehouse. The truck load operations on an automated storage and retrieval 
system warehouse could be modeled as a job shop scheduling problem with 
recirculation. The genetic algorithm is based on random key representation, that 
is very easy to implement and it allows the use of conventional genetic 
operators for combinatorial optimization problems. This genetic algorithm 
includes specific knowledge of the problem to improve its efficiency. A 
constructive algorithm based in Giffler-Thompson's algorithm is used to 
generate non delay plans. The constructive algorithm reads the chromosome 
and decides which operation is scheduled next. This option increases the 
efficiency of the genetic algorithm. The algorithm was tested using some 
instances of the real problem and computational results are presented. 

Keywords: Genetic Algorithm, Random Keys, Job Shop, Recirculation, ASRS, 
Warehouses. 

1 Introduction 

Automatic storage equipments must be efficient in order to justify the investment they 
imply and also to provide an alternative to conventional storage systems. The 
efficiency of an automatic storage system depends, among other factors, on the plan 
for the loading operations of the trucks. In the AS/RS (Automated Storage and 
Retrieval System) warehouses, where a large number of truckloads are performed on 
a daily basis, it is necessary to plan and execute accurately the loading procedures in 
order to fulfill the delivery deadlines. 

This paper describes the application of a metaheuristic to a real problem that arises 
within the domain of loads’ dispatch inside an automatic warehouse. An effective and 
efficient genetic algorithm is presented to sequence the pallets’ retrieval aiming to 
maximize the warehouse throughput and fulfill the delivery deadlines. 

The paper is organized in the following way: next section describes the automatic 
warehouse type of operations; the third section presents the model adopted, including 
some remarks about its application and some extensions to the model are also 
presented; the forth section is dedicated to the characterization of the solution’s 
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methodology adopted; the fifth section presents computational results of the 
developed algorithm; finally the conclusions about the work are discussed. 

2 The Storage System 

Eleven aisles of pallets racks compose the main body of the warehouse, with capacity 
for forty thousand pallets. There is an automatic stacker crane (also S/R machine, 
operating in dual command mode) in each aisle to move the pallets from their storage 
position to the collector at the top of the aisle. Next, several forklift trucks move the 
pallets and place them inside the trucks. The warehouse has 13 docking bays to load 
the trucks. Fig. 1 presents a scheme of the warehouse. 

 

 

Fig. 1. Scheme of the warehouse 

There are about a hundred loads to dispatch per day (truck loads - also called 
"trips"). The strategy adopted to program the trucks' loading consists in defining a 
partition of the whole load into disjoint subsets of loads, which are processed 
simultaneously, called batches (blocks). This strategy guarantees that every load of a 
batch is finished before starting to prepare the loads for the next batch. The batches’ 
dimensioning respects the imposed limits, in order to fulfill the delivery deadlines. 
The number of docking bays limits the maximum number of loads in a batch. A 
standard workday can originate plans with 15 - 20 batches, with 6 - 13 loads each. 
Fig. 2 shows an example with 3 batches. In the first one, trips 1, 2 and 3 are prepared. 
In the second batch trucks 4 to 8 are loaded, and the third batch loads the last four 
trucks - 9 to 12. 

The time spent to process the batches depends on the number of loads of the batch, 
and it is calculated based on the nominal values of the system’s throughput. It is 
assumed that the storage system guarantees a nominal flow of pallets’ dispatch at a 
constant rate, and therefore it considers that the duration of the batch is proportional 
to the total number of the batches’ pallets. 
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Fig. 2. Strategy of load trucks by batches 

We shall demonstrate that time to process the batch depends also on the sequence 
for retrieving the pallets, which is to say, on the S/R machines' operations scheduling. 
Due to precedence constraints between pallets, the order in which the pallets of the 
batches are retrieved by the S/R machines may lead to different processing times. The 
problem of establishing the best pallets’ retrieving operations sequence in each aisle is 
also an optimization problem. We will see that this problem can be modeled as a Job 
Shop Scheduling Problem (JSSP). 

2.1 Processing Loads 

The preparation of a truck’s load consists on retrieving the pallets’ set, which will be 
transported in the truck. In one load, the truck can carry pallets for one or more 
clients. The set of pallets that constitutes a truck’s load is determined and known in 
advance. 

The assembly sequence of the pallets in the truck considers the order in which the 
clients will be visited. The last pallets placed in the truck shall be the first to unload 
and are destined to the first client that will be visited. Therefore, a load can be seen as 
a set of pallets with a fixed sequence for its formation, previously established and that 
may not be altered, from which precedence relations arise between pallets of the same 
load. 

The pallets selected for a specific load can come from any aisle, and the choice 
obeys to specific criteria [1-2]. The S/R machines’ work is programmed and consists 
on retrieving all the pallets that are selected from their aisle. It is assumed that it is 
possible to program the S/R machines’ activity in different ways. This means that it is 
possible to establish different sequences for retrieving the pallets in the same aisle. 

2.2 Organizing the Process and Processing Time 

In Oliveira [2,3] there is a detailed description of the process to retrieve the pallets - 
from the aisle to the truck. Part of the movement is done by forklifts that are 



136 J. Figueiredo et al. 

controlled by Radio Frequency. In his work, Oliveira [2,3] assumes identical 
processing times to transport pallets independently of the location of the aisle and the 
truck. 

In this work, a new model to consider different processing times is presented, and 
it takes into account the location of the truck in the docking bays and the aisle where 
the pallets are retrieved. This model represents better the real problem, but also turns 
it more difficult to solve the associated job shop problem. 

3 Job Shop Scheduling Problem 

Some Combinatorial Optimization Problems are very hard to solve and therefore 
require the use of heuristic procedures. One of them is the Job Shop Scheduling 
Problem. The use of exact methods to solve the JSSP is limited to the instances of 
small size. According to Zhang et al. [4] the Branch and Bound methods do not solve 
instances larger than 250 operations in a reasonable time. As stated in Liu et al. [5] in 
practical manufacturing environments the scale of job shop scheduling problems 
could be much larger. They exemplify that with some big textile factories, where the 
number of jobs may be up to 1,000. 

The heuristic methods have become very popular and have gained much success in 
solving job shop scheduling problems. In the last twenty years a huge quantity of 
papers has been published, presenting several metaheuristic methods. From Simulated 
Annealing [6] to Particle Swarm Optimization [7], there are several variants of the 
same method class. Very popular between the researchers are the Evolutionary 
Algorithms [3,8-15]. In 1996, Vaessens et al. [16] stated a goal for the Job Shop 
Problem: to achieve an average error of less than two percent within 1,000 seconds 
total computation time. In this work the authors presented the Genetic Algorithms as 
the less effective metaheuristic to solve the JSSP. A possibility to increase the 
efficiency and the effectiveness is an algorithm that includes specific knowledge of 
the problem. Several works include some specific local search for the JSSP that is 
based on the critical path on a disjunctive graph to model the JSSP. For a long period, 
the Nowicki and Smutnicki’s tabu search method [17] was seen as the most effective 
and efficient method for JSSP. In 2005, the authors presented a new version of a tabu 
search for the JSSP [18]. 

The JSSP represents several real production planning situations and for that reason 
it is a very important problem. The JSSP is an important practical problem in the 
fields of production management and manufacturing engineering. The applications of 
JSSP can be found in production planning, project resource management, distributed 
or parallel computing, and many other related fields. According to Lin et al. [19], a 
large number of small to medium companies still operate as job shops. 

Throughout the years in the vast bibliography of the JSSP, variations to the classic 
model have been presented, allowing the study of specific real cases. For instance, 
Kimbrel and Sviridrenko [20] present the particular high-multiplicity JSSP that arises 
in the integrated circuit fabrication. As Yang et al. [21] say, the JSSP is a hard 
combinatorial optimization problem and computationally challenging. As they 
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pointed out, “efficient methods for arranging production and scheduling are very 
important for increasing production efficiency, reducing cost and improving product 
quality”. 

In the JSSP each job is formed by a set of operations that has to be processed in a 
set of machines. Each job has a technological definition that determines a specific 
order to process the job’s operations, and it is also necessary to guarantee that there is 
no overlap, in time, in the processing of operations in the same machine; and also that 
there is no overlap, in time, in the processing of operations of the same job. The 
objective of the JSSP is to conclude the processing of all jobs as soon as possible, that 
is, to minimize the makespan. 

The classical JSSP model considers a set of n jobs, and a set of m machines. Each 
job consists of a set of m operations (one operation on each machine), among which 
precedence relations exist and that defines a single order of processing. Each 
operation is processed in one machine only, during p time units. The instant when the 
job is concluded is C. All operations are concluded at Cmax (called makespan). 

For the convenience of the representation, operations are numbered consecutively 
from 1 to N=n.m , in which N is the total number of operations. The classic model 
considers that all the jobs are processed once in every machine, and the total number 
of operations is n.m . In a more general model, a job can have a number of operations 
different from m (number of machines). The case in which a job is processed more 
than once in the same machine, is called a job shop model with recirculation [14]. 
Scheduling problems occur wherever a number of tasks have to be performed with 
limited resources. 

The computational and practical significance of the JSSP have motivated the 
attention of researchers for the last several decades. Yang et al. [21] enumerate the 
existing approaches for the JSSP that include exact methods such as branch-and-
bound and dynamic programming, approximate and heuristic methods such as 
dispatching priority rules, shifting bottleneck approach, and Lagrangian relaxation. 
The authors associate the development of artificial intelligence techniques with the 
rise in many metaheuristic methods that have been applied to the JSSP, such as 
simulated annealing, tabu search, genetic algorithm, ant colony optimization, particle 
swarm optimization, and artificial immune system. 

Over the years a lot of research has been made into this problem, particularly with 
genetic algorithms. An important issue in the genetic algorithms is the efficiency. 
Oliveira et al. [22] presents the inclusion of a “new” initial population that a 
generation procedure takes into account at the instance of the problem. The aim of 
this procedure is to improve the efficiency and the effectiveness of the genetic 
algorithm. The proposed genetic algorithm is based on random keys and the authors 
point out the easiness to model complex systems with this type of representation. 
Attending this advantage, this type of genetic algorithm is chosen to represent a job 
shop with recirculation to model the load of a truck in an automatic warehouse. 

The JSSP is modeled mathematically. Blazewicz et al. [23] and Jain and Meeran 
[24] refer to the development of different formulations for this problem. The first one 
arises in 1959. One of the most used was presented by Adams et al. in 1988 [25], and 
is based in the disjunctive graph. We address details of this formulation in [23,25]. 
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Roy and Sussman [26] model the JSSP using a disjunctive graph. The set of nodes 
is formed by all N operations and by a start node s and an end node e. The set of arcs 
is formed by two subsets. The conjunctive arcs set C, and the disjunctive arcs set D. 
For each pair of operations that are processed in the same machine (belonging to a 
different job) there exits one disjunctive arc. This arc is a non-oriented arc. If an 
operation i is performed before operation j, the arc is oriented from i to j. 

The sequencing based on the disjunctive graph consists (for all machines) in the 
definition of a processing order between all operations that are processed by that same 
machine. A schedule is valid if the resulting oriented graph is acyclic. The longest 
path length is also designated by a critical path of the acyclic graph and is equal to the 
value of makespan. 

A lot of research has been focused on obtaining and improving solutions for the 
JSSP. For a review and comparison, we refer the reader to Cheng et al. [8], Vaessens 
et al. [16], Blazewicz et al. [23] and to Jain and Meeran [24]. 

The solutions (schedules) for the JSSP can be classified in 3 sets: semi-actives, 
actives and non-delayed, according Fig. 3. In relation to the optimal solution of the 
problem (minimization of Cmax ), it is known that it is an active schedule but not 
necessarily a non-delayed schedule. In this work, the solutions obtained from genetic 
algorithm belong to Non Delay set. This choice was made in order to obtain solutions 
in a narrower space. Despite the optimal solution could not belong to this set, the 
quality of the solutions is reasonable and the computation time is shorter. 

SA

A
ND

SA - Semi Active
A - Active
ND - Non Delay
* - optimum

*

 

Fig. 3. Type of schedules 

4 Methodology 

In this work we adopted a method based on genetic algorithms. This technique’s 
simplicity to model more complex problems and its easy integration with other 
optimization methods were factors that were considered for its choice. The algorithm 
proposed was conceived to solve the classical JSSP, but it is possible to use the same 
method to solve other variants of the JSSP such as the case of JSSP with recirculation. 

One of the features that differentiate conventional genetic algorithms is the fact 
that the algorithm does not deal directly with the problem’s solutions, but with a 
solution representation, the chromosome. The algorithm manipulations are done over 
the representation and not directly over the solution [27]. 

 



 A Genetic Algorithm for the Job Shop on an ASRS Warehouse 139 

Traditionally, genetic algorithms used bit string chromosomes. These 
chromosomes consisted of only '0s' and '1s'. Modern genetic algorithms more often 
use problem-specific chromosomes with evidence that the use of real or integer value 
chromosomes often outperformed bit string chromosomes. 

The permutation code was adequate to permutation problems. In this kind of 
representation, the chromosome is a literal of the operations sequence on the 
machines. For the classical JSSP case, Oliveira [3] presents a chromosome that is 
composed by m sub-chromosomes, one for each machine, each one composed by n 
genes, one for each operation. The i gene of the sub-chromosome corresponds to the 
operation processed in i place in the corresponding machine. The allele identifies the 
operation’s index in the disjunctive graph. 

Nevertheless, in this work, the random key code presented by Bean [28] is used. 
As Gonçalves et al. [13] state, the important feature of random keys is that all 
offspring formed by crossover are feasible solutions, when it is used as a constructive 
procedure based on the available operations to schedule and the priority is given by 
the random key allele. Another advantage of the random key representation is the 
possibility of using the conventional genetic operators. This characteristic allows the 
use of the genetic algorithm with other optimization problems, adapting only a few 
routines related with the problem. Equally easy becomes the hybridization with other 
heuristics when a genetic algorithm with random keys is used. 

A chromosome represents a solution to the problem and is encoded as a vector of 
random keys (random numbers). In this work, according to Cheng et al. [8], the 
problem representation is indeed a mix from priority rule-based representation and 
random keys representation. 

4.1 Constructive Algorithm 

The solutions represented by chromosome are decoded by an algorithm, which is 
based on Giffler and Thompson’s algorithm [29]. While the Giffler and Thompson’s 
algorithm can generate all the active plans, the constructive algorithm only generates 
the plan in agreement with the chromosome. As advantages of this strategy, we 
pointed out minor dimension of solution space, and the fact that it does not produce 
impossible or disinteresting solutions from the optimization point of view. On the 
other hand, since the dimensions between the representation space and the solution 
space are very different, this option can represent a problem because two 
chromosomes can represent the same solution. 

The constructive algorithm has N stages and in each stage an operation is 
scheduled. To assist the algorithm’s presentation, consider the following notation 
existing in stage t: 

tP  -  the partial schedule of the ( )1t −  scheduled operations; 

tS  -  the set of operations schedulable at stage t, i.e. all the operations that must 

precede those in tS  are in tP ; 

kσ  -  the earliest time that operation ko  in tS  could be started; 
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*M  - the selected machine where { }* min
k ko S kσ σ∈= ; 

tS ∗  -  the conflict set formed by j to S∈  processed in *M  and jσ σ ∗= . 

jo∗  -  the selected operation to be scheduled at stage t 

The constructive algorithm of solutions is presented in a format similar to the one 
used by Cheng et al. [8] to present the Giffler and Thompson algorithm [29]. 

Algorithm 1. Constructive Algorithm 

 

 

In Step 3 instead using a priority dispatching rule, the information given by the 
chromosome is used. If the maximum allele value is equal for two or more operations, 
one is chosen randomly. 

4.2 The Genetic Algorithm Structure 

The genetic algorithm has a very simple structure and can be represented in the 
Algorithm 2. It begins with population generation and her evaluation. Attending to the 
fitness of the chromosomes the individuals are selected to be parents. The crossover is 
applied and it generates a new temporary population that is also evaluated. Comparing 
the fitness of the new elements and of their progenitors the former population is 
updated. 

The constructive algorithm of solutions is presented in a format similar to the one 
used by Cheng et al. [8] to present the Giffler and Thompson algorithm [29]. 

Step 1 Let 1t =  with 1P  being null. 1S  will be the set of all operations 

with no predecessors; in other words those that are first in their 
job. 

Step 2 Find { }min
k to S kσ σ∗
∈=  and identify M ∗ . If there is a choice 

for M ∗ , choose arbitrarily. Form tS∗ . 

Step 3 Select operation jo∗  in tS ∗  with greatest allele value. 

Step 4 Move to next stage by 

 (1) adding jo∗  to tP , so creating 1tP+ ; 

 (2) deleting jo∗  from tS  and creating 1tS +  by adding to tS  the 

operation that directly follows jo∗  in its job (unless jo  

completes its job); 
 (3) incrementing t  by 1. 

Step 5 If there are any operations left unscheduled ( )t N< , go to Step 

2. Otherwise, stop. 
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Algorithm 2. Genetic Algorithm 

 

The Uniform Crossover (UX) is used in this work. This genetic operator uses a 
new sequence of random numbers and swaps both progenitors' alleles if the random 
key is greater than a prefixed value. Table 1 illustrates the UX's application on two 
parents (prnt1, prnt2), and swaps alleles if the random key is greater or equal than 
0.75. The genes 3 and 4 are changed and it originates two descendants (dscndt1, 
dscndt2). Descendant 1 is similar to parent 1, because it has about 75% of genes of 
this parent. 

Table 1. The UX crossover 

i 1 2 3 4 5 6 7 8 9 10
prnt1 0.89 0.48 0.24 0.03 0.41 0.11 0.24 0.12 0.33 0.30

prnt2 0.83 0.41 0.40 0.04 0.29 0.35 0.38 0.01 0.42 0.32

randkey 0.64 0.72 0.75 0.83 0.26 0.56 0.28 0.31 0.09 0.11

dscndt1 0.89 0.48 0.40 0.04 0.41 0.11 0.24 0.12 0.33 0.30

dscndt2 0.83 0.41 0.24 0.03 0.29 0.35 0.38 0.01 0.42 0.32  

5 Computational Experiments 

Computational experiments were carried out with some representative instances of the 
real problem. The representative instances of the real problem were generated 
randomly and they concern a job-shop problem with recirculation. The dimension of 
these instances corresponds to the defined maximum dimension of the real problem. 
Instances jr13_1, jr13_2 are constituted by 13 jobs (docking bay number) and 35 
operations per job (one load’s dimension), which adds up to a total of 455 operations 
and 11 machines (number of aisles). 

Step 1 begin 

Step 2 P ← GenerateInitialPopulation() 

Step 3 Evaluate(P) 

Step 4 while termination conditions not meet do 

 (1) P’ ← Recombine(P)   //UX 

 (2) P’’ ← Mutate(P’) 

 (3) Evaluate(P’’) 

 (4) P ← Select(P ∪ P’’) 

Step 5 end while 
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The 35 operations of the major part of the jobs are processed in 5 machines. This 
situation corresponds to the real problem. Usually, the load of a truck (35 pallets) 
comes from the 5 aisles closer to the docking bay. The recirculation situation happens 
when a job is processed more than once in the same machine. In the real problem this 
corresponds to collecting several pallets from the same aisle. The 35 operations of one 
job are distributed randomly by a group of machines according to the percentages 
defined in Table 2. 

Table 2. Distribution of the operations (%) 

Machines
Jobs 1 2 3 4 5 6 7 8 9 10 11

1 50 30 20
2 25 25 25 25
3 25 25 25 25
4 25 25 25 25
5 20 20 20 20 20
6 20 20 20 20 20
7 20 20 20 20 20
8 20 20 20 20 20
9 20 20 20 20 20

10 25 25 25 25
11 25 25 25 25
12 25 25 25 25
13 20 30 50  

Table 3 presents the results of computational experiences. 

Table 3. Experimental results 

Name Pop J Op Best Aver.
jr_1_1 20 1 35 83 83

100 1 35 83 83
jr_3_1 20 3 105 90 90

100 3 105 90 90
jr_4_1 20 4 140 93 93

100 4 140 93 93
jr_4_2 20 4 140 94 94,73

100 4 140 94 94,4
jr_6_1 20 6 210 110 111,6

100 6 210 109 110,3
jr_6_2 20 6 210 98 100,7

100 6 210 99 100,1
jr_8_1 20 8 280 148 148,5

100 8 280 147 148,1
jr_8_2 20 8 280 141 141,8

100 8 280 141 141
jr_10_1 20 10 350 138 140,4

100 10 350 137 139,5
jr_10_2 20 10 350 149 150,2

100 10 350 149 150,4
jr_13_1 20 13 455 197 201,1

100 13 455 197 199,9
jr_13_2 20 13 455 166 170,4

100 13 455 166 168,8  
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The algorithm was implemented in C++ and the code was compiled using GNU 
Compiler Collection (GCC) version 4.6.1. The tests were run on a computer Intel i3, 
with 4 MB of RAM, on the Ubuntu 11.10 in Windows7 using VirtualBox. 

The experiments were performed using two different populations - a small one 
with 20 individuals, and a larger one with 100 individuals. The third column of Table 
3 indicates the number of jobs, and column Op. indicates the number of operations. 
This table presents the best value obtained from 15 runs of each configuration, and the 
average value of 15 runs. For all experiments 500 iterations were performed. 

Table 4 shows the best fitness obtained in the 15 runs. A value in bold indicates 
that this value is the best fitness obtained for the instance. 

Table 4. Best fitness 

Name Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
jr_1_1 20 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83

100 83 83 83 83 83 83 83 83 83 83 83 83 83 83 83
jr_3_1 20 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90

100 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
jr_4_1 20 93 93 93 93 93 93 93 93 93 93 93 93 93 93 93

100 93 93 93 93 93 93 93 93 93 93 93 93 93 93 93
jr_4_2 20 94 95 94 94 95 94 95 96 96 95 95 94 95 94 95

100 95 95 95 94 94 94 95 94 94 95 94 94 94 95 94
jr_6_1 20 110 113 112 112 111 111 111 110 113 112 112 111 111 113 112

100 111 110 111 110 109 110 112 111 110 111 110 109 109 112 110
jr_6_2 20 98 102 102 100 101 102 101 98 102 102 100 101 100 101 101

100 100 101 100 100 101 100 100 100 101 100 100 101 99 99 99
jr_8_1 20 148 149 148 150 149 148 148 148 149 148 148 148 149 149 148

100 148 148 147 148 148 148 148 148 148 149 148 148 148 149 149
jr_8_2 20 142 142 141 142 141 141 143 142 142 142 142 143 141 141 142

100 141 141 141 141 141 141 141 141 141 141 141 141 141 141 141
jr_10_1 20 141 140 141 140 139 142 141 141 140 141 140 139 142 138 141

100 140 140 137 140 139 141 140 140 140 137 140 139 141 140 139
jr_10_2 20 149 149 150 150 150 151 151 149 149 150 150 150 151 152 152

100 151 151 149 150 151 150 150 151 151 149 150 151 150 151 151
jr_13_1 20 202 201 204 198 200 203 202 202 201 201 204 197 198 201 202

100 198 201 201 201 198 199 201 200 200 201 200 202 197 201 199
jr_13_2 20 173 171 170 170 173 171 169 172 170 172 172 169 169 169 166

100 169 167 170 168 169 166 167 171 170 168 169 170 168 169 171  

The results are promising, while achieving better solutions in early stages of the 
optimization process. Also the algorithm proved to be robust and consistent, with 
similar performances in all experiments considered. 

With larger populations it is possible to achieve better results since the beginning 
of the optimization process, although requiring extra CPU time. Despite the code is 
not yet optimized for calculations speed, a run for the largest instance (jr_13_2), 
performing 500 iterations takes about 85 seconds with a population size of 100, and 
about 18 seconds with a population size of 20. 

Fig. 4 shows these two runs - population size 20 (thin line) and population size 100 
(thick line). Fig. 4 also illustrates the advantage of using a larger population (better 
solutions since the beginning), although this option takes more CPU time. With a 
population five times bigger the algorithm returns a better result within just 20% of 
the number of iterations. 
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Fig. 4. Population effect 

6 Conclusions 

This paper presents a model for scheduling load operations in an automatic warehouse 
and a genetic algorithm to solve the JSSP with recirculation. The schedules are built 
using information given by the genetic algorithm to sequence the operations. 

The algorithm incorporates a constructive algorithm to build the solution from the 
chromosome, and it always generates feasible plans, and in particular non delay 
schedules. This constructive algorithm allows the inclusion of specific knowledge of 
the problem and makes the algorithm very efficient. This algorithm allows, with little 
effort, the resolution of several daily problems that may occur in the warehouse. 

The algorithm was tested with success on instances of equal dimension of the real 
problem. The computation time suggests that it is an efficient algorithm, allowing its 
integration in a decision support system to evaluate different alternatives in useful 
time. The main advantage in generating non delay plans is the fact that all schedules 
are valid in terms of programming the S/R machines, without generating deadlocks. 

Further work consists to implement a constructive algorithm to generate active 
plans. Since a small population produce similar results than a larger population, it is 
possible to expect better results for some instances using active plans instead of non 
delay plans, without increasing the computational time. 

Since the random keys representation has no Lemarkin property it is our intention 
to develop a variation of random keys representation to avoid this weakness. 
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Abstract. Cogeneration is a high-efficiency technology that has been
adapted to small and micro scale applications. In this work, the develop-
ment and test of a numerical optimization model is carried out in order
to implement an analysis that will lead to the optimal design of a small
cogeneration system. The main idea is the integration of technical and
economic aspects in the design of decentralized energy production con-
sidering the requirements for energy consumption for the building sector.
The nonlinear optimization model was solved in MatLab R© environment
using two local optimization methods: the Box and the SQP method. The
optimal solution provided a positive annual worth and disclosed reason-
able values for the decision variables of the thermo-economic model. Both
methods converged for the same solution, demonstrating the validity of
the implemented approach. This study confirmed that the use of numer-
ical optimization models is of utmost importance in the assessment of
energy systems sustainability.

Keywords: cogeneration model, thermoeconomics, numerical optimiza-
tion.

1 Introduction

The growth of energy consumption, mainly in the building sector, where power
and thermal energy are needed, has increased the use of the cogeneration sys-
tems. In addition, distributed generation in small and micro cogeneration sys-
tems is of increasing interest in the energy market [15,16]. Combined heat and
power (CHP) systems have proved to be one of the major options to achieve
primary energy savings, minimize grid network investment costs and reduce the
distribution losses. The environmental advantages with the reduction of pollu-
tant gas emission are also significant. The cogeneration systems have a great
potential since the simultaneous production of electrical and thermal energies
leads to overall system efficiency up to 85-90% [1].
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In Europe, the Energy Performance of Buildings Directive (EPBD) [5] and
its recent recast [7] opened new opportunities for small-scale systems applied to
the buildings sector. The directive obliges that, at the building design stage, the
economic feasibility of high-efficiency alternative systems such as cogeneration
is taken into account. Furthermore, the Cogeneration Directive 2004/8/EC [6],
which came into force in 2006, largely promoted the energy efficiency and the
improvement of energy supply security. Its purpose is, basically, the creation of
a framework for the development of high efficiency cogeneration, based on the
useful heat demand of the customer and the Primary Energy Savings (PES).
A few EU member States, like Portugal, created subsidized grid-selling tariffs,
called Feed-In Tariffs (FIT). These tariffs typically represent a premium com-
paratively to the buying-back prices, and so, all the produced electricity can be
sold to the grid and only a match for the thermal energy is needed [13].

The decision on a particular technology, its design and optimization in order
to fulfill the energy demands involves a comprehensive plant study where the
technical, social and economic aspects must be included.

Optimization is an important tool in the process of designing, implementing
and testing algorithms for solving a large variety of real problems. The selection
of the best algorithm to implement is deeply related to the objective function,
the number of variables and the constraints that give significance to the physical
problem and the smoothness of the functions (differentiable or not differentiable
functions) [17]. In recent years, different methods to optimize CHP plants have
been proposed. All the power plants modeling techniques require the definition
of an objective function and the constraints. The objective function is usually
formulated in terms of cost of purchased energy and revenues from power sales
and the constraints may represent energy balances, physical operating charac-
teristics, simple upper and lower bounds.

Some authors apply classical optimization techniques such Linear Program-
ming (LP) that can be complemented with mixed integer programming for dis-
crete optimization [10]. Rodriguez-Toral in [18] developed an equation-oriented
mathematical model for the optimization of heat and power systems using the
sequential quadratic programming method and tested three optimization prob-
lems for CHP systems. Different approaches like the metaheuristics based or
population methods are also applied. The main population-based metaheuris-
tics include: the Genetic Algorithms (GA) and the Evolutionary Algorithms
(EA) [19]. Most of computational optimization methods have focused on solving
a single-optimization objective function. However, and due to the complexity
of the problems, some authors have proposed multi-objective algorithms: the
algorithms that combine the relative weights of all objectives in a single mathe-
matical function and the Pareto-based optimization methods [2].

The main objective of this study is the application of two different numerical
optimization methods, the Box Method [4] and the Sequential Quadratic Pro-
gramming (SQP) [14], in order to model a small cogeneration system based on
a micro gas turbine (regenerative Joule-Brayton thermodynamic cycle). Using
Natural Gas (NG) as fuel, the system layout includes an internal air pre-heater
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to increase the thermal efficiency and an external water heater that recuperates
the enthalpy of the exhaust gases.

The mathematical model of the energy system is a complex nonlinear objec-
tive function with nonlinear constrains. Most of those constraints account for
the physical and thermodynamic limitations of system operation. The objective
function was defined as the maximization of Annual Worth of the plant operation
and six decision variables were taken into account. This non-linear optimization
model was implemented in MatLab R© environment.

The organization of the paper is as follows. In Section 2, the physical de-
scription of the cogeneration system is presented. Section 3 describes the math-
ematical formulation developed to model the energy system. The optimization
methods that are used to solve the constrained optimization problem are briefly
introduced in Section 4. Section 5 shows the numerical results of this preliminary
study and Section 6 presents the conclusions and ideas for future work.

2 Physical Description of the Cogeneration System

This study intends to model a small-scale cogeneration system able to deliver
125.5 kW of thermal power to fulfill the base heating load of a medium-size
building. The central component of the system is the micro gas turbine that
operates under a thermodynamic cycle known as the Joule-Brayton.

A physical description of this cogeneration system follows. The filtered air
passes through the Compressor (C) and then through an Internal air Pre-Heater
(IPH) before entering the combustion chamber (CC). Natural Gas is fed into
the CC where it burns and the high temperature gases are then expanded in the
turbine (T). The exhaust gases are firstly used to pre-heat the incoming air in
the IPH and secondly for the production of hot water in the external water heat
exchanger (WHE), before leaving to the atmosphere. The system components
are presented in Fig. 1.

Fig. 1. Micro turbine-based CHP system
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In the compressor, the air at entrance is assumed to be at the atmospheric
pressure (1.013bar) at 293 K of temperature. All the components were considered
adiabatic and a degree of irreversibility was assumed for both the compressor
and turbine. The compressed air is heated at the IPH in order to increase the
system efficiency. The second heat exchanger, the WHE, transfers the remaining
energy from the exhaust gases, where a mass flow of 0.46 kg/s of water is heated
from 288 to 353 K. The air and exhaust gases are treated as perfect gases con-
sidering constant specific heats (1.004 kJ/kg.K and 1.17 kJ/kg.K for the air and
combustion gases, respectively).

3 Mathematical Model

For the mathematical model development of cogeneration systems, a set of stan-
dard thermodynamic relationships describing the temperatures and pressures are
necessary for each system component, as fully presented in [12]. However, some
constraints in terms of temperature should be considered and must be included
in the mathematical model formulation.

As stated before, this optimization study takes into account technical and
economic aspects. The integration of these two factors is achieved by defining
cost equations for each component as a function of the physical variables. The
thermodynamic model which computes the temperatures, pressures, flow rates
and/or energy flows is solved and the purchase cost equation for each component
of CHP system Ci (i = C,CC, T, IPH,WHE) can be calculated in order to
evaluate the overall cost of the system for a specific range of combined power
production.

The cost equations were determined based on data from micro-turbines avail-
able in the market in order to better approximate the costs of each plant com-
ponent based on actual data of CapstoneTM65. The development of the cost
equations, the cost coefficients of each system component as well as the dimen-
sionless constants assumed in the model are described in detail by [12].

Along with the investment costs, a complete model for the process optimiza-
tion has been developed as a nonlinear constrained optimization problem. The
objective function of the problem is defined as the maximization of the An-
nual Worth (AW ) of the small-scale CHP system (see (1)), making the balance
between the incomes and the costs from CHP system operation

maxAW = Rsell + Cavoided − Cinv − Cop (1)

where the income covers the revenue from selling electricity to the grid (Rsell)
and the avoided cost of heat generation by a conventional boiler (Cavoided). The
costs include the annual system investment cost (Cinv) and the operational costs
involved in the production of electricity and heat using the CHP system (Cop).

The annual income from selling electricity to the grid (Rsell) is computed by
the cumulative amount of electricity delivered to the grid (Esell), considering the
time of system operability, and the electricity-selling price (Psell), as given in (2)

Rsell = EsellPsell. (2)



On Solving the Profit Maximization of Small Cogeneration Systems 151

The electricity-selling price was taken as a guaranteed and fixed (FIT) of
0.12e/kWh, in the case presented in this study. The term Cavoided described
in (3), represents the avoided cost of NG that would be consumed by a conven-
tional system (a boiler) to produce the same amount of useful thermal energy
(HCHP)

Cavoided = Pfuel
HCHP

ηb
(3)

where, Pfuel (Pfuel = 10e/GJ) is the fuel price and ηb is the efficiency of the
conventional boiler.

The system investment cost (Cinv) is calculated according to the annualized
capital cost. Annualizing the initial investment cost corresponds to the spreading
of the initial cost across the lifetime of a system, while accounting for the time
value of the money. The initial capital cost is annualized as if it were being paid
off a loan at a particular interest of discount rate over the lifetime of the option.
The Capital Recovery Factor (CRF) and can be expressed as in (4)

CRF = (P → A, ie, n) = ie(1 + ie)
n

(1 + ie)n − 1
(4)

where A is the annuity (a series of equal amount cash transactions); P is the
present value of the initial cost; ie is the effective rate of return, and n is the
number of years of the lifetime operation. In the present work, the system life-
time was considered equal to 10 years. In thermoeconomic optimization studies,
ie is calculated as: nominal rate of return (interest rate) minus inflation rate
plus owners risk factor and correction for the method of compounding [9]. The
effective rate of return ie, herein considered was 7%, in a CRF of 0.142. Thus,
the annual system investment cost, Cinv, becomes as in (5)

Cinv =
∑
i

Ci ∗ CRF (5)

where Ci (i = C,CC, T, IPH,WH) is the purchase cost of each component of
the CHP system, as mentioned above.

The total operational costs, Cop, results from the sum of maintenance and
the fuel costs, as given in (6)

Cop = PfuelṁfuellLHVt+ φCinv (6)

The fuel cost is calculated through the cumulative fuel consumption during the
working period of the CHP system (t = 4000h/year) and considering the fuel
price per energy unit, on Lower Heating Value (LHV) basis, and ṁfuell is the
fuel mass flow rate. The maintenance costs were assumed as a percentage of the
annual investment costs, equal to 15% of Cinv.

The decision variables were selected for the optimization based on their phys-
ical meaning and importance in these cogeneration systems. The chosen decision
variables are: the compressor pressure ratio; the isentropic efficiency of the air
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compressor; the isentropic efficiency of the gas turbine; the air temperature at the
internal pre-heater; the temperature of the combustion gases at the turbine inlet
and the electrical production. The latter decision variable takes into account the
heat to power ratio (λ), which defines the relationship between the amount of
useful heat (considered with a fixed value 125.5 kW) and the electricity produced
by the CHP system.

The optimization problem was formulated as a nonlinear objective function
with nonlinear inequality constraints. The definition of these constraints aims
to restrict some problem variables according to their physical significance in the
system operation.

For instance, the high-pressure air is pre-heated before entering in the CC and
so it is required that the temperatures T2 and T3 are lower than the temperature
of exhaust gases (T5) at the turbine exit in order to allow an effective heat
transfer in the IPH. This physical limitation can be satisfied by the following
constraint

T2 ≤ T3 ≤ T5.
These temperature values are calculated through the thermodynamic model of
the all system. See [11] for more details.

4 Optimization Methods

Several approaches and methods can be used to solve constrained optimization
problems. In the literature, there are gradient-based as well as derivative-free
procedures that converge to local solutions of problems.

Recent developments show that derivative-free methods are highly demanded
by researches for solving optimization problems in various practical contexts.
Derivative free optimization was developed for solving, in general, small dimen-
sional problems (less than 100 variables) in which the computation of the deriva-
tives are relatively expensive or even not available. Problems of this nature,
usually arise in engineering applications. On the other hand, the gradient-based
methods can only be applied to problems where the objective and the constraint
functions are continuous and the derivatives exist.

In this study, two local methods, the Box method and the sequential quadrat-
icc programming method, are used in order to solve the present constrained
optimization problem.

The Box method, firstly formulated by Box in 1965 [4], is a direct search
method to solve constrained optimization problems. Its formulation allows to
handle all kind of constrains with the exception of nonlinear equality constrains.
The Box method, also known as Complex method when applied to constrained
problems, is a direct search method without the need of analytic derivatives to
solve constrained optimization problems. This method allows handling all kind
of constrains with the exception of nonlinear equality constrains. The solution
domain in the n-dimensional space is defined by a polyhedral figure with, at
least, (n + 1) vertices, where n represents the number of decision variables.
The iterative procedure starts with only one feasible point, but needs a set of
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points randomly generated to constitute the complex points. This means that
the generated trial points satisfy the simple boundary constraints of the decision
variables. Nevertheless, for each generated point, it is required to verify if it
satisfies all the other constraints. Thus, the requirement of a feasible initial
point, able to satisfy all the constraints of the problem is one disadvantage of
the Box method.

Sequential Quadratic Programming (SQP) [14] is one of the most successful
methods for the numerical solution of constrained nonlinear optimization prob-
lems. It relies on theoretical foundation and provides powerful algorithmic tools
for the solution of optimization problems.

The idea of SQP is to model the constrained nonlinear problem at the current
point xk (k is the iteration number) by a quadratic subproblem (QP) and to use
the solution of this subproblem to find the new point xk+1. SQP is in a way the
application of Newtons method to the Karush-Kuhn-Tucker (KKT) optimality
conditions. The QP subproblems which have to be solved in each iteration step
should reflect the local properties of the NLP with respect to the current iterate
xk. This is done in such a way that the sequence (xk) converges to a local
minimum x∗ of the nonlinear problem as k → ∞. In this sense, the nonlinear
problem resembles the Newton and quasi-Newton methods for the numerical
solution of nonlinear algebraic systems of equations [14].

Note that a major advantage of SQP is that the initial point (or any future
iterations points) need not be feasible points (solutions that solve the constraints
of the problem). However, the difficulty to choose correctly the initial point is
an advantage, because the convergence is only guaranteed when the algorithm
starts close to the solution point.

5 Numerical Results and Discussion

In this section, the numerical results of a preliminary study are presented and
discussed. The optimization problem was solved by two nonlinear optimization
methods, in MatLab R© environment: the Box method (by implementation) and
the Sequential Quadratic Programming (SQP) by using FMINCON (an available
command in the optimization toolbox).

When implementing the optimization model, a script file was created to de-
fine all the equations that describe the thermodynamic behavior of the physical
system and the cost equations which include the most important physical pa-
rameters for each of the CHP components, respectively. For both methods, it
was also required to define the nonlinear constraints as well as the simple bounds
of the decision variables (upper and lower bounds). The main routine, where the
algorithm parameters were defined, integrates all the scripts in order to solve
the thermoeconomic problem.

In the specific case of the two methods under study, the Box method and the
SQP method need an initial point as input for the optimization algorithm. In
this study the initial approximation for the six decision variables were given by

rc = 4; ηc = ηT = 0.85; T3 = 850K; T4 = 1200K and Ẇ = 90kW.
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In order to better compare the accuracy of both methods in finding the optimal
solution, the convergence criteria of the SQP method was assumed taking into
account the same stopping criteria of the Box method. Thus, the convergence
was assumed setting the value of 1.0E-06 for the termination tolerance on the
function value and on the constraint violation.

After executing the main routine, the obtained optimal values for the six
decision variables with the Box and SQP methods are given in Table 1.

Regarding the Box method results, and despite its simplicity, parameters such
as the convergence criteria, the explicit constraint violation or complex reflection
parameters had to be adjusted, according to the specifications of the optimization
problem in study. In this study, it was considered the recommended value for the
reflection parameter (α = 1.3) and the Box method reached convergence within
640 iterations.

Regarding the SQP results, the objective function converged to the optimal
solution within 22 iterations and performed 180 function evaluations. The opti-
mization terminated because the objective function was non-decreasing in feasi-
ble directions and the solution was within the value of the function tolerance.

Table 1. Optimum values of the decision variables

Decision Box SQP
Variables Method Method

rc 5.786 5.785
ηc 0.8228 0.8228
ηT 0.8614 0.8614

T3 (K) 953.64 953.63
T4 (K) 1365.59 1365.6

Ẇ (kW) 92.86 92.86

It can be concluded that both numerical optimization techniques yield the
same feasible local minimum (satisfying the constraints and the upper and lower
values of the decision variables). The bounds in the variables guarantee that the
optimum solution is within the technical operating capability of the plant.

The data in Table 1 show that the two methods present the same outcome for
the optimal solution. The results yield the conclusion that both methodologies
are highly adequate because the results for the decision variable are perfectly
acceptable for cogeneration systems in the considered power range under study.

The compressor pressure ratio (rc = 5.78) is relatively higher than the cur-
rently available micro gas turbines in the market. However micro gas turbines
with a single stage usually have a compression pressure ratio of about 4. The ob-
tained Turbine Inlet Temperature (T4) of 1365K can be considered a reasonable
value, although this result is higher than the expected value (of approximately of
1200 K). The compressor and turbine efficiencies (ηc = 0.8228 and ηT = 0.8614)
seem to be within the expected values for this kind of systems. According to
these results for the optimal solution, the resulting CHP system is able to pro-
duce about 93 kW of electrical power.
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The developed numerical optimization model was also able to find the optimal
values of other important physical variables for the best economical outcome, e.g.
exhaust gases temperature at turbine exit (T5), gas exit temperature (T7), air
mass flow rate (ṁa) and fuel mass flow (ṁfuell). Some CHP system performance
criteria were also assessed: the water heater and internal pre-heater effectiveness,
electrical efficiency and the primary energy saving. These results are presented
in the Table 2.

Table 2. Optimal values of relevant physical variables

Physical variables Optimal Value

Air Mass Flow Rate ṁa (kg/s) 0.4192
Fuel Mass Flow Rate ṁfuell (kg/s) 0.0058
Gases Temperature at Turbine Exit T5 (K) 985.88
Exit Gas Temperature T7 (K) 363
Internal Pre-Heater Effectiveness εIPH (%) 93.14
Water Heater Effectiveness εWHE (%) 77.09
Electrical Efficiency ηel (%) 33.1
Primary Energy Saving (%) 14.17

The results shown in the Table 2 disclosed that the thermal energy transferred
to the water is maximized, since the temperature of the exhaust gases reaches
the minimum value allowed as its lower bound in the optimization model (a
temperature of 363 K). The IPH effectiveness is one of the most relevant pa-
rameters in optimizing regenerative micro gas turbines. Considering the result,
slightly above 90%, the model will lead to a CHP system with an excellent over-
all efficiency. The obtained electrical efficiency of 33.1% is higher than the actual
values observed for real micro turbines (25 to 31%). The CHP system could also
provide a PES of 14.2%, respecting the minimum recommended (at least 10%) to
be considered a high efficiency cogeneration system for small-scale applications.

The optimal economic output, optimal costs and revenues, are presented in
Table 3. Obviously, both methods reached the same value for the objective

Table 3. Results for the optimal costs and revenues of the small CHP system

Economic Output (e/year)
Capital investment Cost Cinv -13926
Fuel Costs Cfuel -37565
Operating Costs Cop -2089
Income from selling electricity power to the grid Rsell 41453
Avoided cost of conventional heat generation Cavoided 20080
Annual worth of the small scale-CHP system AW 7953
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function (AW = 7953). According to the results of the optimization, it is possible
to get profits with the cogeneration system operation obtaining a maximum
annual worth of 7953e.

The authors remark, that several simulations considering distinct initial points
were ran for both methods but the same output as the optimal solution was ob-
tained. It was also carried out two additional tests in which the stopping criteria
tolerances were changed, but it was verified that the optimization problem con-
verged to the same optimal solution.

6 Conclusions

In this paper, a model of a small cogeneration system based on a micro gas tur-
bine was developed. The small cogeneration system was able to deliver 125.5 kW
of thermal power to fulfill the base heating load of a medium-size building.

In order to select the best fitness of the decision variables, two different op-
timization approaches, the Box method and the Sequential Quadratic Program-
ming method were implemented, and some simulations were carried out to obtain
the maximum profit of the small cogeneration system.

The obtained results for both methods were similar, demonstrating the va-
lidity of the implemented approach although they have different characteristics:
Box method is a direct search method that only uses the information of the ob-
jective function; SQP is a method that uses the information from the derivatives
of the function.

Also, both methods are computationally very simple and none of them requires
large computer storage. A more detailed sensitivity analysis for the different
parameters of the optimization methods should be carried out in order to better
confirm their accuracy.

Since Box and SQP are local optimization methods, and we do not assume the
convexity of the problem. Hence, there is no guarantee that the optimal solution
found is, indeed, the global optimum of the problem. Thus, it would be appro-
priate, as future work, the use of a global optimization method in order to verify
if the obtained solution is, actually, the global maximum of the optimization
problem.
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Abstract. In this paper, the use of non-optimality spheres in a simpli-
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highlight the merits of bisection of simplicial subsets in B&B schemes.

Keywords: Global Optimization, simplicial partition, branch and bound,
bisection.

1 Introduction

This work is dedicated to Reiner Horst, who encouraged and inspired the study
of Global Optimization branch and bound (B&B) methods. In his last (2010)
contribution titled “Bisection by global optimization revisited” [8], some consid-
erations were elaborated regarding the use of simplices in branch and bound.
Reiner ideas on simplicial partitioning, developed in discussion with his co-
workers Micheal Nast and Nguyen Van Thoai, are summarized in the book [11]
and elaborated and experimented in the thesis of Ulrich Raber [17]. The main
issue in [8] is that “bisection is not optimal”. It is clear that optimality depends
on the objective under consideration, and we would like to stress that Reiner
had a wider view on the use of simplices than B&B only, namely the typical
lower dimensional tessalation in physics and the use of triangulations for find-
ing roots of mappings. This paper focuses on several aspects for which bisecting
the longest edge in simplicial branch and bound in Global Optimization may be
convenient.
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Previous experience regarding the use of B&B on the unit simplex in appli-
cations in mixture design for multinational Unilever, [4], showed that the study
of Reiner [7], on splitting the unit simplex by bisection, leads typically to edge
lengths of 1,

√
3/2,

√
2/2 and 1/2. Moreover, it was shown that, implicitly, this

technique leads to samples points over an equidistant grid when using an ε accu-
racy in the decision space [4]. In the above mentioned application, the practical
importance of this design property has connections with robustness considera-
tions, in the sense that finding an acceptable design means that all points in
its environment are feasible. Bisecting the longest edge gives relatively ‘round’
partition sets. For running a B&B tree to the bottom, where simplices have at
most a size of ε, this feature is convenient. Using radial splitting over the cen-
troid, as suggested in [7], leads to needle shaped subsimplices. Deviating from
the midpoint requires keeping track of ε robustness. Concluding Bisecting over
the middle of the longest edge can be convenient for ε robustness considerations.

A second aspect has to do with implementation issues in B&B. Instead of
questioning how many small subsets the B&B search may lead to at the bottom
of the tree, Reiner showed his always optimistic perspective of following a subset
to be split iteratively from top to bottom of the tree to see how fast it converges
to a singleton. In [8] he repeats the proposition that can also be found in [7]
and with an extensive proof in [11] that after splitting an n-simplex n times, the
longest edge will be shorter than

√
3/2. He also reminded that Beaker Kearfott

already published a similar result in 1978. In [4] it is shown that after splitting
all edges i.e. going n(n+1)/2 deeper in the tree, then the size is at most 1/2. Up
to about n = 9 this is even a sharper bound. However, seen from the worst case
(pessimistic) B&B perspective this is not encouraging; the number of simplices
to be evaluated is astronomically high.

After obtaining in practice millions of subsets to be stored in RAM, there
are two optional directions. From a theoretical point of view, this means looking
for sharper (and more elegant) bounds. From a practical perspective, it implies
designing a convenient way to store and manage the search tree, allowing sort-
ing, easy look up, and workload distribution over several processors. This is a
second reason why using the midpoint of the longest edge can be convenient; the
same (evaluated) point appears several times as vertex of sub-simplices, allowing
repeated re-use of its information without the need to evaluate it. Concluding,
bisecting over the middle of the longest edge can be convenient for storing a B&B
tree structure with subsets linked to evaluated vertices.

The use of simplices in B&B to solve GO problems is common [12,16]. The
idea can be found in the work of Ulrich Raber [16], also in the work of Julius
and Antanas Žilinskas [20] and Remigijus Paulavičius, J. Žilinskas and Andreas
Grothey [14]. Specifically, in [19] the idea of using more elegant partitioning
than bisection is discussed. However, these proposals are applicable only to low
dimensional cases. Theoretically, it is known that convergence is guaranteed. As
discussed, bisection may be a good basis from the computer science perspective,
despite it is not efficient from a bounding perspective. In the sequel, a third
aspect related to the practical use in B&B is outlined. To address this issue, a
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question is posed: how can simplicial partition sets and bisection be used to have
early pruning of nodes? This means to develop methods that detect subspaces
which cannot contain a global optimizer in an early phase.

Regarding node pruning, we focus on covering methods, based on bounds on
first (Lipschitz constant) and second derivative. For higher dimensions, greater
than 1, Reiner Horst mentioned in [11] that Lipschitz optimization “does not
look very practical”. His focus was rather on B&B; in [10] a B&B view on
covering methods is presented. Our study deals with linking the two concepts
using so-called non-optimality spheres.

We describe the idea of covering algorithms that can basically also be found
in the books of Reiner Horst [9,11] with the aid of simple examples and figures
in Sect. 2. In Sect. 3, the concept of non-optimality spheres is presented and a
B&B algorithm is given in Sect. 4 based on simplicial partition sets. We discuss
how to infer simplicial partition set covering by non-optimality spheres in Sect.
5. We numerically illustrate the concept of using bisection in such a procedure
in Sect. 6. This is followed by conclusions in Sect. 7.

2 Covering Algorithms

The generic box-constrained GO problem consists in finding the global mini-
mum f∗ of a real valued n-dimensional function f : S → R, S ⊂ R

n, and the
corresponding set S∗ of global minimum points, where S is a box, i.e.:

f∗ = f(x∗) = min
x∈S
f(x), x∗ ∈ S∗ . (1)

Covering methods approach this problem by defining iteratively a covering func-
tion ϕk(x) ≤ f(x), where a minimum point of ϕk(x) ≤ f(x) over S is then used
as the next iterate xk+1. A basic method with this property is due to Piyavski
and Shubert [5,15,18], who published in parallel about an algorithm where the
so-called saw-tooth cover is based on information about the Lipschitz constant.
The knowledge of a scalar L is assumed such that

| f(x1) − f(x2) |≤ L‖x1 − x2‖ ∀x1, x2 ∈ S . (2)

For evaluated points x1, . . . , xi, . . . , xk, with function values f1, . . . , fi, . . . , fk the
covering function is defined by

ϕk(x) = max
1≤i≤k

(fi − L‖x− xi‖) . (3)

By keeping track of the best function value as upper bound of the global min-
imum U = min1≤i≤k fi, one can show that the algorithm evaluating iteratively
the minimum of ϕk leads to a guaranteed approximation of the optimum with
accuracy δ, when using U − minx ϕ(x) < δ as stopping criterion.

The real challenge is the application of this concept for dimensions higher
than 1, given the scepticism of some authors, Reiner Horst included in [11] that
a direct application looks impractical. A continuing report on achievements on
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covering methods in Russian is due to the work of Yuri Evtushenko (e.g. [6])
during 40 years. A description of the corresponding algorithm and minimization
of ϕk is also described in [13].

A second base for covering algorithms is due to the work of Breiman and
Cutler, [2] when using a bound K on the second derivative, such that K ≥
−f ′′(x), x ∈ S or more general (in higher dimensions) on an overestimate of the
negative of the minimum eigenvalue of the Hessian, such that

f(x) ≥ f(x1) + ∇fT (x)(x − x1) − 1

2
K‖x− x1‖2 ∀x, x1 ∈ S . (4)

Analogously to (3), the corresponding covering function is given by

ϕk(x) = max
1≤i≤k

(fi + ∇fTi (x− xi) − 1

2
K‖x− xi‖2) . (5)

The algorithm of Breiman-Cutler takes iteratively a minimum point of ϕk as next
iterate. The original article [2] describes also the approach for the multivariate
case where it is necessary to find the minimum of intersecting parabolics leading
to polytope shaped regions that are similar to Voronoi diagrams. The method is
very elegant, but also very elaborative, as it requires storing information on all
evaluated points, intersecting planes and resulting vertices of the polytopes.

Baritompa in [1] showed how (2) and (4) can be relaxed by focussing on
the behavior around global optimum x∗, f∗. Let M and K be values such that
f(x) ≤ f∗ +M‖x− x∗‖, ∀x ∈ S and f(x) ≤ f∗+ 1

2K‖x− x∗‖2, ∀x ∈ S. So, it is

5(x)

f(x)

x1 f1

x2 f2

x3 f3

x4 f4
x5 f5

Fig. 1. Iterate is a minimum of (7) for f(x) = sin(x) + sin(3x) + ln(x)
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not necessary to have a global overestimate of neither Lipschitz constant, nor of
the second derivative (or the negative of the minimum eigenvalue of the Hessian
in higher dimensions), K. Then one can take as cover

ϕk(x) = max
1≤i≤k

{fi −M‖x− xi‖} (6)

or alternatively

ϕk(x) = max
1≤i≤k

{fi − 1

2
K‖x− xi‖2} . (7)

An interesting aspect is that ϕ is not necessarily an underestimating function of
f , but it neither cuts away a global minimum point.

Example 1. Consider function f(x) = sin(x) + sin(3x) + ln(x) on the interval
X = [3, 7]. We take K = 10, as the maximum value of the second derivative is
reached close to x∗. Fig. 1 depicts iterates corresponding to a minimum point
of (7). Function ϕk is not a lower bounding function, but neither cuts away the
global minimum. The minimum point of ϕk is a lower bound for the minimum
of f .

The example illustrates the deterministic view of Reiner Horst, where the global
minimum can be obtained with a guarantee given certain information. Usually
one refers to a bound on derivatives, but the assumptions of Baritompa around
the global minimum point do not require the function to be differentiable neither
continuous over the whole domain. On the other hand, practically information
on M or K is required, which may be as hard to obtain as solving the original
problem.

Our interest is the multivariate variants of using (6) and (7) in simplicial
branch and bound. Finding iteratively the minimum point of ϕk(x) may be a te-
dious job. However, from a B&B perspective, it is not necessary to know exactly
the minimum of ϕ. Our focus is on the potential of so-called non-optimality
spheres, close to the covering concepts of [6] and the concept of infeasibility
spheres in [4]. The purpose is to come to simplicial B&B based algorithms ap-
plying (6) and (7) in order to illustrate the usefulness of bisection.

3 Non-optimality Spheres

As the name suggests, non-optimality spheres are spheres that are guaranteed
not to contain an optimal solution. We start describing how non-optimality
spheres can be derived from sample points and global value information. Next,
a specific B&B algorithm which uses simplicial partition sets is presented.

Consider sample points x1, . . . , xi, . . . , xk, with f1, . . . , fi, . . . , fk as function
values, and U the best function value found, U = min1≤i≤k fi. For a value of M
such that

f(x) ≤ f∗ +M‖x− x∗‖, ∀x ∈ S, ∀x∗ ∈ S∗, (8)

a non-optimality sphere BMi centered at xi with radius ri is given by

BMi = {x ∈ S| ‖x− xi‖ < (ri =
fi − U
M

)} . (9)
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For a value K with

f(x) ≤ f∗ + 1

2
K‖x− x∗‖2, ∀x ∈ S, ∀x∗ ∈ S∗ (10)

a non-optimality sphere is given by

BKi = {x ∈ S| ‖x− xi‖2 < (r2i = 2
fi − U
K

)} . (11)

First notice that in (8) and (10) necessarily M > 0 and K > 0. The definition
of the non-optimality sphere radius is obtained by a simple manipulation of (8)
and (10), bounding f∗ by U and replacing x and f(x) respectively by xi and
fi. Comparing BKi as in (11) with the sphere that could be obtained using
a similar procedure and the Breiman-Cutler assumption (4), the difference is
that the center of the sphere is shifted towards xi +

1
K ∇fi and in the radius

definition in (11), one should take instead of fi the value of the top of the
parabola fi +

1
2K ∇fTi ∇fi.

Notice that for a current best point where fi = U , the non-optimality sphere
is empty, i.e. it could be an optimum point. Moreover, if the upper bound U
goes down during the iterations, the spheres are getting bigger. The fact that
the area of the non-optimality spheres can be left out of further consideration is
given in the following theorems.

Theorem 1. Non-optimality sphere BMi does not contain a global minimum
point x∗ ∈ S∗.
Proof. Proof by contradiction. By definition of M , f(xi) ≤ f∗ +M‖xi − x∗‖,
such that f∗ ≥ fi −M‖xi −x∗‖. Let x∗ ∈ Bi. Substitution of definition (9) gives

f∗ ≥ fi − L‖xi − x∗‖ > fi − fi + U = U, (12)

which contradicts U being an upper bound of f∗. ��
For the parabolic non-optimality sphere this is given as follows.

Theorem 2. Non-optimality sphere BKi does not contain a global minimum
point x∗ ∈ S∗.
Proof. Proof by contradiction. By definition of K, f(xi) ≤ f∗ + 1

2K‖xi − x∗‖2,
such that f∗ ≥ fi − 1

2K‖xi −x∗‖2. Let x∗ ∈ BKi. Substitution of definition (11)
gives

f∗ ≥ fi − 1

2
K‖xi − x∗‖2 > fi − fi + U = U, (13)

which contradicts with U being an upper bound of f∗. ��
In general, a non-optimality sphere may be completely covered by another one
depending on the values of M and K. This is interesting from algorithmic per-
spective, as the covered sample point and its sphere apparently do not add any
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information to the search. However, ifM is a strict overestimate of the Lipschitz
constant

M >
|f2 − f1|

‖x2 − x1‖∀x1, x2 ∈ S, (14)

then one sphere cannot be covered by another one.

Theorem 3. LetM be an overestimate (14), BMi be defined by (9) and x1, x2 ∈
S with function values f1, f2. Then neither BM1 ⊂ BM2 nor BM2 ⊂ BM1.

Proof. A sphere BM2 of radius r2 and center x2 contains a sphere BM1 with
radius r1 and center x1 if

r2 ≥ r1 + ‖x2 − x1‖.
W.l.o.g. let f2 > f1, such that r2 > r1. Then BM2 ⊂ BM1 is not possible, as
r1 ≥ r2 + ‖x2 − x1‖ is not possible. Furthermore, from (9) we have

r2 − r1 =
f2 − U
M

− f1 − U
M

=
f2 − f1
M

.

Now using (14) we obtain

r2 − r1 < f2 − f1
|f2 − f1| ‖x2 − x1‖ = ‖x2 − x1‖,

so
r2 < r1 + ‖x2 − x1‖.

So neither BM2 ⊂ BM1 nor BM1 ⊂ BM2. ��
Example 2. Consider the six-hump camel-back function:

f(x) = 4x21 − 2.1x41 +
1

3
x61 + x1x2 − 4x22 + 4x42 (15)

taking as feasible area S = [−2, 2] × [−2, 2]. It has 6 local optimum points two
of which describe the set of global optimum solutions. All vertices of S and 16
more generated sample points xi are evaluated. The maximum eigenvalue of the
Hessian goes up to 184. In [2], experiments are done with K = 9, as the lower
bounding is based on the most negative eigenvalue. In the illustration, a value
of K = 60 is used.

The resulting Emmentaler set S \ ∩BKi, where the optimum still can be
located, is drawn in Fig. 2. Similar figures can be made using M = 38 as valid
upper bound in the determination of BMi. The spheres close to the vertices of
S are relatively big, because the highest function values are attained there. Only
19 spheres are drawn because the one that corresponds to mini fi is empty; a
cross marks its center.

As such, the described set is difficult to work with. However, an alternative is
to link covering algorithms to B&B as Reiner Horst did in [10]. Specifically, we
apply the spheres in a B&B framework where n-simplices are used as suggested
by Reiner in [8].
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Fig. 2. Emmentaler set for six-hump camel-back evaluated at vertices and 16 additional
sample points

4 B&B Simplicial Covering Algorithm

The use of value information on M and K aims at guaranteeing that in the end
the best sampled point has a function value that differs less than a predefined
accuracy δ from f∗; f∗ ≤ U ≤ f∗ + δ. This target can be reached by having
a dense sampling, e.g. a grid. If a value for M is given and there is for every
sampling point, another sampling point such that the distance in between them
is at most ε = 2 δ

L , then any x ∈ S is closer than 1
2ε from a sampled point, such

that, f(x) > U − 1
2Mε = U − δ , ∀x ∈ S. In this case U is a δ-accuracy optimal

solution.
Similarly, if a value for K is given, one can sample up to an accuracy of points

being ε =
√

8δ
K apart to guarantee f(x) > U− 1

2K(12ε)
2 = U−δ. The essential of

branch and bound is not to sample everywhere dense, but to remove areas where
it has been proven that the optimum cannot be located. In the B&B method, the
set is subsequently partitioned into more and more refined parts (branching) over
which bounds of an objective function value, and in this case, non-optimality
spheres can be determined. Parts completely covered by the spheres are deleted
(pruning), since these parts of the domain cannot contain optimum solutions.
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Algorithm 1. B&B algorithm.

Inputs: - S: box constrained feasible area
- f : objective function
- δ: accuracy
- K: parabolic parameter

Output: - best proven solution xU

Funct B & B Algorithm

1. ε :=
√

8δ
K
, Λ := {C1, . . . , Cp} as first partition of S

2. for sample points xi ∈ Cj , Cj ∈ Λ EvaluateVertex(xi)
3. for simplices Cj ∈ Λ EvaluateSimplex(Cj)
4. while Λ 
= ∅
5. Take one subset C from list Λ according to a selection rule.

Subdivide C into two new subsets Cnew1 and Cnew2 by splitting
over the longest edge, generating new point xk.

6. EvaluateVertex(xk),
7. EvaluateSimplex(Cnew1), EvaluateSimplex(Cnew2)
8. return xU

A possible algorithm based on bisection is outlined (see Algorithm 1). The
method starts with a partitioning of set S into simplices C1, . . . , Cp to be stored
as first elements of a list Λ of subsets (partition sets) and stops when the list Λ
is empty. We also store the generated sample points xi and their function value
fi on which the radius of the non-optimality spheres is based. Finally we keep
track of points, that are proven to have a function value which differs less than
δ from the global minimum f∗.

A generated subset Ck is not stored in Λ, if it can be proven that it is cov-
ered. In Sect. 5, results on proving coverage are discussed. Moreover, partition
sets smaller in size than ε are discarded. The branching concerns the further
refinement of the partition. This means that one of the subsets is selected to be
split into new subsets. A selection rule determines the subset to be split next.

As discussed before based on the considerations in [7], an advantage of bisec-
tion splitting along the longest edge is due to the shape of the partition sets.
The length of the longest edge is at most twice the size of the shortest edge.
Therefore the sets can never get a needle shape.

Algorithm 2. Evaluate subset, decide to put on list based on cover

Funct EvaluateSimplex (C); global Λ, U, ε

1. if size(C) > ε
2. Cover check of C by ∪BKi

3. if C not proven to be covered
4. store C in Λ
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Algorithm 3. Evaluate a point and update global information.

Funct EvaluateVertex (x); global Λ,U, xU

1. Determine f(x) either from stored points or evaluate
2. if f(x) < U
3. U := f(x) and xU := x Update global information
4. Update all BKi and remove all Ck ∈ Λ that are covered Pruning

5 Check on Covering a Simplex by Spheres

The question if simplex C is covered by spheres Bi = {x| ‖x−vi‖ ≤ ri} centered
at its vertices vi has been dealt with extensively in [3]. Notice that the vertices
vi are a subgroup of the evaluated points; {vi ∈ C} ⊂ {x1, . . . , xk}. Even the
question of covering the simplex by spheres at the vertices is not for each instance
easy to verify. The following three rules are useful:

1. check first if one of the spheres alone covers C, i.e. maxj ‖vj − vi‖ < ri.
2. if an interior point x ∈ C is covered by the intersection of spheres x ∈

∩vi∈CBi, all the simplex is covered, i.e. C ⊂ ∪vi∈CBi. One can try a weighted
average of the vertices.

3. the best point to check is the so called θ-point where ‖θ − vi‖2 − r2i =
‖θ − vj‖2 − r2j , ∀vi, vj ∈ C. Even if θ is not interior, but covered, the whole
simplex C is covered.

In the algorithmic context, the first rule is the easiest to check and should be
tried first. The determination of the θ-point requires solving a set of n linear
equalities. Consider the vertices v1, . . . , vn+1 of C. Equating

(θ − v1)T (θ − v1) − r21 = (θ − vi)T (θ − vi) − r2i , i = 2, . . . , n+ 1 (16)

and bringing the terms with θ to the left hand side gives

2(vi − v1)T θ = r21 − r2i + vTi vi − vT1 v1, i = 2, . . . , n+ 1 . (17)

Example 3. Consider the following three spheres in 2-dimensional space:

v1 =

(
0
0

)
, v2 =

(
5
0

)
, v3 =

(
3
6

)
, r21 = 4, r22 = 3, r23 = 1.

Point θ =

(
2.6
2.7

)
can be determined equating the two planes (17) between v1

and v2 and between v1 and v3, see Fig. 3. The corresponding solution has equal
values ‖θ − vj‖2 − r2j = 10.05 for the three vertices, v1, v2 and v3.
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v1 v2

v3

θ

Fig. 3. Determination of the θ-point

It is interesting that the θ-point is closely related to the vertices that Breiman-
Cutler keep track of in their algorithm. In fact, in [3] it is shown that if θ is
interior with respect to C, then it is a global minimum point of ψC , defined
similar as ϕk in (7), where one only considers the vertices of C. To be more
precise:

ψ(x) = max
vi∈C

{‖x− vi‖2 − r2i } . (18)

Using (11), where r2i = 2 fi−U
K , we can redefine

ψC(x) = max
vi∈C

{fi − 1

2
K‖x− vi‖2} . (19)

Notice that ψC(x) ≤ ϕk(x), because {vi ∈ C} ⊂ {x1, . . . , xk}. As has been shown
in [3], l(C) := ψ(θ) ≤ minx∈C ψ(x) is a lower bound of ψC over C. In that sense,
l(C) is also a lower bound of ϕk over C. The consequence of this theoretical
results is that to check the cover, θ can be computed to find l(C). If l(C) > U ,
then C cannot contain an optimum solution. For the underestimate based onM
(8), one can also redefine the function ψ of (18). However, in that case also the
ratio between radii (ri/rj) depends on the best function value found, U . That
means, that also the θ-point depends on U . So, one can construct a similar test,
but if an update of the global upper bound U has been found, the ratio changes,
such that the θ-point is shifted.

Now getting back to the main question of our research that deals with the use
of bisecting the longest edge by the midpoint. In the empirical work of running
the algorithms, we found that if the θ-point and therefore minimum point of ψ,
has more tendency to be inside the simplex under consideration, than in the case
of needle shaped simplices. Concluding, bisecting over the middle of the longest
edge can be convenient for checking the cover of a simplex by non-optimality
spheres centered at its vertices.
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Fig. 4. Progress of a simple covering algorithm on six-hump after 50 iterations. The
left over simplices, the evaluated points and their corresponding non-optimality spheres
are depicted. The best points found are given by a small square.

If an inspected simplex C is not covered by the spheres at its vertices, it may
still be covered completely by spheres centered at other points in {x1, . . . , xk} \
{vi ∈ C}. To check this individually, one can run over the list of evaluated points
x1, . . . , xj , . . . xk and check whether

max
vi∈C

‖xj − vi‖2 < r2j . (20)

Intuitively, a sphere has more tendency to cover a ‘round’ simplex than a needle
shaped one. In the illustration, (20) is used on the bisected partition sets.

6 Numerical Illustration

How does the development of using non-optimality spheres in simplicial B&B
look like? The presented algorithm is rather generic as many details can be filled
in. A simple illustration is given without any pretention to outperform other
covering based algorithms. The algorithm was applied to the six-hump camel-
back function, where an accuracy of δ = 0.0001 and K = 60 were used. The
only used cover check is the validation of (20) for all evaluated points and a
breadth-first-search selection was applied. A list of ns simplices is maintained
and the number ndel of deleted simplices and number nf of function evaluations
is measured during the iterations it in Table 1.
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The algorithm converges after 622 iterations returning the global minimum
points. Notice that at each iteration two simplices are evaluated and that about
half of them are not put on the list in the first place. Figure 4 sketches the
progress after 50 iterations. Proceeding, U is updated and consequently spheres
increase. Figure 5 shows the state after 150 iterations. These figures also show
well that many simplices are covered by a set of non-optimality spheres, but
not by a single one, so test (20) is quite rough. The main interpretation of the
illustration is that in fact more ‘round’ simplices have an earlier covering by
individual spheres than needle shaped simplices, advocating the use of bisection
as division rule.

Table 1. Progress of the B&B algorithm on six-hump, δ = 0.0001 and K = 60

it 50 200 400 622

ns 36 96 19 0
ndel 16 106 383 624
nf 39 129 285 454
U -.13 -.98 -1.02 -1.03
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Fig. 5. Progress of a simple covering algorithm on six-hump after 150 iterations. The
left over simplices, the evaluated points and their corresponding non-optimality spheres
are depicted. The best points found are given by a small square.
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7 Conclusions and Future Work

In a recent publication Reiner Horst stated that bisection is “not optimal” refer-
ring to volume considerations and convergence rates within a branch and bound
tree.

In this paper we discuss several aspects for which the use of bisection in
simplicial B&B may be convenient due to the feature of leading to relatively
‘round’ partition sets, and implicitly sampling over an equidistant grid. Bisecting
the longest edge over the midpoint appears to be convenient for

– Robustness considerations searching for feasible ε-spheres;
– storage issues in branch and bound trees;
– checking the cover of a simplex by non-optimality spheres.

The first two observations follow from experience solving practical design prob-
lems by B&B. To elaborate the latter, a generic B&B algorithm has been outlined
and several properties regarding non-optimality spheres in this context have been
elaborated. As reported, relatively ‘round’ simplices appear to be convenient.
Like Reiner, we also looked into other ways to divide simplices. Although con-
venient in low dimensional applications, regular equilateral subsivisions cannot
be extended to higher dimensional branch and bound methods. Further research
can even be focussed on overlapping equilateral subdivisions.
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Abstract. Although the disposal of residual oils represents a major industrial 
problem it also opens an opportunity due to the energy recovery potential. If the 
combustion process is properly controlled the economic revenue could be added 
to the environmental benefits. For this purpose a test facility was developed 
which is based upon the application of an effervescent atomizer on a 200 kW 
furnace. The operating conditions were optimized through the application of a 
Taguchi technique for experimental planning. This enabled the analysis of 4 
independent variables and 3 interactions. The CO concentration was the chosen 
as the control variable. The analysis on the variance data shows that the swirl 
and the Air Liquid Ratio are the most relevant variables for the optimization of 
the combustion. 

Keywords: Effervescent atomization, Taguchi method, Combustion. 

1 Introduction 

The disposal of used oils is currently a problem of major concern. One of the main 
reasons refers to the volume of used oil, which in Portugal amounts to 35,000 tones 
per year of collected oil. Amongst the technical solutions available, the energy 
recovery through combustion or re-refining back to a virgin base oil are those 
preferable. Although there is considerable debate on the merits and drawbacks of 
either solution, the combustion solution is still one with great potential. The reasons 
are two fold: a) it represents the use of an energy resource with a high heating value, 
thus reducing the demand on the conventional fuels; b) the economic benefits 
relatively to the re-refining solution.  

One of the main vectors of directive 75/439/EC on used oils, amended in 1987, is 
that, among the different options for recovery, priority is given to the regeneration 
over their incineration. However, several studies clearly demonstrate that, most of the 
member states of the EU do not favor regeneration of used oil but, on the contrary, are 
widely using used oil as fuel in industrial applications [1].  

Out of the 1,730 kt of used oil accounted per year in the EU, roughly 50% is used 
as an energy source in the EU [1], mostly in cement kilns (35% of the burnt oil). 
Other options are based upon the use of conventional liquid fuel boilers. However, 
this solution raises various issues of concern, which result from the fuel 
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characteristics: high viscosity, carbon deposits, and particulate emissions. These 
characteristics yield a problematic atomization (requiring pre-heating) and subsequent 
deficient combustion resulting in soot and gaseous emissions.  

It is well understood that pollutant formation can be mitigated through correct 
combustion, which in turn depends upon the atomization of the liquid. Of particular 
interest is the NOx formation, which is closely related with the droplet size. One of 
the main mechanisms of NOx formation depends on the temperature and residence 
time of the combustion mixture, which should be the lowest (thermal NOx). This 
requirement can be met by producing a nearly homogeneous air/fuel mixture and 
burning far from stoichiometric conditions (lean or rich).  

Previous studies have provided a very comprehensive characterization of an 
effervescent atomizer [2,3]. Because of the internal dynamics of the nozzle, the results 
have shown that a very fine spray can be produced even at very low operating 
pressures and with no previous heating required. The outer orifice is fairly large and 
the nozzle obstruction is likely to be reduced. These characteristics make the 
effervescent atomizer very promising for used oil combustion.  

Effervescent atomization is a method of twin-fluid atomization that involves 
bubbling a small amount of gas into the liquid fuel stream upstream the discharge 
orifice of the atomizer. This technique was first developed by Lefebvre and his co-
workers in the late 1980s [4,5,6,7]. The term “effervescent” was later introduced by 
Buckner and Sojka [8]. Chawala [9] attributed the better atomization performance of 
twin-fluid techniques over single-fluid techniques to the substantial difference in the 
speed of sound between simgle and two-phase media. The sonic velocity in a 
liquid/gas mixture is substantially lower than that in either the gas or liquid phases. 

Over the past decade, various experimental studies have been carried out to 
determine the performance and spray characteristics of effervescent atomizers over a 
wide range of operating conditions. Sovani et al [10] presented a very comprehensive 
review of the effervescent atomization. Of particular interest is the application in 
combustion systems, especially with low value and poorly refined fuels containing 
high levels of impurities and widely varying physical properties. Features like lower 
injection pressures, smaller drop sizes, smaller gas flow rates and larger nozzle 
orifices make this type of atomizer very promising for applications with such fuels. 
Another advantage of the effervescent atomizer-produced sprays is the presence of air 
(atomizing gas) in the spray core, which increases the air/fuel mixing process, 
yielding a reduction in the pollutant emissions.  

Practical applications of the effervescent atomizer in combustion systems include 
gas turbine combustors, furnaces and boilers, IC engines and incinerators [10]. Sankar 
et al [11] developed a swirl effervescent atomizer for application in industrial and 
residential boilers. The combustion studies only included qualitative observations 
being that the flame produced by kerosene combustion was completely blue as the 
most relevant. This suggested an absence of soot, indicating a complete combustion 
of the fuel that resulted from the fine atomization of the liquid fuel.  

Loebker and Empie [12] designed an effervescent atomizer for spraying a pulping 
industry by-product, called black liquor (a viscous liquid of widely varying 
composition with up to 80% solid suspension), into a heat recovery boiler. The 
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performance of this atomizer was compared with a conventional spray system Vee-
JetTM nozzle, used with the black liquor. They found that while the near nozzle 
structure of the Vee-Jet nozzle showed a mesh of interwoven, unbroken strands of 
liquid, effervescent atomizer showed much smaller liquid fragments and drops. 

The main objective of this study was to apply a variance analysis to the 
optimization of the operating parameters of an effervescent atomizer applied to the 
combustion of used recycled oils. 

2 Test Facility 

The effervescent atomizer used in this study was based on the design presented in [3]. 
In order to enable its assembly in the burner setup some modifications have been 
introduced. Figure 1 shows the detailed design of the plain-orifice effervescent 
atomizer. The aerator consisted of a brass tube with 6.4 mm inside diameter and 82.9 
mm long, perforated with 96 holes with 0.75 mm diameter, arranged in a 8x12 
staggered layout. The oil and air flows were injected through the top of the atomizer, 
as shown in Figure 1, to enable the assembling into the burner. The atomizer’s body 
had two straight holes, 10 mm in diameter, to accommodate the two ignition 
electrodes. 

86

Ø
21

116

Ø
10

10

Ø
51

Air

Oil

20

 

Fig. 1. Detailed design of the plain-orifice effervescent atomizer 

Figure 2 shows schematically the main components of the test rig: furnace (1), oil 
burner (2), auxiliary gas burner (3) and propane gas supply (4), oil supply system (5), 
atomizing (or primary) air supply (6), secondary air supply (7), cooling system (8) 
and flue gases exhaust (9). 

The furnace consists of a cylindrical combustion chamber, with an inside diameter 
of 0.5 m and 2.7 m long. The furnace is of modular design with five water-cooled 
steel segments: one, closer to the nozzle, 1 m long; a second with a length of 0.8 m 
and three with 0.4 m in length. The segment closer to the burner (1 m long) was lined 
with a 0.115 m thick layer of refractory. All of them had a cooling water jacket 0.18 
m in thickness. The outer surfaces were insulated with a ceramic fiber 0.05 m thick. 
Along the furnace the segments had seven pairs of diametrically opposed windows 
with 0.110 m diameter and 0.4 m apart from each other, in order to provide optical 
access to the flame. Various steel pipes with ½” nominal diameter were also  
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Fig. 2. Layout of the test rig 

introduced trough the furnace wall to enable other measurements such as furnace 
static pressure and flame temperature. A set of 21 thermocouples were located at 
various points inside the furnace walls to monitor wall temperatures. Flue gases exit 
the furnace through a stack with an internal diameter of 0.25 m and 10 m high, made 
of stainless steel, insulated with mineral fiber. 

The oil burner included the effervescent atomizer and a rotary vane tangential swirl 
generator. The swirl intensity was regulated by adjusting the angle of the rotary vanes 
(Figure 3). The secondary air was injected tangentially between the burner gun 
(Figure 1) and the burner tube with a diameter of 0.085 m. This burner was controlled 
by an oil control Danfoss BHO 64 connected to ignition electrodes, flame photo-
detector, secondary-air pressure sensor and an oil electro-valve. 

The furnace also incorporated a single-port atmospheric-type gas burner for 
heating the refractory prior to oil firing. This burner was controlled by a specific gas 
burner control Pactrol CSA6, performing ignition, flame detection and gas shut off. 
After being turned off, this burner was carefully sealed to avoid unwanted air entering 
the furnace. 

The oil supply system, already described elsewhere [3], comprised a spur gear 
pump connected to an oil container (1 m3), a helical screw flow meter and a pressure 
gauge. The atomizing air (dry and filtered) was supplied by the compressed air mains. 
A rotameter with a pressure gauge and a needle valve enabled the control and 
measurement of pressure and air flow-rate. Both flow meters were individually 
calibrated. 

Secondary air was supplied by a centrifugal fan into the swirl generator (Figure 3). 
The flow-rate was measured at the entrance of the fan with a bell shaped inlet section. 
The flow-rate was determined by measuring the static pressure at the throat of the bell 
shaped entrance, which was calibrated by calculating the discharge coefficient, CD. 
This was determined by measuring the velocity profile of a transparent pipe 
downstream of the ventilator exit, using a 2D measuring LDA system. An average CD 
of 0.96 was obtained, demonstrating the high efficiency of the bell shaped entrance. 
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Fig. 3. Schematic of the swirl generator 

Used recycled oil supplied by AUTO VILA, reference OQ1 was used throughout 
the experiments. The most important properties were determined: ρ=898 kg/m3; υ=46 
mm2/s; higher heating value=44.6 MJ/kg; lower heating value=41.8 MJ/kg. 

3 Methodology 

Taking the furnace and nozzle configuration as a given constant, the efficiency of the 
combustion process is dependent upon a wide range of parameters. Some are 
operating variables; others are design features. The choice of the most appropriate 
configuration for the combustion operation requires the application of an optimization 
procedure to the effervescent atomizer, described in the previous section. For this 
purpose and to evaluate the most relevant parameters in the system design, an 
experiment plan was organized according to the Taguchi method and subsequently 
processed according to a variance analysis, ANOVA [13]. 

This method is essentially made up of 3 phases: 1) selection of parameters; 2) 
experiments planning and 3) data analysis and interpretation. 

In order to capture changes in gradient over the range, it was decided to evaluate 
the influence of each variable in 3 levels. In this way a set of 27 experiments defines a 
orthogonal matrix, L27, with 13 columns. They can be used to evaluate the influence 
of 7 parameters and 3 interactions (each one requires 2 columns, [13]). 

The choice of appropriate variables and the corresponding levels is crucial to the 
method success. Based upon the experience obtained in the design (which included a 
number of preliminary runs) and the understanding the atomization/combustion 
processes, the number of variables was reduced to 4, as listed in Table 1. All the 
experiments were carried out at a constant flow rate (9.9 kg/h) and for one geometric 
configuration of the atomizer (3 orifices, 1 mm in diameter, at a diverging angle of 
15º). The table also includes the values used for the three levels. 
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Table 1. Variables and corresponding levels used in the Taguchi plan of experiments 

FACTOR 
levels 

1 2 3 

A Excess of air 0.20 0.30 0.40

B Oil feeding pressure (bar) 4.5 5.0 5.5 

C swirl 0 0.25 0.5 

D ALR 0.25 0.35 0.45

Table 2. Orthogonal L27 matrix for the Taguchi plan 

 Exc. 
Air 

Pressure   Swirl    ALR     

 A B AxB C AxC BxC D e BxC e e 

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2 1 1 1 1 2 2 2 2 2 2 2 2 2 

3 1 1 1 1 3 3 3 3 3 3 3 3 3 

4 1 2 2 2 1 1 1 2 2 2 3 3 3 

5 1 2 2 2 2 2 2 3 3 3 1 1 1 

6 1 2 2 2 3 3 3 1 1 1 2 2 2 

7 1 3 3 3 1 1 1 3 3 3 2 2 2 

8 1 3 3 3 2 2 2 1 1 1 3 3 3 

9 1 3 3 3 3 3 3 2 2 2 1 1 1 

10 2 1 2 3 1 2 3 1 2 3 1 2 3 

11 2 1 2 3 2 3 1 2 3 1 2 3 1 

12 2 1 2 3 3 1 2 3 1 2 3 1 2 

13 2 2 3 1 1 2 3 2 3 1 3 1 2 

14 2 2 3 1 2 3 1 3 1 2 1 2 3 

15 2 2 3 1 3 1 2 1 2 3 2 3 1 

16 2 3 1 2 1 2 3 3 1 2 2 3 1 

17 2 3 1 2 2 3 1 1 2 3 3 1 2 

18 2 3 1 2 3 1 2 2 3 1 1 2 3 

19 3 1 3 2 1 3 2 1 3 2 1 3 2 

20 3 1 3 2 2 1 3 2 1 3 2 1 3 

21 3 1 3 2 3 2 1 3 2 1 3 2 1 

22 3 2 1 3 1 3 2 2 1 3 3 2 1 

23 3 2 1 3 2 1 3 3 2 1 1 3 2 

24 3 2 1 3 3 2 1 1 3 2 2 1 3 

25 3 3 2 1 1 3 2 3 2 1 2 1 3 

26 3 3 2 1 2 1 3 1 3 2 3 2 1 

27 3 3 2 1 3 2 1 2 1 3 1 3 2 
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Another important decision is the choice of control variables. These should 
represent the characteristic that is the most relevant in terms of operation. In 
combustion systems, the efficiency is paramount and CO or HC concentration in the 
flue gases could either be used as control variables. In the present case, the CO 
concentration was selected. Throughout the experimental program it was registered 
the concentration of CO, CO2 and O2 along with the temperature in the furnace and 
the shape and dimensions of the flame. 

For each factor the number of degrees of freedom equals the number of levels 
minus 1, being in the present case, 2. Interactions between two factors have 4 (2x2) 
degrees of freedom. As each column in the L27 matrix has 2 degrees of freedom, each 
interaction between independent variables requires the use of two columns. It was 
decided that the study should focus in: excess air/pressure; excess air/swirl and 
pressure/swirl. Table 2 summarizes the experimental plan according to the L27 
matrix. 

This matrix details the various levels defined for the 4 variables and the resulting 
interactions for the 3 combinations selected. Columns 10, 12 and 13 are not used.  

4 Results and Discussion 

The implementation of this experimental plan is detailed in Table 3, for the 4 
variables, which results from the combination of Tables 1 and 2. 

The table also details the experimental results. Although the control variable is the 
CO concentration (corrected for 8% O2), the data for the CO2 and O2 levels and Flame 
Temperature are also included as they may bring further insight into the discussion. 
The objective is the minimization of CO concentration. 

In any optimization process the deviation from the optimal value depends on both 
the mean value and data dispersion. In this way the variance analysis (ANOVA) was 
implemented. This requires the mean and variance data for each variable which can 
be used to test the significance of the data and the contribution of noise and 
uncertainties. 

The variance analysis is based upon the determination of the signal to noise ratio 
(S/R), according to: 

 ( )22log10 xXRS σ+−=  (1) 

where X  is the mean and 2
xσ  the variance.  

For each experimental run the CO concentration was recorded over a period of 
time, such as represented in Figure 4. From this time series both the average, X , and 

the variance 2
xσ  were calculated. 
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Table 3. Experimental plan and results 

Test A B C E Variable Flame 
Temp 

ºC 
# 

Excess 
of Air 

Pressure Swirl ALR CO2 O2 CO 
CO 
(8% 
O2) 

1 0.20 4.5 0 0.25 12.19 3.92 123.7 94.0 854 
2 0.20 4.5 0.25 0.35 11.39 4.97 38.0 30.8 871 
3 0.20 4.5 0.5 0.45 11.48 4.69 28.9 23.0 855 
4 0.20 5 0 0.35 11.15 5.33 18.4 15.3 851 
5 0.20 5 0.25 0.45 11.04 5.28 22.3 18.5 863 
6 0.20 5 0.5 0.25 11.57 4.59 36.2 28.7 857 
7 0.20 5.5 0 0.45 11.66 4.51 37.6 29.6 831 
8 0.20 5.5 0.25 0.25 11.43 4.72 31.2 24.8 871 
9 0.20 5.5 0.5 0.35 11.52 4.67 19.7 15.6 862 

10 0.30 4.5 0 0.35 10.84 5.56 25.8 21.7 818 
11 0.30 4.5 0.25 0.45 10.50 6.04 29.6 25.7 826 
12 0.30 4.5 0.5 0.25 11.00 5.40 18.4 15.3 858 
13 0.30 5 0 0.45 10.85 5.59 27.3 23.0 820 
14 0.30 5 0.25 0.25 10.50 6.08 21.6 18.8 865 
15 0.30 5 0.5 0.35 10.96 5.48 19.8 16.6 869 
16 0.30 5.5 0 0.25 10.56 5.97 165.4 141.9 830 
17 0.30 5.5 0.25 0.35 10.67 5.84 19.0 16.2 844 
18 0.30 5.5 0.5 0.45 10.72 5.73 12.6 10.7 846 
19 0,40 4.5 0 0.45 10.11 6.34 57.2 50.7 808 
20 0.40 4.5 0.25 0.25 9.94 6.74 23.9 21.8 843 
21 0.40 4.5 0.5 0.35 10.02 6.64 26.2 23.7 823 
22 0.40 5 0 0.25 9.26 7.36 335.1 355.5 790 
23 0.40 5 0.25 0.35 9.83 6.88 30.0 27.6 856 
24 0.40 5 0.5 0.45 9.95 6.79 23.7 21.7 820 
25 0.40 5.5 0 0.35 10.10 6.61 40.2 36.2 810 
26 0.40 5.5 0.25 0.45 9.69 7.05 37.8 35.2 839 
27 0.40 5.5 0.5 0.25 9.69 7.04 22.6 21.1 842 
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Fig. 4. Time series (in s) of CO concentration 

The S/R ratio, calculated for each response, is presented in Table 4 for each one of 
the three levels assigned to each variable. The bottom line shows the maximum 
difference for each parameter which can be used to assess the relative relevance of 
each parameter. 

Table 4. Variance analysis for S/R ratio 

S/R A B AxB C AxC BxC D e BxC e e 

1 -28.54 -29.40 -32.63 -29.23 -34.29 -27.63 -28.00 -29.38 -32.84 -28.99 -27.98 -27.71 -32.93 

2 -27.16 -29.32 -27.33 -28.36 -27.57 -29.05 -30.06 -28.90 -26.77 -29.13 -29.95 -30.32 -28.17 

3 -31.74 -28.72 -27.48 -29.85 -25.57 -30.75 -29.38 -29.15 -27.83 -29.31 -29.51 -29.40 -26.34 

dif. 4.58 0.68 5.29 8.72 3.11 1.98 6.07 0.32 1.98 2.61 6.59 

The data shows that the swirl (C) is the most significant variable affecting the CO 
reduction, followed by the ALR (D) and the excess of air (A). Injection pressure has a 
negligible influence. In addition it is observed that unaccounted factors may 
contribute to the reduction of CO (right hand column). The strong influence of the 
swirl is supported by early observations that a correct adequacy of the flow rotation 
index to the combustion chamber and the spray pattern is paramount to an efficient 
combustion. Similarly the ALR is relevant for its direct contribution to the spray 
atomization and a correct stoichiometry in the core of the spray. 

Table 5 presents the response of the system based upon the CO concentration, 
which shows a pattern that closely follows that just discussed for the S/R ratio. This is 
expected as the objective of the experimental program is to minimize the response of 
the system. 
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Table 5. Variance analysis for CO concentration 

Average A B AxB C AxC BxC D e BxC e e 

1 31.14 34.07 80.15 33.18 85.34 29.56 29.56 34.40 80.21 32.71 30.96 29.15 80.74 

2 32.22 58.40 24.18 36.37 24.36 36.35 62.12 57.72 22.64 38.36 39.22 61.63 26.99 

3 65.93 36.82 24.96 59.73 19.59 63.38 37.61 37.18 26.44 58.22 59.12 38.51 21.55 

dif. 34.79 24.33 55.97 65.75 33.82 28.16 57.57 25.51   32.48 59.19 

Figure 5 shows the response to the different parameters for the three levels assumed. 
This analysis enables to assess the direction that each parameter has on CO reduction. 

As mentioned the injection pressure has a negligible contribution to the CO reduction 
(Figure 5-b). The influence of the swirl is monotonic within the range tested. In other 
words, by increasing the swirl results in a more efficient combustion (lower CO 
concentration). It should be stressed that this analysis is based on the wider spray cone 
angle (3 orifices at a diverging angle of 15 º) which proved to be highly dependent on the 
combustion air rotation. For a narrower spray cone angle, this influence may be opposite. 

The ALR contribution (Figure 5.d) shows that an increase in ALR is beneficial for 
low CO (level 1 to 2) but may contribute to a reduction in efficiency at high ALR (level 2 
to 3). In fact, a detailed analysis of the influence of the ALR upon the spray dynamics 
shows that the atomization efficiency levels off at high ALR (Ferreira, 1999). 

For the excess air a similar pattern is observed as the combustion efficiency 
decreases for high excess air (level 2 to 3). By increasing the excess air, the air fuel 
mixture becomes leaner, the flame temperature reduces (with the combustion kinetics) 
which leads to an increase in CO concentration. 
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Fig. 5. Influence of individual factors in the system response 
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From the data analysis it should be highlighted the strong interaction between the 
excess air and the injection pressure. However, taking into account that the injection 
pressure has a negligible influence (when considered alone) and because there is 
strong evidence that unaccounted factors are important, one may conclude that the 
interaction between the excess air and the injection pressure is the direct result of 
random errors. Figure 6-a) shows no definitive trend. The other parameters show no 
cross interaction as the trend lines are basically parallel (Figure 6-b,c). 

In the variance analysis, F is the ratio between the variance of a parameter and the 
variance of the error. This ratio is shown in Table 6. For a certain confidence level, a 
high value of F means that the variance associated to a certain factor is greater that 
the variance associated to error. In other words, the influence of that parameter is 
significant. Defining the confidence level and knowing the number of degrees of 
freedom (df), a critical F can be determined. For a 99% confidence level and 2 
degrees of freedom this is 5.72. 

The data shows that the F ratio associated to the swirl is higher than the critical 
ratio. Therefore one may conclude that with a confidence level of 99% the swirl 
intensity has a contribution of up to 27% in the reduction of CO concentration. On the 
other hand the data for ALR shows that a confidence level of 99% is too high to 
conclude on its significance in the reduction of CO concentration. By reducing the 
confidence level the influence of this parameter may be accepted. In fact considering 
a confidence level of 95% (critical F of 3.44) it can be concluded that the ALR has an 
influence of up to 11% in the reduction of CO concentration. 
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Also from the variance analysis it may be concluded that the experimental error 
has a higher contribution (60.86%) than either the swirl intensity or the ALR. Various 
factors may contribute to this: unaccounted variables, inappropriate levels for the 
variables, inaccurate control of the variables and instabilities during operation.   

Table 6. ANOVA table. Determination of the statistically meaningful data 

ANOVA Exc. 
air 

Pressure   Swirl     ALR       Error 

  1 2 3 e 4 5 6 e 7 8 e 
11 

9 10 12 13  

  A B AxB C AxC BxC D e e e Experi. total 

df 2 2 4 2 4 4 2 2 2 2 22 26 

sq 99.34 2.51 173.74 375.60 63.57 20.36 189.46 0.47 31.61 208.44 600.04 1165.10 

var 49.67 1.25 43.43 187.80 15.89 5.09 94.73 0.23 15.81 104.22 27.27 44.81 

pool y y y n y y n y y y n   

F       6.89     3.47           

sq'       321.05     134.91       709.14 1165.10 

%       27.56     11.58       60.86 100.00 

In fact a detailed analysis of the CO concentration (see Figure 4) shows the 
occurrence of occasional instabilities in the operating conditions, most likely due to 
uncontrolled conditions. During the furnace operation acoustic instabilities were 
observed in the combustion process which can result from fluctuations in the air/fuel 
pressure/flow rate (which may lead to conditions outside the stable operation) and the 
on-off operation of the cooling loop. 

Another point worth mentioning concerns the application of the Taguchi method. 
Typically the selection of variables and their levels requires some historic background 
and experience on the process which is not the case at present; no similar analysis has 
been reported in the literature. In a certain way the preliminary tests (not reported 
here) were used to overcome this limitation, but it is certainly a source of concern. 
Nonetheless, the technique proved its potential. 

5 Conclusions 

The present work reports the application of a variance analysis coupled with a 
Taguchi method for experiment planning to the optimization of a combustion process. 
This is based upon the application of an effervescent nozzle to the atomization of 
residual oils. The experimental program was based on the measurement of the CO 
concentration as an objective function associated with the combustion efficiency. The 
following conclusions can be drawn:  

1. The Taguchi method was used to plan the set of experiments based on the analysis 
of the contribution of 4 variables at 3 levels. In this way, 27 experiments enable the 
assessment of 4 variables and 3 interactions. 
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2. The swirl intensity and the ALR are the most significant individual variables 
contributing to the reduction of CO concentration. Injection pressure has a marginal 
influence. 
3. The analysis of the interaction between parameters shows that no reliable 
conclusions can be obtained. 
4. The variance analysis enable the conclusion that with a confidence level of 99% the 
swirl intensity contributes up to 27% to the reduction of CO concentration. As far as 
the ALR is concerned, its contribution to the same objective function is down to 11% 
though with a lower confidence interval (95%). 
5. The error associated with variance analysis suggests that unaccounted factors may 
blur the contributions of individual variables. Various causes may be identified, 
though instabilities in the operation of the furnace may be a prime factor. 
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Abstract. The dynamic nature of today’s competitive markets compels
organizations to an incessant reassessment in an effort to respond to con-
tinuous challenges. Therefore, warehouses as an important link in most
supply chains, must be continually re-evaluated to ensure that they are
consistent with both market’s demands and management’s strategies. A
number of warehouse decision support models have been proposed in
the literature but considerable difficulties in applying these models still
remain, due to the large amount of information to be processed and
to the large number of possible alternatives. In this paper we discuss a
mathematical programming model aiming to support some warehouse
management and inventory decisions. In particular a large mixed-integer
nonlinear programming model (MINLP) is presented to capture the trade-
offs among the different inventory and warehouse costs in order to achieve
global optimal design satisfying throughput requirements.

Keywords: Supply chain management, Warehouse models, Inventory
management, Mathematical modelling.

1 Introduction

Market competition requires continuous improvement in the design and opera-
tion of supply chains. A supply chain can be considered as a network of entities
whose efficiency and effectiveness is highly determined by the performance of
the overall network (see Fig. 1).

In a supply chain network, products need to be physically moved from one
location to another. During this process, they may be buffered or stored at
certain facilities (warehouses) for a certain period of time for strategic or tactical
reasons. Within this context, warehouses play an important role in supply chains
and are a key aspect in a very demanding, competitive and uncertain market.

On the other hand, modern supply chain principles compel companies to
reduce or eliminate inventory levels. Additionally warehouses require capital,
labour, and information technologies, which are expensive resources. So, why do
we still need warehouses?

B. Murgante et al. (Eds.): ICCSA 2012, Part III, LNCS 7335, pp. 187–201, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Material Flow

Fig. 1. A typical supply chain network

According to Bartholdi and Hackman [1] there are four main reasons why
warehouses are useful:

1. To consolidate products in order to reduce transportation costs and provide
customer service;

2. To take advantage of economies of scale;
3. To provide value-added processing services, and
4. To reduce response time.

Thus, warehouses will continue to be an important node at the logistic network
by the fact that if a warehouse cannot process the orders quickly, effectively,
and accurately, then all the supply chain optimization efforts will suffer (see
Tompkins [12]).

In distribution logistic where market competition requires higher performances
from the warehouses, companies are compelled to continuously improve the de-
sign and planning of warehouse operations. Furthermore, the ever increasing
variety of products, the constant changes in customer demands and the adop-
tion of agile management philosophies also bring new challenges to reach flex-
ible structures that provide quality, efficiency and effectiveness to the logistics
operations.

Some major decisions involved in the warehouse design and operation prob-
lems are illustrated in Fig. 2 (see Gu et al. [4]). Warehouse design and planning
decisions typically run from a functional description, through a technical spec-
ification, to equipment selection and determination of the layout. The overall
structure decision determines the material flow patterns within the warehouse,
the specification of the functional areas and the flows between the areas. Siz-
ing and dimensioning decisions determine the total size of the warehouse as
well as the space allocation among functional areas. Layout definition is the
detailed configuration within a functional area and equipment decisions define
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Fig. 2. A framework for design and operation problems (adapted from Gu et al. [4])

an automation level for the warehouse and identify equipment types. Finally
operating policies refer to storage, picking and routing decisions.

Hassan [7] presented a framework for the design of a warehouse. The proposed
framework accounts for several factors and operations of warehousing such as:

1. Specification of warehouse type and purpose;
2. Analysis and forecasting of the demand;
3. Definition of operating policies;
4. Establishment of inventory levels;
5. Class formation;
6. Definition of functional areas and general layout;
7. Storage partition;
8. Selection of equipment for handling and storage;
9. Design of aisles;
10. Determination of space requirements;
11. Location and number of Input/Output points;
12. Location and number of docks;
13. Arrangement of storage;
14. Zone formation.

Once these warehouse decisions are strongly interrelated, warehouse design is a
highly complex task where conflicting objectives impose specific trade-offs.

Despite the various decision models available in scientific literature, the ma-
jority addresses isolated or simplified problems in order to provide the best
solution. However, most of the real problems are unfortunately not well-defined
and often cannot be reduced to multiple isolated sub-problems. Therefore, ware-
house design often requires a mixture of analytical skills and creativity. Anyhow,
research aiming an integration of various decisions models and methods is badly



190 C.A.S. Geraldes, M.S. Carvalho, and G.A.B. Pereira

needed in order to develop a methodology for systematic warehouse design (see
Rouwenhorst et al. [10]).

Furthermore, as the literature review in next section shows, most research
efforts have been dedicated to warehouse operations decisions instead of design
decisions. This is not surprising since design decisions models are more difficult
to develop and treat analytically once they require the integration of several and
complex issues.

In this paper we present a warehouse and inventory mathematical model that
jointly integrates issues concerning:

– The size of the warehouse;
– The external storage additional capacity, if needed;
– The replenishment quantities and reorder points of products to be stored.

Our aim is to test an integrated approach that takes into account inventory and
some warehouse design decisions.

In the Section 2 of this paper we will present a brief literature review on ware-
house design and planning issues. The purpose of this section is not limited to the
specific studied problem but also covers other important topics in warehouse lit-
erature. The Section 3 will present the proposed warehouse sizing and inventory
model formulation and a description of the methodology used to solve the model.
Computational results will be presented and summarized in Section 4, and finally
some conclusions and future work directions are reported in Section 5.

2 Literature Review

Warehousing is concerned with all the material handling activities that take place
within a warehouse. It includes the receiving of products, storage, order-picking,
accumulation, sorting and shipping operations. Basically, one can distinguish
two types of warehouses: distribution warehouses and production warehouses.
According to Van den Berg and Zjim [14], a distribution warehouse is a ware-
house in which products from different suppliers are collected (and sometimes
assembled) for delivery to a number of customers. On the other hand, a produc-
tion warehouse is used for the storage of raw materials, semi-finished products
and finished products in a production facility.

There are many activities that occur at a warehouse. Typically, distribution
warehouses receive products - Stock Keeping Units (SKUs) - from suppliers,
unload products from the transport carrier; store products, receive orders from
customers, assemble orders, repackage SKUs and ship them to their final destina-
tion. Frequently, products arrive packaged on large scale units and are packaged
and shipped on small units. For example, SKUs may arrive in full pallets but
must be shipped in cases. Fig. 3 shows the typical functional areas and flows
within warehouses.

At the receiving area products (or items) are unloaded and inspected to ver-
ify any quantity and quality inconsistency. Afterwards, items are transferred
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Fig. 3. Typical warehouse functions and flows

to a storage zone or are directly placed to the shipping area (this is called a
cross-docking operation). We can distinguish two types of storage areas: reserve
storage area and forward or picking area. The reserve area is the place where
the products stay until they are required by costumers’ orders. The picking area
is a relatively small area, typically used to store fast moving products. Most of
the flows between these areas are the result of replenishment processes. Order
picking is one of the most important functions in most warehouses. SKUs are
retrieved from their storage positions based on customers’ orders and moved to
the accumulation and sorting area or directly to the shipment area. The picked
units are then grouped by customers order, packaged and stacked on the right
unit load and transferred to the shipping area.

2.1 Warehouse Design and Planning

Warehouse design can be defined as a structured approach of decision making
at distinct decision levels in an attempt to meet a number of well-defined per-
formance criteria. At each level, multiple decisions are interrelated and therefore
it is necessary to cluster relevant problems that are to be solved simultaneously.
According to Rouwenhorst et al. [10] a warehouse design problem is a “coherent
cluster of decisions” and they define decisions to be coherent when a sequential
optimization does not guarantee a globally optimal solution.

The design of a warehouse is a highly complex problem. It includes a large num-
ber of interrelated decisions involving warehouse processes, warehouse resources
and the organization of the warehouse (see Heragu [8]). Rouwenhorst et al. [10]
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classify themanagement decisions concerningwarehousing into strategic decisions,
tactical decisions and operational decisions. Strategic decisions are long term deci-
sions and always mean high investments. The two main issues are concerned with
the design of the process flow and with the selection of the types of the warehous-
ing systems. Tactical management decisions are medium term decisions based on
the outcomes of the strategic decisions. The tactical decisions have a lower impact
than the strategic decisions, but still require some investments and should there-
fore not be reconsidered too often. At the operational level, processes have to be
carried out within the constraints set by the strategic and tactical decisions made
at the higher levels. In this level, the concern includes the operational policies such
as storage policies and picking and routing operations.

After determining warehouse location and its size, layout decisions must in-
clude areas definition and what size should be allocated to each functional area.
The forward-reserve problem (FRP) is the problem of assigning products to the
functional areas. In this problem the critical decision concerns the choice of prod-
ucts that will be stored in the forward area. Van den Berg et al. [13] proposed
a binary programming model to solve the FRP in the case of unit load replen-
ishment, and presented efficient heuristics that provide tight performances guar-
anties. These replenishments can occur during busy or idle picking periods. The
objective was to minimize the number of urgent or concurrent replenishments of
the forward area during the busy periods. Although addressing this problem is a
strategic decision problem, it is strongly associated upon some tactical problems
such as how the items will be distributed among the functional areas. However,
the approach usually adopted is to solve the problems sequentially by generating
multiples alternatives for the functional area size problem and then determine
how the products can be allocated for each of the alternatives.

Gray et al. [5] developed an integrated approach for the design and operation
of a typical order-consolidation warehouse. This approach included warehouse
layout, equipment and technology selection, item location, zoning, picker rout-
ing, pick generation list and order batching. Due to the complexity of the over-
all problem, they developed a multi-stage hierarchical decision approach. This
hierarchical approach used a sequence of coordinated mathematical models to
evaluate the major economic trade-offs and to reduce the decision space to a few
number of alternatives. They also used simulation technique for validation and
fine tuning of the resulting design and operating policies.

Heragu et al. [8] developed a mathematical model and a heuristic algorithm
that jointly determines the size of the functional areas and the allocation of the
product in a way that minimizes the total material handling and storage costs.
The proposed model uses real data readily available to a warehouse manager
and considers realistic constraints.

Geraldes et al. [2] adapted the mixed-integer programming model proposed
by Heragu et al. [8] to tackle the storage allocation and assignment problems
during the redesign process of a Portuguese company warehouse.
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More recently Strack and Pochet [11] presented a robust approach that inte-
grates aspects such us: (i) the size of the functional areas; (ii) the assignment
and allocation of products to storage locations in the warehouse; (iii) the re-
plenishment decision in the inventory management. This is probably the most
integrated decision model found in this area, nevertheless still assumes fixed and
known capacity for the warehouse.

2.2 Inventory Decisions

The adoption of new management philosophies compels companies to eliminate
or reduce inventory levels. In addition to warehouse management decisions, an
appropriate inventory policy may result in a reduction of the total warehousing
costs and can also improve the efficiency of the operating policies within the
warehouse. The aim of inventory management is to minimize total operating
costs satisfying customer service requirements (see Ghiani et al. [3]). To accom-
plish this, an optimal ordering policy must answer questions, for each SKU, such
us when to order and how much to order.

Two different inventory policies arise (see Hadley and Whitin [6]): continuous
review policy and the periodic review policy. The first policy implies that the
stock level will be monitored continuously. Whenever the inventory on hand
decreases to a predetermined level, referred to as the reorder point, a new order
is placed to replenish the inventory level. The placed order is a fixed quantity
that minimizes the total inventory costs and is normally called the economic
order quantity. In the second policy, the inventory level is checked at specific
fixed time periods and an order decision is made to complete the stock to a
desired upper limit. In this system the inventory level is not monitored at all
during the time interval between orders, so it has the advantage of little or no
required record keeping. The disadvantage is less direct control. Such system
also requires that a new order quantity must be determined each time a periodic
order is made. The operating costs taken into account in both inventory policies
are the acquisition cost, the holding cost and the shortage cost.

These basic policies can be adapted to take into account special situations such
us single or multi-item models with or without a constraint on the total storage
space, deterministic or stochastic demands, lost sales, etc. For more details and
examples see Ghiani et al. [3] and Nahmias [9].

3 Mathematical Programming Model

Storage may be considered one of the major warehouse functions. Some funda-
mental decisions occur during the design and planning of a warehouse: (i) how
much inventory should be kept in the warehouse for each SKU; (ii) how fre-
quently and at what time should the inventory for a SKU be replenished, and
(iii) what should be the size of the warehouse.

The first two decisions lead to the traditional inventory management problem
and the last one is probably one of the most important aspect in designing a
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warehouse. Once warehouse size is determined, it will act as a constraint that
may last for a long period of time.

Generally there are two basic choices for warehousing. The first is to operate
a owned (or private) warehouse and the second is to rent storage space from a
public warehouse. Depending on which is least expensive a warehouse manager
may use only one type or adopt a mixed strategy - both owned and rented
storage space.

In this section we present a mathematical programming model that integrates
the warehouse sizing problem and the inventory decisions. The mathematical
model determines the optimal overall size for a warehouse in a way that mini-
mizes the inventory and warehouse costs. In developing the model we also assume
that external storage space is available to rent to allow the selection of the most
adequate storage alternative: storage space ownership, rented warehouse space
or a combined solution. Furthermore, an inventory control policy will be based
on continuous review policy (reorder point system).

The problem can be stated as follow: a distribution company delivers a set
of i products to its customers. Customers demand is well defined and unit ac-
quisition, processing, storage and inventory carrying costs are known. Given
warehousing costs (both own storage space and rented space) the objective is to
determine the size and type (own or rented) of storage space required as well as
the quantity of each product to order and respective reorder point, for a level of
service and that minimizes total system costs.

3.1 A MINLP Model for the Warehouse Design Problem

The following notation, adapted from Strack and Pochet [11], is used:

Parameters:

i : Product number (i = 1, ..., I)

CostCar : Inventory carrying cost

CostAcqui : Acquisition cost of product i

CostShort : Shortage cost

CostRecp : Reception cost

CostCapaS : External capacity cost

CostCapaW : Capacity cost of the private warehouse

CostCapaFW : Private warehouse capacity fixed cost

E(Ui) : Expected value of the demand of product i

L : Supply lead time

dLi : Demand of product i during L

μL
i : Average demand of product i during L

σL
i : Standard deviation of demand of product i during L

M : Large positive number
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Decision variables:

w =

{
1 if we have a private warehouse

0 otherwise

CapaW : Capacity of the private warehouse

CapaS : External additional storage capacity

Qi : Replenishment quantity of product i

ri : Reorder point of product i

The general formulation of the model can be stated as:

minimize

I∑
i=1

Costcar ×
(
Qi

2
+ ri − μLi

)
+

I∑
i=1

CAcqui × E(Ui)

+

I∑
i=1

CostShort× E(Ui)
Qi

×
∫ ∞

ri

(dLi − ri)f(dLi ) ddLi (1)

+

I∑
i=1

CostRecp× E(Ui)
Qi

+ CostCapaS × CapaS

+ CapaW × w × (CostCapaW + CostCapaFW ) ,

subject to:

I∑
i=1

(Qi + ri − μLi ) ≤ CapaW + CapaS , (2)

CapaW ≤Mw , (3)

CapaW ≥ w , (4)

Qi, ri ≥ 0 , (5)

CapaW,CapaS ≥ 0 , (6)

w ∈ {0, 1} . (7)

The objective function (1) is the expected warehouse and inventory costs per
period. Concerning the inventory costs we have taken into account: carrying
cost, acquisition cost and shortage cost. The warehouse costs are composed by
the reception cost, the additional external storage capacity cost and the costs
of the private warehouse. The integrity of the model is ensured by the capacity
constraint (2) that guaranties that the required storage capacity is met. Con-
straints (3)-(4) serve to include the costs of the private warehouse. Finally, a set
of variables must be nonnegative (5)-(6) and another is considered binary (7).
The above model considers inventory and warehouse size decisions since it in-
tegrates both issues supporting decision makers defining the best warehousing
alternative, taking into account space requirements determined by customers’
demand.
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3.2 Methodology

The above model jointly integrates inventory decisions and size decisions (both
ownership and rented storage space). It is a mixed-integer nonlinear program-
ming model with a large number of variables when real cases are considered.

To evaluate the computational performance involved in solving the proposed
integrated model, experimental tests were performed using LINGO 12.0 solver
which uses branch-and-bound algorithm for integer nonlinear problems. All tests
were performed on an Intel Core 2Duo 1.4 GHz CPU and 3GB RAM.

4 Computational Results

Instances for different scenarios were randomly generated to assess the behaviour
of the model when the number of products increases (see Table 1). Table 2 shows
parameter values used to generate the testing problems.

Table 1. Analysed scenarios

Scenario I II III IV V

SKU [units] 10 100 500 1000 5000

Table 2. Parameter values for the numerical examples

Parameter Value

CostCar 3

CostShort 50

CostRecp 5

CostCapaS 20

CostCapaW 3

CostCapaFW 10

E(Ui) Uniform [1, 50]

dLi N(μL
i , σ

L
i )

The computational results for the different testing cases are shown in Table 3.
As it can be seen it was possible to analytically solve to optimality all the test
scenarios in a very satisfactory computational time. In general the algorithm is
very efficient and converge to the optimal solution in a very short time. Never-
theless, the computational time of LINGO rises as the problem size increases.
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Table 3. Model computational results

Scenario

I II III IV V

Total variables 13 103 503 1003 5003

Nonlinear variablesa 12 102 502 1002 5002

Iterations 203 647 1762 4020 16021

CPU time [mm : ss] 00 : 03 00 : 11 00 : 41 01 : 20 14 : 01

State
Global Global Global Global Global

Opt. Opt. Opt. Opt. Opt.

a Variables involved in the nonlinear relationships of the model.

In order to point out some more features of the proposed model, more exper-
iments were conducted for a warehouse problem with 500 SKUs (scenario III).
Again parameter values from Table 2 were used and service levels between 95%
and 99% were considered.

Table 4 shows that a private warehouse can be less expensive than renting all
the storage capacity, even considering higher amounts of stock. When the pri-
vately operated warehouse has an upper storage limit, the total optimal storage
capacity equals the optimal capacity for the strategy of using only a public ware-
house. This happens whenever the storage upper limit of the private warehouse
is less than the optimal storage solution of the public warehouse.

Table 4. Warehouse dimension and cost

w M CapaS CapaW Total Cost

0 — 694 — 51060

1

unlimited 0 842 45724

300 394 300 48960

500 194 500 47560

600 94 600 46860

700 0 700 46149

900 0 842 45724

Additional results also show that the inventory costs have a significant im-
pact in warehouse management (see Table 5). As expected the integration of an
appropriate inventory policy may result in a reduction of the total warehousing
costs.

The gathered results also indicate that a mixed strategy (both owned and
rented) would be better than renting all the storage space. Warehouse manage-
ment should then achieve high levels of utilization for owned storage space and
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Table 5. Warehouse total costs

w M Inventory Costs Warehouse Costs Total Costs

0 — 23908 27152 51060

1

unlimited 23878 21846 45724

300 23908 25052 48960

500 23908 23652 47560

600 23908 22952 46860

700 23903 22246 46149

900 23878 21846 45724

use additional rented space on a short-term basis to meet peak space require-
ments.

As it can be seen in Table 6, different cost elements have different impacts in
warehouse total cost.

Table 6. Warehouse inventory and operational costs

w M CostCar CostAqu CostShort CostRecp

0 — 1056 21436 1416 13272

1

unlimited 1279 21436 1163 10900

300 1056 21436 1416 13272

500 1056 21436 1416 13272

600 1056 21436 1416 13272

700 1065 21436 1402 13146

900 1279 21436 1163 10900

Since numerical tests were performed without having the real value of the dif-
ferent parameters involved in the model, and in order to highlight some relevant
issues in the performance of the model, it is important to investigate how much
influence some fluctuations in different cost elements may have in the optimal
solution. For this purpose some of these costs will be selected and will vary (-10%
and 25%) one at a time.

Denoting x and x∗ as the initial parameter value and the new value, and
w(x) and w(x∗) as the size of the storage capacity we will measure the impact
on warehouse size of some variations using the following equation:

w(x) − w(x∗)
w(x∗)

× 100% . (8)

Table 7 summarizes the impact of cost fluctuations in the warehouse optimal
size. A detailed look at the different cost changes reveals that the reception cost
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(CostRecp) has a larger impact in warehouse size. As expected, an increase in
this cost forces the model to increase the optimal order quantities and conse-
quently the warehouse storage size increases. In a similar way decreasing the
reception cost causes a decrease of the storage size area. On the other hand, the
carrying cost (CostCar) and the shortage cost (CostShort) have lower impacts
in the optimal solution with changes in warehouse size less than 1.2%.

Table 7. Impact in warehouse size (%)

Parameter Variation CapaS CapaW

CostCar
−10 −0.71 −0.59

25 1.01 1.20

CostShort
−10 0.58 0.48

25 −0.99 −1.17

CostRecp
−10 4.83 4.73

25 −9.51 −9.55

CostCapaS
−10 −4.67 —

25 10.86 —

CostCapaFW
−10 — −3.55

25 — 8.08

The results also show that despite the inventory costs have a significant im-
pact in the total warehouse costs, also variations in the warehouse costs mean
significant impact in the storage size area. For example, the model is very sensi-
tive to the external capacity cost (CostCapaS) where an increase of 25% causes
a reduction of 10.86% of the rented area. In a similar way a 25% increase in the
cost of the owned warehouse (CostCapaFW ) causes an reduction of 8.08% of
the size storage area.

The fluctuations that were carried out in some of the parameters of the model
revealed that the size of the warehouse is more sensitive to changes of some
parameters than to others. Nonetheless, the warehouse size solution is quite
robust once the proposed model integrates the different costs in a way that
balances the trade-offs among them, minimizing the effect of the change.

Finally it should be noted that in our numerical results the parameter vari-
ations were done one at a time. Future research might also be performed to
investigate joint effects of different parameters on the quality of the solution of
the model.

5 Conclusions and Future Work

Most of the times, inventory decisions and warehouse design decisions are in-
dependently considered. In fact, a single decision model that integrates several
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decisions concerning warehouse design and planning is very complex due to the
tremendous amount of information to be processed, to the large number of ex-
isting alternatives, to the existence of various and often conflicting objectives
and to the uncertainty inherent in the material flow into, through and out of the
warehouse.

Throughout this work our aim was to show the value of integrating inventory
decisions and warehouse design decisions, in particular the strategic decision that
concerns the size of a warehouse. For that purpose a mathematical programming
model was proposed and discussed.

The proposed mathematical programming model jointly integrates: (i) the size
of a private storage warehouse; (ii) the external additional storage capacity, if
needed; and (iii) the replenishment quantities and reorder points of the products.

Although the model is a mixed-integer nonlinear programming model with
a large number of variables, usually difficult to solve by general optimization
packages, it was possible to solve to optimality some test scenarios in a very sat-
isfactory computational time. Nevertheless for large instances the computational
time increases considerably.

Computational results were obtained for five different scenarios randomly gen-
erated. The gathered results also suggest that, for this particular situation, a
mixed strategy, both owned and rented storage capacity, would have lower to-
tal costs than renting all the storage space. High levels of utilization should be
achieved for owned storage space and additional rented space should be used to
meet peak space requirements. It has also been shown that inventory costs have
a significant impact in warehouse system costs.

A sensitivity analysis was performed to observe the impact of cost fluctuations
in the warehouse optimal size. For this purpose some costs were selected and
varied one at a time. The results show that the size of the warehouse is more
sensitive to changes of some parameters than to others.

Even though the presented model integrates two important decisions con-
cerning the design of a warehouse, many other decisions were not included. For
example the size of the functional areas inside the warehouse; the assignment
and allocation problem of the products; the picking and routing strategies, etc.

In summary, despite some advances in integrated approaches, further research
focusing integrated models where different processes in the warehouse are jointly
considered (and its corresponding dynamic nature), is still required. Given the
prevalence ofwarehouses in the supply chain networkswebelieve that such research
achievements can have a significant impact in the supply chain performance.

References

1. Bartholdi, J., Hackman, S.: Warehouse & Distribution Science (2006). Release 0.76,
http://www.warehouse-science.com

2. Geraldes, C., Carvalho, S., Pereira, G.: A warehouse design decision model. In: Pro-
ceedings of the International Engineering Management Conference 2008, IEMC-
Europe 2008, Estoril, Portugal (2008) ISBN: 978-1-4244-2289-0, IEEE Catalog
Number: CFP08EMS

http://www.warehouse-science.com


Warehouse Design and Planning 201

3. Ghiani, G., Laporte, G., Musmanno, R.: Introduction to Logistics Systems Plan-
ning and Control. John Wiley & Sons Ltd, England (2004)

4. Gu, J., Goetschalckx, M., McGinnis, L.F.: Research on warehouse operation: A
comprehensive review. European Journal of Operational Research 177, 1–21 (2007)

5. Gray, A., Karmarkar, U., Seidman, A.: Design and operation of an order-
consolidation warehouse: models and application. European Journal of Operational
Research 58, 14–36 (1992)

6. Hadley, G., Whitin, T.: Analysis of Inventory Systems. Prentice-Hall, Englewood
Cliffs (1963)

7. Hassan, M.: A framework for the design of warehouse layout. Facilities 20(13/14),
432–440 (2002)

8. Heragu, S., Du, L., Mantel, R.J., Schuur, P.C.: Mathematical model for warehouse
design and product allocation. International Journal of Production Research 43(2),
432–440 (2005)

9. Nahmias, S.: Production and Operation Analysis, 3rd edn. McGraw-Hill Interna-
tional Editions (1997)

10. Rouwenhorst, B., Reuter, B., Stokrahm, V., van Houtum, G., Mantel, R., Zijm,
W.: Warehouse design and control: Framework and literature review. European
Journal of Operational Research 122, 515–533 (2000)

11. Strack, G., Pochet, Y.: An integrated model for warehouse design and planning.
European Journal of Operational Research 204, 35–50 (2010)

12. Tompkins, J.A., White, J.A., Bozer, Y.A., Tanchoco, J.M.A.: Facilities Planning.
John Wiley & Sons, New York (2003)

13. Van den Berg, J., Sharp, G., Gademann, A., Pochet, Y.: Forward-reserve allocation
in a warehouse with unit-load replenishments. European Journal of Operational
Research 111, 98–113 (1998)

14. Van den Berg, J., Zjim, W.: Models for warehouse management: Classification and
examples. International Journal of Production Economics 59, 519–528 (1999)

15. Van den Berg, J.: A literature survey on planning and control of warehousing
systems. IEEE Transactions 31, 751–762 (1999)



B. Murgante et al. (Eds.): ICCSA 2012, Part III, LNCS 7335, pp. 202–216, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Application of CFD Tools to Optimize Natural Building 
Ventilation Design 

José Carlos Teixeira1, Ricardo Lomba1, Senhorinha F.C.F. Teixeira2,  
and Pedro Lobarinhas1 

1 Department of Mechanical Engineering, University of Minho, Guimarães, Portugal 
{jt,rsl,pl}@dem.uminho.pt 

2 Department of Production Systems, University of Minho, Guimarães, Portugal 
st@dps.uminho.pt 

Abstract. The use of natural ventilation systems may contribute considerably to 
the reduction of the energy consumption, while providing adequate comfort 
levels and hygiene standards for the occupants. Computational Fluid Dynamics 
(CFD) techniques are becoming increasingly attractive in the design of 
ventilation systems. In this work, tests on a validated CFD model, which 
simulates the air flow inside a standard building, were carried out in order to 
obtain a suitable tool to predict ventilation performance and therefore optimize 
the building ventilation design. The model solves the mass, momentum and 
energy for the air flow, coupled with the k-ε turbulence model. The equations 
are solved by a FV discretization technique in a structured grid. Appropriated 
boundary conditions and the dimension of the domain were studied for more 
accuracy in numeric simulation. The influence of the free stream velocity 
profile and wind direction upon the efficiency of a natural ventilation system 
under isothermal conditions has been tested. The results obtained so far confirm 
the validity of the implemented model and its possible use for the optimal 
design of natural ventilation systems. 

Keywords: Natural ventilation, Sustainable systems, Computational Fluid 
Dynamics (CFD). 

1 Introduction 

Increasing demands for thermal comfort and concerns regarding health and hygiene 
levels in confined spaces are driving the necessity for better ventilation systems. 
Ventilation is certainly a major tool in providing a desired level of user satisfaction. In 
order to regulate the indoor air parameters, it is essential to have suitable tools to 
predict ventilation performance in buildings [1]. 

The natural ventilation is an important and cost effective technique that, when 
properly implemented, contributes to the quality of indoor air as it decreases the 
pollutant concentration. In addition it reduces the death rate caused by respiration 
issues, frequently due to bad quality of indoor air. Finally, it also improves the 
thermal comfort of space and reduces the quantity of energy consumed by air 
conditioning systems. 
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However, natural ventilation is often neglected for other technologies such as 
mechanical ventilation, because it presents some difficulties, mostly due to the low 
velocity of the wind and inappropriate orientation of the ventilation openings to the 
wind direction. When natural ventilation is applicable to a specific architecture 
design, it usually requires a complex study of flow simulation to assure the air flow is 
appropriately distributed and regions of low interior air quality are absent. In turn, this 
increases the cost of the project. Traditional techniques for the design of ventilation 
systems are of difficult application in such conditions. Factors such as thermal 
gradients, wind velocity, aperture layout are paramount to their correct operation.  

CFD models have become more and more popular in predicting ventilation 
performance [1]. The CFD technique numerically solves a set of partial differential 
equations for the conservation of mass, momentum, energy and other scalar quantities 
such as, turbulence intensities and species concentration. The solution provides 
detailed information on the spatial distribution of air velocity, pressure and 
temperature. Despite simplifications in the simulation studies, the results given by the 
CFD analysis are normally a realistic approximation of a real-life system. Its 
flexibility and cost effectiveness makes the CFD software a very powerful tool in the 
engineering research field [2].  

Due to the increasing interest in using natural ventilation to reduce energy demand 
in buildings and to improve indoor air quality, the applications of CFD models for 
natural ventilation design are becoming popular. CFD three-dimensional modeling 
has been extensively explored in studying climatic and geometrical parameters in 
different fields [3-6]. El-Agouz [7] associated CFD two-dimensional air flow 
simulation with the energy equation, to study the effect of an internal heat source in a 
room. 

Some authors used experimental data [8] and theoretical models [9] on the subject 
contributing to a deeper knowledge regarding natural ventilation, validating and 
giving credibility to CFD tool in the study of natural ventilation. 

CFD models have been used to improve other building simulation tools so that 
ventilation performance can be accurately predicted. Wang and Chen [10] coupled 
CFD with a multizone airflow program and results from a building simulation method 
have been used as boundary conditions for a CFD 3D study [11]. These authors 
conclude that coupled simulation can better predict the indoor flow simulations. The 
coupling of multizone air models and thermal building simulation seems useful in the 
optimization of natural ventilation with buildings at the stage of the design and 
behavior of the occupants [12].  

The creation of a robust optimization scheme aiming to assist office building 
designers is still a challenge where CFD techniques combine with optimization 
algorithms, such as, Genetic Algorithms [13] and Artificial Neural Network models 
[14]. 

The main objective of the present study is the test of a numerical CFD simulation 
of the air flow inside a standard building, implemented in the software Fluent [15]. 
The knowledge regarding the influence of the incidence angle of the wind and the free 
stream velocity profile of the wind upon the natural ventilation allows for the 
introduction of architectural details in the building at an early phase of the project. 
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This problem has not been properly addressed in the past. Therefore, this study is 
focused on the influence of the velocity profiles of the wind coupled with the angle of 
incidence of the wind upon the efficiency of natural ventilation systems for an 
isothermal situation. The ability of the CFD tool to handle these important aspects of 
the natural ventilation gives insight in obtaining an optimized design of natural 
building ventilation systems. 

The paper is organized as follows. In section 2, the main equations of the CFD 
model are described as well as its numerical solution. Section 3 presents the 
geometry, mesh and the different boundary conditions test cases used for the 
simulations. The main results are presented and discussed in Section 4 and Section 5 
presents the main conclusions and ideas for future work. 

2 CFD Model 

The air flow inside the building and its surroundings is solved as steady, incompressible, 
Newtonian and viscous turbulent. The governing equations of conservation of mass and 
momentum are solved with appropriate modeling procedures to describe the effects of 
turbulence fluctuations. 

The model involves the simultaneous solution of the equations for mass and 
momentum conservation on a 3D framework. The main equations are now presented 
as well as, the numerical solution. 

2.1 Mathematical Modeling 

For any fluid property, its instantaneous value is obtained by adding a mean value 
with a fluctuating component. Taking velocity, this results 

 '
iii uuu +=  (1) 

The conservation equations for turbulent flows are obtained from those for laminar 
flows using a time averaging procedure usually known as Reynolds averaging. 

Mass conservation implies that the mass entering a control volume equals the mass 
flowing out, creating a balance between input and the output flows for a certain 
volume. This concept is mathematically expressed by Eq. 2, assuming constant the 
fluid properties[16-17]. Dropping the overbar on the mean velocity, u , the ensemble-
averaged mass conservation equation yields 

 0=
∂
∂

i

i

x

uρ  (2) 

where ρ stands for density, xi (i=1, 2, 3) or (x, y, z) are the three-dimensional 
Cartesian coordinates and ui or (ux, ui, uz) are the Cartesian components of the velocity 
vector u. 
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The momentum equations for the steady state turbulent flows are described by Eq. 3: 
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where μ represents the viscosity, p represents static pressure, g represents 

gravitational acceleration and F the source term for the momentum equation. The 

effect of turbulence is incorporated through the "Reynolds stresses" terms, ''
jiuuρ . 

These are related to mean flow quantities via a turbulence model. The most 
commonly used model for turbulence calculations is the k-ε successfully used in 
several fields of engineering. It is classified as a Reynolds-averaged Navier–Stokes 
(RANS) based turbulence model, considering the eddy viscosity as linear, it is a two 
equation model. This model accounts for the generation of turbulent kinetic energy (k) 
and for the turbulent dissipation of energy (ε). The model formulation described is 
typically called the Standard k-ε, and it is calculated by Eq. 4 and 5 [17]. 
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In these equations, kG  represents the generation of turbulent kinetic energy due to the 

mean velocity gradients, kσ  and εσ  are the turbulent Prandtl numbers for the k and ε, 
respectively. ε1C and ε2C are model constants. Tubulent viscosity, tμ , is modelled 

according to the Eq. 6, by combining the values of k and ε. 

 
ε

ρμ μ

2k
Ct =  (6) 

This model uses, by default, the following values for the empirical constants: 

 3.1,0.1,09.0,92.1,44.1 21 ===== εμεε σσkCCC
 

Appropriate boundary conditions have to be assumed, in order to correctly define 
the computational domain. 

2.2 Numerical Solution 

FLUENT uses a control volume based technique to solve the conservation equations 
for mass, momentum, and turbulence quantities [16-17]. The domain is divided into 
discrete control volumes where the governing equations are integrated to obtain the 
algebraic equations for the unknowns (velocities, pressure and scalars). The 
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integration of the differential equations in each control volume results in a finite-
difference equation that conserves each quantity on a control-volume basis.  

Because FLUENT defines the discrete control volumes using a non-staggered 
storage scheme (all variables are stored at the control volume cell center), 
interpolation schemes are needed to determine the face values of the unknowns from 
the stored values at the cell center. The standard discretisation scheme was used for 
the pressure and the second order upwind scheme for the momentum, turbulent 
kinetic energy and turbulent dissipation rate equations. 

The discretized equations are solved sequentially and the SIMPLE algorithm has 
always been used in the present application. This type of algorithm is based on using 
a relationship between velocity and pressure corrections in order to recast the 
continuity equation in terms of a pressure correction calculation. In this way, the 
calculated velocity and pressure fields satisfy the linearized momentum and 
continuity equations at any point. 

FLUENT does not solve each equation at all points simultaneously and so an 
iterative solution procedure is used with iterations continuing until the convergence 
criterion specified has been achieved.  

The algebraic equation for each variable is solved using a Line Gauss-Seidel 
procedure (LGS)  and the user can specify the direction in which the lines are solved 
(the direction of the flow or alternate directions) and the number of times the lines are 
solved in order to update a given variable within each global iteration cycle. To speed 
up the convergence achieved by the LGS procedure, Fluent uses a Multigrid 
acceleration technique by default to solve the pressure and enthalpy equations.  

The new calculated values of a given variable obtained in each iteration by the 
approximate solution of the finite difference equations are then updated with the 
previews values of the variable using a under relaxation technique. The user can 
choose the best relaxation factors for each variable in order to achieve a better 
convergence.  

3 Simulation Test Cases 

The objective of the present simulation is to highlight the performance of the CFD 
model [15] implemented, using commercially available CFD Fluent software. The 
building geometry and the surroundings are described as well as the mesh used in the 
numerical calculations. 

In this research work, different configurations for the boundary conditions have 
been tested according to the intensity and angle of incidence of the wind. 

3.1 Geometry and Grid 

The basic geometry considers a building with parallelepiped shape, 6 m x 6 m x 3 m. 
In it, an opening (150 mm x 300 mm) in the front wall is located 150 mm above the 
floor level and placed horizontally in the middle of the facade. Another opening, in  
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Fig. 1. Geometry of the test case [15] 

the shape of a chimney, is located on the ceiling. It is 225 mm from the back wall and 
has a cross section of 300 mm x 300 mm. The chimney is 1 m high. Figure 1 
illustrates the geometry described above. 

As already discussed [15], because the inflow and outflow of the building result 
from the fluid flow interaction with the geometry of the building and surrounding 
area, a kind of “box-the-air” called domain, is created surrounding the building. This 
procedure is crucial to accurately simulate conditions of natural ventilation and in this 
way, the characteristics of the fluid velocity in the building openings are not locally 
imposed but calculated. 

The appropriate dimension of the domain relatively to the building for which the 
airflow near the limits of the building is not influenced by its size has been carried out 
[15]. The task was to determine an appropriate size for the computational domain in 
order that the velocity profiles in the neighborhood of the building are not influenced 
by its dimension. It was concluded that a domain with overall dimensions of 30 m x 
30 m x 9 m is appropriate for an accurate assessment of the influence of the building 
in the flow field in its vicinity.  

Due to the huge dimension of the domain, it is not suitable to use a refined and 
regular mesh for whole domain. Therefore, in the more important regions the mesh 
should be more refined at the expense of other zones. The building is the most 
important zone, particularly around the openings and areas surrounding of building. 
The cell type was the same in all domain (Hexaedron–submap), with a total amount of 
approximately 2 million cells. The transitions between meshes with different sizes  
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a) 

 
b) 

Fig. 2. Configuration of the mesh used: a) in top view b) lateral view [15] 

were made by a boundary–layer type in which the size is expanded at a geometric 
ratio 1.219. So, cells have an average size of 75 mm in central area and are of 550 mm 
in remote areas. Figure 2 is illustrative of the mesh used. 

3.2 Boundary Conditions 

In the literature, different alternatives have been chosen for configuring the boundary 
conditions applicable in such cases. A comprehensive study has been made [15] in 
order to define the most appropriate boundary conditions (Figure 3). 

 

Fig. 3. Configuration of the boundary conditions for 0 angle of incidence of the wind 
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The frontal face (upstream) assumes a velocity inlet condition and the bottom a 
solid wall. For the ‘free’ surfaces of the control volume, a velocity-inlet condition 
appears to be the most appropriated and an outflow condition was defined on the back 
(downstream) surface.  

The velocity profile representing the atmospheric boundary layer was defined. The 
velocity is normal to the frontal surface and tangential to the side walls. This profile is 
a function of the height (y, from the ground) and terrain roughness and is given by the 
equation [18]: 

 ( ) ( )
α









=

1
1 y

y
yUyU  (7) 

where U(y) is the wind speed at height y (m/s); U(y1) is the wind speed at reference 
height (m/s); y1 is the reference height (m) [typically 10 m]; y is the height (m) and α 
is the coefficient of the terrain roughness (here assumed as α=0.25, for an housing 
area). On the top wall of the domain, the boundary condition was set as a tangential 
velocity in direction of the wind velocity, with a magnitude equal to that given by Eq. 
(7) for the corresponding elevation.  

Figure 4 depicts the external domain and the corresponding boundary conditions, 
as previously described. In the center of Figure 4, the building and the ventilation 
openings are shown.  

The volume between the building and the domain was defined as fluid, with the 
physical properties of air. The system was assumed with no thermal gradients being 
the temperature of the building walls and the air set at 20 ºC. 

 

Fig. 4. Scheme of the velocity profiles applied [15] 

The simulations were carried out for 3 different velocity profiles, defined by the 
free stream velocity of 1, 2 and 3 m/s referred at the reference height of 10 m. As far 
as the wind direction is concerned, 5 different angles of incidence of the wind were 
tested: 0°, 22.5°, 45º, 67.5º and 90°, as shown in Figure 5.  
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0º 

22.5º 

45º 

67.5º 
90º 

 

Fig. 5. Angles of incidence of the wind and profiles [15] 

The boundary conditions applied in the limits of the domain were similar to those 
described above. However, its details were adjusted as a function of the angle of 
incidence of the wind. Figure 6 shows the configurations adopted, taking the 
reference case for an angle of incidence of 0 º (Figure 3). 

 

 

 

Fig. 6. Configuration of the boundary conditions for different angles of incidence of the wind 

4 Numerical Results and Discussion 

For all the test cases, an analysis of the flow pattern was made around the building on 
a horizontal plane at the level of the lower opening. Figure 7 shows the velocity field 
in the vicinity of (and in) the building for an incidence angle of 0º. The figure on the 
left hand side (at the opening high) shows that the opening provides an influx of fresh 
air into the building with a localized velocity that dissipates downstream through the 
inner space; in fact the velocity for most of the volume is close to zero. The maximum 
velocity inside the building at a height of 1.5 m is 0.038231m/s (for a free stream 
velocity of 3 m/s). This is well below the maximum acceptable by standards for 
building comfort defined by the construction codes of 0.2 m/s. In the back wall of the 
building two symmetrical recirculation vortexes are formed (“3”; Figure 7-a). Similar 
patterns are observed along the leading edge of the side walls, in which the 
reattachment is delayed with increasing the air free stream velocity. At the leading 
edge of the top wall a recirculation vortex is also present (Figure 7-b). 

22.5º; 45º and 67.5º 90º 
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Figure 8 shows the flow pattern for an incidence angle of 90º, which identifies a 
wind velocity parallel to that ventilation opening. In this situation, the flow is diverted 
around the building, creating a stagnation point in the center of the upstream wall (“1” 
in Figure 8). Flow separation occurs at the edge of the building though flow 
reattachment occurs well upstream of the ventilation opening as can be observed in 
Figure 8-c). However for a higher free stream velocity (U(10)=3 m/s) a strong 
separation occurs at the building edge (zone “2” in Figure 8-a)) and flow reattachment 
is prevented into well downstream the side wall of the building. The extent of the 
recirculation zone can be observed in the detail represented in Figure 8-b) where a 
reverse flow is still evident downstream the side wall in the vicinity of the ventilation 
opening. This causes flow patterns that penetrates into the building itself as observed 
by comparing the right hand sides of Figures 8-b) and c); the flow direction inside the 
building is reversed. 

 

    
 

Fig. 7. - a) Distribution of velocity field in the horizontal plan passing through the lower 
opening for the profile U(10) =2 m/s, b) in the central vertical plane. Incidence angle of 0º. 

However, for the low intensity velocity profiles, the air entry into the lower 
opening is similar to all cases previously observed, i.e., in the direction of the main 
flow, as shown in Figure 8-c). It is also observed that even at 90º incidence some 
degree of ventilation is provided. Nonetheless the maximum velocity is approximately 
an order of magnitude below that observed for a 0º incidence angle (0.004428 m/s). 

An alternative analysis consists in assessing the Pressure Coefficient - Cp  
(Figure 9). The data refers to an incidence angle of 0º. It is observed that the lower 
opening always acts as the inlet section for the building ventilation as it is located in 
the upstream wall, facing directly the wind. The local pressure coefficient for the 3 
regions represented in Figure 9 follows the relationship Cp3>Cp2>Cp1. This behavior 
was observed for all angles of incidence of the wind and for all the velocity profiles 
tested. Also the location and extent of the recirculation areas (Figure 7) matches the 
location of negative pressure coefficients. 
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Fig. 8. - a) Distribution of velocity field in the horizontal plan passing through the lower 
opening for the profile U(10)=2 m/s, b) detail near the lower opening for the profile U(10)=3 
m/s, c) detail near the lower opening for the profile U(10)=2 m/s  

 

Fig. 9. Distribution of pressure field in the mid plane containing the openings (incidence angle 
of 0º) 

Using for comparison the criterion "area-weighted average velocity magnitude", 
that for the free stream velocity of U(10)=3 m/s, the highest average velocity inside 
the building is observed (Figure 9). The data refers to the velocity field calculated at 
an elevation of 1.5 m. Nonetheless the actual average velocity is very low, below 
0.0071 m/s. The profile for a free stream velocity of U(10)=1 m/s shows the lowest 
average velocity and a lower dependence upon the angle of incidence. In this case, the 
influence of incidence angle upon the lower velocity profile is virtually negligible. 
From the data represented in Figure 9, it is observed that by increasing the free stream 
velocity the maximum average velocity tends to occur for an incidence angle between 
22.5 º and 45 º and not at 0º of incidence. 
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Fig. 10. Average velocity inside the building (1.5 m) 

Figure 11 shows the variation of the pressure coefficient at the inlet opening with 
the incidence angle and the wind velocity. The data is in agreement with the average 
velocity inside the building. It shows that this parameter if less sensitive to the wind 
orientation with the decrease in the free stream velocity. The occurrence of negative 
coefficients for large incidence angles (particularly at high velocity) suggests that the 
flow is not fully reattached at that point. 

 

Fig. 11. Pressure coefficient at the inlet opening 

One of the most important factors in evaluating the efficiency of a ventilation 
system (either natural or mechanical) is the rate of air renewal. By referring this as the 
number of volumes displaced per unit of time (hr-1), the value of the air renewal per 
hour decreases with the increase of the incidence angle of the wind, as shown in 
Figure 12. 
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Fig. 12. Value of RPH according to the angle of incidence 

The increase in the wind velocity is associated with an improvement in the air 
renewal, hence ventilation efficiency. The largest numbers of air renewal occur for an 
angle of incidence 0°, as opposed to the angle 90 º. Bearing in mind the value of 0.6 
hr-1 [19] as a minimum for maintaining an indoor air quality, the case for U(10)=1 m/s 
does not promote ventilation at acceptable levels. It should also be referred that the 
reduction in the ventilation efficiency is small for angles below 45º. Changes in the 
openings layout and size would be required to keep the ventilation at acceptable 
levels. Another alternative would be to split the ventilation openings into 2 on 
adjacent walls in order to guarantee that at least one would always be oriented at a 
favorable angle. 

Figure 13 shows the rate of air renewal as a function of the variation in the pressure 
coefficient between the entrance opening and the chimney. It is observed that all the 
data follows a single trend, independent of the air flow orientation. 

0.0

0.5

1.0

1.5

2.0

2.5

0 1 2 3 4

Cp (Var)

RP
H

0

45

90

 

Fig. 13. Value of RPH according to the angle of incidence 
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5 Conclusions 

This work reports the application of a CFD model to describe the natural ventilation 
inside a building under isothermal conditions. The computational domain was 
extended well outside the building in order to guarantee that the flow draft through 
the building is driven by the interaction of the atmospheric boundary layer with the 
building and its apertures. 

From this work it can be concluded that CFD is a valuable tool for the flow 
analysis inside a building and therefore to assess the efficiency of natural ventilation 
systems. It was observed that the flow orientation relatively to the aperture is a major 
factor in providing an effective ventilation. Nonetheless, even for an orientation of 
90º, some degree of ventilation is observed. The velocity inside the building is always 
below the comfort threshold level for indoor air quality. The rate or air renewal 
comply with the minimum of air renewals per hour for approximately 47% of all the 
cases tested. Particularly for a profile U(10)=3 m/s which shows a 80% efficiency. 

The flow patterns in the vicinity of the outer walls of the building show the 
occurrence of recirculation vortexes over the back wall and on the leading edges on 
the roof and side walls. The location and size of such vortexes is well correlated with 
the distribution of the pressure coefficient along the surface of the building. For the 
highest wind velocity at an orientation of 90º, the recirculation vortex along the side 
extends into the ventilation aperture yielding an inlet velocity into the building with 
an orientation contrary to the main flow. 

Given that the influence of the angle of incidence is reduced for values below 45º it 
is suggested that splitting the openings into adjacent walls may be effective to ensure 
an adequate ventilation, regardless of the wind orientation. The air ventilation rate 
was well correlated with the difference in pressure coefficients between the inlet and 
the outlet (chimney) apertures. 
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Abstract. This paper first presents our framework architecture of ubiq-
uitous sensor networks for agricultural and livestock farms, and then
designs integrative middleware capable of efficiently managing the inter-
action between sensors and sensor applications. For the sensor network
platform now under integration test, a block-level error recovery scheme
is proposed to cope with the burst error pattern in wireless communica-
tion channels. The server-side middleware sends per-block acknowledg-
ment packets, while sensors summarize the unacknowledged block and
then transmit the summary when the connection gets reachable again.
The block size and other summarization parameters are decided on the
stream establishment. For operator control supports, two communication
paths are established, one between remote PCs and embedded control
boxes via TCP/IP connections, and the other between mobile terminals
and smart motes via cellular network connections. Our middleware de-
sign can contribute to improving the reliability and correctness of sensor
data processing by systematically coordinating interactions between all
components involved in ubiquitous sensor networks.

Keywords: Ubiquitous sensor network, integrative middleware, inter-
action coordination, block-level error control.

1 Introduction

Each sensor network employs different sensors and differently deals with collected
data according to the given system goal, even though its common operation is
to collect and analyze sensor data, finally deciding an appropriate control action
[1]. The control action may include storing and sophisticated mining of large
volume of sensor data stream [2]. It is natural for each sensor network to be spe-
cialized according to its application area, reliability level, data scalability and
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the like, but sensor networks belonging to the same category working in the
similar environment can have a common framework. Here, the small difference
can be efficiently overcome by integrative middleware which coordinates inter-
actions between sensor nodes and data handlers. This common framework can
be deployed without redesigning the whole components such as data exchange
protocols, message formats, and sensor data analyzers. It can even invite a new
application to the underlying sensor networks [3].

Our project team has been researching and developing an integrative USN
(Ubiquitous Sensor Network) for agricultural and livestock farms as well as fish-
eries, which are major industries in our province, namely, Jeju island, Republic
of Korea [4]. Our USN, currently under development and testing, continuously
monitors the environmental change in temperature, humidity, lightness, wind
speed, CO2, and NH2 levels, while biosensors which captures the disease of a
livestock. In this design, a sensor network can be built by selectively integrating
those components required by an application type which can be characterized by
involved sensors, coverage area such as a village or farms, and control reactions.
This system pursues the following 5 development goals and now is in the middle
of the final integration test.

1. composite sensor device and relevant remote control module
2. USN middleware for farms, fisheries, and livestock farms
3. intelligent control technology for farming environment
4. smart farming management information system
5. testbed construction and field test

In the phase of the integration test, the availability of sound sensor data is much
more important for the correct operation of sensor applications than expected.
For the integrative design of USNs, the middleware plays a key role of managing
sensors and activating software agents. In this regard, this paper designs USN
middleware including a block-level data recovery mechanism which attempts to
minimize the effect of message loss by summarizing each message block. In addi-
tion, control paths and corresponding user interfaces will be developed for remote
sensor network access. This middleware-supported framework can efficiently host
a new sensor network application.

This paper is organized as follows: After outlining the problem in Section 1,
Section 2 shows the sensor network architecture we have built. Section 3 designs
sensor network middleware focusing on how to process the stream data. Section
4 implements the communication path for remote control. Finally, Section 5
concludes this paper with a brief introduction of future work.

2 System Architecture

Under the research and technical project named Development of convergence
techniques for agriculture, fisheries, and livestock industries based on the ubiqui-
tous sensor networks, a common sensor network framework has been built taking
advantage of intelligent information technologies [5]. This framework provides an
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efficient and seamless runtime environment for a variety of monitor-and-control
applications on ubiquitous sensor networks. As shown in Figure 1, the sensor net-
work field consists of diverse sensors exchanging messages by the IEEE 802.15.4
Zigbee protocol [6]. Through the USN gateway, sensor data messages are for-
warded to a stream manager, which implements a variety of rules for detect-
ing events of interest. The stream manager also determines the lifetime of each
stream according to the requirement given by an application which can be from
monitor-and-control agents to sophisticated cultivation planners [7]. The stream
data will be dispatched to the appropriate application which is registered in
the manager in advance. This architecture can integrate new sensors, rules, and
applications.

Stream manager

App n

rule−

di
sp

at
ch

er

detector
event
based

App 1

App 2

Fig. 1. Ubiquitous sensor network framework design

For a sensor network, our system implements a sensor node capable of reli-
ably collecting sensor data mainly and delivering control actions to actuators
in the agricultural sensor network [8]. Basically, the sensor nodes are installed
at fixed location in agricultural sensor networks, so a sensor board can provide
a stable power to them. A composite sensor board is consist of a main control
unit, a sensor interface base board, an actuator interface & control board, a
global network interface module, and a sensor signal acquisition board. It ex-
tends the data transmission range by regulating power consumption according
to the device operation type. Here, the lightweight 6LowPAN and IPv6 protocol
is extended, while a group of sensor devices can share pin connections. The sen-
sor board also implements a program logic which converts raw sensor values to
human-friendly ones. For example, the humidity sensor just captures the voltage
level and the sensor board maps it to the 0 ∼ 100 % humidity range. In the same
way, anometer sensor values are converted to wind speed and direction.

3 Middleware Design

3.1 Sensor Stream Data Path

The main targets of our sensor network framework are listed in Table 1. Green-
houses, water tanks, and cattle sheds are the places where our USN will be
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prospectively installed [9]. Each USN can work autonomously, but multiple USNs
can be merged into a single management domain. Common operations and com-
ponents for their sensor networks can be defined as each category has many
common features in terms of sensors and cultivation management. For exam-
ple, temperature monitoring and control is required in all of three places. Even
though the water tank and the cattle shed bring up different species, they have
the same cultivation and environmental management targets.

Table 1. Target network classification

Crops Cultivation Requirement

flowering plant, fruit tree type temperature, illumination,
greenhouse fruit-vegetable, species feature sunshine, gas,

fruit tree cultivation management water, soil

halibut, species feature temperature, oxygen,
water tank porgy, cultivation management water pollution, salinity,

tuna environment management water level

pig, species feature temperature, illumination,
cattle shed chicken cultivation management gas, wind speed,

environment management humidity

In addition, Figure 2 shows the inter-module communication diagram for sen-
sor data interfaces. Sensor nodes are connected to the gateway through the
Zigbee network path. Embedded control boxes connect to the gateway using
RS-232C serial communication on 115,000 bps. Moreover, u-MultiSensorMote,
which will be explained later, establishes a connection to mobile phones using
CDMA 2000 1X on necessity basis. For better event delivery on this communi-
cation path, our middleware classifies the message priority into 5 levels. Each
message container includes this priority value along with sensor network id, sen-
sor node id, and sensing type specification.

3.2 Middleware Support

Systematic middleware coordinates the interaction between the application layer
and low-level sensors. For the sake of analyzing a great volume of sensor data,
it mainly filters and synthesizes sensor streams [10], creating value-added con-
text information. Then, an agent-based architecture distributes real-time data,
forwarding a specific event to the appropriate application, which is registered in
the directory service via the open interface. The middleware cooperatively works
as service, server-side, and in-network agents. The service middleware agent in-
cludes a service discovery module, application agents, and a middleware query
handler. The server-side middleware mainly manages the sensor stream, activat-
ing and relinquishing the sensor data streams according to the order given by
applications through the service middleware [11].
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Fig. 2. Sensor stream data path

The in-network middleware, running in sensor nodes, provides a common ab-
stract interface to the sensor hardware [12]. By means of this interface and meta-
data specification, the server-side middleware can manipulate the sensor node
operation. The stream manager collects the data from sensor nodes during the
lifetime of a sensor stream. It continuously tracks sensor readings and detects a
change in them. The queries can be classified by server-side, snapshot, continu-
ous, event, and event snapshot queries. The sensor stream is an isochronous (or
synchronous) traffic, consisting of message streams that are generated by their
sources on a continuing basis and sent to a stream handler also on a continuing
basis [13]. Sensor values are likely to contain error due to many reasons such
as temporary board power instability, sensor node fault, and network discon-
nection. Hence, it is necessary to first filter false sensor readings, namely, check
whether the sensor value is in the reasonable range. Additionally, if the current
value is too much different from the previous one, it is considered to be invalid.
Only the valid readings are stored in the database for further processing.

The wireless network is not so stable compared with wired counterpart [14].
Sometimes, sensor nodes can be isolated from the network and their data cannot
be sent to the server-side middleware. Moreover, if a critical event such as fire
occurs, sensors around the spot detect the status change and attempt to report
simultaneously, resulting in a temporal traffic jam in the gateway node. Some
messages are lost and the middleware can’t correctly grab what is really going
on. Such network instability is unavoidable in wireless sensor networks. In our
field test for wireless communication, the sensor board operation is significantly
affected by the weather condition and likely to work poorly when it is windy
and rainy. In this case, the middleware can request data retransmission to the
sensor node. However, the legacy per-message error recovery is impractical be-
tween sensors and the middleware, as it incurs so many control packets such as
acknowledgment, retransmission, and the like. In the wireless environment, the
error pattern is busrty. If a channel hopping mechanism is not exploited in the
data link layer, a block of messages is almost completely lost [15].

Accordingly, our system designs a block-level error recovery scheme. The mid-
dleware sends acknowledgement messages back to the sensor node when it re-
ceives a block of messages. The block size, namely, the number of messages in
a block, depends on the sensor type and the sensor environment as previously
shown in Table 1. The middleware can know whether the block is well received
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by the sequence number and its timer based on the report period of the sensor
stream. It can send an acknowledgement message even if just a few messages are
lost and how many message losses it can tolerate is also a tunable parameter.
The sensor node keeps the report messages until the block is acknowledged, so
the sensor buffer will overflow for a long breakage, which is not uncommon in
wireless networks. If not, it summarizes the block of messages, before discarding
all of them, as illustrated in Figure 3. Each message is embraced by STX (Start
Transmission) and ETX (End Transmission) fields, while its payload length is
less than 20 bytes.

summary

Block

. . .

Block

. . .

STX length type ID data ETX

Summary Summary

T for temperature
H for humidity
L for lightness
C for CO 2

P for smart socket

block ack

message

summary req.

Fig. 3. Ubiquitous sensor network framework design

We define several options a sensor node can take for the summary of each
block, while the middleware selects a specific option when the connection is
established. The options include average, max, min, last, and counter. The first
four are self-explanatory, while the counter option counts the number of sensor
readings which meet the specific condition in the message block. For example, it
can count the number of sensor records higher than 5 mph in a wind speed sensor.
Moreover, another options agreed between the sensor board and the middleware
can be integrated easily. For example, a pattern can be specified and captured in
the sensor board processor. In this way, each unacknowledged block is reduced
to a couple of bytes and sent to the middleware when the network becomes
reachable again on the retransmission request from the middleware. Even if the
middleware agent cannot recover the whole lost messages, it can keep monitoring
and conducting stream-level analysis.

3.3 Data Analysis

The series of event patterns and interpreted knowledge are embedded in the
analysis module to recognize conditions of interest instantly. Moreover, our sys-
tem opens an interface to define the relationship between the environmental
aspect and facility control equipments. Through this interface, we can set both
the trigger condition of control actions and new event detection logic [12]. The
location of each sensor is registered in the spatial database. The location record
is specified by a WGS coordinate which consists of latitude and longitude. Along
with the digital map representing the geographic information, we can conduct
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a spatial analysis on the relationship between two or more sensor values and
on terrestrial effects to sensor readings. A sensor stream is established when-
ever an application wants to monitor the sensor data. For such continuous query
processing, the period of sensor reports can be adjusted according to the appli-
cation requirement in our design. After all, even if the stream message contains
neither a time stamp nor a location tag, the sensor application can know the
spatio-temporal information.

Based on the long-term history data, it is possible to find an optimal inter-
action model between agricultural facilities in a physical space and ubiquitous
computing environments in the cyber space. We can identify the critical en-
vironmental change to keep the best condition for the involving facilities. For
efficient data analysis and comparison, our framework digitizes the sensor values
and clusters into a fixed number of groups in this stage. Then diverse pattern
matching utilities are being developed to support even complex queries.

4 Remote Control

For the remote control of the controller devices, our middleware implements two
communication paths and corresponding user interfaces. The first is the com-
munication between a remote PC and smart sockets. Here, an embedded control
box intermediates their interactions. An operator can access the sensor network
information either on the remote PC or by direct control of an embedded control
box. The operator issues a series of commands, while the smart socket responds
to them following the request-and-response transaction semantic. In addition,
smart sockets can notify a specific event, for example, the bound condition vio-
lation for a sensing value, automatic alert, and power disconnection or breakage.
Such information will be sent to the operator without a specific status request
command. This control interface exchanges messages via TCP/IP protocol, while
messages are converted to the Zigbee format in the sensor network area. The
message format is already shown in Figure 3.

u−MultiSmartMote

Notify

Response

Command

Response to the command

Retrieve current status
Change current setting

Specific event detection
Automatic alert
Power breakage

Table PCs
Smart phones
Feature phones

Fig. 4. U-MultiSmartMote interaction
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The next communication path can be established between a mobile terminal
and smart motes. We call it u-MultiSmartMote. The mobile terminal includes
feature phones, smart phones, and tablet PCs. The interaction is functionally
the same as the first control interface except that its communication path is
built upon SMS (Short Message Service) on wireless telephony network instead
of TCP/IP as shown in Figure 4. Figure 5 shows its interface implementation
for smart phones. To begin with, the bottom menu includes the current status
retrieval, operation parameter retrieval, power mode selection, report period
setting, and log information display. In the middle of the window, there are 4
menu buttons for temperature, humidity, lightness, and CO2 level, respectively.
Each of them provides the submenu to specify the permissible range of sensor
readings. We can set the upper and lower bounds for the individual sensors and if
a sensor value gets out of this range, the sensor controller will notify to the smart
mote manger program. For this interface, the remote controller must register its
phone number.

(a) Main menu (b) Temperature setting

Fig. 5. Smart phone user interface

5 Concluding Remarks

In this paper, we have presented a design of USN middleware which coopera-
tively works in server-side, service, and in-network agents to coordinate inter-
actions between sensor and sensor applications. The requirement in agricultural
sensor network has been defined according to crops and cultivation types for
greenhouses, water tanks, and cattle sheds. For better accuracy and reliability of
sensor applications, our middleware designs a block-level error recovery scheme
to cope with the burst error pattern in wireless communication channels. It is
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based on the block summary specification, making the stream operation less af-
fected by the lost data. For the efficient management of sensor networks, two
communication paths are established along with corresponding interfaces. The
first one is between remote PCs and embedded control boxes, while the sec-
ond one between mobile terminals and smart motes. Each interface follows the
request-and-response semantic while notification can take place when the specific
condition is met for temperature, humidity, lightness, and CO2 level.

This framework can be commonly applied to agricultural farms, livestock
farms, and fisheries, avoiding the whole system redesign. At this stage, we are
now in the course of extensive integration test of our sensor network, which
consists of composite sensor board design, middleware development, intelligent
stream analyzer, and farming management information system. After all, our
sensor network is customized for small or medium scale farms and fisheries. The
customization can make and develop our new business model.
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Abstract. The startup time of applications is very important as a user 
perspective performance. If page faults occur frequently in the startup time, the 
user experience is subjected to an adverse effect. To reduce page faults, the 
prefetching scheme is used in the traditional OS. Previous studies proposed 
various schemes, but the most research was conducted for desktop PCs or 
special embedded devices. We propose the usage pattern-based prefetching 
scheme which is suitable to mobile devices. Therefore, this paper focuses on the 
user’s applications usage patterns and the improvement of the startup time of 
application on mobile devices. To inspect the usage patterns, we collect the 
dataset of the application usage and then analyze collected data. Additionally, 
considering mobile devices which have relatively poor hardware resources, the 
lightweight prediction model is employed in the new scheme. The proposed 
scheme is implemented on both Android 2.2 and Linux kernel 2.6.29. It is 
tested on the emulator and evaluated by using the dataset. The startup time is 
improved about 5%, and the accuracy of the prediction is shown up to 59% for 
the practical dataset. 

Keywords: Prefetching, Usage pattern, Mobile device. 

1 Introduction 

Recently, the embedded system has extended the coverage to the land of desktop PCs 
on the rapid development of hardware and software. Gradually, the change made 
users interested in the performance of mobile devices. The performance can be 
divided into the system performance, like CPU speed, memory size and display 
resolution, and the user perspective performance such as the startup time, the 
impression of a color and the user experience. 

We focus on the improvement of the application’s startup time. Although the startup 
time is one of the important user perspective performance factors, and the 
performance of hardware has evolved considerably compared to the previous, the 
startup time is still unsatisfying [11]. The main cause of the startup problem is the file 
IO [9, 11]. Since the file IO is much slower than CPU and main memory [7], and a 
task should be waiting until a page fault handler completes loading memory [8]. 
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Obviously, the startup time increases when the access to secondary storage to load 
pages occurs frequently. Therefore, the startup time will be dramatically improved if a 
page fault does not occur. In the OS field, the prefetching scheme is a traditional 
solution for reducing page faults [1, 2, 3, 10]. The number of page faults is decreased 
by loading pages in advance of launching the application. 

This paper proposes the Usage Pattern-based Prefetching scheme for mobile 
devices called UPP. UPP predicts the next application based on the user’s application 
usage patterns and fetches the memory pages of a predicted application in advance. 
Our study introduces the lightweight prediction model and the special triggering time 
for mobile devices. Mobile devices have more scanty resources than desktop PCs and 
a different lifetime of applications.  

UPP is implemented on both Android 2.2 and Linux kernel 2.6.29 and evaluated by 
testing on the emulator. 

This paper makes the following contributions: 

• Observation of the application usage patterns between each application by 
using the practical dataset 

• Suggestion of the lightweight prediction scheme 
• Development of the Usage Pattern-based Prefetching called UPP 
• Implementation and evaluation of UPP. 

The paper is organized as fallows. In Section 2, we review other related work and 
discuss their efforts from the point of mobile devices. Section 3 analyzes the collected 
workload to understand the application usage patterns of users. In Section 4, we 
describe how to implement UPP, and provide the detail experimental setup and 
evaluate the experimental results. Finally, we conclude the paper and comment our 
future work in Section 5. 

2 Related Work 

2.1 Prefetching Scheme 

In Linux and Windows, the prediction-based prefetching scheme is adopted for 
desktop PCs. The representatives are Preload [9] and SuperFetch [3]. They load the 
file-backed pages of an application which is expected to be executed in the near 
future. Thus, the prefetcher should monitor and analyze the user’s access patterns. In 
case of [9], the prefetcher runs periodically to gather data and prefetch fault pages. 
Markov’s probability model is employed to predict the next application. Additionally, 
they consider a multi-user environment.  

The effectiveness of the prefetching scheme is influenced by the accuracy of 
prediction model. Scheduler-Assisted Prefetching [1] finds the next task by using a 
scheduler’s queue. The pages of the next task are loaded into memory when the time 
quantum of current task is depleted until the base line. However, this scheme is 
proposed under the limited environment which frequently leads to swap-out due to 
heavy memory workload and does not consider the cold startup. 
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In studies of [4] and [5], they proposed a RT-PLRU scheme to find the optimal 
paging strategy. The scheme is focused on the time constraint of real time systems 
based on NAND flash. The NAND flash memory has been widely used as a 
secondary storage in the embedded systems. The RT-PLRU is a page replacement 
policy of the combination of pinning and LRU. The pinning scheme preloads pages 
and keeps them into main memory. It shows that the prefetching scheme contributes 
to satisfaction of real-time requirement even if the NAND-based system has the high 
read speed. 

2.2 Smartphone Usages 

Diversity in Smartphone Usage [6] is a comprehensive study of the smartphone use. 
The study found several characterized application usages of users activities. The 
application usage session described that users did not use installed applications as the 
same frequency. Specially, it is the same interest of our study. The authors analyzed 
the individual propensity of the user activities and their impact on energy 
consumption and use of network. We also collect the dataset of application usage and 
try to find patterns between the applications. Finally, the accuracy of the proposed 
prediction model is evaluated based on the dataset. 

3 The Dataset Analysis 

In this section, we analyze the traced data which is in order of launched applications on 
the smartphone. The relation between the applications will be inspected as application 
usage patterns. 

3.1 The Dataset Gathering 

Our work is based on the practical workloads which are collected by the monitoring 
applications on android mobile phones for a week. The application generates a log file 
in which the information of the launched applications is accumulated such as a  
start-time, the application’s name and the binary’s path. The dataset is summarized in 
Table 1. 

Table 1. The overview of the dataset 

User # of applications launching # of installed applications 

User 1 220 82 
User 2 389 128 
User 3 191 69 
User 4 317 207 
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3.2 Application Popularity 

The number of installed applications and the number of launched applications for each 
user are shown in Fig.1 (a). Although the total installed applications are from 80 to 
200, users were launched only partial applications from 15 to 45. Fig.1 (b) illustrates 
the application popularity ratio which is concentrated in 18~31% applications. The 
usage frequency of application is different, and only some applications are used 
concentrically. This usage pattern is similar with the research of [6]. 

 

Fig. 1. (a) # of installed applications and # of launched applications for each user (b) The 
application popularity ratio 

3.3 Application Usage Patterns 

To find the user’s application access patterns, the data is classified into the ordered 
list of applications which are consecutively launched after each application finishes. It 
is required to define the following notation. 

• T(Index application): the ordered list of traced applications which are 
consecutively executed after an Index application finishes. 

For example, if a user sequentially executes applications like  App1, App2, App3, 
App1, App3, App1, App1 and App4, the reorganized data are represented by 
T(App1)={App2, App3, App1, App4}, T(App2)={App3}, T(App3)={App1,App1} and  
T(App4)=Null. Fig.2 depicts how to collect each T(App) regarding the example. 

 

Fig. 2. Illustration of T(App) at time t 
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In case that the number of elements is smaller than four, it is difficult to find a 
meaningful pattern. Hence, only the T(APP) which is greater than four is analyzed to 
study the usage patterns. Fig. 3 and Fig. 4 illustrate the proportion of applications that 
starts after the application whose title is that of each graph, finishes. In Fig. 3, the user 
1 executes Browser consecutively after using the Browser at the rate of 60% and 
launches MMS after Contacts was closed at the 55% chance. As shown in Fig. 4, the 
probability of beginning BeyondPod after the BeyondPod successively is 51%. 
KakaoTalk is expected to be used again after the KakaoTalk at the 53% rate. In the 
same way, the usage patterns of user 3 are launching Browser after Twitter and 
Facebook at the rate of 83% and 50% for respectively. The many higher relations 
between the applications are observed in other sets. 
 

 

Fig. 3. Usage pattern of user 1 

Fig. 4. Usage pattern of user 2 
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4 Design of UPP 

4.1 The Application Prediction Model 

The first-order Markov prediction model is applied to Behdad’s Preload [9]. Although 
the Markov model is a renowned probability model, the more lightweight model is 
required for mobile devices since mobile devices have poor hardware resources 
compared to desktop PCs, and they are battery powered. 

Considering the usage patterns observed in previous sessions, our prediction model 
requires some features like the following. Firstly, the information of the application 
that is consecutively executed is important. Secondly, the recency of the application 
use as well as frequency information should be reflected, since the usage pattern 
changes variously according to time. Finally, it should have low run-time overhead to 
reduce the power consumption and the burden of computation time. 

We propose a Window and Weighted Sum-based prediction scheme called WWS 
that acquires a candidate based on the weighted sum of elements in the sliding 
window. The similar approach, a Window-based Direct Address Counting (WDAC) 
is adopted in the study [10].  

The following notations are defined to explain the WWS mechanism. 

• W(Element application): the sum of element application by WWS. 
• C(Index application): the name of an element application which has the 

maximum W(Element application) among T(Index application). 

Fig. 5 depicts the algorithm on how to select the candidate when App1 finishes. App1 
is the index application and the element applications are App3, App2, App3, App4, 
App3 and App5 sequentially. The window size is assumed to six. The results of 
W(element) are as follows; W(App2)=0.4, W(App3)=1.8, W(App4)=0.8 and 
W(App5)=1.2. C(App1) is App3 which has the largest value. Therefore UPP loads the 
pages of App3, when App1 finishes. 

When updating the list, the new comer is added at the end of window, and the head of 
window is deleted. To manage WWS, the memory is required as much as window size * 
sizeof(Application identifier) for each application. It is a small amount. The computation 
time is also negligible. Thus, WWS is a suitable scheme for mobile devices. 

 

Fig. 5. WWS example 
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4.2 The Selection of Pages for Prefetching 

We focus on accessing pages to induce file IO operations. This kind of access can be 
divided into two that are a major page fault that occurs when demand paging and 
explicit file IO call such as read and write. Thus, UPP gathers the information of 
pages from a major page fault and file IO calls during the application’s startup time. 

4.3 The Triggering Time of Prefetching 

The application is launched through the main screen application (or called the home 
launcher) which has the entry points of all applications. In other words, the activating 
time of the main screen is the interval between applications. As shown in Fig. 6, the 
interval is enough to load fault pages. Thus, the prefetching is triggered when the 
main screen is activated. 

5 Evaluation 

We explain the overall mechanism of UPP and discuss the results of experiment in 
this section. The goal of the experiment is to evaluate the effectiveness of WWS on 
the dataset and to improve startup time by the prefetching. 

5.1 Implementation 

UPP is composed of three components which are concreting prefetching lists, tracing 
application usage and prefetching. Fig. 7 illustrates the mechanism of UPP.  
The activity of concreting prefetching lists is represented by Arabic numbers (1~6). 
The capital letters (A, B) show the flow of tracing application usage which is T(App). 
The prefetching activity is predicting a candidate application C(App) and loading 
memory pages that are referenced in the prefetching list. The small letters (a~c) are 
explained as the prefetching sequence. The activities are implemented on both 
Android 2.2 and Linux kernel 2.6.29. 
 

 
Fig. 6. The triggering time of Prefetching (A: Predicting the next application, B: Loading pages) 
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Fig. 7. UPP mechanism 

5.2 Experimental Setups 

Experiment for WWS 

The accuracy of WWS is estimated by using the dataset of Table 1 in off-line. The 
window sizes are set to four and eight to observe the changes depending on various sizes.  

Experiment for Prefetching 

The prefetching is executed on an Android 2.2 emulator with Linux kernel 2.6.29.  
The size of a target application is 2.31 Mbytes. The android platform informs the time 
from the starting activity to the first exposed window at windowsVisible(). Hence, the 
time notified by the android is employed as the startup time. We use the average time 
of the multiple runs in cold startup for the prefetching and the no-prefetching. 

5.3 Experimental Evaluation 

WWS on the Dataset 

We analyze the applications whose number of elements is greater than ten (n(T(App)) 
>10). Fig. 8 (a) and Fig. 9 (a) are each user’s application access pattern. Fig. 8 (b) and 
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Fig. 9 (b) depict the accuracy of WWS scheme according to the window size of four 
and eight. As shown in Fig. 8, the accuracy of WWS is at the rate of 54~59% if the 
access ratio concentrates on a few applications. The WWS is effective at the similar 
cases to Fig. 8 (a). Although a user launches various applications like Fig. 9 (a), we 
can succeed to predict the next application correctly about 20% as in Fig. 9 (b). A 
window size influences on the result of WWS slightly. Higher accuracy is shown in 
the narrow range when only partial elements of T(App) are repeatedly launched in the 
small set. Otherwise, if a few elements start repeatedly in the large set, better accuracy 
is resulted in. The optimal window size strongly relies on the usage patterns. For that 
reason, we leave finding on optimal window size as our future work. 

 

Fig. 8. (a) Usage pattern for Browser (b) WWS accuracy of Browser’s candidate 

 

Fig. 9. (a) Usage pattern for Twitter (b) WWS accuracy of Twitter’s candidate 
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Experiment for Prefetching 

As shown in Fig. 10, the startup time with the prefetching is reduced by about 5% 
compared to the no-prefetching. 

 

Fig. 10. Performance evaluation of the prefetching 

6 Conclusion 

Previously, we comment that the application startup time is important as the user 
perspective performance. If page faults occur frequently in the startup time, the user 
experience is subjected to an adverse effect. 

Our study shows that users have their own usage patterns for each application. We 
propose a WWS scheme as a prediction model for mobile devices. WWS which 
reflects the frequency and the recency shows meaningful accuracy for the datasets. 
The scheme is low run-time overhead and low memory consumption. Thus, it is 
acceptable to mobile devices.  

The improvement of the startup time by the prefetching component of UPP is 
smaller than our expectation since page faults still remain. 

As our future work, we will study to find the best prediction model and optimize 
UPP. 
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Abstract. Interactivity is one of the most important factors in the computing 
systems. There has been a lot of research to improve the interactivity in 
traditional desktop environments. However, few research studies have been 
done for interactivity enhancement in mobile systems like smart phones and 
tablet PCs. Therefore, different approaches are required to improve the 
interactivity of these systems. Even if multiple processes are running in a 
mobile system, there is only one topmost process which interacts with the user 
due to the resource constraints like small screen sizes and limited input 
methods. In this paper, we propose EIMOS, a system which identifies the 
topmost process and enhances the interactivity. Our system improves the CPU 
process scheduler and I/O prefetcher in the mobile operating system. We also 
implement EIMOS in the Android mobile platform and performed several 
experiments. The experimental results show that the performance is increased 
up to 16% compared to that of the existing platform.  

Keywords: Interactivity, Topmost process, Mobile system, Operating system. 

1 Introduction 

The computing hardware technology has been rapidly developed, but the issue of 
interactivity still remains due to multitasking and software bloat. Many processes execute 
concurrently in the system; some interact with users in the foreground, and the others run 
just in the background. These processes need sufficient system resources like CPU, 
memory, and I/O to run smoothly. The traditional operating systems allocate those 
resources to the processes that are more important to the user first, e.g., interactive 
processes. In the mobile systems, multitasking is also supported, but the performance of 
them is lower than desktop systems due to the limited system resources. Therefore it is 
more important to improve the interactivity in the mobile devices. 

There has been lots of research to improve the interactivity in the operating systems of 
desktop environments [3, 6, 8, 9, 10, 11, 12]. However, few research studies exist for that 
issue in the mobile systems. In desktop environments, it is possible for the user to work 
with multiple foreground processes on a single screen. For example, it is feasible to run a 
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translator or a calculator while working on a word processing program. In mobile 
systems, the multitasking feature is also supported but they use different methods to 
interact with users due to small screen sizes and touch-based input methods. With those 
restrictions, only one topmost process is used to interact with the user in most cases 
despite of supporting the multitasking feature [1]. The interactivity experienced by 
mobile system users depends on the topmost process as in Fig. 1. 

 

 
In this paper, we present EIMOS, a system to improve the interactivity by 

considering the mobile system characteristics. EIMOS identifies the topmost process 
and favors it to enhance interactivity of the system. It improves the process scheduler 
and prefetching mechanism of the I/O data. EIMOS also has a small runtime overhead 
and small amount of modifications to the existing operating systems. Specific 
contributions are as follows: 

 

• Identify the interactive process with a small runtime overhead 
• Adaptively apply the process scheduling and I/O prefetching for interactivity 
• As far as we have known, this is the first research to improve the interactivity 

of the mobile operating systems. 
 

The rest of the paper is organized as follows: we review related work in Section 2 and 
describe the key ideas of the paper and the implementation details in Section 3. Section 4 
gives experimental evaluation, and we present conclusion and future work in Section 5. 

2 Related Work 

This section describes representative related work. We start by reviewing the Linux 
kernel scheduler. Moreover, we review typical research activities that are proposed to 
improve the interactivity on the desktop environments.  

2.1 Process Scheduler in the Linux Systems 

In the Linux kernel, the O(1) scheduler was introduced in the early version 2.6 by 
Ingo Molnar [2, 3]. The scheduler improved the interactivity of the interactive 
processes in two ways. The first was to give a dynamic priority [2] to the interactive 

    

Fig. 1. Topmost process in mobile system 
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processes by analyzing the average sleep time of the processes. The second was to let 
the interactive processes remain in the active queue [2] even if the time slice expired. 
It therefore removed the delay by other processes. From the Linux kernel 2.6.23, 
Completely Fair Scheduler (CFS) [4, 5] scheduler has replaced by the old O(1) 
scheduler. The design goal of the CFS scheduler is to provide fair CPU resource 
allocation for executing processes. However, it also optimized the interactivity by 
adjusting the virtual runtime value of the processes that slept for a period of time [6].  

Lo et al. [7] proposed Modified Interactive Oriented Scheduler (MIOS), a 
scheduler that improves the interactivity by eliminating unnecessary overhead from 
the Linux scheduler. MIOS achieved the improvement by removing the overhead 
caused by maintaining two queues, active and expired, in the O(1) scheduler.  

Above three studies used the limited information, such as the average sleep time, to 
identify the interactive processes. Because of the lack of information, they cannot 
detect the right interactive processes even if they improved the performance and the 
scalability of the scheduler.  

2.2 Research in the Desktop Environment 

2.2.1  Identification of the Interactive Processes 
Etsion et al. [8, 9] suggested that multimedia processes should be treated in a special 
way as well as interactive processes. They defined these as Human Centered (HuC) 
processes which are detected based on the display output production. They also 
showed that the performance of the HuC processes was not degraded even if heavy 
background processes were running. However, the approach is not suitable in the 
mobile system because there are still many interactive processes which are not related 
to multimedia jobs, such as messenger and calendar applications. 

Zheng and Nieh [10] presented RSIO, an approach improving the response time of 
interactive latency-sensitive processes. RSIO identified the interactive processes 
dynamically by monitoring the I/O channels usage for user interactions and then boosted 
the priority of interactive processes when they handled latency-sensitive activities. The 
problem of this approach is that some I/O channels, which are suggested in RSIO such as 
tty and mouse devices, cannot be applied to the mobile system and it is not enough to 
improve the interactivity by adjusting priorities in the processor scheduler. 

2.2.2  OS Support for Improving the Interactivity 
The previous research was focused on identifying the interactive processes and 
prioritizing them in the process scheduler to improve the interactivity. Yan [11], 
however, presented a holistic approach addressing process scheduling, memory 
management, and I/O scheduling. He proposed a new process scheduling policy, LRU 
memory management system, and disk I/O scheduling policy. He showed the 
improvement of computer responsiveness by modifying on the existing Linux/X 
desktop system. 

Yang proposed Redline [12], a system designed to support interactive and resource-
intensive modern applications in commodity operating systems. It maximized the 
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responsiveness of interactive applications by orchestrating memory and disk I/O 
management with the CPU scheduler. 

Above two studies focused on the desktop environment and modified the operating 
systems entirely. The suggested policies of memory management and disk I/O 
scheduling also have a large runtime overhead. Therefore, it is hard to apply them in 
the mobile operating systems.  

3 Design and Implementation of Eimos  

In this section, we introduce a design and implementation of EIMOS in detail. 
EIMOS is a system that improves the interactivity in the mobile systems. EIMOS 
consists of two steps. The first step is to identify the topmost process which is an 
important process for interactivity. The second step is to improve the interactivity by 
allocating the CPU/IO resources to the topmost process first. 

3.1 Identification of the Topmost Process 

The method to identify the topmost process depends on the mobile operating systems. 
It is also impossible to detect the process in the OS kernel layer alone because the 
information can be managed by the UI or windows framework. In case of the Android 
mobile platform, we can use a low memory killer module which was newly added to 
the Linux kernel to address the out-of-memory problem [13]. The main role of the 
low memory killer module is to kill the less important processes depending on the 
information of Table I. The oomkilladj variable in the task_struct structure 
which handles the process information is used to classify the processes and the 
variable is updated from the ActivityManager which is a component to handle the UI 
information in the Android mobile platform. According to the oomkilladj 
variable, the process groups are divided into seven. The low memory killer module 
finds the less important processes from the groups of high oomkilladj values, such 
as EMPTY_APP and HIDDEN_APP. EIMOS, however, identifies the topmost process 
by using the information of the FOREGROUND_APP group. This approach is simple 
and has less runtime overhead comparing with previous studies. 

Table 1. oomkilladj values for the classes of processes 

Group Oomkilladj 

SYSTEM -16 

FOREGROUND_APP 0 

VISIBLE_APP 1 

SECONDARY_SERVER 2 

HIDDEN_APP 7 

CONTENT_PROVIDER 14 

EMPTY_APP 15 
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3.2 Scheduler Support 

There can be many methods to improve the interactivity of the topmost process. We 
first present to allocate the CPU resource to the topmost process by giving an 
additional bonus to the process in the OS scheduler. Fig. 2 shows the workflow of the 
scheduler support in EIMOS. First, we add a topmost flag to all task_struct 
structures and initialize it to a value of false on device booting time. Second, we 
identify the topmost process by monitoring the low memory killer module and set the 
topmost flag of the process to a value of true. Third, we adjust the priority of the 
topmost process in the OS scheduler. Finally, if the topmost process is changed, we 
modify the topmost flag and the priority of the previous process to an old value. The 
Linux O(1) scheduler and CFS scheduler are the priority-based scheduler and the 
processes with higher priorities get better response time. We give a dynamic priority 
bonus of 19 to the topmost process in EIMOS. This approach has a little impact on 
other processes and the interactivity of the topmost process does not significantly 
decrease in situation of running lots of background processes. 

 

3.3 I/O Prefetch Support 

The I/O performance is always a bottleneck of the computer systems. Recently, there 
are many applications to handle big data like music videos and movies. In these cases, 
the I/O prefetch technique which loads the I/O data to memory in advance is very 
effective due to hiding the I/O latency. We therefore propose the interactivity aware 
adaptive prefetch scheme here. The previous prefetch scheme in the Linux kernel 
used the information based on the sequentiality, but we consider the interactivity 
additionally. We implement the read-ahead policy to read more adjacent pages of data 
when the topmost process requests the system to read the I/O data. Fig. 3 shows the 
workflow of the I/O prefetch support in EIMOS. In the Linux kernel, the maximum 
size of the read-ahead buffer is fixed but we also extend it eight times in case of the 
topmost process. This approach can improve the I/O performance of the topmost 
process with a little modification.  

 

 
 

Fig. 2. Workflow of process scheduler support in EIMOS
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Fig. 3. Workflow of I/O prefetch support in EIMOS 

4 Evaluation 

The hardware environment for the experiments is shown in Table II. We implemented 
EIMOS by modifying the Linux kernel sources in the Android 2.2 froyo emulator. We 
developed two micro benchmarks and used one more realistic workload for 
evaluation: CPU and IO bound micro-benchmarks and a Linpack benchmark [14] 
which is a measure of a system’s floating point computing power. Linpack has been 
used for years on all types of computers and it shows the performance of the topmost 
process. We can evaluate the improvement of the interactivity by using these 
benchmarks and by comparing between EIMOS and original Android emulator. 

Table 2.  Experiment environment 

 
We first made a simple micro-benchmark for measuring the CPU performance of 

EIMOS. Fig. 4 shows the source code of the benchmark. We ran this micro-
benchmark 50 times and measured the average time of them as in Fig. 5. The first 
graph shows the result by running this micro-benchmark alone and the second graph 
is the result by running the micro-benchmark with 10 stresses of the same benchmark 
application running on the background. Without any background loads, the 
performance of EIMOS improves by 4%. As the load on the system increases, the 
performance of EIMOS improves by 16%. 

 
For (i=0; i<1000000; i++) 
  value += i; 
  For (j=0; j<1000000; j++) 
    value += j; 

Fig. 4. Source code of CPU bound micro-benchmark 

CPU Intel(R) Core(TM) i5 CPU 2.40 GHz 

Memory 4 GB RAM 

OS Ubuntu 10.10 (Linux) 
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Fig. 6 shows the code of our micro-benchmark for measuring I/O performance. 
The benchmark reads 48 bytes data sequentially from the file of total 30MB size and 
finishes when it reaches the end of the file. We ran the micro-benchmark by changing 
the maximum size of the read-ahead buffer by 8 times and 16 times additionally.  
Fig. 7 shows the result of the average time of 10 trials. We can see that the I/O 
performance improved by 5% and 7% respectively. Although this I/O operation 
performs the sequential read requests, there was not much improvement from the 
experiments than we expected. We should consider the page cache of the  
Linux kernel for I/O operation. Fig.8 shows the result of taking time to read a same 
file of 30MB size repeatedly. We can see little improvement after first trial  
because the page cache contains the previous I/O data. Therefore, we have a  
future research plan to improve the I/O performance in EIMOS considering the page 
cache. 
 

 
 
 
 
 
 
 

 

Fig. 5. Average time of CPU bound micro-benchmark

byte[] buffer = new byte[48]; 
FileInputStream fis 
 = openFileInput("test.data"); 

BufferedInputStream buf  
= new BufferedInputStream(fis); 

while (true) { 
 num = buf.read(buffer); 
 if (num < 0) 
  break; 

}

Fig. 6. Source code of I/O bound micro-benhmark 
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Fig. 7. Average time of I/O bound micro-benhmark 

 

Fig. 8. Time to read same data repeatedly 

Fig. 9 shows the result by running the Linpack 1.2.8 benchmark with and without 
background stresses. EIMOS also improves the performance maximum 18 times in the 
background stresses of the 10 micro-benchmark. In computing systems, if the background 
workloads increase, the performance of the topmost process should be degraded. However 
EIMOS shows the consistent performance in the heavy background stresses because 
EIMOS identifies the topmost process and boosts the priority of the process.  

 

Fig. 9. Linpack 1.2.8 benchmark score 
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5 Conclusions and Future Work 

This paper presents EIMOS, a new approach to enhance the interactivity on the 
mobile operating systems. EIMOS identifies the topmost process which has the 
biggest impact on user responsiveness and supports the process by adjusting the CPU 
scheduling and using the I/O prefetching technique. We implemented EIMOS in the 
Android mobile platform and the experiment results showed that the CPU 
performance of the topmost process was improved by 16% and the I/O performance 
by 7% in the heavy background stresses. 

In future work, we will consider not only memory management, but also I/O 
scheduling to improve the interactivity of the topmost process. We are also interested 
in other resource management algorithms which are best suited for the mobile 
environments. 
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Abstract. This study was intended to extend the existing research on u-
RPMS(USN Remote Patient Monitoring System), which is used to send 
patients‘ biometric information to HIS (Hospital Information System) through 
smartphones, and thereby make u-RPMS interoperate with HIS, and develop 
hybrid web/app in order to use integrated medical service and patient 
monitoring service on the mobile environment. In the case of u-RPMS, the 
existing study results were used. And, hybrid web/app named MedIntegra 
Web(Medical Integra Web) project was implemented with the use of Sencha 
Touch framework and HTML5/CSS3. The finally implemented MedIntegra 
Web was able to provide remote patients‘ information and status on the mobile 
environment, and, especially, to help the location of an emergent patient.  

Keywords: u-RPMS, SenchaTouch, Hybrid Web/App, MedIntegraWeb. 

1 Introduction 

The desire for health and relevant services, staring from the wellbeing, extended to 
happy life, wellbeing life as well as longevity. In the past, the conditions of happiness 
were physical abundance and capital power, but, now people have changed their 
fundamental thought about the meaning of happiness, realizing that happiness can’t 
be achieved through the physical richness. Accordingly, people have been interested 
in how to achieve good health and longevity and enjoy happy life, and, consequently, 
have strongly longed to search for and access information on treatment conveniently 
and use them efficiently [1]. 

Medical service use for health has been affected by many factors, including 
demographically environmental change, supply of medical resources, emergence of 
new disease, development of medical technology, and medical security system. As a 
result, people have required healthy life and services more in the current era than in 
the previous eras. Unfortunately, the national medical policy and service fail to satisfy 
people’s desire for relevant medical services and health life. With the rapid aging 
society, in particular, the national finance hasn’t met the public’s expectation for 
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social medical support, and therefore various issues have arisen in the society. Above 
all, the aged and patients in high danger, who are isolated from medical benefits and 
convenience, have spent much money receiving medical service. Therefore, to solve 
the problem, a study on u-RPMS (USN Remote Patient Monitoring System) was 
conducted [2]. 

u-RPMS is u-Healthcare system in which the aged and patients in high danger are 
given information on their health status while doing activities ‘at any time, and at any 
place, and without restraint’. Originally, the u-RPMS was aimed at remotely 
monitoring the aged and patients in high danger, who should constantly visit hospitals 
to receive medical checkup, and thereby reducing the number of their visits to 
hospitals and preventing the cost caused by their hospitalization, and eventually 
reducing the national health and welfare budget. To implement the u-RPMS, it is 
necessary to gather patients’ biometric information through the USN as shown in the 
[Fig. 1] and send the information to smartphone on the WBAN (Wireless Body Area 
Network) environment. The smartphone encrypt the collected biometric information 
and then make the information saved into the medical centers’ server.  

 

Fig. 1. u-RPMS service 

To communicate between medical centers’ server and HIS (Hospital Information 
System) and exchange information between them, HL7 (Health Level 7) studied in 
the previous research [3] was used to design MII (Medical Integra Interface), as 
shown in [Fig. 2], necessary to implement MedInegraWeb in this thesis. 

With the help of previous research [3], MII was implemented with Java based 
TCP/IP Socket communications. And, a test proved that HL7 standard based 
communications were smoothly made. Regarding the MII system, the existing u-
RPMS’s module and MII necessary to convert into HL7 format are built in a 
smartphone. At the beginning, biometric information is converted into a string type 
through the ‘conversion’ belonging to SGM [2], and the data is sent to MII’s HL7 
Generator to be changed into HL7 format [3]. After that, HIGHT encryption is executed 
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Fig. 2. MII (Medical Integra Interface) 

by reason of security, and eventually the encrypted data is delivered to medical centers’ 
HIS via MII’s socket communications module. During all communications, ‘AA 
(Response)’, ‘AE (Error)’, or ‘AR (Reject)’ must be transmitted through ACK to see if 
the data receipt is successfully made. 

On the basis of the previously studied system [2, 3], hybrid web/app, which helps 
use integrated medical service and patient monitoring service on the mobile 
environment, was designed and implemented in this thesis. These researchers call the 
study MedIntegraWeb (Medical Integra Web) project, which was implemented for the 
hybrid web/app with the use of Sencha Touch framework, a mobile framework, and 
with the use of HTML5/CSS3. In addition, to authenticate users who have authority to 
open patients’ biometric information, these researchers applied positioning based 
access control technology. Therefore, in chapter 2, positioning based access 
technology and context based access technology are analyzed for user authentication. 
In chapter 3, MedIntegraWeb is designed. In chapter 4, MedIntegraWeb designed in 
the chapter 3 is actually implemented to establish a server, and hybrid web/app for 
android OS is developed to be installed into actual smartphone and smartpad and to 
be tested. In chapter 5, the meaning and issues of this research and future studies are 
proposed.  

2 Related Studies 

As MedIntegraWeb provides patients’ personal information, any data about their life, 
and medical doctors’ information, it is necessary to prevent unauthorized users from 
accessing the information. For the reason, context based access control and 
positioning based access control were analyzed.  
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2.1 Context Based Access Control 

Since u-healthcare, based on the wired and wireless internet, processes massive 
amount of medical information, it can cause ethical issues, including user privacy and 
information security, and information-divide issue. In particular, medical information 
directly related to patients’ personality, life and privacy should meet the following 
security requirements [4, 5, 6]. 

Strong Authentication: the current healthcare authentication technology uses bio 
information, such as a footprint, an iris, a signature, and a voice, going beyond a 
password. 

Electronic Signature: Electronic signature guarantees four security requirements-
authentication, integrity, confidentiality, and non-repudiation. When u-healthcare is 
applied, it guarantees a user’s identification, prevention of forgery and alternation of 
medical records, non-repudiation of the creation of medical information.  

Context Aware Control Infrastructure: Adaptive security service to change and 
manage security method, authority, and security level dynamically in accordance with 
context should be made possible.  

No other service systems have complicated access rules than u-healthcare system 
in terms of access right interacting with many users and roles. And, regarding users, 
roles and permission of objects, the access control should be achieved through the 
context awareness.  

The access control between a client object and a server object through ACL 
(Access Control Lists) helps maintain the right of access to information, although a 
user’s context, such as a location, working hours and changes in roles, change. As a 
result, many studies based on RBAC (Role Based Access Control) have been applied 
to u-healthcare system. Among the studies, studies on dynamic access control 
technology to limit access information depending on a system’s context [7, 8] and  
studies on u-healthcare security system to improve the existing context-aware based 
RBAC (xoRBAC) [9, 10] provide the service similar to one proposed in this thesis.  

The studies were all related to context based access control technology for u-
healthcare system, having something in common in terms of the offering of flexible 
access control. But, their main study environment was not the mobile environment, so 
the frequent communication between clients and servers caused a system’s loads. In 
this respect, simpler access technology should be applied to the mobile environment.  

2.2 Positioning Based Access Control 

As the existing role based access control method was not able to perform access 
control based on context-aware like time and location, GRBAC model [8] was 
proposed to address the issue. GRBAC model uses subject role, object role, and 
environment role in making an access control decision, and thereby expanded the 
existing role based access control. In other words, due to the limit of RBAC, relevant 
studies have been expanded to context-based access control.  
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As users, objects and environmental elements were structuralized as roles, the 
model provided simplicity and flexibility of access control policy technology. But, the 
access control policy, which is operated on the basis of a variety of information, 
caused an issue in the user environment that requires short use time and simple, fast 
access. As a result, positioning based access control technology, through which a 
user’s location is determined on the basis of the information on mobile’ GPS and 
3G/4G base station, was used. 

Positioning information based service is dived into two types, one of which is 
Multi-Layer System that puts each user’s positioning coordinates on a map. The other 
type is Search Based System that calls map information placed within the scope of a 
user’s coordinates and then search for proper information in the map information [11]. 

3 u-RPMS MedIntegraWeb Design 

[Fig. 3] presents the overall framework structure of u-RPMS MedIntegraWeb. 
MedIntegraWeb should be equipped with an interface module to interoperate with 
each service system. Therefore, in this study, MII to which HL7, standardized 
information exchange format between systems is applied was implemented and 
loaded as the interface module. 
 

 

Fig. 3. Overall framework structure of u-RPMS MedIntegraWeb 
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Each system must have TCP socket and support web service, and a mobile web 
application server exchanges JSON typed data with Sencha Touch through HTTP. A 
mobile app supports a web screen, which was implemented with Sencha Touch, by 
using webview, and provides biometric information chart graphs, patients’ status 
record, patients’ location, and physicians in charge by using javascript. 

Sencha Touch provides various functions related to the interoperation with a 
server, and its basic model is presented in [Fig. 4-(a)] [12]. But, MedIntegraWeb 
proposed in this thesis interoperates with server as shown in [Fig. 4-(b)]. Each 
interoperation function is shown as follows. 

Model: defines data structure. 
Proxy: is charge of direct connection to interoperate with a server. 
Store: is charge of processing of retrieved data at a local storage. 

 

Fig. 4. Structure of MedIntegraWeb’s interoperation with server 

MedIntegraWeb is implemented as hybrid web/app using Sencha Touch 
framework. Therefore, app. and web divides operation process of the same work and 
execute each operation. In other words, a mobile device utilizes resources to display 
relevant images on a users’ screen, and a server separately executes an operation to 
display relevant images on a screen through a user’s app. [Fig. 5] presents such 
division and process.  
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Fig. 5. Structure of each role of Web & App 

4 Implementation Results 

4.1 Implementation Environment 

Table 1 shows the implementation environment of MedIntegraWeb for test service 
and operation. Just as the previous researches described earlier used Java language, 
these researchers implemented a test-bed on the android OS environment to make the 
use of the results of the previous studies.  
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Table 1. Implementation Environment 

Item Contents 

Language Java, HTML5, JSP, Android SDK 2.3 
Mobile framework Sencha Touch framework 1.1 
HL7 API HAPI 1.2 
Development Tool Eclipse 
Web Server Intel Core2 Quad Q9400 2.66GHz, 4GB 
HIS Server Intel Core i5 3.2GHz, 4GB 

Client 
Samsung Galaxy S2 
ODROID-7 

OS 
Windows Server 2008 
Windows 7 64bit 
Android OS 2.3 

DB MySQL55 

 
In this study, Sencha Touch framework Ver 1.1 and JSP as a server-side script 

language were used. Server was divided into HIS server that has medical centers’ DB 
and information and into Web server that provides MedIntegraWeb service. As client 
devices, commercial product Galaxy S2 and ODROID-7 tablet for developers were 
used to access relevant services. [Fig. 6] illustrates creation of .apk file with 
MedIntegraWeb in eclipse.  

 

 

Fig. 6. Creation of MedIntegraWeb.apk 
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4.2 Image of Service Implementation 

[Fig. 7] shows captured images of each running service in the implemented 
MedIntegraWeb, which is largely categorized into 6 items in providing information.   

 

Fig. 7. MedIntegraWeb’s overall service structure 

The first item [Notice] is a space where notices to be sent to users are displayed. 
The second item [Doctors] is in charge of providing information for medical doctors 
registered into HIS and of making a direct connection via telephone or text messages. 
The third item [Patient Log] displays patients’ changing medical records on a user 
(doctor)’s screen. The fourth item [Sensor Node State] shows the status of sensors 
attached to patients. So, any sensor causing a problem can be treated properly. The 
fifth item [Bio-metric Chart] currently displays a patient’s body temperature as a 
graph. In the future, heart rate, pulse, and other biometric information are expected to 
be provided. The last item [Location] is used as any emergent status changes in a 
patient occur in [Patient Log], showing the patient’s location.  

[Fig. 8] presents a patient’s body temperature graph displayed on Galaxy S2 and 
ODROID-7, with which a user accessed MedIntegraWeb. 
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Fig. 8. Image of execution on Galaxy S2 (left) and ODROID-7 (right) 

5 Conclusion 

This thesis extended the existing research on u-RPMS (USN Remote Patient 
Monitoring System), which is used to send patients' biometric information to HIS 
(Hospital Information System) through smartphone, to make u-RPMS interoperate 
with HIS, and developed hybrid web/app in order to use integrated medical service 
and patient monitoring service on the mobile environment. u-RPMS was based on the 
results of the previous studies, and hybrid web/app named MedIntegraWeb project 
was implemented with Sencha Touch framework�and HTML5/CSS3.  

Android app was used in operating a test in order to make the most of the existing 
studies in which HL7 was applied to u-RPMS sending data to medical centers, and 
MII, an interface for compatability with HIS, was implemented in Java language. The 
implemented MedIntegraWeb includes various functions, such as notice, search of a 
doctor in charge and direct connection, patients‘ medical records, information on 
sensor nodes attached to patients, charts based on patients‘ biometric information, and 
positioning tracking function to find a patient’s location.   

The test operation of the implemented application proved the possibility of its use 
for commercial service. But, for the implementation and test operation in this thesis, a 
patient’s information was neither encrypted nor processed in security aspect. In 
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addition, positioining tracking of a patient’s location can violate the patient’s privacy, 
an issue which goes beside the point of this thesis.   

In future research, it is necessary to study technologies and policies to solve the 
issues described earlier-security and privacy- and apply them to systems. Also 
relevant studies and analysis should come to be followed.   
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Abstract. In this paper, we consider the problem of scheduling sensor activity
to prolong the network lifetime while guaranteeing both discrete target coverage
and connectivity among all the active sensors and the sink, called connected target
coverage (CTC) problem. We proposed a distributed scheme called Distributed
Lifetime-Maximizing Scheme (DLMS) to solve the CTC problem. In our pro-
posed scheme, at first the source nodes are selected to ensure the target coverage.
After that, energy-efficient paths to transmit the sensory data from source nodes to
the sink will be built. The cost of the construction of the connected cover graphs
is significantly reduced in comparison with the some conventional schemes since
the number of targets (i.e., the necessary number of source nodes) is much smaller
than the number of sensor nodes in the practical environment. In addition, the en-
ergy consumption is more balanced so that the network lifetime will be increased.
Our simulation results show that DLMS scheme performs much better than the
conventional schemes in terms of the network lifetime.

Keywords: Distributed scheme, coverage, connectivity, network lifetime, sensor
activity scheduling, wireless sensor networks.

1 Introduction

In CTC problem, a number of targets with fixed locations are required to be continu-
ously monitored (covered) in the field by a (large) number of randomly scattered sen-
sors. A sensor, which is selected to be active for performing the monitoring task, is
called a source sensor. The source sensors generate sensed data messages and send
these messages to a sink node. In many assumptions used by the prior work, the trans-
mission range of sensor does not enable all nodes to communicate with the sink directly.
So, the sensed data could reach the sink via single-hop or multi-hop communication. A
sensor node which does not perform monitoring task but needs to be activated to relay
data is called a relay node. A sensor is called an active node if it is selected either as a
source or as a relay or both. A sensor that is not active goes into an energy saving sleep
state.
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In [1], Q. Zhao et al. proposed an algorithm for solving the connected target coverage
(CTC) problem by scheduling sensors into multiple sets, each of which can maintain
both target coverage and connectivity among all the active sensors and the sink. In this
paper, scheduling sensor activity refers to determining the state of the deployed sensors
to be either active (as source or relay or both) or sleep as well as their state durations.
The main objective is to maximize the network lifetime by scheduling only a subset
of sensor necessary to be active for guaranteeing both certain coverage and connec-
tivity requirements. However, in their proposed schemes, a spanning tree covering the
entire network must be rebuilt whenever they want to use another subset to ensure cer-
tain targets coverage and connectivity. This approach is not efficient, especially for the
networks with a large number of nodes, because the cost for construction the whole
network spanning tree is very high. Moreover, due to the utilization of static cover tree,
the scheme could not achieve a good energy balancing between nodes in some cases. In
these cases, some nodes may be selected as both relay and source node, or some nodes
can be bottleneck nodes if they have many child nodes selected as source nodes.

In this paper, we proposed a new approach to reduce the protocol costs by selecting
some source nodes to ensure the coverage first, and then finding energy efficient paths
to transmit the sensing data from these selected source nodes to the sink. The cost
of the construction of the connected cover graph is reduced significantly because the
number of targets (i.e., the necessary number of source nodes) is much smaller than the
number of sensor nodes. Moreover, our proposed scheme tries to balance the energy
consumption of the sensors in the network to maximize the network lifetime.

The remainder of this paper is organized as follows. In the next section, we briefly
describe the related works. The system model and our assumptions are provided in
section 3. Our proposed schemes are presented in section 4. Section 5 evaluates the per-
formance of our scheme. Finally, we conclude our work and give some future research
directions in the last section.

2 Related Works

Scheduling sensor activity while guaranteeing a certain coverage requirement to pro-
long the network lifetime has been studied in the literature (see e.g., [5] for a survey and
references therein). The coverage requirements that are commonly considered include
(complete or partial) area coverage and complete target coverage. Barrier coverage is
another type of coverage problem but the objective is to minimize the probability of
undetected intrusion through the barrier [6], [7]. The problem of scheduling sensor ac-
tivities for complete area coverage is addressed in [8]- [14]. Maintaining partial (but
high) area coverage is discussed in [15]- [17]. Here, we briefly review some recent
advances on scheduling sensor activity to cover discrete targets [1], [18]- [22].

In [18], an algorithm to find discrete sensor covers each providing complete area
coverage is proposed without considering network connectivity. In [19], M. Cardei et
al. modeled the discrete target coverage problem as a disjoint set cover problem which
is proven to be NP-Complete. In [20], M. Cardei et al. extended their work in [19] and
argued that the network lifetime can be further improved without the constraint that the
selected set covers are disjoint, i.e., a sensor may appear in different covers. In [21],
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M. Cardei further extended their work on discrete target coverage by assuming that
sensors have adjustable sensing ranges. However, connectivity is not considered in [19]-
[21]. In [22], M. Lu et al. schedule sensor activity by self-configuring sensing range,
in the environment where both discrete target coverage and connectivity are satisfied.
However, only sensing power is taken into account in their energy consumption model.
Further, the heuristic proposed in [22] maintains network-wide connectivity which may
not be necessary for target coverage. In fact, only those sensors along the routes carrying
the sensed data are required to be active.

In [1], Q. Zhao et al. model the CTC problem, as a maximum cover tree (MCT) prob-
lem and prove that the MCT problem is NP-Complete. They then proposed a heuristic
algorithm, called Communication Weighted Greedy Cover (CWGC) algorithm, and pre-
sented a distributed implementation of the heuristic scheme. The heuristic scheme has
a high cost for rebuilding the network-wide spanning tree and a low network-lifetime
for not balancing the energy consumptions. We are motivated by these above remaining
problems. Our proposed scheme tries to reduce the protocol overhead and balances the
energy between the sensors.

3 Preliminaries

3.1 Assumption and Definitions

The sensor field consists of a set of discrete targets with fixed locations, a number of
randomly deployed sensors and a sink node. We assume that sensors are equipped with
power controlled transceivers and non-rechargeable batteries with limited energy. Each
sensor covers a disk centered at itself with a fixed sensing range as the disk radius. All
sensors are assumed to have the same sensing range and the same maximum communi-
cation range.

The application requirements are to cover all the targets all the time and to send all
the sensory data to the sink by a subset of the deployed sensors. All the sensors deployed
in the WSN can reach the sink via single-hop or multi-hop communication. Each sensor
is assumed to cover a fixed area and any target located in the area could be monitored
by the sensor. It is also assumed that each target is covered by at least one sensor.

The data that are sensed and transmitted by the sensors are collected and processed
by a sink node. If a sensor is selected to be active for performing the monitoring task, it
generates data messages (e.g., quantized measurements) at a certain rate. Such a sensor
is called a source sensor. Sensory data messages are transmitted to the sink via radio
communication. Multiple-hop communication may be needed from a source to the sink.
A sensor node which does not perform monitoring task but needs to be activated to relay
data is called a relay node. A sensor is called an active node if it is selected either as
a source or as a relay or both. A sensor that is not active goes into an energy saving
sleep state. In this paper, scheduling sensor activity refers to determining the state of
the deployed sensors to be either active (as source or relay or both) or sleep as well as
their state durations.

The network lifetime is defined as the time period from the time when the network
was set up until 1) one or more targets cannot be covered, or 2) a route cannot be found
to send the sensory data to the sink.
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3.2 Problem Statement

The CTC problem requires that all the targets in the sensor field are covered by a subset
of sensors (coverage requirement) and all the targets are connected to the sink node
through a subset of sensors by multi-hop paths (connectivity requirement). If any of
the above requirements cannot be satisfied, we say that the deployed WSN reaches its
lifetime. Our objective is to maximize the network lifetime of such a WSN.

The network lifetime can be increased by scheduling only a subset of sensors neces-
sary to be active for meeting the application requirements. We found that the network
can be divided into a number of sensor sets each of which can cover all the targets and
can send all the sensory data to the sink. These sensor sets need not be disjoint, and are
activated successively one by one. Based on these analyses, the CTC problem can be
stated as follows. Given targets with known locations and an energy constrained WSN
with sensors, it is required to schedule sensor activity so as to maximize the network
lifetime subject to the conditions: 1) each target is covered by at least one source and 2)
from each source to the sink, there must exist a route traversing through only the active
sensors.

Fig. 1. Connected Target Coverage problem

We illustrate the CTC problem in Fig. 1. There are thirteen sensors, five targets and
one sink in the sensor field. The sensors that can cover one or more targets are indi-
cated by their circlessolid circles for active source sensors and others for sleep or relay
sensors. Arrowed lines are used to denote the routes used to relay data from sources
to the sink. Two possible solutions are illustrated in Fig. 1(a) and Fig. 1(b). This fig-
ure illustrates that only a subset of the deployed sensors is sufficient to carry out the
functionalities of sensing targets and forwarding sensory data to the sink in the WSN.
Different subsets can be used in different time intervals, call operational time interval
(OTI).
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3.3 Energy Consumption Model

We consider the model of sensor energy consumption which mainly considers the en-
ergy consumption for sensing and relaying data. A sensor consumes the energy depend-
ing on how much data is generated, transmitted and received [2]. In case of the target
coverage scenario, each target needs to be monitored by the sensors continuously and
the sensors generate data about each target. We assume that all source sensors have
the same data generation rate for a target. In other words, all source sensors use the
same sampling frequency, quantization, modulation and coding scheme for each target.
Therefore, a fixed amount of bits, denoted by BR(τ), is generated by each source sen-
sor for a target in an OTI τ . It also indicates that each sensor consumes different amount
of energy according to the number of targets which the sensor covers. Let es and er de-
note the energy consumed for sensing and receiving one bit of data, respectively. Let
etij denote the energy consumed by the sender si for transmitting one bit to the receiver
sj , it is followed as

etij = et + b× dαij
where et and b are constants, dij is the Euclidean distance between sensor si and sj
and α is the path loss factor. For simplicity, we omit the sender and receiver id and use
etrans to represent etij .

Assuming that a graphG(τ) is constructed including a set of active sensors and a set
of edges used to connect the selected active sensors and the sink for an OTI. The graph
G(τ) has the following properties: 1) All the edges converged at the sink; 2) Each most
outer node of the tree is a source sensor; 3) Each target can directly connect to at least
one source in the graph. Such a graph is called as cover graph since it covers all the
targets and, by definition, the graph is connected. Note that a sensor can act as a source
node or relay node or both. In a cover graph, we call a sensor si a descendant of another
sensor sj if sensor si needs sj to relay its data to the sink; and sj is called the ancestor
of si. LetD(s,G(τ)) denote the number of sources among the descendants of sensor s
in a given cover graph G(τ). Since all the sensed data should be relayed to the sink, a
sensor s in the graph needs (etrans+ er)BR(τ)D(s,G(τ)) units of energy to relay the
data from its descendants in an OTI.

Based on the above discussion, for the constructed cover graph G(τ) with set of
sources Ss(τ) and set of relays Sr(τ), the energy consumption model for a sensor s in
the sensor field is given by

E(s,G(τ)) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

esBR(τ) + etransBR(τ), if s ∈ Ss(τ) and s /∈ Sr(τ);
(etrans + er)BR(τ)D(s,G(τ)), if s /∈ Ss(τ) and s ∈ Sr(τ);
esBR(τ) + etransBR(τ)

+(etrans + er)BR(τ)D(s,G(τ)), if s ∈ Ss(τ) ∩ Sr(τ);
0, if s /∈ Ss(τ) and s /∈ Sr(τ);
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4 Proposed Scheme

In our proposed scheme, first the source nodes are selected to ensure the target coverage.
After that, energy-efficient paths to transmit the sensory data from source nodes to the
sink will be built. The cost of the construction of the connected cover tree is significantly
reduced in comparison with the original scheme in the target paper since the number of
targets (i.e., the necessary number of source nodes) is much smaller than the number of
sensor nodes. In addition, the energy consumption is more balanced so that the network
lifetime will be increased. We take an example to illustrate the proposed scheme. The
network consists of a sink, thirteen sensor nodes and five targets as shown in Fig. 2.
The sensors that can cover one or more targets are indicated by their circles. This figure
illustrates that there are several nodes can cover a common target.

Fig. 2. Initial network

The proposed scheme composes of two stages. The initialization stage is executed
once and the operation stage is executed after each operation time duration. In the ini-
tialization stage, a configuration information process is initiated at the sink and executed
through all sensor nodes in the network. One INITIAL message is created at the sink
and broadcast to all other nodes. At each node si, the path weight, the minimum weight
of the route originated from itself to the sink through its neighbors, is computed by
using this formula:

wsi = minsj∈Sn(i)

(
wij + wsj

)
wherewij = α

etij
Er(si)

+β
er
Er(sj)

denotes the weight of link between two nodes, which

considers both the distance and the residual energy of two vertices of link, Er(s) is the
residual energy of sensor s, α and β are coefficients; wsj is the path weight of node
sj . The node then attaches this information to the INITIAL message and broadcasts it
to other neighboring nodes which are further from the sink. As a result, the INITIAL
message is propagated to all nodes in the network. Thanks to this, all nodes are assigned
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a level and provided necessary information of its lower level neighboring nodes such
as the level, the residual energy, targets in the sensing range. The INITIAL message is
also used for synchronizing the clock locally among a node and its neighbors. After the
initialization stage, each node knows its location, its level, its residual energy, its 1-hop
neighbors information, location of targets within its sensing range, and the minimum
weight of path originated from itself to the sink.

In the operation stage, a cover graph is built. The proposed scheme iteratively ex-
ecutes the process of building cover graphs and this process stops only when no new
cover graph can be built (i.e., the network lifetime is reached). Each sensor can estimate
its residual energy using the energy consumption model (given in session 3.3) to adjust
the building process balancing the energy consumptions. There are three phases in each
iteration of building a new cover graph.

In phase 1, each node which has uncovered targets in the sensing area computes a
backoff time using this formula

T (si) =
wsi

|Psi − Psi ∩ P ′ |
where Ps is the set of targets that can be covered by s; and P

′
is the set of covered

targets. The rationale of this formula is to give higher priority (smaller T (si)) to sensors
that have smaller communication cost and cover a larger number of uncovered targets.
When T (si) expires, if there are still any uncovered target in the sensing area, node
si declares itself as a source node. The source node estimates its residual energy and
updates its minimum weight of path originated from itself to the sink. It then broadcasts
an advertising message to their neighbors which have higher level. During the backoff
time, if a node receives the advertising messages from its neighbors, it updates T (si)
by removing the targets covered by advertising sensors and updating its minimum path
weight.

Fig. 3 shows the result of this phase. Since node 7 is close to the sink and can cover
two targets; it is selected as a source node. Although node 9 is far from the sink, but it
can cover two targets; so it is also selected as a source node. After node 7 is selected
as a source node, node 10 should use the path through node 6 and node 2 as it shortest

Fig. 3. Source selection phase
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path toward to the sink. Because node 12 has a shorter path, through node 4 and node
1, it will be selected as a source node.

In phase 2, after the source nodes are selected, source nodes recursively notify the
nodes in their shortest paths towards the sink to become the relay nodes. Each relay node
then updates its minimum path weight by updating the residual energy of its neighbors
and broadcasts its status, including estimated residual energy, to its neighbors. The re-
sult of this phase is shown in Fig. 4. The cover graph is dynamically built because a node
can update its minimum path weight by updating the residual energy of its neighbors.

Fig. 4. Cover graph construction phase

Finally, in the last phase, the operation time duration for this cover graph will be
estimated. Each cover graph operates during this fixed time duration if no sensor in the
cover graph die (i.e. out of battery) before the time duration expires. Otherwise, the
operation time duration of the cover graph is determined based on the sensor which has
the least residual energy using this formula

τx =
Er(s)

E(s,Gx(τ))
τ

where E(s,Gx(τ)) is the energy consumption of sensor s in a given cover graph G
in the default operation time duration τ . A sensor which runs out of battery is called
a dead sensor. An alive sensor which cannot find any route towards the sink without
traversing a dead sensor is considered as an isolated sensor. The network will be updated
by removing the dead and isolated sensor nodes.

5 Performance Evaluation

In this section, we majorly evaluate the performance of our proposed scheme and the
CWGC (Communication Weighted Greedy Cover) scheme. A network is given with
sensors and targets randomly deployed in a 100m×100m area. The sink node is placed
in the middle of the area (at the point (50m, 50m)). The initial energy of each sensor
is set to be 20J ; the value of various parameters are chosen to be et = 50nJ/bit,
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b = 100pJ/bit/m4, α = 4, er = 150nJ/bit and es = 150nJ/bit [3]; and data is
generated by each source node at the rate of 10 kbps. In the simulation, we assume
that each sensor covers a disk centered at itself with a fixed sensing range as the disk
radius. All sensors are assumed to have a similar sensing range Rs = 20m and the
communication rangeRc = 40m.

To show the dominance of our scheme, we compare the performance of our proposed
scheme with the CWGC scheme in our target paper. The CWGC is the only scheme
that tries to minimize the energy consumption to maintain both target coverage and
connectivity among all active sensors and the sink. However, this scheme has to rebuild
the spanning tree for the entire network whenever another subset is needed to ensure
coverage and connectivity. This approach is not efficient when the network has a large
number of nodes since the costs for the whole network spanning tree construction is
huge. Moreover, it could not achieve a good energy balancing between nodes for cases
in which some nodes can be selected as both relay and source node, or some nodes can
be bottleneck nodes if they have many children selected as source nodes. As a result,
it cannot achieve a good approximation network lifetime since some nodes will deplete
their energy more quickly than the other nodes.

Each value plotted on the curves is obtained from the results of one hundred random
topologies.

Fig. 5. Effect of coefficient factors α and β

5.1 Impact of Algorithm Parameters

First we study the impact of two parameters α and β. In which, α and β . In our simula-
tion, to determine the effect of the coefficient factors, we measured the performance of
the DLMS by varying the value of the coefficient factors with the same topology. One
hundred sensor nodes and 20 targets are randomly scattered in the area. Fig. 5 shows
the average lifetime and number of cover graphs achieved by DLMS with the initial op-
erational time interval is set to 1000s. It can be seen that the network lifetime increased
and the number of cover graphs decreased when the ratio of α and β increased. Because
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sender node usually consumes energy much more than receiver node in a transmission,
the energy consumption will more balance when we consider the sender higher than the
receiver in the link-weight calculation.

Next we study the impact of operation duration on the performance of the DLMS
scheme. The same scenario as chosen for the above simulation is used. Fig. 6 shows the
average lifetime and number of cover graphs achieved by DLMS. As expected, although
the average lifetime achieved by the scheme depends on the network topology more
significantly than the initial operation time, it decreases slightly. The average number of
cover graphs decreases when τ increases because the activated sensors have to consume
more energy in each working interval.

Fig. 6. Effect of initial operation time interval

The more number of cover graphs are built, the more cost the scheme take for re-
building the cover graph. In the following simulations, we fix the value of α = 2.7,
β = 0.5 and the initial OTI τ = 5000s which are a reasonable balance between perfor-
mance and computation complexity.

5.2 Impact of Network Parameters

Next, we study the performance variation of the schemes under different sensor node
densities. The number of targets is fixed at 20, and the number of nodes increases from
50 to 130. From Fig. 7(a) and Fig. 7(b), we can see that, the lifetime achieved by
the DLMS scheme outperforms CWGC scheme while taking the same overhead (the
same number of cover graphs). As the number of nodes increases, the network lifetime
achieved by both schemes increase. It can also be observed that the DLMS scheme
performs better than CWGC in the density network. The reason can be attributed to
the non-balance in energy consumption in CWGC, in that case the sensors, which are
closer to the sink, will deplete their energy earlier than the other ones. Thus, the hole
will occur and the alive sensors can not connect to the sink.
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(a) Node’s density vs. performance. (b) Node’s density vs. cost.

Fig. 7. Effect of the number of nodes

(a) Target’s density vs. performance. (b) Target’s density vs. cost.

Fig. 8. Effect of the number of targets

Finally, we study the impact of varying the number of targets on the performance of
the schemes. The number of targets is increased from 15 to 55 and the number of sensors
is fixed at 100. The simulation results in Fig. 8 showed that DLMS scheme performs
better than CWGC scheme in all cases. The performance of the schemes decreases as
the number of targets increases, which is due to the reason that the number of source
nodes should be increased and the amount of generated messages also increased. It is
also observed in Fig. 8 that the overhead of the DLMS is smaller then CWGC in a
network which has many targets.

6 Conclusion

In this paper, we have proposed a scheme to schedule the active time of sensors such that
the active sensors can cover all the targets and formulate the efficient routes from each
monitor node to the sink. From the simulation study, we also prove that the performance
of the proposed scheme is better than the exiting scheme in terms of network lifetime.
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The performance gain comes from balancing the energy consumption between all the
nodes in the network. As part of our future work, we will study the CTC problem in the
duty-cycled wireless sensor networks. In another research direction, we will extend our
ideas to the other types of coverage, e.g., area coverage or barrier coverage.
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Abstract. Non-uniform memory architecture (NUMA) system has numerous 
nodes with shared last level cache (LLC). Their shared LLC has brought many 
benefits in the cache utilization. However, LLC can be seriously polluted by 
tasks that cause huge I/O traffic for a long time since inclusive cache 
architecture of LLC replaces valid cache line by back-invalidate. Many research 
on the page coloring, partitioning, and pollute buffer mechanism handled this 
cache pollution. But, there are no scheduling approaches considering I/O-
intensive tasks in NUMA systems. To address the above problem, OS 
scheduling that reduces cache pollution is highly needed in NUMA systems. 

In this paper, we propose a software-based mechanism that reduces shared 
LLC miss in NUMA systems. Our mechanism includes I/O traffic measurement 
and devil conscious scheduling. The experimental results show that LLC miss 
rate can be reduced up to 37.6%, and our approach improves execution time to 
1.48%. 

Keywords: Cache Pollution, Cache Performance, Last Level Cache, NUMA 
Scheduling, Task Characteristics, I/O Intensive Task. 

1 Introduction 

The studies about multicore scheduling in operating system have been researched 
since multicore processors are recently becoming more common. One of the main 
issues is reducing resources contention by using OS scheduling. Especially, cache 
contention problem is unceasingly considered by many researchers [1], [2], [3], [4], 
[5], [6], [7]. Advance of processor architecture makes more efficient cache access 
with shared last level cache (LLC). However, this causes cache pollution which can 
lead to performance degradation [6]. In particular, cache pollution can be seriously 
happened by tasks which raise huge I/O traffic for a long time [7]. Also, tasks whose 
I/O traffic is over max size of LLC lead to eviction of cache lines. Consequently, it 
makes other tasks difficult to utilize LLC efficiently. 
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In inclusive cache architecture included in modern processors, cache coherence 
mechanism is activated when cache pollution occurs. This lead to L1 and L2 cache 
pollution by back-invalidate [8]. L1, L2, and shared LLC (L3) latency for accesses to 
cache line is different among them. The upper level cache has a less latency than 
lower level cache [9]. If LLC which has high latency was being polluted, processor 
cannot use even L1 and L2 which has low latency. LLC pollution makes vicious cycle 
with loss of cache access cycles. LLC pollution has been treated by previous 
researches such as the page coloring, cache partitioning, cache pollute buffer [1], [3], 
[10]. However, there is none of approach in regard of OS scheduling to reduce shared 
LLC pollution considering I/O-intensive tasks in NUMA systems. In general, that 
system has more than two nodes which included shared LLC. On this account, it is 
very meaningful and important to reduce share LLC pollution for performance 
improvement in NUMA systems. In this paper, we deal with how to classify these 
I/O-intensive tasks which make serious LLC pollution. Also, we treat the scheduling 
that tasks can efficiently use cache. 

The contributions of the paper are twofold. First, we suggested classification 
method for tasks which cause huge I/O traffic. Second, for reducing LLC pollution, 
we proposed a scheduling mechanism that such tasks can be dynamically migrated to 
designated node in NUMA systems. 

The rest of this paper is organized as follows: Section 2 looks over background for 
clear understanding of this paper and motivation which inspired the proposed method. 
Section 3 explains I/O traffic measurement and devil conscious scheduling to solve 
the problem as mentioned above. Section 4 shows detailed implementation and 
evaluations resulted in each workload. Finally, in Section 5 we conclude this paper 
and discuss our plans for future work. 

2 Background and Motivation 

2.1 Cache Pollution in Shared LLC 

Cache pollution is defined as the displacement of cache data by a useless one [6]. 
Cache pollution is commonly happened on shared LLC, which cause cache miss and 
performance degradation by cache line eviction and request operation of core [11]. 
Especially, this can be caused by I/O-intensive tasks that lead to huge I/O traffic for a 
long time such as multimedia application or downloading from web. We called these 
as big I/O tasks. 

Below Fig. 1 illustrates the LLC miss rate of Merge when co-running with 
PostMark which is I/O-intensive task on the Dell PowerEdge T6101: One in the same 
node and the other in another node. The LLC miss rate of the same graph higher than 
another one. On the contrary, the another graph shows lower than the same since they 
did not share the LLC. So, we can believe that cache pollution can be happened when 
co-running with big I/O task in the same node because of shared LLC. Ding, X., et al. 
drew similar result with Merge and Grep [7]. Therefore, we make sure that big I/O 
tasks can be isolated to designated node using OS scheduling in NUMA.  

                                                           
1 Experimental Setup minutely explained in the chapter 4. Performance Evaluation. 
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devices like storage, network, etc., which can be the factor of cache pollution. Many 
OS manage these devices by its own way. The Linux manages all the devices as files 
and leaves log file per task in /proc directory when I/O traffic of each device occurs in 
the kernel. Even though system call such as read(), write(), send(), and receive() can 
be used in I/O operation, we limit storage-related I/O read() and write() to help easily 
explain the mechanism2. do_io_accounting() is a internal kernel function to leave 
storage-related I/O log file in /proc/PID/io, which counts I/O traffic related to read(), 
write() system call by byte [15]. I/O traffic can be measured by them in real time. 

   Previous IO traffic  1 α  Current IO traffic  α .        1  

We can periodically obtain current I/O traffic at regular time interval using rchar, 
wchar variables of task through I/O accounting scheme provided by the kernel. In 
Formula (1), is a weighted value to reflect current I/O traffic into MA (Moving 
Average). The MA is the key that decides whether a task is devil or normal. The 
bigger a value α, the more recent I/O traffic size is sensitively reflected. On the 
contrary, the smaller a value α, the more previous I/O traffic size is reflected. 
Therefore, de-pending on how a value α sets, it can be adjusted in I/O traffic 
fluctuation. With the moving average, the MA moves exponentially preventing itself 
from a sudden fluctuation when rapid I/O traffic change occurs in a short time. Also, 
this prevents tasks from migrating frequently between nodes, which causes 
performance degradation by overhead. In Fig. 4, task is classified as devil if the value 
of MA excesses max size of LLC, or else it is classified normal when the value of 
MA is less than max size of LLC. 

 

Fig. 5. Overall system architecture of devil conscious scheduler 

                                                           
2 In this paper, we employ rchar and wchar defined in /include/linux/task_io_accounting.h to 

measure all of I/O traffic from page cache and physical storage. 
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3.2 Devil Conscious Scheduling Method 

All of tasks have a task_struct in the Linux operating system. In our method, it has a 
flag additionally, which called Is_Devil flag. Once a certain task is turned out as a 
devil by I/O traffic measurement, Is_Devil flag of corresponding task is changed to 
‘ON’ state. When state changed, this task is regarded as enough to disturb other task 
which can efficiently use shared LLC by serious cache pollution. For this reason, it is 
needed for migration to designated node to reduce cache pollution. We called this 
node as a devil pool. Designated node can be selected as one of nodes in NUMA sys-
tem. Above Fig. 5 illustrates overall system architecture of devil conscious scheduler. 
Since shared LLC exists generally only one at each node, it takes the identical effect 
on shared LLC no matter where the task runs on which core. 

I/O traffic can be decreased under max size of LLC or stopped according to task 
characteristics while a task is running. In this case, the task is reclassified by normal 
and Is_Devil flag is changed to ‘OFF’ state. So, corresponding task can be migrated to 
normal pool from devil pool. The normal pool is all nodes except a designated node 
as a devil pool. Like this, proposed method in this paper can do dynamic task 
migration through current I/O traffic of task. Below Algorithm 1 shows pseudo-code 
of devil conscious scheduling. 

 
Algorithm 1. Devil Conscious Scheduler(DCS) 
While continuously monitoring do 
1. I/O traffic measuring of by regular period 

Get Current I/O traffic 
if MA > LLC max size then 

Is_Devil flag of current task ← ON 
else 

Is_Devil flag of current task ← OFF 
end if 

2. Migrating the task to designated node 
if Is_Devil flag of current task is ON 

task migration to designated node in NUMA (devil pool) 
migration pages of previous node to designated node 

else Is_Devil flag of current task is OFF 
task migration to normal node in NUMA (normal pool) 
migration pages of designated node to current node 

end if 
end while 

4 Performance Evaluation 

We implemented prototype of I/O traffic measurement and devil conscious 
scheduling in user space to evaluate our suggested method. As described in 3.1, we 
used /proc/PID/io to obtain I/O traffic related storage of various I/O devices.  
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To reflect I/O traffic quickly, I/O traffic measuring monitor checks traffic by one 
second as iotop which is well-known physical storage I/O monitoring tool. The α set 
0.8 in formula (1) because it is optimal value by 4.2.2 experiment. Completely Fair 
Scheduler (CFS) which is the modern Linux scheduler runs by default [16]. In 
addition, we set devil conscious scheduler that the task has to be migrated to any core 
in a designated node when a certain task is classified as devil by I/O monitor. 

The evaluation of our prototype was carried out in a set of micro-benchmarks. All 
of measurement was evaluated by perf which is the Linux kernel-based performance 
analysis tool using the Hardware Performance Counter (HPC). The measurement was 
performed by ten time and the results were averaged out. The system used the 
evaluation is a Dell PowerEdge T610 which have two nodes. Its specification was 
minutely listed in Table 1. 

Table 1. Specification of the Dell PowerEdge T610 

Component Specification 
L1Data Cache 4 x 32KB, 8-way 

L1 Instruction Cache 4 x 32KB, 4-way 
L2 Cache 4 x 256KB, 8-way 

L3 shared Last Level Cache 4MB, 16-way 
Memory 2GB in each node 

4.1 α Sensitivity in MA 

Optimal α in formula (1) is a meaningful factor in performance of devil conscious 
scheduling. So, we identified the result of cache miss rate when changing α value. To 
find out this, we adjusted α value by 0.2, 0.4, 0.6, and 0.8, respectively with merge 
and PostMark. As a result, we obtained lowest cache miss rate when set α by 0.8 as 
Fig. 6. 

 

Fig. 6. Cache miss rate of mergesort 
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4.2 Micro-benchmarks 

Micro-benchmarks were divided by two groups. We identified how corresponding 
workloads can efficiently utilize shared LLC by suggested methods. One group is 
comprised of memory-intensive workloads; the other is comprised of big I/O work-
loads [17], [18]. 

• Gobmk is an artificial intelligence workload related with game playing. It is 
included in a set of SPEC CPU2006. 

• Hmmer is statistical models of multiple sequence alignments, which are used in 
computational biology to search for patterns in DNA sequences. It is also included 
in a set of SPEC CPU2006. 

• Merge sorts an array size of 2MB with recursive 2-way mergesort algorithm. 
• PostMark is I/O-intensive workload. It conducts file access and operation with 

four hundred thousand files whose sizes 128KB. 
• Tar is also I/O-intensive workload. We run it to bind the Linux kernel source with 

bzip2 compression option. 
 

 

Fig. 7. LLC miss rate reduction of each workload 
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Fig. 9. Execution time reduction of each workload 

For co-running with PostMark and Tar, respectively, Fig. 7 illustrates the LLC 
miss rate of all memory-intensive workloads. The another is the case that each 
memory-intensive workloads run on another node with I/O-intensive workloads. The 
same is when run them on the same node. DCS represents when devil conscious 
scheduler was applied. In the result of our experiment, DCS reduced the LLC miss 
rate of Hmmer by 19.1% when co-running with PostMark. This improved the 
execution time reduction by 1.48% as illustrated in Fig. 9. Especially, The Merge 
reduced by 37.6% when co-running with Tar. DCS reduced average LLC miss rate 
and cache miss rate of all references about 20.7%. Also, it improved average 
execution time about 0.87% 

Fig. 8 illustrates the LLC miss rate and miss rate of all cache references of Gobmk 
when co-running PostMark. When DCS was applied, all cache miss rate reduced in 
proportion to the LLC miss rate. Since DCS reduces LLC miss rate, back-invalidate 
do not occur in the upper caches. 

5 Conclusion 

In this paper, we identified why the shared LLC is important in NUMA system 
environment and how big I/O tasks causes serious LLC pollution. To resolve this 
problem, we proposed I/O traffic measurement and devil conscious scheduling. Big 
I/O task, which also called devil, can be classified by I/O traffic measurement. Devil 
conscious scheduling can assign tasks into designated node to take advantage of cache 
utilization. Our experimental results showed that LLC miss rate are reduced up to 
37.6%, and it improves execution time reduction up to 1.48%. We identified our 
proposed mechanism can improve cache performance as only software-based 
approach. As future work, we can also combine other cache improvement scheme for 
better performance. 
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Abstract. In Proxy Mobile IPv6 (PMIPv6), the serving network provides 
mobility management on behalf of the mobile node (MN). Moreover, the MN 
need not have a mobility support stack and it can handover faster in PMIPv6 
than in MIPv6 with less packet loss. However, when several nodes in the same 
MAG (Mobile Access Gateway) handover to another MAG at the same time, a 
lot of signaling costs occur as each cost is incurred on each node. NEMO-BSP 
(Network Mobility-Basic Support Protocol) developed by the IETF(Internet 
Engineering Task force), enables the mobile network to which MNs are 
connected to perform only one handover signaling for all the MNs, reducing 
handover signaling cost, but NEMO-BSP cannot be immediately applied to 
PMIPv6. Therefore, several schemes have been proposed to combine PMIPv6 
and NEMO. These schemes suggest the way the mobile network handovers in 
the PMIPv6 domain and focuses on the reduction of the signaling cost. 
However, they are often unconcerned about the signaling cost of mobile nodes 
that move between the mobile network and the PMIPv6 domain. In this paper, 

we propose fast handover scheme to enhance MN’s handover performance, 

when the MN handovers between the mobile network and the PMIPv6 domain 

Keywords: PMIPv6, Proxy Mobile IPv6, Fast Handover, NEMO, Network 
Mobility. 

1 Introduction 

Due to the rapid evolution of mobile devices and wireless network access 
technologies, there is a rapid increase in the number of mobile device users. 
Moreover, people demand Internet access anytime and anywhere. They spend a lot of 
time on the way, by car or subway using wireless Internet and this in turn needs a 
protocol which supports mobility management. 

                                                           
* Corresponding author. 
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Mobile IPv6 (MIPv6) [1], the host-based mobility management protocol developed 
by the Internet Engineering Task Force(IETF) enables mobile nodes handover to 
maintain a session in a wireless environment. However, a host-based mobility 
management protocol needs the mobility protocol stack in the MN [2]. On the other 
hand, Proxy Mobile IPv6 (PMIPv6) [3], developed by the IETF NETLMM working 
group, provides network-based mobility for the MNs. Local Mobility Anchor (LMA) 
and Mobile Access Gateway (MAG), newly introduced in PMIPv6, perform a 
handover signaling on behalf of an MN. The MN do not change its IP address during 
handover in the same PMIPv6 domain as it creates its own IP addresses by using the 
same Home Network Prefix (HNP) which it has received from the LMA. Therefore, 
MNs need not have mobility protocol stack and they do not have to consume energy 
for handover signaling. Moreover, PMIPv6 reduces the packet loss as the handover 
delay is shorter than MIPv6 [2][4]. 

In PMIPv6, a handover is performed for each MN that moves from an MAG 
domain to another. If many nodes within the same MAG domain move to another 
MAG at the same time then, the handovers occur for each node. It causes the 
handover signaling cost to increase and to degrade the overall quality of the network 
services by consuming network resources. In order to prevent this, a scheme has been 
proposed to enable handover for all MNs that handover to the same MAG at the same 
time [5], but it also causes an additional cost to maintain a group of nodes. 

The Network Mobility Basic Support Protocol (NEMO-BSP) [6] developed by the 
IETF is a protocol that is able to provide mobility for a mobile network and this 
includes a set of MNs which were developed ahead of PMIPv6. When the mobile 
network accesses to an Access Router (AR), Mobility Router (MR) performs 
handover signaling on behalf of all the MNs in the mobile network. The MNs in the 
mobile network can maintain their session with their correspondent node that is 
outside during handover. Each node creates their own address by using Mobile 
Network Prefix (MNP) received from MR. If the mobile network takes handover 
then, the MNs do not realize that they have taken handover as their addresses do not 
change. 

In this paper, we propose a scheme that enhances the handover performance when 
MNs take handover between the mobile network and PMIPv6 domain. Our proposed 
scheme takes fast handover, reduces unnecessary signaling procedures and this leads 
to a reduction in the handover signaling cost and delay.  

The remainder of this paper is organized as follows. In Section 2, we introduce a 
detailed explanation of NEMO-BSP and PMIPv6 as well as the scheme that combines 
these two protocols. Our proposed scheme that improves the scheme is introduced in 
section 2 and it is presented in detail in Section 3. Section 4 discusses the 
performance evaluation and results. Finally, we conclude this paper. 

2 Related Work 

2.1 Proxy Mobile IPv6 

PMIPv6, network-based mobility support protocol, enables MNs handover without 
the participation in any mobility signaling [2][3]. The handover signaling for the MN 
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Fig. 1. PMIPv6 Architecture 

is performed by LMA and MAG, newly introduced in PMIPv6 on behalf of the MN, 
and the MN need not have the mobility support protocol stack as the MN has no hand 
in the handover signaling. 

The architecture of PMIPv6 is shown in Figure 1[2]. The MN connected to MAG1 
creates its own IP address by using HNP that is received from LMA. This HNP is the 
MN’s own address space which is never changed while the MN stays in the PMIPv6 
domain, and the MN does not change its IP address even though it handovers to the 
MAG2 domain. Therefore, in PMIPv6 the handover delay is reduced without 
Duplicate Address Detection (DAD) process when an MN handovers in the PMIPv6 
domain. 

The handover procedure in PMIPv6 is a signaling procedure on the scenario where 
an MN takes handover. If many MNs take handover at the same time then, a hand 
over procedure occurs for each MN. In a case when many MNs move together in a 
group, this is inefficient. It wastes more network resources and as a result, it causes 
the quality of the entire Internet to decline. 

2.2 Network Mobility  

In NEMO-BSP, a handover procedure is performed for the entire network when the 
mobile network takes handover. When the mobile network is in its home network, 
MR creates its own Home Address (HoA) by using the prefix that is provided by the 
Home Agent (HA). HoA is the MR’s own address space and it does not change even 
though the mobile network moves to another network. All the MNs in the mobile 
network create their own IP address by using the MNP that is provided by the MR. If 
the mobile network leaves its home and accesses to the foreign network then, the MR 
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creates its Care-of Address (CoA) by using the prefix that is provided by the foreign 
network and sends Binding Update (BU) message to the HA. The HA received the 
BU message sends Binding Acknowledgement (BA) message to the MR after creating 
the cache entry to bind the HoA to the CoA of the MR. After the bidirectional tunnel 
is created, all the packets head for an MN in the mobile network and they are 
transmitted through the tunnel. MNs in the mobile network do not recognize that they 
have moved as their IP addresses have not changed. The handover signaling 
procedure of NEMO-BSP seems similar with the handover signaling procedure of 
MIPv6 [12]. 

2.3 Network Mobility in PMIPv6 

NEMO-BSP has the advantage of reducing the signaling cost as it performs a 
handover for all MNs in the mobile network with just a single handover signaling. 
The handover of the network is transparent to the MNs as the MNs do not participate 
in handover signaling. However, it is impossible to combine NEMO-BSP and 
PMIPv6 to be intact. The reason is that MNs create their own IP addresses by using 
MNP in the mobile network and by using HNP which they have received from LMA 
in the PMIPv6 domain. This is contrary to the policies of PMIPv6 where, IP address 
of an MN does not change when the MN takes handover in the PMIPv6 domain.  

[7] proposes NEMO-enabled PMIPv6 (N-PMIPv6) to combine NEMO-BSP and 
PMIPv6. N-PMIPv6 supports the complete network-based mobility for an MN about 
the MN’s handover as well as the mobile network’s handover. In N-PMIPv6, the MR 
and MNs create their IP addresses by using HNP which is received from LMA. When 
the mobile network moves, the MR is treated as an MN. The MAG performs 
handover signaling with the LMA on behalf of the MR. When an MN handovers 
between the mobile network and the PMIPv6 domain, the MR acts as an MAG and it 
performs handover signaling with the LMA on behalf of the MN. Both the MR and 
MN create their own IP address by using HNP that is received from LMA.   

In N-PMIPv6, the BCE is extended. A new field, M flag, which shows whether  
the AR that the MN is connected with is a fixed MAG or an MR. Figure 2 shows the 
handover signaling procedure in N-PMIPv6. If the mobile network attaches to the 
MAG domain, the MAG announces the new access of entity by sending PBU 
message to the LMA. The LMA which has received the PBU makes a binding cache 
entry for the entity, and the M flag value becomes 'NO'. This is due to the MAG that 
the MR has accessed is fixed. The LMA transmits the PBA message in response to 
the PBU message that includes HNP for the MR. The MAG sends the RA message  
to the MR. Then, a bidirectional tunnel is established between the LMA and MAG. 

The MR performs handover signaling with the LMA on behalf of the MN. The 
PBU and PBA messages are transmitted through the MAG. The LMA which has 
received the PBU message updates its BCE and the M flag value becomes 'YES' as 
the MN is connected to an MR. The LMA transmits the PBA message to the MR that 
includes HNP for the MN. Then, the bidirectional tunnel between the LMA and the 
MR is established. The MR completes the handover by sending the RA message to 
the MN that contains the HNP of the MN. 
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Fig. 2. N-PMIPv6 handover procedure 

3 Proposed Scheme 

3.1 Overview of the Proposed Scheme 

N-PMIPv6 gives support to MNs to handover between the mobile network and 
PMIPv6 domain by applying NEMO-BSP to PMIPv6. The handover follows the 
procedure of the standard PMIPv6. So, it still has the PMIPv6 handover latency and 
packet loss problem. [13] proposes a fast handover scheme in PMIPv6 domain where 
it reduces the handover latency by omitting AAA authentication procedure between 
MAG and AAA server when an MN accesses to MAG.  

Our proposed scheme reduces the signaling cost and handover latency by omitting 
AAA authentication procedure when an MN moves between a mobile network and 
PMIPv6 domain. In order to achieve this, MAGs need to know information on MNs in 
the mobile network. Figure 3 shows handover signaling procedure in our proposed 
scheme. 

3.2 Fast Handover Scheme for Mobile Nodes 

In Figure 3, the MR passes Node Information (NI) message which contains 
information on all MNs in it after it handovers to the MAG. The MAG stores the 
information in the table. Since then, when one of the MNs in the mobile network 
takes handover to the MAG, the MAG refers to the table and it figures out that the 
MN was in the mobile network. The MAG omits the authentication procedure with 
the AAA server and it performs handover signaling with the LMA right away. When 
one of the MNs in the MAG domain takes handover the mobile network, the AAA 
authentication procedure is not required as the mobile network is in the MAG domain 
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with the MN and the authentication on the MN is already done. After the handover is 
completed, the MR passes the information on the MN to the MAG. The MAG in turn 
stores the information in the table in case MN moves out to omit the authentication 
procedure. 

The information of MN passed from the mobile network to the MAG includes the 
ID of the MN. When the mobile network takes handover, the MR sends IDs of all the 
MNs to the MAG to which the MR has accessed. When an MN takes handover from 
the MAG domain to the mobile network, the MR sends an ID of the unisonous MN to 
the MAG. Only MN’s ID is required as MAGs identify MNs by their ID when they 
access to an MAG.  

When a mobile network takes handover in the PMIPv6 domain and an MN takes 
handover from the MAG domain to the mobile network, the node information may 
increase signaling the cost. However, the signaling cost due to the AAA 
authentication procedure is reduced. Particularly, it is more efficient when the 
movement of the MNs is frequent between the mobile network and the MAG domain. 
Another advantage is to reduce the packet loss through fast handover. The NI 
message for the updation of the table contains the information of MNs in MAG and it 
is irrelevant to the handover time as it is transmitted after the handover procedure. 

 

Fig. 3. Handover procedure of the proposed scheme 

4 Performance Evaluation 

4.1 Analysis Scenario and Notations 

Figure 4 is a scenario for performance evaluation. The mobile network takes the 
handover between MAG domains at a distance of time. In each MAG domain, at this 
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point, MNs take handover. Some of the MNs in the mobile network take handover to 
an MAG domain while some of the MNs in the MAG domain take handover to the 
mobile network. The notations that are used in the performance evaluation are 
tabulated in Table 1.  

Table 1. Notations 

 

 

Fig. 4. Analysis scenario 

4.2 Traffic Cost Analysis 

The Signaling cost is the sum of the message sizes that is required for one handover. 
First, the mobile network handover signaling cost in PMIPv6 domain is given as 
follows, 

     C  ∑ 2                                 ∑  (1) 
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AAAMAG-AAA is the cost of transmission of an AAA authentication message. The cost 
is doubled as the AAA query and AAA acknowledgement are represented. BUMAG-

LMA is the transmission cost of the PBU message that is sent from the MAG to the 
LMA, and BALMA-MAG is the transmission cost of the PBA message which is sent 
from the LMA to the MAG. RSMR-MAG and RAMAG-MR are transmission costs of the RS 
message and RA message. These messages are transmitted over wireless links. When 
these messages are transmitted over a wireless link, they may be failed to be 
transmitted with a failure probability pf and the number of failures, nf. 

 ∑ 1  (2) 

Now, equation (1) is rewritten as equation (3). 

    1 1 2                  
         1   (3) 

In the case when MN moves, following is the signaling cost. When MN takes the 
handover from the mobile network to an MAG domain, the signaling cost is obtained 
as follows. C _  ∑ 2                       ∑  (4) 

The RS message and RA message are exchanged between the MAG and MN while in 
equation (1), they are exchanged between the MR and MAG. Equation (4) is 
represented as follows. 

 1 1  2  

                            1  (5) 

Signaling cost gets higher when MN moves to a mobile network from the MAG 
domain and then, MN moves in the opposite direction. The reason is that the AAA 
authentication and PBU, PBA message for the MN is transmitted over a wireless link 
between MR and MAG and also through the wired link. The signaling cost is as 
follows. 

 C _ ∑ 2 ∑                          ∑                         ∑  (6) 
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The RS and RA messages are exchanged between the MN and MR. AAAMR-MAG  
is the transmission cost of an AAA authentication message that is transmitted between 
the MR and MAG. BUMR-MAG and BAMAG-MR are the transmission costs of the PBU, 
PBA message between the MR and MAG. Equation (6) is represented as follows. 

_ 1 2 1                     1                     1  (7) 

Now, we deduct the signaling costs of the proposed scheme. First, when the mobile 
network takes a handover in the PMIPv6 domain, the signaling cost is as follows. C ∑ 2                      ∑ ∑  (8) 

NIIN is the signaling cost that is required to transmit from the mobile network to the 
MAG and the MAG contains the information of all the MNs. Equation (8) is 
represented as follows. 

1 1 2  

                           1                          1 _ _  (9) 

Compared to N-PMIPv6, the signaling cost of the MR that moves in the proposed 
scheme is higher. This is due to the MR which sends the MNs’ information to the 
MAG. 

In the proposed scheme, the signaling cost of an MN which moves to an MAG 
domain from the mobile network is represented as given in equation (10).  C     ∑                            ∑  (10) 

 

 _ 1                     1  (11) 
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The signaling cost for the MN that moves to the mobile network from an MAG 
domain in the proposed scheme is represented as shown in equation (12). After the 
completion of the handover, the MR sends information of the MN to the MAG and 
the MAG adds the information to the table. NISINGLE is the cost of the message that 
contains the information of an MN sent to an MAG. C _    ∑ ∑                          ∑                          ∑  (12) 

The AAA procedure is removed and the procedure to pass information of the MN is 
added. As the cost required for the AAA procedure is higher, the signaling cost for the 
MN that moves to the mobile network is reduced compared to N-PMIPv6. Equation 
(12) is represented as follows. 

 _ 1 1                 1                1 _ _  (13) 

4.3 Handover Latency 

It takes the same time for the mobile network to handover in PMIPv6 domain in our 
proposed scheme as the N-PMIPv6. Therefore, we will only compare the MN’s 
handover latency between the mobile network and MAG domain. In N-PMIPv6, 
when an MN takes handover between the mobile networks, handover latency is as 
follows. 

 _ _ _ _                                         2 1 2                                            2  (14) 

 

 _ _ _ _                                 2 1 2 1                                                              2 1  (15) 
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Equations (14) and (15) are the handover latencies of the MN which handovers from 
the mobile network to a MAG domain and from a MAG to the mobile network in N-
PMIPv6 respectively. The latency of the MN moving to the mobile network is longer. 
This is due to the signaling which is performed over a wireless link between the MR 
and the MAG. 

The latency of the MN moving between the mobile network and the MAG domain 
in the proposed scheme is as follows. 

 _ _ _                                                       2 1                                                           2  (16) 

 

 _ _ _                                                          2 1                                2 1  (17) 

Equations (16) and (17) are the latencies of the MN that take handover from the 
mobile network to the MAG domain and from the MAG domain to the mobile 
network in our proposed scheme respectively. In both the cases, by reducing the AAA 
authentication procedure, the latencies are shorter compared to that in N-PMIPv6. 

4.4 Results 

In this subsection, we apply the equations that were deducted in the subsection 4.3 to 
the analysis scenario and we obtain the signaling costs for the comparison of N-
PMIPv6 and the proposed scheme. We assume that the mobile network takes 
handover for every 2minutes between the MAG domains. In this scenario, there are 
50 MAGs and the mobile network goes through all the MAG domains. Mobile nodes 
handover between the mobile network and a MAG domain causes a change in the 
number of MNs in the mobile network. Then, the mobile network moves to the next 
MAG domain. After the mobile has passed through all the MAG domains, we 
compare the signaling costs. Figure 5(a) shows the change in the signaling costs 
according to that the change in the probability of the MN’s handover to an MAG 
domain increases. We maintain a constant number of MNs which handover to the 
mobile network from a MAG domain. In both the cases, the signaling costs increase 
as the probability increases. However, not only the signaling cost but also the rate of 
increase in the proposed scheme is lower compared to that in N-PMIPv6. 

Figure 5(b) shows the change in the signaling costs according to the change of the 
transmission fail rate over a wireless link. We can observe that the signaling costs 
increase as the transmission fail rate increases.  
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Figure 6 shows the comparison of packet loss in the cases of N-PMIPv6 and the 
proposed scheme. Figures 6(a) and (b) represent the packet loss according to the 
MN’s handover to the mobile network from a MAG domain is greater compared to 
that in the case of the MN handovers to the MAG domain. This is due to the handover 
latency of the first case which is longer. We can see that the packet loss in the 
proposed scheme is lower compared to that in N-PMIPv6. 

 

(a). The signaling costs according to the probability of MN handover 

 

(b). The signaling costs according to the transmission fail rate 

Fig. 5. Signaling costs 
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(a). The packet loss according to the MN’s handover to the mobile network 

 

(b). The packet loss according to the MN’s handover to an MAG 

Fig. 6. Packet loss 

5 Conclusion 

NEMO-BSP supports the movement of a group of MNs that perform handover 
signaling only once for all the MNs. However, it cannot be combined with PMIPv6 
because this causes a violation of the PMIPv6 policy. In order to solve this problem, 
several schemes have been proposed. This paper proposes a scheme that improves 
MN’s handover performance between a mobile network and PMIPv6 domain if 
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NEMO-BSP and PMIPv6 are combined. In the proposed scheme, signaling costs are 
lower compared to N-PMIPv6 especially MNs handover frequently. Packet loss is 
also decreased in the proposed scheme and this is due to the handover latency which 
is shorter than in N-PMIPv6. 

Acknowledgement. This research was supported in part by MKE and MEST, Korean 
government, under ITRC NIPA-2012-(H0301-12-3001), NICDP(2011-0020517) and 
PRCP(2011-0018397) through NRF of Korea, respectively. 

References 

1. Johnson, D., Perkins, C., Arkko, J.: Mobility Support in IPv6. IETF RFC 3775 (June 2004) 
2. Kong, K., Lee, W., Han, Y., Shin, M., You, H.: Mobility Management for All-IP Mobile 

Networks: Mobile IPv6 vs. Proxy Mobile IPv6. IEEE Wireless Communications (April 
2008) 

3. Gundavelli, S., et al.: Proxy Mobile IPv6. RFC 5213 (August 2008) 
4. Kong, K., Lee, W., Han, Y., Shin, M.: Handover Latency Analysis of a Network-Based 

Localized Mobility Management Protocol. In: IEEE International Conference on 
Communications, pp. 5838–5843 (May 2008) 

5. Li, Y., Jiang, Y., Su, H., Jin, D., Su, L., Zeng, L.: A Group-based Handoff Scheme for 
Correlated Mobile Nodes in Proxy Mobile IPv6. In: IEEE Globecom 2009 (November 
2009) 

6. Devarapalli, V., Wakikawa, R., Petrescu, A., Thubert, P.: Network Mobility (NEMO) 
Basic Support Protocol. RFC 3963 (January 2005) 

7. Soto, I., Bernardos, C., Calderon, M., Banchs, A.: NEMO-Enabled Localized Mobility 
Support for Internet Access in Automotive Scenarios. IEEE Communication Magazine 
(May 2009) 

8. Yan, Z., Zhou, H., Zhang, H., Zhang, S., You, I.: Network mobility Support in PMIPv6 
Network. In: IWCMC 2010 (June 2010) 

9. Pack, S.: Relay-based Network Mobility Support in Proxy Mobile IPv6 Networks. In: 5th 
IEEE CCNC 2008 (January 2008) 

10. Jeon, S., Kang, N., Kim, Y.: Resource-efficient network mobility support in Proxy Mobile 
IPv domain. International Journal of Electronics and Communications (AEU) (October 
2011) 

11. Lee, H., Han, Y., Min, S.: Network Mobility Support Scheme on PMIPv6 Networks. 
IJCNC 2(5) (September 2010) 

12. Lee, J., Ernst, T., Chilamkurti, N.: Performance Analysis of PMIPv6 based Network 
Mobility for Intelligent Transportation Systems. IEEE Transactions on Vehicular 
Technoloty (January 2012) 

13. Yokota, H., Chowdhury, K., Koodli, R., Patil, B., Xia, F.: Fast Handovers for Proxy 
Mobile IPv6. IETF RFC 5949 (September 2010) 



A Reference Model for Virtual Resource

Description and Discovery in Virtual Networks�

Yuemei Xu1, Yanni Han1, Wenjia Niu1, Yang Li1,
Tao Lin1, and Song Ci1,2,��

1 High Performance Network Lab, Institute of Acoustics,
Chinese Academy of Sciences, Beijing, China
{xuym,hanyn,niuwj,liy,lint}@hpnl.ac.cn

2 Department of Computer and Electronics Engineering,
University of Nebraska-Lincoln, NE68182, USA

sci@engr.unl.edu

Abstract. The virtual resource description and provisioning play a key
role in virtual resources discovery, selection and binding process. How-
ever, there lacks a standard resource description schema for network
virtualization. In this paper, we propose a virtual network resource de-
scription model, which can give a reference for ISPs (Internet Service
Providers) to unify resource management. Furthermore, we extend the
WSDL (Web Service Description Language) to specify this model, which
is motivated for three reasons. The WSDL supports dynamical update
services, which is precisely lacking in the existing network description
language. In addition, WSDL is based on XML syntax and is flexible ex-
tended for accommodating more properties. Moreover, the resources are
essentially services with minimum granularity. Besides the resource defi-
nition model and the WSDL-based virtual resource description schema,
we also design a virtual resource provisioning framework to confirm the
implementation of our proposals. Both theoretical analysis and scenarios
demonstration show that the proposed model and framework are effective
in dynamic resource discovery and resource composition.
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The role of traditional Internet Service Providers (ISPs) is divided into two
roles: Infrastructure Providers (InPs) and Virtual Network Provider (VNPs).
The InPs manage the substrate networks, response to advertise and register vir-
tual resources, and make them known to VNPs. The VNPs will be able to create
various virtual networks to offer customized end-to-end services to the end users.
The VNPs can lease shared resources from one or more InPs to deploy different
services without considering the physical infrastructure.

The characteristics of resources in virtual networks (VNets) make it challeng-
ing for VNPs to select the appropriate resources. Firstly, there are diverse net-
work resources deployed in each InP, and the number of these resources increases
over time. Secondly, the resources parameters may change after each allocation.
For instance, a link originally has 100Mbps bandwidth. After satisfying a connec-
tion request of 10Mbps, its bandwidth turns into 90Mbps, therefore, dynamically
updating resources parameters is a crucial aspect. More importantly, users may
have the requirements to adjust their used resources. InPs should adjust the vir-
tual resources according to the users real-time demands. The virtual resources
description is believed to be a key tool to address these challenges. We need a
consensus resource description model to support resources dynamically update
and real-time consultation.

However, there lacks a standard resource description for network virtualiza-
tion. The existing network description specifications (such as cNIS [4], NDL [5],
vgDL [6]) are not specified for NVE and cannot describe all the elements in
the NVE and adopt to the changing networks. The dynamic resource update is
not mentioned in the existing work. Moreover, there is no work concerning on
designing a consensus description model for resources in VNets.

In this paper, we abstract the attributes of resources in VNets and utilize the
graph theory to model them, which can give a reference for the software devel-
opers to unify resources management using common standards and technologies.
Then we focus on specifying the model using XML schema.

Web Service Description Language (WSDL) [7] is a W3C standard which pro-
vides a model and XML format to describe how and where to get a web service.
We tend to describe virtual resources in NVE using WSDL for the following
three reasons. Firstly, each VNet request is a service, which is composed of lots
of sub-services. The substrate resources are the sub-services with the minimum
granularity. For example, a user applies a simplest virtual network consisting of
two nodes and a link, then this request is a service and the link is a connection
service, which provides specific bandwidth, latency, etc. Resources are essentially
the services of providing some functions. In this sense, WSDL is absolutely able
to characterize virtual resources in VNets. The second reason is that, technically,
WSDL has a mechanism to support dynamical information update. Once service
parameters change, the web service providers can republish a new WSDL docu-
ment in UDDI (Universal Description, Discovery and Integration) repository to
replace the older one, then update the services. Thirdly, WSDL is based on XML
syntax, and can be flexibly extended to accommodate more properties [8,9].
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Based on the resource definition model and the proposed WSDL-based vir-
tual resource description schema (W-VRDS), VNPs can effectively discover and
match resources for user demands. The contributions of our approach are listed
as follows:

– We abstract the common characteristics of resources in VNets and propose
a mathematical model to define resources.

– We provide a WSDL-based virtual resource description schema to specify our
resource model. The WSDL technically supports the dynamic service discov-
ery and update, therefore naturally our proposal also realizes the resources
timely and dynamically update.

– We also present a corresponding resource discovery framework and illustrate
the resource provisioning process. The analysis shows that our proposed
model and W-VRDS can effectively help resource retrieval, discovery and
mapping.

The rest of the paper is organized as follows. Section 2 presents a survey of the
related work. In section 3, we present a mathematical model to define resources
in virtual networks. In section 4, based on the WSDL background, we develop
a virtual network resource description schema. Section 5 presents the resource
provisioning framework. Then a model and schema analysis is shown in section
6. Finally, conclusions are summarized in section 7.

2 Related Work

In the NVE, InPs have to describe the virtual resources offered to VNPs, while
little work concerns about the virtual resources description. Many of the well
known specifications such as cNIS [4], NDL [5], are defined to characterize the
physical resources in computer of networks. Developed in the GEANT project
[1], cNIS (Common Network Information Service) aims to provide a unified
repository of all relevant physical network information in a single administra-
tive domain. NDL (Network Description Language) is a semantic Web technique
recommended by W3C. Based on the RDF (Resource Description Framework),
NDL is mainly used to describe hybrid networks. Furthermore, NDL includes
neither fine end resource description nor virtualization constraint specification.

VXDL (Virtual Resources and Interconnection Networks Description Lan-
guage) [10] is defined for virtual resource interconnection networks, but it is
based on data grid applications and only emphasizes the network interconnec-
tion, virtualization constraints and the usage timeline description of a resource.
The VXDL does not propose a complete schema to describe all aspects of virtual
networks. Houidi et al. [11] define a preliminary schema to specify the virtual
resource properties and their relationships. This schema, however, is unavailable
for dynamic information update, such as the change of user bandwidth or the
one-way latency according to the network traffic.

There are numerous researches focused on the WSDL extension. Dai et al. [9]
propose a WSDL metamodel extension based on the Model Driven Architec-
ture (MDA) to describe the non-functional aspects of services, hence the WSDL
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is able to describe physical objects in the real world. Most of the work ex-
tends WSDL for specific applications. The interfaces provided by WSDL are
insufficient to model GIS Web services with data-oriented characteristics, there-
fore Guanhua et al. [12] propose a geographic-Web service description language
(G-WSDL) to describe such data-driven services. In order to support the ap-
plications with massive datasets, Wiley et al. [13] develop a service invocation
mechanism, called WSDL-D, to separate the service invocation massages from
their datasets.

Our proposed WSDL-based virtual resource description mainly adopts the
import mechanism in WSDL schema to accommodate the resources information.
We follow the methods in [9] to embed two sub-elements in WSDL schema. So
the WSDL extension in this paper is lightweight, without altering the original
WSDL content.

3 Model Definition

We begin by modeling the virtual resources in VNets. In network virtualiza-
tion environment (NVE), the network resources include node, link, interface and
path. Each network element may be virtualized into multiple subelements. For
example, a physical node can be virtualized as one or several virtual nodes such
as virtual router, or virtual switch; a physical link may contain multiple virtual
links with different bandwidth; one or multiple physical/virtual interfaces may
connect to a physical/virtual link. An sample model of network virtualization is
shown in Fig. 1.

Fig. 1. An Sample Model of Network Virtualization

Let G = (V,E) be a virtual network, node set V = {v1, ...vn}, link set E ⊆
V × V . For all v ∈ V and e ∈ E, interface i = χ(v, e) ∈ I represents the the link
e is attached directly to node v through interface i. Let path P be an ordered
set of nodes P = (vP1 , ...vPj ), such that for all 1 ≤ i ≤ j, (vPi , vPi+1) ∈ E.
Considering that each network resource may be virtualized into one or several
virtual resources, for all vk ∈ V , we have vk = {vk1, vk2, ...vkm}, the vki(1 ≤
i ≤ m) is the virtual node embedded on node vk. Note that vki can be further
virtualized. The link ek ∈ E and the interface ik ∈ I also follow the above node
virtualization formulation.
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Each network resource has a five-tuple: name, availability parameter, timeline,
required attributes and optional attributes. The name is the unique identifier of
resources in substrate networks. The availability parameter tells the current re-
sources being available or not, which helps InPs control their resources, opening
them to users or not, by True or False value. For example, sometimes InPs
may decide to reserve a certain resource, then they can set this parameter as
False. The timeline parameter using the start and for key words, indicates the
moment when the resources are needed and the period for resources reserva-
tion. Note that the availability parameter is set independently by InPs, while
the timeline parameter is firstly initiated by users, and is ultimately set in
consultation between users and InPs. The required attributes define the nec-
essary information of network elements, such as node/link/interface type, band-
width of a link, OS (operation system), etc. On the other hand, the optional
attributes characterize the criteria and constraints related to the resources, in-
cluding performance, QoS, location, etc. The potential attributes of network
resource (Node/Link/Interface/Path) are listed in Table 1.

Table 1. Required and Optional Attributes of Network Resources

Node Link Interface Path

Required
attributes

NodeType
OSType
CPU

Memory
HypervisorType

...

LinkType
Bandwidth

ConnectivityType
...

InterfaceType
...

BeginNode
EndNode

IntermediateNodes
IntermediateLinks

...

Optional
attributes

Location
MacAddress

...

Qos
Location

ConnectedNode
...

ConnectedNode
ConnectedLink

...

Qos
Capacity

...

4 Model Description

In this section, we developed an WSDL-based schema to describe the virtual
resource model.

4.1 WSDL2.0 Schema

WSDL2.0 is the latestWeb Service Description Language which characterizes all
the information about the external interfaces of a web service. The web service
providers publish the WSDL documents in UDDI registers to tell users what the
services can do and how to get the services. On the other side, the users select
their favorite services based on the WSDL documents.

The WSDL2.0 schema is illustrated on the left of Fig. 2. The definition element
is served as the schema container and includes four key elements: types, interface,
binding and service. The types element encloses data type definitions used to
define messages. The interface element defines the abstract interfaces of a web
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Fig. 2. WSDL2.0 Extension to Describe Virtual Resources

service as a set of abstract operations, each operation representing a simple
interaction between the client and the service. The binding element defines the
underlying format for messages transportation. The service element describes a
set of endpoints which point out the network address for each binding element.
To sum up, through the definition of these four key elements, WSDL owns the
ability to describe web services’ functions and tell how to get services.

4.2 WSDL Extension to Describe the Virtual Resources

A VNet request consisting of many virtual resources, is an applied service re-
quested by users, and finally provided by InPs, which manage infrastructure re-
sources. In this sense, the resources are the sub-services of VNet requests. WSDL
is natively used to describe services, therefore it is a natural idea to adopt WSDL
to describe virtual resources. Technically, the W3C schema of WSDL allows cer-
tain WSDL elements containing extensibility elements. Furthermore, the WS-I
Basic Profile 1.1 defines more relaxed extensibility rules. That is, every WSDL
element may have extensibility elements and extensibility attributes, which pro-
vides theoretical support for our WSDL extension.

In Fig. 2, we map the four key elements of WSDL into describing network
resources in VNets. The basic resource information should include two parts:
what the resources are and how to get the resources. The A-D elements in Fig. 2
are the five-tuple of network elements, defining what the resources are, while the
E-H parts depict how to get these resources, which is consistent with the web
service definition rules in WSDL schema.

The E-H parts are the original contents in WSDL schema, and we mainly fo-
cus on extending WSDL to characterize the five-tuple of network resources. The
service element in WSDL contains the service name and the service fetch address,
which serves more likely as the common-sense description part comparing with
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Fig. 3. A Virtual Resources Description Example in WSDL2.0 Schema

the other three key elements. Therefore, on one hand, we use the service name
to characterize the name element of five-tuple; on the other hand, we embed two
parameters, availability, and timeline, in service element.

We exploit the import mechanism [14] in the Types part of WSDL to describe
the required and optional attributes. The definition of these two attributes need
accommodate new data types. The import mechanism supports reusing the same
service description in multiple contexts. The import mechanism defines reused
types in a target namespace, then the other documents can directly refer to the
target namespace without redefining again. The import mechanism can save ex-
tensive unnecessary labor. We can define all the potential data types of resources’
attributes, no matter required or optional, in a target namespace. Then with
import mechanism, any resource description document can reuse the data type
definition in this target namespace. A virtual resource description example is il-
lustrated in Fig. 3. The import namespace key word points out the data type defi-
nition space, whose URL is “http://www.resourcestore.org/virtualresource/xsd”,
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Fig. 4. A Segment of the Target Namespace Definition Document

accommodating all the potential types definition. Fig. 4 is a segment of this
target namespace definition document.

We present our proposed WSDL-based virtual resource description schema
(W-VRDS) in Fig. 5. By adapting WSDL schema to describe the virtual re-
sources in VNets, we do not need to extend WSDL a lot. Our approach totally
embeds two elements: availability and timeline in the service element. Then the
WSDL is totally capable of characterizing all the network elements of VNets.

5 WSDL-Based VNet Resource Provisioning Framework

In this section, we illustrate a virtual network (VNet) resource provisioning
framework based on our proposed W-VRDS. As shown in Fig. 6, InPs own
one or several substrate networks, which are composed of many physical and
virtual resources. The local agent located in substrate networks manages the local
network resources and dynamically generates WSDL documents to advertise and
register their resources in UDDI registers. Then VNPs will know these available
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Fig. 5. The WSDL-based Virtual Resource Description Schema

Fig. 6. WSDL-based Resource Provisioning Framework
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resources. In addition, UDDI registers will traverse the WSDL documents to
abstract the five-tuple of resources to support the resource retrieval, and can use
the conceptual clustering algorithm CLUSTER3 [15] to cluster resources, which
will enhance the resource retrieval efficiency.

When a user applies for a specific virtual network, he will send a request to
VNPs. The VNPs then analyze the user request and search for the corresponding
resources in different UDDI registers. The searching process in UDDI is based on
the five-tuple of resources. After VNPs selecting their candidate resources, UDDI
registers will send VNPs the corresponding WSDL documents, which depict
what the resources are and how to get the resources. Then the step forward
process is similar to the service fetch mechanism. The E-H contents inherited
from WSDL schema describe the resource fetch interfaces. VNPs follow these
interface formats, such as message types, and operation types, then communicate
with InPs, and finally get consultations on resources allocation. Finally, the local
agents in InPs assign resources according to the agreements. The above detailed
process is illustrated in Fig. 7.

Fig. 7. WSDL-based VNet Resource Provisioning Process

6 Model Analysis

In this section, we illustrate how the resources definition model and the proposed
W-VRDS can help retrieve, embed and generate VNet.

Suppose that an InP owns one substrate network, which is assumed to have
six nodes. The network topology is shown on the right of Fig. 8. The local agent
in the InP describes these resources adopting W-VRDS, and publishes them in
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Table 2. Required and Optional Attributes of Network Resources

Name Availability Timeline Required attributes Optional attributes

A True
Start(2012.1.20,7:00 am)

For(3 months)
NT=router;OS=windows;
Cpu=2GHz;Memory=3GB

None

B True
Start(2012.1.20,7:00 am)

For(3 months)
NT=router;OS=windows;
Cpu=1GHz;Memory=2GB

None

C True
Start(2012.1.22,8:00 am)

For(2 months)
NT=gateway;OS=linux;

Cpu=4GHz;Memory=5GB
None

D True
Start(2012.1.22,8:00 am)

For(3 months)
NT=router;OS=linux;

Cpu=500MHz;Memory=1GB
None

E True
Start(2012.1.22,8:00 am)

For(2 months)
NT=router;OS=xen;

Cpu=2GHz;Memory=4GB
None

F True
Start(2012.1.22,8:00 am)

For(2 months)
NT=router;OS=linux;

Cpu=2GHz;Memory=3GB
None

UDDI registers. Due to space limitation, we do not give out the complete WSDL
description documents, but we abstract the five-tuple of node resources in the
Table 2. Note that the timeline parameter of unused resources should be NULL,
and is written after the resource reservation. The InPs will release the assigned
resources when time is up. In addition, the links in the substrate network are
characterized by bandwidth attribute, and the corresponding values are directly
depicted in Fig. 8.

Fig. 8. VNet Requests and Substrate Network Topology

Now we assume user Bob and Alice want to apply for their dedicated virtual
networks. The requested network topologies and the corresponding resources pa-
rameters are both illustrated on the left of Fig. 8. These two users send their
requests to VNPs, then the VNPs will search in UDDI registers to find candidate
resources. The resource retrieval, discovery and update process is shown in Alg. 1.
In this paper, the UDDI registers use the greedy algorithm and the shortest path
algorithm to find and map resources. Adopting both of these two algorithms to
select resources in VNets is sufficiently analyzed in reference [16] [17]. Therefore,
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we do not provide the detailed algorithms of implementation process. The final
mapping results are depicted in Fig. 9. Note that, the available resource param-
eters of node A, C and the link directly connected them change after mapping
the VNet request 1. Specifically, the memory of node A and C reduce 500MB
and 1GB, respectively, the available bandwidth of connected link turns into 0,
and can not accept other requests. It is interesting to notice that after satisfying
the VNet request 1, the node C is still capable to accommodate the requirements
of node E. Therefore, two virtual nodes are embedded into node C at the same
time.

After selecting suitable resources, the VNPs will fetch the WSDL documents
of candidate resources from UDDI registers, and use the described information in
WSDL documents to communicate with InPs, asking for the candidate resources
reservation.

(a) VNet Request 1 Mapping (b) VNet Request 2 Mapping

Fig. 9. Mapping the VNet Requests into Substrate Network

Algorithm 1. Resource discovery and update Algorithm

1: INPUTS:
V Reqi: VNet request;
Dj : WSDL documents of all the resources in the substrate network;
Gs = (Vs, Es): substrate network topology;

2: begin
3: UDDI abstracts the five-tuple of the available resources from theWSDL documents.

4: for each V Reqi do
5: 1. Adopt the greedy algorithm to map the nodes into the substrate network.

2. Adopt the shortest path algorithm to link the candidate nodes.
3. Update the five-tuple information.
4. Update the WSDL documents in the UDDI.

6: end for
7: end
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7 Conclusion

In this paper, we propose a model to define virtual resources in VNets, and
adopt a WSDL-based virtual resource description schema to specify it. Our pro-
posal is motivated mainly by three actors: 1) resources are essentially services
of providing some functions; 2) WSDL is based on XML syntax and is flex-
ible extended to accommodate more properties; 3) WSDL naturally supports
dynamical services update, which is exactly what we urgent need in specifying
virtual resources. The model and schema analysis shows that our approach has
advantages in supporting resources dynamically publication and update, and is
effective in resources retrieval, discovery and mapping.

Future work will consist of exploiting resource clustering to enhance the re-
source discovery process. The clustering algorithms will be discussed. The opti-
mal resources clustering can be an essential research issue.
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Abstract. Motion recognition systems have been widely developed in the field 
of human computer interaction. Methods, such as pointing, dynamic gesture and 
static gesture or hand held devices have been proposed for motion recognition. 
The motion recognition systems have been gradually adapted to home 
appliances in our daily. In this paper, we focus on TV interaction, since the 
device is a recent representative multimedia device applying the motion 
technique. Most motion recognition systems utilize 3D data, such as horizontal, 
vertical and depth information by stereo camera or ToF (Time of Flight) 
camera. However, this paper proposes the different techniques for human-TV 
interaction. We propose an optical flow based motion recognition system that 
provides direction and speed, in addition to the position of the moving target in 
real time. These factors are useful in recognizing human motion more 
effectively and more dynamically. Therefore, we design the natural interaction 
for human-TV using these motion data. The calculation process of optical flow 
is outside the scope of this paper. This real time optical flow calculation is 
implemented using the FPGA chip supporting parallel processing by a hardware 
team in our laboratory. We propose a method for human motion recognition 
based on real time optical flow system. 

Keywords: Motion recognition, Human-TV Interaction, Optical flow, Natural 
interaction, Real-time system. 

1 Introduction 

TV and game devices are representative consumer devices in our daily lives. These 
devices are handled by a dedicated controller. The controller is designed to utilize all 
the device functions. However, as the equipment functions, such as home appliances 
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We design a different interaction style to control TV using this system. Our 
interaction is designed based on important factors for human-machine interaction [1], 
since the interaction should generally be designed with consideration of its usability 
and convenience. Our interaction is based on motion tracking. This requires accurate 
segmentation of objects from the background for effective tracking. It also requires 
real time operation and accurate tracking. Optical flow can be used to segment 
incoming images, regardless of background, since optical flow allows multiple 
moving targets to be separated based on their individual speed. It also provides the 
direction of the moving target. It is difficult to obtain these features using existing 
motion segmentation methods, such as blob, edge and skin detection. Despite of these 
advantages, the huge computation amount of optical flow has been burdensome for 
the adaption of this technique to effective motion tracking, since it does not assure 
real time operation. A FPGA chip supporting parallel processing is used in our work 
to resolve this real time problem. However, this system is not included in the scope of 
this paper. 

Our work here focuses on a new interaction design for human-TV interaction and 
proposes a new motion sensor system based on a real time system using optical flow 
at the FPGA level. The remainder of this paper is organized as follows. Section 2 
introduces related works. Section 3 and 4 describe the human-machine interaction 
design to control TV. Section 5 presents the system configuration. In Section 6, we 
demonstrate experimental results and summarize the results in conclusion section. 

2 Related Works 

2.1 Pointing Based Interaction 

This interaction is similar to that using mouse pointer. The difference is to use the 
hand or the finger instead of the mouse to control the pointer. This method is 
generally used for human-machine interaction. William T. F. et al. proposes the 
method to adjust various graphical controls of television with the hand icon [2]. 
Andrew W. et al. developed an application that allows users to conduct various 
window management tasks using feedback, such as hand icon, regarding the user’s 
hand position [3]. However, this interaction requires the more concentration and 
mental load than conventional device, such as mouse. 

2.2 Dynamic Gesture Based Interaction 

Michael V. et al. aims to improve a real time hand gesture interaction system by 
augmenting it with a ToF camera. Masaki T. et al. propose the method which 
recognizes the various motions accurately. So this work estimates the 3.5D 
spatiotemporal trajectory features, which contain horizontal, vertical, time and depth 
information from a ToF camera. However the ToF camera is too expensive to 
commercialize yet. Another work proposes the method, which allows the user to 
control the media via a list menu shown on a distant display by drawing circles in the 
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air with one hand using stereo camera [6]. However, this system only provides two 
functions, such as the browse and choosing. It is not enough to control the media 
content. Chen. M. et al. demonstrate an application that recognizes gestures to control 
TV [7]. Hsieh C. et al. propose a real time hand gesture recognition system based on 
adaptive skin color model and motion history image [8]. However skin color is 
always difficult to avoid the influence of light and this method assumes the 
background is always static. Ryuta Y. et al. proposes the pointing method only using 
the wrist movements [9]. Ross C. et al. developed the view-based gesture recognition 
system using optical flow [10]. These Gestures are recognized using a rule-based 
technique based on characteristics of the motion blobs. However, this system is much 
simpler comparing with recent motion sensor. 

2.3 Static Gesture Based Interaction 

Most gestures are similar to the symbols for the corresponding functions in static 
gesture. Arnaud B. et al. aim at recognizing hand signs and positions using a single 
webcam [11]. Xiujuan C. et al. focuses on accurate hand segmentation using 3D depth 
data [12]. He believes this elaborate hand segmentation makes the accurate hand 
gesture recognition. Xia L. et al. propose the method for recognizing hand gesture by 
using a sequence of real-time depth image data [13]. This work is shown to be 
possible to recognize many types of gestures. However, the user should memorize the 
specific form or the gesture according to each function. As the number of function 
increases, this method requires more user memory. 

2.4 Hand Held Device Based Interaction 

Lee D.W. et al. introduces a wristwatch-type of remote that offers a unified way to 
control various devices and how a user’s hand motions can be used in a fast and 
effective way with the virtual menu [14]. Kim S. et al. presents a hand-held system 
which is tracking of the full 6 degrees-of-freedom position and orientation for 3D 
interaction with digital media contents [15]. However the user experiences the 
onerousness he/she should wear the additional device to use this interaction. 

3 Motion Recognition 

Our interaction system adopts the optical flow to extract the motion data from the 
single image. Optical flow is generally used to detect motion using a brightness 
pattern. It can provide the vector data about the moving object. This section describes 
how to extract motion data, such as direction, speed, and position from these vector 
data about the moving object. In our system, vector information of the moving object 
is obtained by the optical flow system based on FPGA. It is implemented in real time. 
These vector data correspond to color information, such as RGB. Fig. 2 shows the 
RGB color information including object’s vector information. We use this color 
information to track the object’s motion. 
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3.1 Generation of Color Table 

In this work, the vector information of the moving object is expressed as color 
information within an image. It means the color information indicates the direction 
and the speed of the moving object. As the direction and the speed of the moving 
object change, the color information also changes. 

Therefore, the vector information should be extracted from the color information. 
This is implemented using a color table that matches the color information to the 
vector information. This color table is generated by referencing the color image 
49ⅹ49, as shown in (a) of Fig. 3. It has information about the coordinates (x, y) 
corresponding to each color pixel of an image. The next section describes how to 
extract vector data using the color table. 

3.2 Vector Extraction 

This sub-section describes how to extract the vector data from color image using color 
table. Suppose that one pixel of the moving object transits from one point to another 
point. The first step is to read the color information of the transited pixel. Next, find 
the coordinates corresponding to the color using the color table, as shown in Fig. 3. 
Then, calculate the direction and speed using the coordinates. It is calculated by 
equation (1), (2). The third of Fig. 4 shows the vector information representing the 
direction and the speed of the moving object. The next step is to detect the motion 
using this vector information. 

 

Fig. 2. Color information including vector information 

 

  (a)                                       (b) 

Fig. 3. (a) Reference color image representing the coordinate corresponding to (b) one color 
pixel of the motion 
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(1) 

 
(2) 

3.3 Feature Extraction 

However, these extracted vector information are quite coarse and have unnecessary 
data, such as noise, as shown in third of Fig. 4. That is, these original data make it 
difficult to estimate the moving object accurately and robustly. We found 
experimentally that vectors that have the same direction within a moving object have 
also similar speed. If the direction and speed are converted to a value using feature 
extraction, the entire vectors within an image are classified according to a similar 
vector. That is, the specific data set can be extracted from the entire data set. 

1) Feature Reduction: We convert these raw data to useful data to facilitate the 
estimation of the moving object using PCA (Principle Component Analysis). PCA is 
generally used to reduce the space of D-dimensions to the space of d-dimensions (D > 
d). Dimension reduction can be used for feature extraction and it is implemented by 
the projection of original vector using transformation matrix. In equation (3), s is the 
original vector and x is the projected vector using transformation matrix uT. This 
transformation matrix is obtained by following equation (4).  is the mean vector of s. 
That is, u is the eigenvector of covariance ∑. In this work, the original vectors are 
two-dimensional feature vectors that are the direction and the speed of the each pixel 
within the image. These vectors are multiplied by the transformation matrix uT 
respectively. Through this calculation, the two-dimensional original vectors are 
projected onto one-dimensional vectors we find. These projected vectors are used to 
extract the hand motion. Fig. 4 shows the whole process of the motion detection. 

2) Feature Extraction: Next, we classify these projected vectors according to its 
value. First these vectors are rearranged in size order by a bubble array. Then these 
vectors are classified into similar vector groups via slope comparison of vector. 

 

�

(3) 

 

 

 

(4) 
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Fig. 4. The whole process of motion detection 

Fig. 5 shows these classified vector groups. In these graphs, the candidates for 
moving object are found in over two places. In this case, the longest range is selected 
as the motion area among ranges. Therefore, we can accurately extract only the 
motion from a noisy and coarse image. Fig. 6 shows the extracted hand motion.  
The size of light blue circle at the left-top shows the speed of the hand motion and the 
yellow stick means its ongoing direction. The overlaid red points on the object image 
represent detected range that has similar vector. The yellow square means its central 
position. We design the interaction method using these extracted motion data. 

4 Natural Interaction for TV Control 

4.1 Interaction Design 

This research focuses on TV control using only hand motion. This section describes 
the interaction design for TV control from the estimated motion in section 3. The 
following commands are standard to most multimedia devices, such as Smart TV, 
mobile phone and mp3 player. 

 

Fig. 5. The graph representing vector group classification 

 

Fig. 6. The extracted direction, speed and position from user hand motion 
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1) Navigation      2) Select       3) Back (Cancel) 

Therefore, these devices are controlled by these commands. Recent motion TV using 
motion sensors, such as ‘Kinect’ or ‘WaviXtion’, are also controlled by these simple 
but standard commands. Most motion interaction using these sensors is based on 
pointing based interaction, similar to mouse device. 

In this work, however, we consider the design of a different interaction to resolve 
the issues we considered above. This research designs a natural and convenient 
interaction on which our proposed principle is reflected. The proposed interaction 
should satisfy the following three conditions. 

1) Movement within a minimum range 
2) Simple and Consistent 
3) Easily memorized 

The first condition decreases the physical load. The second decreases command 
complexity. The last improves command learnability. 

As shown in Fig. 7, three hand motions are proposed to satisfy the interaction 
principle of this paper. The navigation command is implemented by spinning the user 
hand. Its direction can be to the left or right. Putting down the hand generates the 
selection. The reverse makes the back command. This interaction design is the kind of 
the hypothesis expected to improve usability for TV control. We evaluate results to 
test this hypothesis in the next section. 

 

 
(a)                              (b)                    (c) 

Fig. 7. Natural Interaction Design (a) Navigation (b) Selection (c) Back/Cancel 

 

Fig. 8. The whole process of TV control using the proposed system 
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4.2 TV Emulation and Visual Feedback 

We built a TV emulation environment similar to motion a TV environment to 
evaluate the proposed interaction. This emulation consisted of three parts. First, the 
category section is to display diverse genre, such as movie, comedy, music and sports. 
The user selects one of these categories. Then, content corresponding to the selected 
category is displayed in the second part. The user navigates the content using hand 
spin and selects the content he/she wants. The last part is to run the content. In this 
part, the user controls the volume using hand spin. Fig. 8 shows the entire process of 
TV control using our proposed interaction. 

This architecture is simple but has standard and salient parts. The emulation 
provides visual feedback to the user. This visual feedback indicates the running 
command. Fig. 9 shows the four feedbacks corresponding to the hand motion. The 
first feedback is the holding state. The second indicates the hand spin is running. The 
third shows the selection by hand down. The last indicates the back command by hand 
up. The direction of the dark line within the upper circled area corresponds to the 
direction of hand motion. Its length changes according to the velocity of the motion. 
This visual feedback is attached to the right side of the TV emulation. Therefore, the 
user can confirm his/her recognized hand motion state in online. 

5 System Configuration 

The proposed image processing is based on the optical flow image taken from a 
Virtex-4 XC4VLX200-10 FPGA from Xilinx. The system interfaces one VCC-
8350CL camera from the CIS corporation through the standard camera-link format 
and takes the 640ⅹ480 image. The maximum frame rate of the camera is 60 fps. This 
system was developed by another research team within our laboratory. 

We adopt the optical flow image to track the motion in real time, instead of the 
optical flow system development. The optical flow image is captured by a Meteor-
2/CL frame grabber from Matrox. This image is processed on an Intel Core2Duo 
E7500 (2.94GHz), 3GB DDR2 SDRAM based PC to extract the motion. 

 

Fig. 9. Four feedbacks corresponding to the hand motion 
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Fig. 10. System configuration 

The command control module generates the TV command using the extracted 
motion. This generated command controls the TV emulation and this is displayed on 
LCD monitor via VGA cable. Fig. 10 shows the proposed system configuration. As 
shown figure, this system is consisted of several modules. However this system can 
be simplified as one ASIC chip. In this work, we show the system configured for 
experimental purpose. 

6 User Evaluation and Results 

This system was exhibited at WIS 2011 (World IT Show 2011) held at Seoul this 
year. Our system was evaluated by many visitors during the exhibition period (four 
days). Thus, we could obtain diverse opinion and advice in this exhibition. Visitors of 
various ages, genders and jobs evaluated the proposed motion sensor system. 

We briefed the system operation to participants. Then, they participated in the 
experiment until they were accustomed to the system. They responded with their 
impressions and thoughts about the system. They evaluated the following factors with 
this feedback. 

1) Accuracy: The proposed system occasionally responded to unintended motion or 
did not respond to intended motion of the user. We think this is caused by the 
command type not being separated completely. Accuracy over 80% was estimated, 
once someone was familiar with the system operation. 

2) Learnability: In average, most subjects took 5 minutes to 10 minutes to become 
familiar with the system. This is a little long to learn some systems. We think it is due 
to the system recognizing the command when the user motion was similar to the 
intended motion above 95% compliance. Therefore, subjects spent most time to adjust 
their motion to the intended motion, despite it being simple motion. 
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3) Comfort: Most subjects agreed that the hand spin motion to navigate was more 
convenient than the existing motion sensor. However, they also pointed out the 
motion of the selection and back were not convenient. 

4) Sensitivity: Sensitivity is closely related to the accuracy factor. They have an 
inverse proportional relationship. As the sensitivity increases, the accuracy decreases. 
As the sensitivity decreases, the accuracy increases. We tried to decrease the 
sensitivity of the system. However, an extreme reduction of sensitivity causes an 
accuracy decrease, as many subjects advised 

5) Physical Load: Most subjects did not experience arm fatigue, since our system 
operates in a small region. 

6) Mental Load: Some subjects required to concentrate a lot due to the unfamiliar 
motion, because they were used to pointer-based interaction, such as ‘Kinect’. This 
caused some mental load. 

7) Responsiveness: The proposed system operates in real time, because the system 
is based on the hardware level using FPGA, which process about 60 frames per 
second. The load time for motion recognition in the PC was not a problem to control 
TV emulation. The participants did not take issue with this factor. 

8) Intuitiveness: Most subjects agreed the pointing based interaction, such as 
‘Kinect’, was more intuitive than our system, since someone unconsciously behaves 
by expecting an instant response, according to his/her motion. This was an 
unexpected result for us. 

9) Costs/Benefits: Most subjects agreed that the system is cheaper than the existing 
motion sensor system, since the system can be built from one CMOS RGB camera 
and one motion sensor chip a the ASIC level. We estimate the total price is under $10. 

10) User adaptability and Feedback: We provided visual feedback on the right side 
of the TV emulation. However, subjects advised it divided their concentration for the 
TV control, because they had to look alternately at the emulation screen and feedback 
screen to check the running command. They suggested the direct display of visual 
feedback on the TV emulation would be better than the current system feedback. 

Fig. 11 shows the user evaluation scene in the exhibition. The system was 
evaluated by many participants. 

 

Fig. 11. User evaluation scene in the exhibition at WIS 2011 
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Fig. 12. Questionnaire evaluation about the proposed system 

7 Conclusion 

This paper proposed a low cost motion sensor system of a different interaction type 
from that of the interaction of the existing motion sensor. In this research, we focused 
on TV interaction, since the device is a recent representative multimedia device 
applying the motion technique. We started this research began with some doubts. 1) Is 
the representative interaction technique using existing motion sensor is optimum for 
human-TV interaction? Is the interaction designed with sufficient consideration of the 
device property? 2) How many functions do we need to control a TV? 

As shown in Fig. 12, the proposed system has some issues still to be resolved. The 
score about learnability and intuitiveness was low among other factors whereas the 
evaluation about physical load and mental load was good. 
It is also true that our system does not support as many functions as other expensive 
sensors, such as ‘Kinect’ or ‘Xtion Pro’, do. Experiments confirmed the proposed 
system is sufficient for TV control, whereas many participants still consider elaborate 
pointing based interaction as an important and promising technique for human-TV 
interaction. The TV Interface does not need as many commands such as those of a 
complex game. It is mainly controlled via few commands, such as channel searching, 
volume up/down and turn on/off. 

Our system was developed from an understanding of this point. Even if our system 
does not provide many and complex functions, it provides sufficient to control a 
device like a TV that can be controlled using a few commands. The proposed system 
has the merit that it is much cheaper than other motion sensor systems, priced at about 
$200. These expensive motion sensors are difficult to commercialize. However, the 
proposed system can be built for less than $10. This can compensate for the lack of 
functions compared to other systems. 
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Abstract. In this paper, we propose an Enhanced Greedy Forwarding based on 
low Duty Cycle (GFDC). This novel scheme guarantees reliable and efficient 
packet transmission by considering a low-duty cycle environment. For the 
enhancement of the delivery rate and energy efficiency, the existing greedy 
forwarding schemes forward packets by considering the distance between a 
destination and the link asymmetry. Energy efficiency is an important problem 
in Wireless Sensor Networks (WSNs). Most of the energy in WSNs is 
consumed by radio, and the power consumption for idle listening approximates 
to the transmission energy. If the radio keeps listening for the incoming packets 
then, it will cost most of battery energy and the network lifetime decreases. In 
order to solve this problem, duty-cycle WSNs are developed. However, the high 
end to end delay may increase due to certain nodes that stay asleep most of the 
time and wake up asynchronously. This leads to challenges for the development 
of new data forwarding protocols in low duty-cycle environment. In order to 
enhance the delivery rate, energy efficiency, and end to end delay, the GFDC 
uses a path with w (weight) by considering not only the unreliability and 
asymmetry of wireless links but also the sleep latency problem. Simulation 
results show that the GFDC improves end to end delay by about 26% and 
energy efficiency by about 6% compared to MAGF+DC (Duty Cycle). 

Keywords: Wireless Sensor Networks, WSNs, Greedy Forwarding, Data 
Forwarding, Low Duty Cycle, Sleep Latency. 

1 Introduction 

Wireless Sensor Networks have been used for many long-term applications such as 
military surveillance [1], infrastructure protection [2], and scientific exploration [3]. 
Energy consumption in each sensor should be minimized in order to increase the 
network lifetime. Among many operations of sensors, the energy consumption due to 
communication is much more critical than that of other computation operations. 

                                                           
* Corresponding author. 
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Therefore, a reliable and energy-efficient packet transmission is important. Unlike an 
idealistic model, in a real WSN, due to the effects of fading, attenuation, and 
interference, link reliability for the packet transmissions can be poor [4, 5]. In order to 
solve the link unreliability problem, several schemes have been proposed [7, 8, 9, 10]. 
Moreover, as previous reliable routing schemes do not consider link asymmetry, 
Expected Transmission Cost (ETC) is a metric that considers the unreliability and 
asymmetry of wireless link and the distance to the destination node [9]. 

However, many greedy forwarding schemes have high communication energy and it 
consumes most of time to be ready for potential incoming packets. This problem is 
commonly called as idle listening. In order to solve idle listening problem, we consider 
a low-duty-cycle environment for enhancing the network lifetime. Although many 
greedy forwarding schemes consider a low-duty-cycle environment, high end to end 
delay occurred due to the sleep latency. When a node has a packet that is ready to be 
sent and if all its neighboring nodes are in the sleep state then, the sender should wait 
until one of its neighbors is in the active state in order to forward its packet. The time 
spent on waiting for a neighbor to wake up at the sender is called as the sleep latency. 

Our proposed scheme, Enhanced Greedy Forwarding based on low Duty Cycle 
(GFDC), forwards data and ACK packets by using a path with a high weight (w) to 
solve the sleep latency problem and transmit packets efficiently. The most important 
object is to select the best next-hop forwarder which has not only the high link quality 
but also small sleep latency so that the number of retransmissions and communication 
delay is decreased. Moreover, GFDC reduces end to end delay and maximizes energy 
efficiency in low-duty-cycle WSNs. Simulation results show that GFDC improves 
end to end delay by about 26% and packet delivery rate by about 4% and energy 
efficiency by about 6% compared to MAGF [9]. 

The rest of the paper is organized as follows. Related work is introduced in  
Section 2. Section 3 explains assumptions, link model, and energy model of GFDC. 
Section 4 describes GFDC in detail and Section 5 analyses the simulation results of 
GFDC and previous routing schemes. Finally, Section 6 concludes the paper. 

2 Related Work 

One of the popular geographic routing schemes is original greedy for-warding (OGF) 
[7]. In OGF, each node knows about its geographic in-formation and its neighbors and 
the source node knows the location of the destination node. OGF selects a neighbor 
that is closest to the destination as a next forwarding node. It has a benefit of not 
maintaining state information as it only uses the location information of its neighbors. 
However, the delivery rate decreases in a real lossy wireless environment as it only 
considers the distance. Besides, the end to end delay also increases as this forwarding 
scheme does not consider the sleep latency between the sender node and destination 
node in low-duty-cycle WSNs.  

Some energy efficient routing schemes are proposed by considering the packet loss 
that depends on the distance in WSNs [8, 9]. In PRR Distance greedy forwarding, a 
node with the highest multiplication value of Packet Reception Rate (PRR) and 
Distance is selected as the next forwarding node. Distance is about how a forwarding 
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node gets closer to the destination node. By multiplying PRR and Distance, the 
scheme maintains the balance between PRR and the distance. Moreover, it solves the 
unreliable link problem. Nevertheless, PRR Distance greedy forwarding does not 
take into account the sleep latency in low-duty-cycle environment so that not only 
high end to end delay goes up but also the network lifetime is decreased. 

Multihop ACK-based greedy forwarding (MAGF) [9], forwards data and ACK 
packets by using a path with a minimum Expected Transmission Cost (ETC) to solve 
the link asymmetry problems and transmit packets efficiently [9]. MAGF minimizes 
energy consumption for packet trans-mission by selecting a neighbor that has the 
minimum multiplication value of the expected number of packet transmissions and 
expected hop count to the destination. Moreover, in contrast to previous routing 
schemes that use the same path for both data and ACK packets, MAGF uses different 
paths for transmission data and ACK packets which are expected to be the most 
efficient. With the help of such a path selection, MAGF reduces the packet 
retransmission cost and maximizes the energy efficiency in using the limited battery 
resource of sensor node. However, MAGF still does not consider sleep latency in low-
duty-cycle environment so that the end to end delay from the sender node to 
destination node is high. 

3 Preliminaries 

This section defines the assumptions and network model related to GFDC. They are 
considered for reliable and energy efficient packet transmission in the low-duty-cycle 
environment. 

3.1 Assumptions 

We assume that sensor nodes are homogenous, static once deployed, and they are  
locally synchronized with their neighbors. Each sensor node knows its own geographic 
location as well as the location of its neighbors. This information can be obtained by 
using the GPS module at each sensor or by localization mechanisms. Sensor nodes 
work in the low duty-cycle mode. One duty-cycle period T of a sensor v is divided into 
T time slots with equal length . One time slot is long enough to be able to send or 
receive a DATA packet or an ACK packet. A sensor node, v randomly selects one time 
slot as its active time slot  and keeps its radio on to only receive data during that 
time slot. This is as shown in Fig. 1. In the other time slots, sensor node remains sleep  
unless it needs to send data. In other words, a sensor node can wake up to transmit  
a packet at any time but it can receive packets only when it is in its active time slots. 

 

Fig. 1. Working schedule of a sensor node v 
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3.2 Link Quality Model 

In this paper, the unreliability of the wireless links between sensor nodes is modeled 
by using a realistic link layer mode which is presented in [13]. In the log-normal path 
loss model, the received signal strength ( ) at the distance d is calculated as below: 

 10  (1) 

In Eq. (1) where,  is the power of the transmitter, n is the path loss exponent,  is a 
zero-mean Gaussian (in dB) variable with standard deviation ,  is the reference 
distance, and  is the power decay for the reference distance. Given the power 
of the transmitter , the signal to noise ratio (SNR) (dB) at a distance d is also a 
random variable: 

 γ d   (2) 

In Eq. (2), : the noise floor is the measure of the signal that is created from the sum 
of all the noise sources and unwanted signals within a system. This parameter depends 
on both the radio and the environment. The temperature of the environment influences 
the thermal noise that is generated by the electronic components. Moreover, the 
environment can also further influence the noise floor due to the interfering signals. 

When Manchester encoding and NCFSK modulation scheme are used, and in the 
presence of Additive White Gaussian Noise (AWGN), the probability of bit error  
of the receiver is calculated as below: 

  (3) 

A frame is received successfully if all bits are received correctly. For a frame of 
length f, the probability of receiving a packet (Packet Reception Rate, PRR) 
successfully for a distance d between the transmitter and the receiver becomes a 
random variable. This random variable is given by: 

 p 1 1  (4) 

3.3 Energy Model 

When a node in the transmitting or receiving state, the energy consumption depends 
on the current and the supply voltage [14]: 

  (5) 

In Eq. (5), e is the energy consumption in one state of the sensor, P is the power 
consumption, V is the supply voltage, I is the current, and T is the time duration which 
is spent on that state.  

  (6) 

Table 1 shows the power model of Mica2 [15]. For Mica2 mote, the data rate is 19.2kbps. 
Therefore, the amount of time to transmit one byte,  is calculated as below: 
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Assume that the transmission power is -5dBm, the current is 7.1mA, and the energy 
consumption to transmit one byte is defined as in Eq. (7): 

 7.1 10 3 8.87 /  (7) 

Table 1. Power model of Mica2 

Mode Current Mode Current 
CPU 
Active 
Idle 
ADC Noise Reduce 
Power-down 
Power-save 
Standby 
Extended Standby 
Internal Oscillator 
LEDs 
Sensor Board 
EEPROM access 
Read 
Read Time 

 
8.0 mA 
3.2 mA 
1.0 mA 
103 μA 
110 μA 
216 μA 
223 μA 
0.93 mA 
2.2 mA 
0.7 mA 
 
6.2 mA 
565 μs 

Write 
Write Time 
Radio 
Rx 
Tx (-20 dBm) 
Tx (-19 dBm) 
Tx (-15 dBm) 
Tx (-8 dBm) 
Tx (-5 dBm) 
Tx (0 dBm) 
Tx (+4 dBm) 
Tx (+6 dBm) 
Tx (+8 dBm) 
Tx (+10 dBm) 

18.4 mA 
12.9 ms 
 
7.0 mA 
3.7 mA 
5.2 mA 
5.4 mA 
6.5 mA 
7.1 mA 
8.5 mA 
11.6 mA 
13.8 mA 
17.4 mA 
21.5 mA 

 
The energy consumption to receive one byte is calculated as shown below: 

 7.0 10 3 8.87 /  (8) 

The data packet size is 100 bytes and the ACK packet size is 11 bytes. Therefore, the 
energy consumption to transmit and receive a data packet is defined as given in Eq. (9): 

 100 1762   (9) 

The energy consumption to transmit and receive an ACK packet is calculated as below: 

 11 193.82  (10) 

4 Proposed Scheme 

4.1 Motivation 

Sleep-wake scheduling (or duty-cycling) of radio transceivers is a well-known 
technique for achieving energy conservation. The duty-cycle scheduling aims to 
prolong the network lifetime by using the method of making the sensor nodes sleep 
for the most time and wake up in a small portion of the working period. For e.g. the 
working period is 100 units of time, the duty-cycle is 1%, the sensor is active (wake) 
in 1 unit of time and sleep in 99 remaining units of time in this working period.  
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However, the main disadvantage of the low-duty-cycle WSNs is the high sleep 
latency. When a node has a packet that is ready to be sent but all of its neighboring 
nodes are in the dormant state, the sender has to wait for one of its neighbors to wake 
up in order to forward its packet. The time spent on waiting for a neighbor to wake up 
at the sender is called as the sleep latency. The sleep latency is much longer compared 
to other delivery latencies such as processing delay, transmission delay, and 
propagation delay. Consequently, the sleep latency dominates the delay in low duty-
cycle WSNs. Besides, many applications such as real time applications, military 
surveillance, disaster response applications, and so on require the data which has to be 
received in a time deadline. The authors argue that the link quality and the duty cycle 
of the sensor nodes can significantly impact on the data delivery [12]. Indeed, in the 
previous data forwarding protocols, the next hop forwarder is selected greedily based 
on its advance distance to the destination. However, in certain cases, the neighbor 
which has the best advance distance has the high sleep latency with the source node. 
This neighbor is selected as the next hop forwarder and it leads to the high end to end 
delay. If the end to end delay is greater than the time constraint for some specific 
applications then, the information that is contained in the data is useless although the 
data is received successfully at the destination. This problem becomes more and more 
severe in the wireless environment with lossy radio links. Due to the retransmissions, 
the latency increases.  

 

Fig. 2. Sleep latency in low-duty-cycle WSNs 

For an instance, in Fig. 2, node B has better advance distance to destination D than 
node A but the sleep latency of node B with the source S is 7 time slots while that of 
node A is just 1 time slot. Assuming the link quality between source S and node A 
and the link quality between source S and node B are the same (0.5), the average 
number of transmissions from source S to node A and node B is 2. If node B is 
selected as the next hop forwarder of source S then, the average delay is 17 time slots. 
On the other hand, if node A is selected as the next hop forwarder of source S, the 
average delay is just 11 time slots. For some specific applications that require  
the delay is not greater than 15 time slots, if node B is selected for data forwarding, 
the data transmission is considered fail. 
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There are new challenges for the development of new data forwarding protocols 
which can reduce the effect of high sleep latency in low duty-cycle WSNs. Therefore, in 
this paper, we consider a forwarding scheme called as Enhanced Greedy Forwarding 
based Duty Cycle (GFDC) to select the next-hop forwarder based on the sensor’s duty 
cycle. Moreover, the link quality between the forwarding node and its neighbors, and the 
advance distance of the neighbor is compared with the forwarding node. The objective is 
to select the best next-hop forwarder that has both the high link quality and the small 
sleep latency so that the number of retransmissions and the communication delay are 
decreased. Consequently, the data delivery ratio and the energy efficiency are increased. 

4.2 Calculating the Sleep Latency 

The sleep latency is calculated by the following equation: 

 ,                                                         (11) 

In Eq. (11), ,  is the sleep latency for data forwarding between node i and node j; T 
is the working period; and  and  are the active time slots of node i and node j 
respectively. Fig. 3(a) shows the sleep latency when two nodes have the same active 
time slots. Fig. 3(b) presents the sleep latency between node i and node j when they 
have different active time slots.  

 

Fig. 3. Calculating sleep latency between two sensor nodes 
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4.3 Forwarding Metric 

The sleep latency is calculated by using the following equation: 

  D   (12) 

The main idea is that we want select the neighbor which has the smallest sleep latency 
and the link quality as well as is the nearest node with the destination as the next-hop 
forwarder. In Eq. (12), PRR is the packet reception rate of a successful transmission 
(including a successful data forwarding and ACK transmission) and it is calculated 

as: . The expected number of transmission is:  

. The expected delay of the transmission from the current forwarding node to its 
neighbor, ED is calculated as follows: 

 
, 1                                , 1 1           (13) 

In Eq. (13), the neighbor, which has the smaller sleep latency and higher link quality, 
is given high priority to be selected as the next-hop forwarder. Fig. 4 shows the 
expected delay for one hop transmission between the two sensor nodes when the link 
quality between them is PRRi,j = 0.5.  

 

Fig. 4. The expected delay for one hop transmission 

AD is the advance distance of the neighbor, 1 , ,  

with, d(a,b) is the Euclidean distance between two nodes a and b. Fig. 5 illustrates 
how to calculate the advance distance of a neighbor e of the source node s. ,  are two coefficients that denote the effect of the sleep latency, and link quality 
and the advance distance of a neighbor respectively. If the value of  is high, the 
neighbor with the high link quality and small sleep latency has higher priority 
compared to other neighbors that are nearer to the destination but have low link 
quality and high sleep latency. Otherwise, if the value of   is high, the neighbors 
that are nearer to the destination have higher opportunity to become the next-hop 
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Fig. 5. Calculating the advance distance of a neighbor node 

forwarder. Based on Eq. (12), the forwarding node selects among its neighbors the 
sensor node which has the highest value of w as the next hop-forwarder. 

5 Performance Evaluation 

In this section, we compare the performance of GFDC with that of OGF + DC  
(Duty Cycle), PRR Distance greedy forwarding + DC (Duty Cycle) and MAGF+DC 
(Duty Cycle) while varying the node density and duty cycle. For each simulation run, 
50 source and destination pairs are randomly chosen to send one data packet and the 
results are computed as the average of 1000 runs. Nodes are randomly deployed on 
the network topology and the node density is defined as the number of nodes that are 
within the transmission range. Automatic repeat request (ARQ) is 10 and a neighbor 
node is blacklisted when it has a link between itself and the current forwarding node 
with PRR less than 0.01. Parameters used in the simulation are shown in table 2 and 
three metrics are used to show the performance enhancement of GFDC: 

• Delivery Rate: the ratio of packets sent from source node to packets received by 
destination node, ranging from 0 to 1 

• Energy Efficiency: the amount of data (bits) delivered to destination node per unit 
energy (bits/mJ) 

• End to End Delay (time slots): number of time slots are calculated when the 
destination node receives the data packet from the source node 

 
In this section, end to end delay, delivery rate and energy efficiency of OGF+DC, 
PRR Distance greedy forwarding+DC, and MAGF+DC are compared at different 
node densities and duty cycles. In the subsection 5.1, 100 nodes are randomly 
deployed on the network and the three schemes’ performances are compared by 
varying the node density from 10 to 500. In subsection 5.2, we fix the node density as 
100 and compare the four schemes’ performances by varying the duty cycles from 1 
to 20%. 
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Table 2. Simulation parameters 

Radio Parameters 

Modulation NC-FSK Encoding Manchester 

Output Power -5 dBm Path Loss Exp 3 

Noise Floor -105 dBm Data Rate 1.92 kbps 

Packet Size and Energy Consumption 

Data Size 100 bytes e  1762 μJ 

ACK Size 11 bytes e  193.82μJ 

 

5.1 Comparison of Delivery Rate 

Fig. 6 shows the delivery ratio with different number of sensor nodes for four 
algorithms: OGF+DC, PRR Distance+DC, MAGF+DC, and the proposed algorithm 
GFDC when the duty cycle is fixed to 5%. With all the number of sensor nodes in the 
network, the GFDC outperforms other three algorithms in terms of delivery ratio. 
When the number of sensor nodes is small, the number of neighbors for each node is 
small so that the next forwarding node selection of three algorithms is similar in many 
cases. Therefore, the difference of data delivery ratio of three algorithms is small. 

However, when the number of sensor nodes increases, the node that uses GFDC 
can select a better next forwarding node among its neighbors. The end to end delay 
 

 

 

Fig. 6. Comparison of Delivery Rate with Different Node Densities 
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transmission decreases so that the number of data transmissions which miss the 
application delay time decreases. This leads to a high data delivery ratio compared to 
other two algorithms. The data delivery ratio of PRR Distance+DC is also higher than 
that of OGF+DC in duty-cycle environment. This is due to the PRR Distance+DC 
algorithm considers the link quality between the source node and its neighbor when 
selecting the next forwarding node. It selects the neighbor with high link quality as the 
next forwarding node. Hence, the number of lost packets drops and the data delivery 
ratio rises. 

Fig. 7 illustrates the data delivery ratio of three algorithms with a variation in the 
duty cycles. With all values of the duty-cycle, the data delivery ratio of GFDC is the 
highest one. However, the difference between GFDC and MAGF+DC is smaller when 
the duty-cycle is high. Because when the duty-cycle is high, the effect of the sleep 
latency is not too much. 

 

Fig. 7. Comparison of Delivery Rate with Different Duty Cycles 

5.2 Comparison of Energy Efficiency 

Figure 8 shows the energy efficiency (bits/mJ) of four algorithms when the number of 
sensors nodes varies from 10 to 500 nodes. When the number of nodes is small, the 
delivery ratio is low so that the energy efficiency of the three algorithms is small. 
When the number of nodes increases, GFDC and MAGF+DC have more 
opportunities to select the best neighbor as the next forwarding nodes. Hence, the data 
delivery ratio as well as the energy efficiency increases.  
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Fig. 8. Comparison of Energy Efficiency with Different Node Densities 

Fig. 9 illustrates the energy efficiency (bits/mJ) of three algorithms with the 
variation of the duty cycles. With all values of the duty-cycle, the energy efficiency of 
GFDC is the highest one. However, the difference between GFDC and the other 
schemes is bigger when the duty-cycle is low such as duty rate is 1%. Because when 
the duty-cycle is low, the effect of the sleep latency is increased. 

 

Fig. 9. Comparison of Energy Efficiency with Different Duty Cycles 
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5.3 Comparison of End to End delay 

Fig. 10 presents the comparison of end to end delay of three algorithms when the duty 
cycle is 5% and the number of sensor nodes varies from 10 to 500 nodes. The end to 
end delay of OGF+DC, PRR Distance+DC, and MAGF+DC does not change 
significantly when the number of sensor nodes increases while that of GFDC 
decreases steeply when the number of sensor nodes increases from 10 to 100 nodes. 
The reason for this is, when the number of nodes increases, a source node that uses 
GFDC can select a neighbor which balances the sleep latency, link quality, and 
advance distance as the next forwarding so that the end to end transmission delay will 
decrease. When the number of nodes continues to increase, because the duty cycle is 
fixed, the effect of number of the nodes is not too much and so, the end to end  
delays of GFDC are quite similar while the number of nodes changes from 100 to 500 
nodes. 

 

Fig. 10. Comparison of E2E Delay with Different Node Densities 

In Fig. 11, by taking into account the sleep latency in the forwarding metric, GFDC 
can reduce the average end to end delay especially when the duty cycle is small (the 
length of the working period is high). For example, with a duty cycle of 2%, the 
average end to end delay for OGF+DC, PRR Distance+DC, MAGF+DC, and GFDC 
are 168, 152, 171, and 121, respectively. When the duty cycle increases, the effect of 
sleep latency for the data transmission in each hop decreases. Therefore, the average 
end to end delay decreases for the four algorithms. 
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Fig. 11. Comparison of E2E Delay with Different Duty Cycles 

6 Conclusion 

We proposed a reliable and energy efficient forwarding scheme called as Enhanced 
Greedy Forwarding based on low Duty Cycle (GFDC) in low-duty-cycle WSNs. 
GFDC selects the forwarding node by considering the neighbor node information 
along with the transmission range. In order to select forwarding node, each node 
calculates weight (w) based on not only the sleep latency between the sender and 
receiver node but also on the link unreliability and asymmetry and the advance 
distance to destination node. Then, it selects a neighbor node with high weight (w) as 
the next forwarding node. The objective of GFDC is to solve the problems that the 
previous schemes have in low-duty-cycle WSNs. As a result, fast dissemination and 
energy consumption that are related to the packet transmission is guaranteed. In the 
future, we shall extend our work by applying the flexible backoff scheduling in order 
to reduce collision. Therefore, further research can provide better performance. 
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Abstract. Acyber-physical system (CPS) establishes a close interaction
between system’s computational core and the control of physical process.
In case of Diabetes, failure in endogenous insulin production requires ex-
ogenous infusion of required drug amount. We have proposed an archi-
tecture for artificial pancreas and checked its validity in simulations. The
aim is to control blood glucose level (BGL) of a patient suffering from
diabetes and to prevent the harmful state of Hypoglycemia. For this, vi-
tal signs monitoring is introduced through which hypoglycemic condition
can be efficiently detected and avoided. Electrocardiogram, Heart beat
rate, Electroencephalography and skin resistance are known to depict
an irregularity in blood glucose. Upon detection, a specified amount of
Glucagon is infused into patient’s body. The system consists of an insulin
infusion and glucagon pump, through which insulin/glucagon is entered
into the patient’s body subcutaneously, based on the current BGL. A
neural network predictive controller is designed to keep the glucose level
inside the desired ’safe range’. The simulations have shown that patient
safety can be improved through this strategy.

Keywords: diabetes, insulin infusion, exogenous, endogenous, feedback
control, simulation, neural network.

1 Introduction

High confidence Medical cyber physical systems (MCPS) are the future of Med-
ical device Industry. Lee and Sokolsky have identified physiological closed loop
systems, continuous monitoring and care systems with real time diagnostic and
treatment capability as a new trend in Medical devices [1]. Model based de-
velopment, Safety and Patient modeling and simulation are identified as key
challenges in MCPS [1, 2].

Diabetes Mellitus is an incurable metabolic disorder plaguing lives of millions
across the world. According to WHO report, today more than 177 million people
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are suffering with diabetes, and this number is expected to rise to 300 million by
2025 [15]. It is a result of partial or complete failure of the human pancreas to pro-
duce insulin to counter elevated blood glucose levels (BGL). Extremely crucial
and chronic complications of diabetes which can cause permanent pathological
changes such as blindness, amputations, kidney problems, strokes, cardiovascu-
lar diseases and non-traumatic limb amputation are common. Elevated blood
glucose level for long time is the basic reason of all these adverse effects [5].

The vast majority of diabetes cases fall into three broad three aetiopatho-
genetic categories: Type 1, Type 2 and gestational diabetes. In Type 1 Diabetes
Mellitus (T1DM) insulin producing pancreatic beta cells are destroyed because
of an autoimmune pathologic process occurring in the pancreatic islets. Type
1 diabetes eventually leads the patient to acute insulin deficiency and build up
ketones, thus increasing a risk for diabetic ketoacidosis [5]. The patient is to-
tally dependent on externally infused insulin at an appropriate rate to maintain
blood glucose level. The blood glucose level must be contained within the range
of 60-120mg/dl and the ideal value is 81mg/dl [4]. Hyperglycemia state occurs
when the plasma glucose level rise above 120mg/dl while in an opposite situation
plasma glucose levels fall below 60mg/dl which is known as hypoglycemia state.
Both these states are harmful, but hypoglycemia is a more serious threat and
can cause coma or may be even fatal. Hyperglycemia state causes problems in
long run.

A fully functional Artificial Pancreas is close to become a reality [20,21]. Such
an ambulatory closed-loop system capable of maintaining normoglycemia for
long periods can dramatically enhance the quality of life of T1DM patients [17].
Continuous glucose monitoring and portable insulin infusion solutions with small
form factor are available today [22]. Subcutaneous route (SC) is the least invasive
and most secure solution for insulin delivery and BGL measurement that gives
it an edge over intravenous route, which is best suited for control [13]. System
setups using subcutaneous sensing and infusion have been successfully studied
and implemented in past [18, 19].

Although the concept of closed loop insulin control for T1DM has got older yet
it is not fully optimized. Traditional automated insulin delivery system compose
of: (a) A continuous glucose sensing device (systems afferent part), (b) A drug
infusion pump (systems efferent part), and (c) A controller/algorithm linking
the measured blood glucose concentration and insulin delivery [24]. Fig.1 shows
block diagram of such a system.

One of the major problems with this architecture is that many T1DM patients
have irregular and insufficient release of the pancreatic counter-regulatory en-
docrine hormone glucagon, which causes extended hypoglycemia episodes which
can be fatal. Moreover due to time delay in insulin action via subcutaneous
route, over dose of insulin is possible because of elevated glucose levels after
meals, which can lead patient to the hypoglycemia. Though closed loop treat-
ments in clinical environments have greatly enhanced diabetes control and care
over the last few decades [5], hypoglycemia remains a major unsolved problem
to achieve strict glycemic control [5, 7].
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Fig. 1. Block Diagram of Conventional Artificial Pancreas

Continuous vital sign monitoring (VSM) can be used to detect hypoglycemia,
which can eventually cause coma, seizure or death. Electroencephalography
(EEG), Electrocardiography (ECG), heart rate and skin resistance are impor-
tant in detecting hypoglycemia condition. For an ambulatory system ECG, heart
rate and skin resistance are more important and practical parameters to detect
hypoglycemia. In this paper, we have proposed an architecture in which any
irregularity above a specified threshold in all the three vital signs will trigger
a signal from controller which in turn will infuse glucagon in to patients body.
Fig. 2 shows block diagram of system.

Fig. 2. Block Diagram of Modified System

2 Materials and Methods

2.1 Mathematical Modeling

Mathematical modeling of glucose-insulin interaction is a useful tool in testing
the functionality of control algorithms [25]. Various methods have been devel-
oped for mathematical modeling of glucose insulin interactions [16] but Bergman
minimal model is widely used in physiological research to approximate the blood
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glucose and insulin interaction dynamics. It defines an important constant pa-
rameter which is product of amount of insulin released and sensed, called disposi-
tion index [11]. It assumes closed-loop relationship between a minimum number
of three compartments which are described by following equations [3]:

dG(t)

dt
= −p1[G(t) −Gb] −X(t)G(t) + [D(t) + C(t)] (1)

dX(t)

dt
= −p2X(t) + p3[I(t) − Ib] (2)

dI(t)

dt
= −n[I(t) − Ib] + γ[G(t) − h]+t+ r(t) (3)

where G(t) is the instantaneous glucose concentration in blood (mg/dl), X(t) is
the effective amount of insulin used in disappearing plasma glucose(min−1) and
I(t) is the instantaneous insulin concentration in plasma (μU/ml). Gb and Ib are
the concentration of glucose and insulin in blood before any exogenous infusion
of either of these two. This lower concentration is called as basal level. p1, p2 and
p3 are the model parameters and n is the rate at which insulin is being used up
in plasma(min−1), h is the lowest value of blood glucose above which endogenous
insulin is secreted (mg/dl), γ is the rate of endogenous release of insulin when
glucose is infused exogenously and concentration of blood glucose is above h
threshold [(μU/ml min−2 (mg/dl)−1]. The values of all above quantities for an
average person are listed in table 1 [29].

Table 1. Modified Bgregman Model parameters

Parameters Values

p1 0.0337 min−1

p2 0.0209 min−1

p3 7.510−6 min−2 (μU/ml)−1

X 0.0054 μU/ml

G G G G 0.81 mg/ml

Gb 0.811 mg/ml

n 0.214 min−1

T 5 min

D(t) (mg/dl/min) is the disturbance to the patient and it accounts for the
rate at which glucose is absorbed from the intestine to blood after food intake.
C(t) (mg/dl/min) is the rate of exogenous glucose (glucagon) infusion which
is desired form of disturbance to avoid hypoglycemia. r(t) (μU/ml/min) is the
controller’s output and it compensates for any disturbances and acts so as to
maintain BGL equal to basal level.

Plasma insulin compartment is represented by eq.(3), Dynamic insulin com-
partment by eq.(2) and Plasma glucose compartment by eq.(1). All interactions
are shown in block diagram of Fig. 3.
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Fig. 3. Block Diagram of Bergman Minimal Model

A modified form of eq. (3) in which endogenous insulin secretion in the original
nonlinear minimal model [3] is replaced by the term τ.r(t) . The conversion factor
τ converts the units of r(t) to U/h , which are consistent with clinical convention
of insulin delivery rate prescription [28]:

dI(t)

dt
= −n[I(t) − Ib] + τ.r(t) (4)

In order to further linearize the relationships, linear form of Bergman minimal
model is proposed in [28]:

dG(t)

dt
= −p1[G(t)−Gb]−X.G(t)−GGGGGG.X(t)+GGGG.X+[D(t)+C(t)]

(5)

dX(t)

dt
= −p2X(t) + p3[I(t) − Ib] (6)

dI(t)

dt
= −n[I(t) − Ib] + τ.r(t) (7)

Where GGG and X are the average values of G(t) and X(t). By putting G(t) for
GGGG and X(t) for X we can easily obtain the original Bergman model from
eqs.(5), (6) and (7).

2.2 Closed Loop System

Continuous glucose monitoring and automatic insulin delivery are integrated into
one system to establish a closed loop control. Closed loop glycemic treatment
leads to improved diabetes control [8, 9].

Various authors have proposed and practically implemented the closed loop
insulin delivery system [14, 23].
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2.3 Neural Network Predictive Controller

A neural network predictive controller isa type of model predictive control (MPC).
It is based on receding horizon technique and is useful in estimating the future
response of a dynamic nonlinear system and thus controlling its output in the
desired manner. This strategy is useful because it takes in to account the non-
linearities of the plant and effectively models the system with multilayer per-
ceptrons. We have used Neural Network Toolbox in Matlab for designing the
predictive controller [31].

The controller generates a neural network model of plant and then predicts
the future behavior of system. Based on this prediction a control output is cal-
culated that optimizes the plant performance over the future horizon. The first
step of calculating the neural network plant model is termed as System Identifi-
cation. It involves training a neural network to see the future behavior of plant.
The prediction error between the actual plant output and the neural network
predicted output is used as the training signal for neural network. We have used
two layer neural network for predicting the plant output. The network uses past
inputs and outputs to estimate future profile of the plant output. Once future
output is estimated, the following equation is used to produce such control signal
u that minimizes the cost function J over a specified horizon

J =

N2∑
j=N1

(yr(t+ j) − ym(t+ j))2 + ρ

Nu∑
j=1

(u′(t+ j − 1) − u′(t+ j − 2))2 (8)

The network can be trained either online or off line but we have preferred to
train our neural network in offline batch mode. [26, 30]

2.4 Subcutaneous Route

Intravenous (IV) route is best suited from control perspective and is investi-
gated in small studies [27] but it is not used because it accompanies with severe
risks such as cellulitis, thrombosis, edema, phlebitis, sepsis, embolization, and
intravascular infection [10]. In contrast, subcutaneous (SC) route for insulin de-
livery is much safer and easy to manage [13].

However, SC is not ideal and obtaining a satisfactory glycemic control is tricky
because of the time delay in absorption by this route. The recent introduction of
the rapid acting insulin analogs, like Lispro insulin with 2-3 times faster absorp-
tion, has significantly improved the quality of control obtainable through this
route [13]. Even then the SC infusion confers risks when used for closed-loop
BGL management because of efferent delays. Meals intake and higher glucose
levels can cause overdose of drug due to these delays, which in turn can cause
hypoglycemia. Weinzimer et.al have proposed a hybrid approach to tackle this
problem and have shown tighter glycemic control than fully closed loop treat-
ment [11]. But this strategy requires detailed meal timings/ food intake schedule
of each patient which can be risky in case of any deviation in plan. Moreover,
specification of food intake is a burden for patient in normal daily life.
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2.5 ECG Patch

We propose that a continuous monitoring ECG patch must be incorporated in
the closed loop system so that Hypoglycemia can be detected immediately and
proper amount of glucose can be entered to keep the BGL in safe range. The
ECG patch will be continuously monitoring QT interval, R-R peak distance and
skin resistance through any one of its contacts on human body.

3 Vital Signs for Hypoglycemia Detection

Hypoglycemia is a major limiting factor in achieving high quality diabetes con-
trol. Hypoglycemia can cause coma or even death. It mainly affects the central
nervous system and sweating and arrhythmia in cardiac response are associ-
ated with hypoglycemia [34, 35]. EEG, ECG and skin resistance have found
to be affected by low BGL (<60 mg/dl) [36]. Since EEG cannot be moni-
tored continuously so QT and RR interval in ECG along with skin resistance
are more important in hypoglycemia detection. It is found that during hypo-
glycemia episodes heart rate of patients increases (correlation of 1.02±0.26 vs.
1.07±0.31, P<0.053), corrected QT interval increases (correlation of 1.03±0.08
vs. 1.05±0.08, P<0.002) and skin impedance decreased 15±6 min after hypo-
glycemia [33, 39]. In another study heart rate was noted to deviate from 72±9
to 80±11 bpm, with P < 0.01 [37].

From the ECG signal R-R peaks distance will give the heart rate and corrected
QT interval is found by calculating the distance between the start of Q to the
end of T interval. We used Bazett’s formula for correction given by,

QTc =
QT√
RR

(9)

The infusion of glucagon in case of hypoglycemia episode significantly reduces
the time spent in hypoglycemic range (15±6 vs. 40±10 min/day, P =0.04) [38].

4 Modeling and Simulation

We modeled our proposed system in Matlab Simulink. The patient model is
shown in Fig. 4 which is based on laplace transform of eqs. (5),(6) and (7) given
by,

G(s) = T (s)1R(s) + T (s)2[D(s) + C(s)] + T (s)3I(s) (10)

Where I(s) is Laplace transform of impulse and T (s) are the transfer functions.
ECG signal was generated in Matlab artificially. Disturbances due to meals

or due to exercise are modeled by adding the various terms of the form:

H = H0 × e−a[log(bt)−c]2 (11)

Where H0 is the maximum value and constants a, b and c set the shape of the
curve. Hypoglycemia is detected once all three vital signs are showing
abnormality.
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Fig. 4. Patient Model Based on eqs. (5), (6) and (7)

Fig. 5. Model of the Complete Insulin-Glucagon infusion system
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Fig. 6. System response to a huge disturbance

Fig. 7. A huge disturbance triggering hypoglycemia without glucagon infusion
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Fig. 8. With glucagon infusion hypoglycemia duration is avoided

In figs. 6, 7 and 8, it can be seen that the controller is significantly controlling
the BGL. For the extreme disturbance value of nearly 350mg/dl the controller
is maintain the BGL around 120mg/dl.

Glucagon can be administered intravenously or subcutaneously at 50 unit.
An amount in this range is infused as soon as the hypoglycemia condition is
detected. The effect of infusing glucagon is shown in fig. 8. The duration of
hypoglycemia episode has been successfully avoided.

5 Conclusion

In view of the fact that not a single approved artificial pancreatic system is
available, methods focusing patient safety need to be devised [32]. We have pro-
posed architecture based on vital signs monitoring to prevent the situation of
hypoglycemia. The system is modeled in Matlab Simulink and results are en-
couraging. The study has shown that for an ambulatory system EEG monitoring
is not practical. From the ECG waveform, RR and QT intervals along with skin
impedance can depict the hypoglycemia condition. Automatic tuning of PID
controller was found more suitable. Bergman model was suitably modified to in-
corporate glucagon infusion. In future, proposed architecture can also be tested
using advanced model based or hybrid controller design techniques.Moreover,
model checking tools like UPPAAL can be used in future to confirm the validity
of our model, under strict timing constraints.
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Abstract. The growth of wireless multimedia applications has increased demand 
for efficient utilization of scarce spectrum resources which is being realized 
through technologies such as Dynamic Spectrum Access, source and channel 
coding, distributed streaming and multicast. Using a mix of DSA and channel 
coding, we propose an efficient power and channel allocation framework for 
cognitive radio network to place multimedia data of opportunistic Secondary Users 
over the unused parts of radio spectrum without interfering with licensed Primary 
Users. We model our method as an optimization problem which determines 
achievable physical transmission parameters and distributes available spectrum 
resources among competing secondary devices. We also consider noise 
contributions and channel capacity as design factors. We use Luby Transform 
codes for encoding multimedia traffic in order to reduce dependencies involved in 
distributing data over multiple channels, mitigate  Primary User interference and 
compensate channel noise and distortion caused by sudden arrival of Primary 
devices. Tradeoffs between number of competing users, coding overhead, available 
spectrum resources and fairness in channel allocation have also been studied. We 
also analyze the effect of number of available channels and coding overhead on 
quality of media content. Simulation results of the proposed framework show 
improved gain in-terms of PSNR of multimedia content; hence better media quality 
achieved strengthens the efficacy of proposed model. 

Keywords: Fountain Codes, Genetic Algorithm, Distributed Streaming,  
Secondary Users. 

1 Introduction 

Scarce communication spectrum poses significant challenges for reliable transmission of 
emerging bandwidth hungry multimedia applications. However, actual measurements 
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taken in Berkley [9] show underutilization of wireless spectrum resources, especially 
over the TV band. To improve upon usage efficiency, Cognitive Radio (CR) framework 
was proposed as a result of Federal Communication Commission’s (FCC) proposal of 
secondary spectrum utilization. A CR may utilize non-contiguous set of sub-channels 
upon availability, requiring multimedia content to be disseminated over a multiband 
spectrum. This diversity can cause significant loss in quality of multimedia content 
compared to good quality equal contiguous spectrum if it does not properly exploit the 
diverse characteristics of different bands. To mitigate such losses, a class of rate-less 
codes called Digital Fountain Codes (DFC), can be used allowing scalable media to be 
distributed in secondary channels. In codes, the encoder produces variable number of 
message packets and only a small portion of these is required for decoding at the 
receiver. The order of reception of these packets does not matter as long as receiver gets a 
desired number of packets that can correctly decode. This property of fountain codes can 
be utilized to combat loss due to PU interference [10] and other channel conditions like 
path loss, noise and fading etc. In literature rate-less codes have been used in cognitive 
network to assist message transmissions and to exploit quality links between source-
destination. In this work, a more specific realization of the fountain codes, Luby 
Transform (LT) codes [1], has been utilized.  

There are many trade-offs involved in selection of suitable channels and 
corresponding associated overhead for transmissions with rate-less codes. The 
addition of rate-less property further boosts the spectrum opportunities for cognitive 
networks.  Multiple channels can be used to enhance signal-to-interference-plus noise 
ratios, balance traffic requests and to avail spectrum opportunities via cognitive space-
time-frequency coding techniques. In this paper we address the task of power and 
channel allocation for cognitive radio nodes. Two types of nodes are considered 
namely source and destination nodes. The channel between the source and destination 
is a direct channel and no relay or similar terminal in between is available. In order to 
improve end-to-end throughput and optimize system performance we need to exploit 
available channels jointly while including power allocation in an optimization 
framework.   

To elaborate our work, rest of the paper is arranged as follows. In the related work, 
we discuss the research work in similar domain. In the system modeling section, we 
highlight problem under discussion and based on our problem, appropriate system 
model is discussed. Resource allocation strategy is discussed in after the modeling 
section followed by results and discussion. Finally the paper is concluded. 

2 Related Work 

Various research efforts have focused quite recently on analyzing benefits of erasure 
codes in Cognitive environment. Primary work in this regard has been done by 
Harikeshwar Kushwaha et al. [5]. They discuss the impact of erasure coding for 
multimedia applications. A channel access mechanism has been introduced to 
distribute data in unused parts of the spectrum. In particular, authors focus on 
determining the required number of channels for successful delivery of a given 
number of coded packets.. In the work by T. Weiss et al [3], a method of channel 
availability and corresponding utilization has been proposed. The goal of the proposed 
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spectrum pooling mechanism is to improve spectral efficiency by overlaying a new 
terminal device system on an existing one in the relevant channel.  The work by D. 
Cabric et al [4][9] looks into opportunistic utilization of spectrum by using techniques 
that are used to adapt to local spectrum availability. The approach termed as 
CORVUS performs channel allocation in a coordinated manner. However no attempt 
has been made to quantify or measure impacts of interference from PUs. Work done 
by J. Wagner et al [6] is an attempt towards quantifying the benefits of rate-less codes 
in streaming media applications. Similarly there are numerous other research findings 
that may have partial overlaps with this work. In contrast to the related work, we 
incorporate an integrated concept of quantifying interference and benefiting from 
erasure based rate-less codes while extending it to multiple nodes in a resource 
allocation problem. Recently, there has been some work on coding based transmission 
and erasure correcting capabilities in cognitive radios [16][17]. Finally there have 
been some significant contributions in coding based transmission with relay assistance 
for cognitive networks [18].  

3 System Model 

A. Assumptions and Goals 

This work proposes a power and channel allocation framework for cognitive nodes in 
DSA environment.  For this purpose we assume an overlay approach of DSA while LT 
codes have been utilized to mitigate effects of major channel losses. A spectrum pooling 
concept similar to the work by Weiss et al [3], is used to introduce secondary sub-
channels while exploiting traffic modeling and relationships. We extend it to our multi-
user environment of spectrum overlay for a variable number of fountain coded packets to 
achieve reliable content delivery. The channels between the source-destination pair are 
assumed to be block fading Rayleigh channels with flat frequency response. The block 
length of the channel is equal to the transmission time slots, hence the gain of the channel 
remains constant throughout the time slot and only changes form one slot to another. 
Simulations at the end provide a valuable insight into the trade-offs involved between 
varying numbers of users, coded packets and sub-channels. 

B. Analytical Framework 

We model our system as follows. Let the number of source nodes competing for 
channels be represented by 1,2,3, …  where  would represent a node from the 
set . The total number of available spectrum bands is | |, where channels in a band 
x from | | ,  are represented by :   1,2,3, … . where  is the set of sub-
channels. There is an associated effective capacity with each channel denoted by  
and a channel bandwidth  . Each channel has a specific quality level that is 
estimated over time and given by . Intuitively, this gives a percentage of interference 
from PU as seen by a SU. We call this interference as Primary User Susceptibility 
(PUS) of a channel.  
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2.  If there is a successful transmission negotiation in the current slot then in the 
previous slot, the channel will be busy in carrying requests. 

3.  If data is received in time interval  then in interval 1, the channel was 
busy in transmission. 

Incorporating and conditioning on channel sensing result , we can write probability 
for correctly deciding upon the busy channel statistics as: µ t π t 1 επ t 1 ε 1 π t δ  (2)

where  1 1 1  is based on stationary memory-
less Markov model assumption. Let the transmission probability at time instant t be 
given by . Then for unsuccessful transmission on channel n, we can write the 
probability of transmission failure or error as p µ t  p t                              (3) 

The probability of transmission can be defined in terms of collision range under 
which we allow a node  to transmit. Let the range be termed as  ,where 01 ranges between 0 and 1. As we want the transmission failure probability 
range to be as limited as it can be, we set µ t  p t θ . Hence, the node 
transmits deterministically or opportunistically as  p t min 1, θµ t  (4)

The channel gains are exponentially distributed and independent of each other. Let  be 
the channel gain from a source to destination on the i-th channel for direct 
communication between source and destination. The channel gain mean is represented 
by . An SINR threshold is assumed at each receiver represented by . A coded packet 
will be dropped as an erasure in the current time slot if the receiver gets the coded packet 
with less than the threshold value and a successful reception will occur otherwise. The 
erasure probability is therefore represented for source-destination communication as  p Pr P gn 1 exp n δP g  (5)

where  is the noise power at the corresponding receiver for the source that transmit 
with power . A message is completely recovered when the receiver obtains any of 
the 1  coded packets at least where  is the overhead for decoding.  

4 Resource Model 

A. Transmit Power Constraint 

Let  be the transmit power of the source on the j-th spectrum band Then the power 
allocation vector can be represented by , , … , . In particular, a zero value 
for an entity in the allocation vector implies that the band cannot be used at the source. 



 A Genetic Algorithm Assisted Resource Management Scheme 357 

To avoid harmful interference to the PU, we introduce a power limitation for the source 
on each band denoted by  which can be regarded as the per band power constraint. 

Hence we have the following power constraintP  P  , j 1,2,3, …. The exact value 
of the  limit will depend upon the CSI mechanism involved and the physical 
spectrum sensing mechanism involved. However for simplicity, the sum power 
constraints at the source derived from the per power constraints is expressed as P  P ,    j 1,2,3, … 

where  is the aggregated maximum power that the source is able to transmit. 

B. End-to-End Throughput 

Since we can use multiple channels for end-to-end parallel transmission in direct 
communication mode, the capacity of the channel would vary according to the 
combination used. If we represent capacity of the channel by Shannon theory, we can 
write C j Blog 1 j  (6)

Where C(j) is the Shannon capacity for channel j with Bandwidth B. But the actual 
throughput would be based upon the power allocations and the channel gains 
respectively. Hence we can write for the channel combination, the end-to-end 
throughput equations as:   T C P d  (7)

where T  is the end-to-end throughput for the channel utilization scheme with focus 
on half-duplex scenario. The average flow requirement of data is determined by the 
nodes themselves and communicated to the central entity before channel assignment 
phase. Here, we develop a framework in the form of an optimization problem to 
determine the node’s physical transmission capability parameters that would be utilized 
for data transmission. For simplicity we focus on three parameters only, the modulation 
scheme, transmission power and bit error rate. The main idea here is that the basic 
infrastructure upon which CRs are built is the software defined radio where majority of 
the communication system blocks like modulation, encoding, encryption etc. are 
implemented in software for ease of adaptation to underlying channel conditions. The 
generalized fitness function for cognitive radio nodes can be defined as maximize   f x w f x  P ,T  

subject to g x Constraint 
where we need to maximize Power and Throughput fitness functions under some 
constraint function  using weights . Let   {1,2,…. } be the 
modulation schemes available at a particular node in increasing order of constellation 
size. For example, scheme 1 can represent BPSK and the highest available be 128-
QAM (Table 1). Also let the power with which the node can transmit, be in constant 
intervals of , and represented by the set 1,2,3, … . .  
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Table 1. Physical Parameters considered in the work 

Parameter Schemes Used 
Modulation BPSK, 8-PSK, 16,64 and 128-QAM 
Power Level 0mW-50mW (0-27dBm) 

 
For example maximum transmission power that a node can support is 50mW and  5 , then we would have 10 power levels from 0W to 5mW. With the increase 

in power levels and modulation scheme to choose from, the search space for an 
appropriate combination to use also increases.  

In CRs it is desirable to communicate with low power transmissions when 
occupying PU channels, thus we need to incorporate tradeoffs involved in the selection 
of power levels and modulation schemes. A larger power level can not only increase 
the signal-to-noise ratio but also cause interference with other transmissions. A higher 
modulation scheme results in a higher bit rate but we are forced to switch to lower 
schemes when a higher constellation scheme tends to produce higher bit-error rates due 
to degrading channel conditions. Hence on one side we want to keep the power levels 
as low as possible and at the other end we want to use the highest modulation scheme 
to achieve high throughputs. 

C. Fitness Functions  

In this section, we define a power minimization function and a throughput 
maximization function. These functions are then combined in a filtering equation 
according to the environmental characteristics that includes bit error rate achieved on 
the channel. The power minimization problem can be represented as: f _ 1 ∑ PNN P  (8)

where  represents the maximum number of sub-carriers over which transmission 
can take place. The fitness function for maximizing the throughput in terms of the 
modulation scheme can be represented as; 

f  _
 0    if Mod thrN

thr MMthr thr       if   thr Mod thrN

1      if Mod thrN
    (9)

Where thr ,thr  represent the interval limits which effect user utility the most. 
Both  _  and  _  result in values ranging from 0 to 1.  and  are 
current candidate power and modulation parameters and  and  are the 
maximum available parameters respectively. To maximize the throughput we overall 
need to assign power with sum and per channel power constraint. 
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FSD maxPS C p gS  (10)

Subject to  p  p  p  0 

D. Multiple Objective Fitness Function 

To select the most appropriate combination to be utilized would then be determined 
by a multi-objective fitness function given as; f _ w f _ w f _  (11)

where the weights of  and  would determine the direction of search for better 
combination. The weights are indirectly derived from the channel characteristics depicted 
by the probability of bit error rate achieved by a specific coding scheme, i.e.  1 . Hence for higher  we need to shift at a lower modulation scheme. Since 
we stick to the use of normalized weights, weightage for the single objective function to 
achieve minimization in power would be calculated as; w w  1 . For a given 
combination of power and modulation scheme, the probability of bit-error-rates are 
defined for specific schemes, e.g. for BPSK, M-ary PSK and M-ary QAM, the equations 
are; 

P _BPSK Q PN  

P _MPSK 2log M Q 2 log M pN sin πM  

P _MQAM 4log M 1 1√M Q 3 log MM 1 PN  

Finally we can determine the average flow demand over some time period 0 T  as 
a function of the modulation index that achieves a specific throughput. 

Table 2. The Dynamic Fixing Algorithm 

 

1. Initialize #� with an initial random value and  #� = 1 − #�

2. Set initial %&'*_@A** to the value achieved by the current MOD scheme
3. Initialize timer t = 0 and Δ interval 
4. Set an initial allowable threshold change of %&'* as σ
5. After t = t + ς , check %&'*

6. If  | % &'*_@A** − %&'* | ≥  σ, decrease ς
7.         Else if  | % &'*_@A** − %&'* | <  E. 1σ increase ς
8. End if
9. Set #� as (1 − %&'*) and #� = #� −  1
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E. Weights Adaptation 

The weights defined for the filtering equations need to be modified according to the 
varying channel conditions. Thus, we formulate a simple algorithm for weights 
adaptability, using dynamic programming. The algorithm starts with an initial 
randomized value of .  P _   is set to the value achieved by the current scheme 
on the channel. Channel is checked after every Δ interval for the bit errors achieved. 
A bit error value lower than the threshold would initiate an increase in  interval, and 
decrease otherwise. For reduced oscillations, the interval should be kept large and 
initiated in emergency only if the communication statistics reach a poor level. The 
average flow demands are conveyed to the receiver only once at the start and later the 
weights adaptation leading to different throughputs are done on the same channel. 

The values of the time steps and weights depend on the terminal systems 
processing capability. A high performance system capable of sensing the environment 
fast for  achieved BER can set the time step low without degrading other 
transmission activities and vice versa. To determine the exact values, dynamic 
programming can be used with ease. The program begins with an initial very high 

value of  and a very small value of time step ς . From that point, next allowable 

time steps that the system can handle are calculated with a decrease in  and an 

increase in time step. The minimum ratio  is calculated for the step j for all the 
points given as  

 min   λ   ∆  ∆                               (12) 

Where w  w ∆w   and ς ς ∆ς  
 

The optimal operation points are reached when  w  . The sub optimal 
algorithm for determining weights is given in Table 2. 

 

Fig. 3. Dynamic Programming for determining weights and time steps 
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5 Resource Allocation 

Since we have multiple channels with which there are different associated capacities, 
we would have variable end-to-end throughput for different channel allocation 
strategies. The channel allocation method corresponds to the selection of the best mix 
that will maximize the overall throughput. The throughput would also depend upon 
the power allocation. To achieve the overall maximum throughput, the power 
allocation also needs to be maximized. The maximum throughput channel selection is 
to choose the best transmission modes from the channel mix. The parameters that we 
need to take decision on are the Secondary sub-channels and the nodes to which these 
channels would be assigned. Thus, we have to take a decision on the parameters N 
and  in our genetic algorithm formulation. An assignment matrix  would 
be utilized for the channels allocation at the end.  

A. Fitness Objectives 

Since it is possible that a channel with a larger capacity can have susceptibility to 
Primary User or increased interference levels, therefore it presents a tradeoff between 
channel bandwidth utilization and the channel availability demand by the transmitting 
node. Assigning a channel with a larger capacity to a node with few coded packets to 
send will be an underutilization of resources, where as assignment of low capacity 
channels to nodes with high data rates requirement would serve no purpose. Also 
assignment of a sub-channel with high interference levels to nodes with higher 
channel availability or quality requirements would kill the purpose. Hence, we 
develop a scheme that gives appropriate importance to each requirement in the form 
of weightings. Our algorithm serves to assign channels catering for the amount of 
bandwidth being utilized and the channel quality being offered to a node with a 
specific channel availability requirement. We define three objectives that the 
algorithm would focus on:  1) Achieve maximum bandwidth utilization in the form 
of throughput. 2) Provide sub-channels with better quality to   nodes with higher 
requirement of quality or cannel availability. 3) Assign channels that result in 
minimization of interference. 

B. Fitness Functions 

According to the objectives defined above we develop fitness functions that are used 
to compute the performance of the algorithm. Given the requirement of maximum 
bandwidth utilization and throughput, for a node i 

f _BW log Clog K w  (13)

Also to cater for the quality requirements and service layer availability, we can 
formulate fitness function that minimizes the interference 
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f _
 1 if I interN

inter log µ µ     inter inter    if  inter I interN

0  if I interN
     (14)

where I ∑ IP,   represents the interference level caused by radio  to all other 

radios from 1 to m excluding j.   _  and  _  result in values in the range 
[0,1] where a higher value determines the suitability of channel allocation. 

C. Multiple Objective Fitness Function 

To be able to achieve the appropriate combination of sub-channels according to the 
nodes requirement we formulate a multi-objective equation that incorporates the 
single objective fitness functions in equation (13) and (14). This would give us a score 
between 0 and 1 which is the overall fitness score of the algorithm. The minimization 
and maximization equations are multiplied with a weighting factor; f _ w f  _ w  (f  _BW)            (15) 

Where  is the percentage of channel availability requirements conveyed by a 
specific node and varies as 0  1. We stick to the use of normalized weights, 
such that: 1 . Hence the above multi objective formulation will work as a 
filtering equation and give results according to the weights giving importance of each 
objective in both the equations. Again the objective here is to rank channels according 
to the values of  _  and then do channel assignment. A channel with a higher 
value of _  is more suitable for communication. 

D. Fairness in Channel Assignment 

For maintaining proportionality fairness while the channel assignment is done we 
constantly evaluate the ratio of total percentage of demand fulfilled and the average 
susceptibility of the assigned channels. 

R ∑ CK avg µ  (16)

where R  value for the candidate nodes will be used as a measure to determine 
which nodes to test for channel assignment. A node with a comparative smaller value 
would depict the node likely to be tested for channel assignment. The reason we use 
proportionality fairness criterion is to prevent certain nodes with higher demand from 
starving other nodes with less requirements while manifesting itself as a simplistic 
approach towards fairness.  
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Table 4. Resource Allocation Algorithm 

 

E.  Algorithm 

The channel assignment algorithm, discussed in Table 4, takes channel parameters as 
input and outputs a channel assignment matrix A. The multi objective formulation is 
constantly evaluated during the channel assignment phase, while the proportionality 
fairness ratio prevents any individual node from capturing the resources. After the end 
of the optimization algorithm, the results are arranged with decreasing order for 
fitness values representing the suitability of assignment to radio terminals. The 
highest of these is allocated and the resource vector is updated. To avoid resource 
scarcity not all the resources are allocated if the demand is low. This is important 
because channel requirements from transmitting terminals may turn up at any time.  

6 Simulation Results 

A. Genetic Optimization 

We evaluate the convergence of throughput demand calculation from multi-objective 
fitness function. For a specific case, the channel assignment algorithm was evaluated 
for 35 channels and 3 source-destination pair nodes. The channel availability was kept 
random for the three nodes while the channels were also randomly selected with 
different capacities. The multi-objective function converges to 0.9 in about 10 
iterations from an initial score of around 0.5. For normally around 50 channels, a 
fitness score of 0.9 can be obtained in an approximate of 10 iterations. 

We compared our method to Equal Allocation to visualize the efficiency of  
the fairness criterion. Figure 6 depicts that when the demand vector is same for all 
resource competing terminals, our approach works just like an equal channel 

1.   Input:  = , , ( , )
2.   For      = 1:
3.            Select node =  ( )
4.             For     = 1: 1:
5.                      Select node with minimum of  
6.                       Generate population of sub-channels
7.                      Evaluate   f  _ ,f  _  and  f _
8.                      Arrange in descending order the results from equation (15)
9.                      Perform crossover and mutation
10.              End For
11.              Evaluate the first chromosome

12.             Evaluate K × − C
13.            Update  
14.            Assign current channel to node in matrix ( × ) and move to step (5)
15.             If criteria fulfilled, remove current node from list N and move to (3)

  16:    End For

 17:    Output: ( × ) The channel assignment matrix



364 S. Ali et al. 

allocation methodology to distribute resources. However when the demand vector is 
randomized with different values, the fairness ratio plays a more visible role and 
raises the average demand fulfillment to more than double the equal allocation 
method as depicted in Figure 5. The variance ranges specified with ‘I’. The model is 
evaluated for 15 to 50 channels availability.   

 
 

Table 5. Variance in convergence score 
relative to number of channels 
 

Parameter Value 
Channels 15-50 
Iterations 5-15 
Convergence Score >0.6 
  

 

Fig. 4. GA with Fairness Compared to Equal 
Allocation 

 

B. Fountain Codes Efficiency 

Multimedia transmission over such opportunistic networks requires some kind of 
protection against losses for efficient streaming. We make use of fountain codes for 
efficient and reliable delivery of data across multiple channels.  LT codes, due to 
their inherent property, help in eliminating the need for coordination among data 
packets of a single flow. This is due to the reason that in LT codes, the order in which 
packets arrive is not important, all we need is sufficient amount of packets to 
successfully decode data. A decoder with decoding capability x require, 1  
packets to decode a stream of k packets.  For any such channel with erasure 
rate , 1 / , packets are required for successful delivery of data [1]. 

We measure performance of the proposed framework using MATLAB and ns-2 
simulations. To capture effect of Sudden arrival of Primary Users, Figure 5 shows 
results for the packet loss probability depending on the channel losses introduced by 
Primary Users. Here the number of packets is assumed to be 1000 bytes and overhead 
ranges from 10 to 50 % in steps of 10. We can see that as the overhead increases the 
fraction of lost packets drop significantly and we have better video quality. After an 
overhead of 50% our analysis show that this performance starts degrading due to too 
much redundant information. We also see a trend that as the average erasure rate of 
the sub-channel increases, packet loss rate also increases and LT codes are not able to 
recover data completely. 

For Cognitive networks scenario tradeoff between packet loss rate, overhead and 
number of Secondary channels is of significant importance. Figure 7 depicts this case and 
shows the effect of overhead on packet loss rate with respect to the amount of overhead 
and number of sub-channels. We can observe that as the number of sub-channels 
increase, the fraction of lost packet decreases and we can see that after 30% overhead we 
can decode file completely at the receiver, provided we have more than five sub-channels  
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Fig. 5. Packet loss rate vs. channel erasure rate Fig. 6. Effect of Packet size on Packet loss 
(overhead 30% for fair comparison) 

 

Fig. 7. Effect of Overhead on Packet erasure Fig. 8. Average PSNR of all users versus 
channels N 

available. The erasure probability/ Primary User susceptibility of sub-channels is 
assumed as:   0.03  0.04  0.02  0.01   0.025   0.06   0.01   0.03   0.015  

The performance of network is dependent on the erasure rate or primary user arrival 
pattern thus the behavior may vary depending on the primary user arrival pattern. 

In Figure 6 the packet loss with respect to variation in file size is shown. We can 
see that for large files the packet loss rate increases after a certain threshold of erasure 
probability. For example a video  with 5000 packets have less PER before 35 % 
overhead, then its PER increases as the total number of lost packet increases due to 
too much redundant data. 

Effect of number of channels on video quality can be observed from PSNR metric. 
We use foreman and salesman sequences to analyze performance of our proposed 
framework. Thus, Figure 8 shows the impact of number of channels N on the quality of 
video. We increase N from 2 to 10, in step size of 2. The average PSNR values of all 
users show that as the number of channels increases, the spectrum usage increases in CR 
networks. From figure we can observe that foreman sequence shows better performance 
as compared to salesman overall. However the average PSNR thresholds achieved are a 
depiction of the framework efficacy. We compare our proposed methodology to equal 
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allocation method. We can see that proposed framework achieves significant gains over 
equal allocation method and exploits available resources in a better way. The results have 
been shown with 95% confidence intervals.  

The performance can be best understood by per-frame PSNR values. Figure 9 
represents the variation in PSNR values on per frame basis. We have used salesman 
and foreman sequences with 300 frames. We observe that variation in salesman is 
more than that of foreman. The reason may be that the variation in frame sequence of 
salesman is more than that of foreman sequence. The results were produced for a 
network with three sub-channels per user and Primary User susceptibility 0.25. 

 

Fig. 9. Per-frame PSNR 

7 Conclusion 

In this paper we propose a resource allocation and efficient utilization scheme to place 
the distributed multimedia data of Secondary Users over the unused parts of the radio 
spectrum without interfering with licensed Primary Users of a Cognitive network. 
Genetic Algorithm has been used as an optimization scheme to distribute the available 
spectrum resources among the competing Secondary Users over Cognitive radio 
networks with central decision making entity. When compared with Equal Channel 
Allocation method, our framework performs with close results when given equal demand 
vector. The framework shows enhanced performance when the demand vector is random 
as in real network scenarios. This is mainly due to the fact that fairness criterion adopted 
into the resource allocation algorithm is critical for very theme of the framework.  
Fountain codes were proposed and used for encoding the Secondary User’s data in order 
to compensate for the loss due to Primary User interference and channel noise. A method 
to determine the average flow demand has also been discussed. Tradeoffs have been 
studied between the number of competing users, the coding overhead, number of 
available spectrum resources and their bandwidth. The simulation results prove the 
effectiveness of the algorithm and use of fountain codes promises an intelligent routine 
for the Cognitive radio environment. 
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Abstract. To support different types of data like http, real-time audio and 
video, VoIP, FTP, there are various classes in WiMax system. In this work, we 
try to analyze the performance when multimedia contents are transmitted over 
WiMax network. Due to stringent delay requirement of real-time multimedia 
data, a separate class is allocated for it. i.e. rtPS. Thus our objective is to find 
out that how much we gain advantage by transmitting multimedia over this 
separate class? This requires a thorough analysis while considering all the 
scenarios. Our contribution in this paper is to build an initial framework for 
answering the above stated questions. The Network Simulator (ns-2) which is a 
popular tool for the simulation of computer networks has been used to simulate 
the results. Standard-compliant implementations have been used to authenticate 
the results. 

Index Terms: WiMAX, Best Effort, Real Time Polling Service. 

1 Introduction 

Over the past last decade, there has been a major boom in the field of communication 
networks. A lot of investment has been made in this field and still there is room for 
improvement. A lot of deployment in terms of infrastructure, development of high 
performance backbone networks and related fields has enhanced the overall picture of 
communication. A lot of growth in terms of new services, access mechanisms, 
quality, etc. has been witnessed for commercial as well as residential users. As the 
advancements moves on and high speed fiber backbone links are made available, the 
access to broadband services is made available to the end users. This brings in new 
service classes that require significant network resources. Broadband Access opened a 
lot of opportunities for end users based on the availability to a lot of multimedia 
applications like VoIP, VoD, Video Conferencing, Massively Multiplayer Online 
Gaming (MMOG), etc. Broadband Wireless Access (BWA) is considered to be a 
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promising solution for broadband access due to many factors like fast deployment 
resulting in cost savings and the ability to reach very crowded or rural  
areas, etc. IEEE 802.16 working group is working on the standards for Broadband 
Wireless Access. Worldwide Interoperability for Microwave Access (WiMax) forum 
was also founded to promote the technologies based on 802.16. The main objectives 
include high speed Internet access, cellular backhaul, Wi-Fi hotspot backhaul and 
services to the private networks. WiMax has evolved from IEEE 802.16 to IEEE 
802.16d for fixed wireless access in 2004 and in 2005, to IEEE 802.16e standard, 
including mobility support. 

Multimedia applications/ services over broadband wireless access are the main area of 
research nowadays. As these applications usually require stringent network guarantees 
such as reserved bandwidth or bounded delays, so providing Quality of Service (QoS) 
simultaneously to the services having different requirements and characteristics is the 
main challenge for Broadband Wireless Access networks these days. As Medium Access 
Control (MAC) layer is mostly responsible for QoS in wireless networks, so in WiMax, 
QoS is provided using classification and scheduling of four different types of traffic 
classes to support different types of data flows. These classes are: Unsolicited Grant 
Service (UGS) designed for real time traffic with constant bit rate (CBR) like VoIP; the 
bandwidth is assigned once in the start of the transmission and provides fixed size 
transmission opportunities at regular time interval. Real-time polling service (rtPS) 
designed for variable bit rate (VBR) traffic support like MPEG video. The base station 
offers periodic request opportunities to the SS. Non-real-time polling service (nrtPS) is 
designed for delay tolerant data services with minimum data rate like FTP. Contention 
and unicast requests are send by the SS for bandwidth requests. Best Effort (BE) service 
does not specify any service related requirements. The requests are sent using contention 
request and unicast request opportunities. A fifth (5th) class is included in mobile WiMax 
(IEEE 802.16e) named as extended rtPS. It provides a scheduling algorithm that builds 
on the efficiency of both UGS and rtPS. These classes provide service differentiation 
mechanism by working with admission control and scheduling of different connections 
depending on the available resources of the network. The figure.1 shows frame structure 
of WiMax. The uplink and downlink frame constitute a whole frame. 

 

Fig. 1. Downlink and Uplink Sub-frame 
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When multimedia contents are transmitted over a WiMax network some amount of 
delay and jitter is introduced. Multimedia content like video, VOIP etc, have very 
strict delay and jitter requirements as compared to other types of data (web traffic). 
Due to sensitivity of multimedia content towards incurred delay and jitter, satisfactory 
performance is obtained mostly by prioritizing multimedia traffic. Due to error prone 
nature of wireless networks providing satisfactory QoS for real time data is more 
challenging in wireless networks. WiMax systems are now well established for 
providing broadband services over a wireless link. Now, it is essential to have an 
analytical model that characterizes delay and jitter experienced by multimedia content 
depending on overall system parameters. Thus in this work, we try to analytically 
model the behavior of WiMax system for providing satisfactory share of bandwidth to 
each class.  

In WiMax system, the base station uses three types of polling to grant bandwidth to 
SS’s. 1) Unicast polling. 2) Multi-cast polling 3) Broadcast polling. The unicast 
polling is shown in the figure 2. In this paper we aim to make a performance analysis 
for both ertPS and BE for video streaming. We test our results under different 
scenarios. 

 

Fig. 2. Unicast Polling (for rtPS and nrtPS class) 

2 Problem Definition 

In this section, we formally describe the problem statement of our paper. WiMAX has 
defined five service classes primarily. All of these classes have their own service 
requirements and performance bounds. We try to make a performance comparison of 
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Best effort and ertPS. In this paper, we focus on the performance of BE traffic 
associated with more specific bandwidth allocation schemes. Since BE traffic does 
not have any specific delay or bandwidth requirement, high utilization and fair 
bandwidth sharing are the major concerns of BE scheduling. Since ertPS has stringent 
bandwidth and delay requirements, its scheduling is quite deterministic, and 
performance relies more on admission control rather than on scheduling [2]. 

We consider both the saturated and unsaturated mode of operation. For the sake of fair 
comparison, different flows are considered. Table 1. Shows a list of scenarios considered.  

 
No. of BE flows No of ertPS flows 

Single (video streaming) X 
Multiple (Different applications) X 

Single (video streaming) Single (video streaming) 
Multiple (Different Applications) Multiple (Different 

Applications) 
X Single (video streaming) 
X Multiple (Different 

applications) 

 
All the scenarios are tested under both the saturated and unsaturated network 

conditions. Main objective is a thorough study of the service classes so that concrete 
conclusions could be reached. 

We have used network simulator version 2 (ns-2) for simulations. Support for 
WiMAX module was developed in ns-2 in the release 2.28. We use the wireless 
channel available in the ns-2 environment. We have used C++ for implementation. 
The basic module design is based upon the Data Over Cable Service Interface 
Specifications (DOCSIS) [3] simulation module in ns-2. Code reuse is possible due to 
a lot of similarities in the structure of IEEE 802-16 and DOCSIS. Some modifications 
in the DOCSIS module code necessary to make it compliant with the IEEE 802.16 
standard were (a) implementation of ertPS services for the uplink traffic, (b) 
implementation of all five types of service for the downlink traffic. 

Every Service flow in WiMAX possesses four major features; Classifier, Queue, 
Allocation table, Finite state machine (FSM). Finite State Machines (FSMs) for BE 
uplink service flow is based on the state machines proposed by [4] for the DOCSIS 
simulation module. The FSM for the ertPS uplink service is specified to allow the 
sending of both data PDUs and bandwidth requests during the periodic grants 
allocated by the BS. 

The QoS provided depends on admission control and scheduling mechanisms 
implemented in the BS and SSs. The scheduling mechanisms implemented in the SS 
scheduler and in the BS downlink scheduler follow a Strict Priority discipline. The BS 
uplink scheduler uses three queues; the low priority, intermediate and high priority 
queues. The scheduler serves the requests in strict order of priority, from the high 
priority queue to the low priority one. The low priority queue stores the bandwidth 
requests of the BE service flow.  
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3 Simulation Setup 

We have used the simulator available at [6] and integrated it with ns-2.30. The 
topology consists of a BS wire attached to a fixed node through a 100 Mbps link with 
a 2 ms delay. The BS was located at the center of a 250 x 250 meter area, and the SSs 
were uniformly distributed around it. The frame duration was 5 ms and the capacity of 
the channel was 40 Mbps, assuming a 1:1 downlink-to-uplink TDD split. The module 
uses the wireless channel provided by the ns-2 simulator which has a Direct-Sequence 
Spread-Spectrum (DSSS) radio interface. We configure the simulated channel to 
provide the desired capacity. For simulation purpose we have simulated network of 5, 
10 and 15 SSs only due to time limitations. Following four cases have been simulated: 

 
• Multimedia traffic over BE only 
• Multimedia traffic over ertPS only 
• Multimedia traffic over BE and ertPS only 
• Traffic of all classes. The data have been generated as follows: 

 
Each SS had one uplink flow and one downlink flow, which were mapped to the same 
service type. Five types of traffic were considered: voice, voice with silence 
suppression, video, FTP, and WEB, which were associated with UGS, ertPS, rtPS, 
nrtPS, and BE services, respectively. 

The voice model was an ‘‘on/off” one, with exponentially distributed period 
durations; the ‘‘on” and ‘‘off” periods lasted for a mean of 1.2 s and 1.8 s. During the 
‘‘on” periods; packets of 66 bytes were generated every 20 ms [8]. The voice with 
silence suppression model used the Enhanced Variable Rate Codec (EVRC). Packets 
were generated every 20 ms using one of four different rates: Rate 1 (171 bits/packet), 
Rate 1/2 (80 bits/packet), Rate 1/4 (40 bits/packet) or Rate 1/8 (16 bits/packet). The 
rate selection was governed by a Markov chain. Video traffic was generated by real 
MPEG traces [7]. We have used baseball.dat video file from [7] for our simulation 
purpose. The WEB traffic was modeled by a hybrid Lognormal/Pareto distribution. 
The body of the distribution corresponding to an area of 0.88 was modeled as a 
Lognormal distribution with a mean of 7247 bytes, and the tail was modeled as a 
Pareto distribution with a mean of 10,558 bytes. FTP traffic was generated using an 
exponential distribution with a mean of 512 kBytes. 

The interval between data grants for the UGS and ertPS services was 20 ms, since 
this is the generation rate of the application packets. The interval between unicast 
request opportunities of the rtPS service was 20 ms and the nrtPS service interval was 
1 s. For rtPS service, the delay requirement was 100 ms, with each connection having 
its own minimum bandwidth requirement varying in accordance with the mean rate of 
the video transmission. The nrtPS service had a minimum bandwidth requirement of 
200 Kbps, and the BE service did not have any specific QoS requirement. 

4 Results and Inferences 

This section assesses the throughput and end to end delay provided to the real time 
traffic by the scheduling mechanisms implemented in our module. We undertook a set 
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of simulations with the number of SSs increasing from 5 to 15 in steps of 5 units. 
Figs. 3 show the average throughput for downlink connections, with respect to the 
number of nodes for e rtPS, BE, both BE and ertPS and all the services. As expected, 
the throughput of all the scenarios increases as the load increases. And the increase 
remains proportional i.e., none of the connections show a peculiar behavior. An 
important point to note here is that when all the service classes are used at the same 
time, the throughput is much lesser than when only BE or ertPS are used. Moreover 
we can see that behavior of BE and ertPS is more or less the same everywhere.  

 

Fig. 3. Throughput analysis of WiMAX classes for different Number of Nodes  

We conclude that same level of QoS can be obtained from BE and ertPS both and 
thus a separate service class for real time multimedia is not required. This conclusion 
is supported by the fact that  the BS allocates resources for the BE service in the 
downlink direction even when this is competing with higher priority services [5]. 

In Fig. 4, we anlayse the delay experienced by diferent number of services with 
respect to different number of nodes. With the increase in nodes the end-to-end delay 
for BE and ertPS decreases with a gentle slope as the number of SSs increase which 
shows that schedulers provide data grants at fixed intervals as required by these 
services. When using a mix of all the services, we see that end to end delay increses 
sharply as the number of nodes increase. 

5 Future Work 

We can see that the work presented here is not depicting actual scenarios where there 
are hundreds of nodes but as we have been able to successfully integrate and  
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Fig. 4. End-to-end delay Vs. Number of nodes WiMAX QoS classes 

understand (partially) the wimax module for ns2, our next step is in-depth study of 
different QoS classes and what performance gains do they provide.  
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Abstract. Non-executable memory pages were deployed in operating
systems in order to defend against code injection attacks. However, it
was bypassed by reusing codes that already exist in the process memory
which have the execute permission. The Return-Oriented Programming
(ROP), of the most well-known code reuse attack, has been developed
and widely used to exploit systems. ROP hijacks the control flow and
returns to the middle of instruction sequences that end with a return
instruction. These instruction sequences are called gadgets. Researchers
proposed many ROP defense mechanisms which mostly relied on the fact
that ROP executes many return instructions. Proposed defenses however,
are not fundamental defenses. Researches found that the concept of ROP
can be implemented in Linux using jump instructions instead of return
instructions, therefore successfully bypassing ROP defenses. However, no
research was done on implementing the attack on non-Linux systems. In
this paper, we show the possibility of implementing JOP (Jump Ori-
ented Programming) attack model on Windows platform by presenting
example gadgets and propose an algorithm for searching JOP gadgets in
Dynamic Link Libraries.

Keywords: Security, Jump Oriented Programming, Code Reuse Attack.

1 Introduction

Attackers subvert normal control flows of the program to make the program
misbehave and do malicious activities. Traditionally, attackers injected mali-
cious codes and gained control of the instruction pointer by overwriting the
return address which is pushed to the stack and executed the injected codes. To
prevent such attacks, various countermeasures were proposed. For example, GS
option of Visual C++ compiler pushes a random value to the stack before the
return address to detect buffer overflows. Another widely used technique, Data
Execution Prevention (DEP) prevents code execution in memory pages that are
marked as non-executable[1].
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To bypass code injection protections, attackers started executing codes with-
out injecting any codes at all. Commonly known as code reuse attack, this type
of attack is a widely used exploit technique which uses codes that are already
inside the memory space to bypass non-executable memory techniques in the
operating system. Solar Designer[2] demonstrated a technique called return to
libc, which made the program return to a linked C library function which is
executable. In Fig.1, attacker overflows the vulnerable buffer and overwrites the
return address with the address of the system() function. As a result, instead of
returning to the legitimate caller, function returns to the system() function.

Fig. 1. Return to libc

Return-Oriented Programming (ROP)[3] is a type of code reuse attack similar
to return to libc, which executes small sequence of instructions that ends with
a return instruction instead of returning to the start of a function. Following
assembly codes are an example of a ROP gadget.

pop eax

pop ecx

ret

By chaining these gadgets together, attackers can execute high level operations
like function calls. After the first gadget ends with a return, system pops the
return address from the stack, which is the address of the next gadget. When
the second gadget finishes execution, it pops the address of the third gadget
and this process is repeated until the last gadget is executed. In practice, ROP
attacks are used exploit various systems. For example, ROP is used to jailbreak
iOS devices and exploit vulnerabilities that exist in applications and operating
system kernels.
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Thus, security researchers proposed various techniques to protect the system
against ROP attacks. Davi et al.[4] and Chen et al. [5] proposed ROP defense
systems detecting frequently executed return instructions using dynamic binary
instrumentation (DBI) framework. Moreover, Stackghost[6] system used shadow
return address stack to protect against ROP attacks.

Later, to bypass ROP defenses, Checkoway et al. [7] proposed a ROP tech-
nique without using return instructions. Proposed technique uses indirect jump
instructions instead of return instructions. Because return instructions are not
used in the attack, it successfully bypasses ROP mitigations. Bletsch et al. [8] ex-
tended the research and proposed a similar attack which built a Turing complete
gadget set using only GNU C library while Checkoway et al. [7] requires addi-
tional libraries to complete Turing complete gadget set. The exploit techniques
that uses indirect jump instructions are often called Jump Oriented Program-
ming (JOP).

Both [7,8] have done an innovative research, proposing a new paradigm in
code reuse attacks. However there exist some limits. JOP gadget sets were built
in GNU C library 2.7 and the attack was tested in Debian 5.0.4 Linux system
which is an outdated version. Furthermore, no research is done on non-Linux
based operating systems.

Therefore, we describe the possibility of JOP attack in Windows platform (x86
32-bit architecture) and present in detail the proposed algorithm for searching
JOP gadgets. Finally, we show the results of the analysis of proposed techniques.

2 Related Work

2.1 Return Oriented Programming

Solar Designer’s return to libc attack had limits that although it can call C
library functions sequentially, it cannot execute branch operations. Moreover,
removal of functions used in the attack from the linked libraries results reduction
of capability of the attack. In 2007, Hovav Shacham[3] introduced a new exploit
technique that is able to do arbitrary computations without calling any functions.
This techniques is called Return Oriented Programming and Fig. 2 shows the
building of ROP. The building block of ROP is short code sequences that end
with a return instruction.

After the control flow is hijacked by an attacker, control returns to the first
gadget and the gadget is executed. The first gadget ends with return instruction
which increases the stack pointer and pops the address of the second gadget to
the instruction pointer. This process continues. By chaining gadgets, attackers
can perform any desired operations. However, not all instruction sequences are
useful for ROP attacks. If instructions that change the control flow are placed
before the return instruction, then that instruction sequence is useless for the
attack.
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Fig. 2. The ROP model

ROP has some unique characteristics that are detectable. First, return in-
structions are executed more frequently than ordinary functions. This is because
every gadgets ends with a return instruction and usually the ROP attack pay-
load contains many gadget addresses. Second, when the ROP attack is executed,
the Last-in First-out property is not met. Therefore by keeping a shadow stack
and checking the return address, ROP attack can be detected because instruc-
tion pointer does not point to the return address that was pushed earlier to the
stack.

2.2 Jump Oriented Programming

ROP without returns[7] proved that it is possible to initiate the attack with gad-
gets that ends with an indirect jump instruction instead of return instruction.
Unlike original ROP attack, it requires some mechanism to control the instruc-
tion pointer. ROP without returns model make use of pop x; jmp *x instruction
sequence. Variable x can be any general purpose register. This instruction se-
quence does same job as a return instruction. The attack model is described in
Fig. 3.

Memory addresses of gadgets that must be sequentially executed are saved in a
data structure called sequence catalog. After the instruction pointer is hijacked,
first gadget is executed. End of each gadget, there is a jump instruction that
changes the instruction pointer to pop x; jmp *x sequence, which chains each
gadgets. Data can be pushed to the stack and used by the gadget with a pop
instruction.

JOP model proposed by Bletsch et al. [8] differs from [7] in the way it controls
the instruction pointer. The major drawback of [7] is that pop x; jmp *x sequence
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Fig. 3. The Return Oriented Programming without returns model[7]

Fig. 4. The JOP model[8]
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is quite rare and is not found in GNU C library. Therefore, instead of searching
for pop x; jmp *x sequence, JOP model uses what is called a dispatcher gadget.
This special type of gadget constantly adds a fixed value to a register. This
register can be used as a pointer to entries of the dispatch table. Dispatch table
is a table of gadget addresses. Advantage of this model is that dispatcher gadget
is more frequently found and do not have to rely on stack to save attacker’s data.
The attack model is described in Fig. 4.

Similar JOP research was also done on ARM architecture [9]. ARM has dif-
ferent instruction set from x86 instruction set. However, using BLX instruction,
JOP attack can be initiated successfully.

2.3 Limits

Although ROP is very popular and various platforms are vulnerable to it, a
lot of research was done on mitigating the attack making it hard to use ROP
to attack target programs. Research done on indirect jump based attack [7,8]
opened new possibilities of the code reuse attack. However, it was only shown
on Debian Linux 5.0.4 and ARM processor based Android 2.0[9]. These systems
are very outdated (latest Android release is version 4.0) and considering the
percentage of Linux or Android users, we cannot say the JOP technique can be
widely spread because target operating systems consume less than 10 percent.

Fig. 5. Operating System statistics[10]
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Interest should move on to JOP from ROP and research should be done on
both offense and defense. Since Windows is the most widely used operating
system, it motivated us to research further. We searched through the library
space of the Windows operating system to find valid JOP gadgets.

3 Finding Gadget Sets

Gadgets were searched in the Dynamic Link Library files in the Windows XP
Service Pack 3. Kernel32.dll file was mainly searched because it is linked to every
program. We wrote a script in Python to automate the process of searching
for JOP gadget candidates. Mainly our script uses two Python modules: pefile
and pydasm. Pefile is used to parse the Portable Executable file format of the
DLL and locate the text section. Pydasm is a disassembler for x86 instruction
set architecture. Pydasm is used to disassemble codes in the text section to see
whether indirect jump instructions exist. Portable Executable format is depicted
in Fig. 6.

Fig. 6. Portable Executable file format

3.1 Dispatcher Gadget

To construct the JOP attack, we follow the model proposed in [8]. We need
a dispatcher gadget to make gadgets execute sequentially. Dispatcher gadget
must change the value of the register that is being used by constant amount.
Dispatcher gadget acts like a pointer that traverses every entry in the catalog of
gadget addresses. Such dispatcher gadgets are found in kernel32.dll and one of
them is presented below as an example.
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add ecx, edi

jmp [ecx+0x7c8856cc]

This gadget increases the value of ecx register by the value saved in the edi
register every time it is executed. By placing addresses of gadgets separated by
the amount of the edi register’s value, each gadget can be executed.

3.2 Other Gadgets

Other than the dispatcher gadget, we must find gadgets that actually do certain
operations that the attacker wants. One of the basic operations is the data
movement operation. We considered three cases in the data movement operation:

1. Loading immediate value to a register

2. Loading memory value to a register

3. Storing register value to a memory space

The first case can be done by popping a immediate value to a register. Example
gadget below can be used to load a immediate value in the stack to the edi
register. [ecx+0x18] should point to the dispatcher gadget.

pop edi

jmp [ecx+0x18]

Using mov instruction, certain value can be moved from a memory address to a
register, which is the second case. Example JOP gadget is as follows. It copies
a value in memory address pointed by esi-0x2 to the ebx register and jumps to
the dispatcher gadget to execute the next gadget.

mov ebx,[esi-0x2]

jmp [ecx+0x18]

The last case, which is storing a value to a memory address from a register, can
be similarly done using mov instruction. This gadget we found copies the value
of the eax register to memory at esi-0x63611784.

mov [esi-0x63611784],eax

stc

jmp [ecx+0x7c8856cc]

Typical arithmetic operations like addition and subtraction are done by loading
values to the source registers, doing the actual operation and saving the result
to the destination memory at the end. Loading values can be done by data
movement gadgets. Arithmetic gadgets are commonly found in the Windows
DLL files. For example, following gadget was found in kernel32.dll and can be
used to implement addition operation.
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add esi edi

jmp [ecx+0x18]

Gadget below can be used to do a subtraction in the register value. It is very
similar to addition gadget. In the case of negation, subtracting a value from zero
has same effect.

sub esi,ebp

cld

jmp [ecx+0x18]

Logical operations are similar to arithmetic operations. Operands are loaded
and execution result is saved in memory. Attackers can use other gadgets to
load data into the register and then use logical operation gadget to do logi-
cal operations with the register. For example, following gadget can be used to
execute a exclusive-or instruction.

xor edi,ebp

jmp [ecx+0x18]

Gadget below is an example which can be used for and operation.

and ebx, eax

clc

jmp [ecx+0x7c8856cc]

Branch operation is more complex than the other operations. There are two
kinds of branch operations: conditional branch and unconditional branch. Un-
conditional branch can be done by modifying register or memory value that
controls the instruction flow[8]. Conditional branch operations execute based on
the flag set by previous operations. There are many ways to simulate the con-
ditional branch. One of them is a special instruction called cmov, which can be
used to change the instruction pointer in certain conditions[8]. However, there
were no usable conditional branch gadgets found in kernel32.dll. Therefore we
should continue the research to find working branch gadgets in other DLL files.

Although building block of JOP attack is a short instruction sequence, some-
times calling a complete function might be necessary. Function call can be done
by using a technique similar to return-to-libc. Attackers can push function ar-
guments to the stack and jump to the function call gadget. The gadget executes
call instruction using previously pushed function arguments. We present a ex-
ample function call gadget that was found in kernel32.dll file. Call instruction
is followed by a jump instruction so the attacker can keep control of the flow of
the process after function call returns. We present function call gadget example
below.

call [eax-0x18]

stc

sar bh, 0x1

jmp [ecx+0x18]
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By placing required arguments in the stack and storing the address of the target
function minus 0x18 in the eax register, attacker can call arbitrary functions.

4 Proposed Algorithm and Scenario

4.1 Proposed Algorithm

We made an algorithm to search for JOP gadgets in Windows DLL files. Algo-
rithm searches the text section of the file for indirect jump instructions. If an
jump instruction is found, it traces back constant amount of bytes and start
finding every unintended instructions from that position. All the invalid gadgets
should be ignored and only valid JOP gadget should be stored. If a valid gadget
was found, the algorithm tags offsets of instructions in the gadget. Disassembling
position is moved to the next position with no tags and this step repeats until
the position reaches the offset of previously found jump instruction. Graphical
depiction of the algorithm is presented in the Fig.7. Following are cases when
gadget candidates are considered invalid.

1. There is a branch instruction before the jump instruction

2. Instructions change the value of the register which stores the memory address
of the dispatcher gadget

3. Bytes does not disassemble to a legal x86 instruction

Eliminating invalid gadgets, we can obtain list of usable gadgets. By carefully
chaining memory addresses of found gadgets, we can build an working exploit.

Gadget Searching Algorithm

ALGORITHM Search(C)

FOR each position that is an indirect jump in C

Save the position of the indirect jump instruction

Step back few bytes

WHILE current position < position of jump instruction

IF the current position is not tagged THEN

Disassemble bytes starting from current position

IF Disassembled bytes are a valid gadget THEN

Tag offsets of disassembled instructions

Save the gadget

ENDIF

ENDIF

INCREMENT current position

ENDWHILE

ENDFOR
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Fig. 7. Graphical depiction of the proposed algorithm

(a) in Fig.7 shows the initial status of the algorithm. After disassembling
Inst 1 to Inst 5, it tags the offset of each instruction as shown in (b). Again,
disassembling starts at the next untagged offset and results Inst A to Inst G. It
iterates until every offsets are tagged.

4.2 Evaluation

Assume that the number of bytes in the text section is n and amount of bytes
stepped back is constant c. Then, the outermost for loop of the algorithm is
repeated n times. The while loop depends on the number of tags set on the
offsets. The more tags set on each scan, the less number of bytes traversed for
finding gadgets. In the worst case, each scan will tag only one offset. Number of
bytes traversed while disassembling, will be

bytes =
c∑

i=0

(c− i) (1)

Because this is a constant value, it does not effect the overall time complexity of
the algorithm. The complexity depends only on the size of the text section, thus
results O(n). [8] proposed a similar algorithm for searching gadgets but there
are some important differences. First, [8] follows a right-to-left approach for
disassembling potential gadgets which result in making sub-gadgets of already
disassembled gadgets as described in (a) of Fig.8.

There is no need to disassemble sub-gadgets again because they are already
included in the larger gadgets. However, gadgets in (b) are considered indepen-
dent because they have a unique instruction and cause different result when
executed. Proposed algorithm in this paper does not produce any sub-gadgets
by using tags.
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Fig. 8. Example of a sub-gadget and an independent gadget

Second, in the context of bytes traversed, our algorithm is more efficient be-
cause it does not have to disassemble every offset while algorithm proposed in
[8] disassembles every offset.

4.3 Scenario

There are many known class of software bugs that give the attacker the control
of instruction pointer: stack overflow, heap overflow and etc. Primary goal of ex-
ploiting these vulnerabilities is controlling the instruction pointer and executing
arbitrary code. Any of these known vulnerabilities can be used to trigger the
JOP attack payload. Once the instruction pointer points to the address of the
first gadget, following gadgets are executed sequentially.

Fig. 9 shows a simple attack scenario that we presented. In the first phase,
an attacker finds an exploitable vulnerability in the target program by manual
source code auditing or fuzzing. In the next phase, attacker searches the code
space of the target program for valid JOP gadgets. Found gadgets are chained
together to execute high level operations like function calls. In this scenario,
attacker will try to open a reverse shell. After the exploit code is implemented,
computer agents searches for hosts with vulnerable target program installed. If
vulnerable host is located, attacker launches the exploit.

The victim receives attack payload which triggers the vulnerability inside the
target program. Chained gadgets are executed in the victim’s system which gives
the attacker the root access to the system.
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Fig. 9. Attack scenario

4.4 Possible Defenses

Similar to ROP, JOP also has some characteristics that can be used to detect
the attack. We list characteristics below.

1. JOP attacks use some kind of trampoline to transfer the control to gadgets.

2. Indirect jump instructions are abnormally frequently used.

3. The stack pointer keeps on moving to higher address of the memory.

First, all JOP has some kind of a trampoline that transfers the control to each
chained gadgets. By tracing indirect jump targets, we can decide if it is a le-
git jump instruction or a trampoline, which is in our case, dispatcher gadget.
Another possible way of detecting the attack is checking the number of jump
instructions executed. Abnormally frequent execution of indirect jump instruc-
tions raises possibility of JOP attack. Tracing the movement of the stack pointer
also gives a clue for detecting the attack. Because the stack pointer constantly
pops data from the stack without allocating local variables, the pointer most
likely moves upward toward the high memory address. However a more fun-
damental defense is control flow integrity. Drawing graph of legit control flow
prevents attackers from hijacking the control flow by code reuse. Some papers
were published on this topic [11].
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5 Conclusion

In this paper, we analyzed previous researches about JOP and discussed some
drawbacks in their work. Furthermore, we showed that useful JOP gadget sets
are found in Windows default C Library file, which is kernel32.dll. We built a
tool written in Python to statically look for JOP gadgets using algorithm we
proposed. By utilizing found gadgets, it is possible for attackers to initiate JOP
attacks on Windows XP Service Pack 3 (x86 architecture). For possible defense,
we showed that detection based on JOP characteristics is possible; however more
fundamental defense is control flow integrity.

In the future, we plan to construct a working JOP exploit that attacks up-
to-date software, not exploiting outdated programs or unrealistic concept code.
Moreover, analyzing other operating systems such as Windows 7 or mobile op-
erating systems like iOS is an interesting topic. Lastly, researching about 64 bit
instruction set architecture might open new possibilities in exploiting techniques
because it introduces new registers and instructions. Defenses on these research
areas should be followed also.
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Abstract. In 1981, Lamport proposed a password authentication scheme to 
provide authentication between single user and single remote server. In a smart 
card based password authentication scheme, the smart card takes password as 
input, makes a login message and sends it to the server. Many smart card based 
password authentication schemes with a single server have already been 
constructed. However it is impossible to apply the authentication methods in 
single server environment to multi-server environment. Therefore, some smart 
card based password authentication schemes for the multi-server environment 
are proposed. In 2010, Yoon et al. proposed a robust biometrics-based multi-
server authentication with key agreement scheme for smart cards on elliptic 
curve cryptosystem. In this paper, however, we show that scheme of Yoon et al. 
is vulnerable to off-line password guessing attack and propose an improved 
scheme to prevent the attack. 

Keywords: cryptanalysis, key agreement, authentication, biometrics. 

1 Introduction 

In 1981, Lamport proposed a password authentication scheme[1] to provide 
authentication between single user and single remote server. In a smart card based 
password authentication scheme, the smart card takes password as input, makes a login 
message and sends it to the server. Many smart card based password authentication 
schemes with a single server have already been constructed [4]. However it is 
impossible to apply the authentication methods in single server environment to multi-
server environment. Therefore, some smart card based password authentication 
schemes for the multi-server environment are proposed [5-17]. Those schemes can be 
divided in two types, namely hash-based authentication and public-key based 
authentication. In 2001, Li et al. constructed remote password authentication scheme in 
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the multi-server environment [5]. However, the scheme is not efficient nor practical, 
because a smart card cannot execute the computation of neural networks in a short 
time. In 2004, Tsaur et al. improved Li et al.’s scheme [18]. 

However, Tsaur et al.’s improved scheme is still insecure, so Juang newly 
proposed an efficient multi-server user authentication and key agreement based on 
hashing function and symmetric-key cryptosystem [19]. But Juang’s scheme is 
vulnerable to an online guessing attack [20] and cannot withstand off-line dictionary 
attacks [7, 21]. Chang and Lee proposed an improved scheme[20], however, the 
proposed scheme cannot withstand the insider attack, server spoofing attack and 
registration center spoofing attack [10]. Hu et al. proposed an efficient multi-server 
password authenticated key agreement scheme using smart cards [10]. But it does not 
satisfy the security requirement in the multi-server environment [17]. Tsai proposed 
an efficient multi-server authentication scheme based on one-way hash function 
without verification table [22], however, Tsai’s scheme is insecure. Recently, Yoon et 
al. proposed a robust multi-server authentication with key agreement scheme for 
smart cards using biometrics and elliptic curve cryptosystem [2]. 

In this paper, we will demonstrate that Yoon et al.’s scheme cannot prevent an 
adversary from off-line password guessing attack and propose an improved scheme to 
prevent the attack. 

The remainder of this paper is organized as follows: In Section 2, we introduce related 
works. In Section 3, we review of Yoon et al.’s scheme. In Section 4, we demonstrate 
off-line password guessing attack on Yoon et al.’s scheme. In Section 5, we propose an 
improved scheme to prevent off-line password guessing attack. In Section 6, we perform 
security analysis. Finally, conclusions will be given in Section 7. 

2 Related Works 

2.1 Biometric Authentication 

There are three kinds of approaches for user authentication as follows:  
(1) Password based user authentication (“what you know”): Passwords and PINs 

are the examples of this approach. 
(2) Token-based user authentication (“what you have”): This method includes 

physical keys, ATM or smart cards, mobile devices (cell phones, PDA, 
RFID, sensor nodes) and so on. 

(3) Biometric-based user authentication (“what you possess”): Voice, 
fingerprints, iris, and keystrokes are included in this method. 

Because of their cryptographic capacity and portability, smart cards have been widely 
used in many network applications. Besides, biometrics hold the promise of fast, 
easy-to-use, accurate, reliable, and less expensive authentication for variety of 
applications. Biometric authentication requires comparing a registered biometric 
information sample against a newly captured biometric information sample, e.g., a 
fingerprint captured during a login. During registration procedure, a sample of the 
biometric trait is captured, processed by a computer, and stored for later comparison 
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(see Fig. 1). For biometric recognition, the biometric system authenticates a person’s 
claimed identity from their previously registered pattern in verification procedure 
[23–25] (see Fig. 1). For smart card-based biometrics authentication, a user inserts a 
smart card in to a device, a simple touch with a finger or a glance at a camera is 
enough to authenticate the user. 

 

Fig. 1. Biometric information process flow chart 

3 Review of Yoon et al.’s Scheme 

This section reviews Yoon et al.’s multi-server authentication with key agreement 
scheme briefly. The scheme is composed of four phases; the server registration phase, 
the user registration phase, the authenticated key agreement phase, and the password 
and biometrics update phase. Notations used in this scheme are defined as follows. 
 

- U, Sj : the user and the jth server, respectively. 

- RC : the registration center. 

- ID, PW, B : U’s identity, password and biometric template, respectively. 

- SIDj : Sj’s identity. 

- x : U’s secret key maintained by the registration center. 

- y : Sj’s secret key maintained by the registration center. 

- p : large prime number. 

- Fp : finite prime field. 

- E : non-super singular Elliptic curve over a finite field Fp, where E : y2 = (x3 
+ ax + b) mod p with α, β∈Fp satisfying (4a3 + 27b) mod p ≠ 0. 
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- E(Fp) : additive group of points on E over a finite field Fp, where E(Fp)= 
{(x,y) : x, y ∈ Fp satisfy y2 = x3 + ax + b}∪ {O}. 

- P: generating element (point) of E(Fp) under consideration Fp. 

- α, β : session-independent random integer numbers ∈ [1, p-1] chosen by U 
and Sj, respectively. 

- SK : shared fresh session key computed by U and Sj. 

- d(·) : symmetric parametric function 

- τ : predetermined threshold for biometric verification. 

- h(·) : secure one-way hash function. 

- ⊕: bit-wise exclusive-or(XOR) operation. 

- || : concatenation operation. 

- A → B: M : A sends a message M to B. 

3.1 Server Registration Phase 

The following steps are performed during the server registration phase. 

Step 1: Sj → RC : SIDj 
Sj chooses its identity SIDj and transmits it to RC via a secure channel. 

Step 2: RC → Sj : h(SIDj||y) 
RC computes h(SIDj||y), where y is the Sj’s secret key maintained by RC, and 
transmits it to Sj via a secure channel. 

3.2 User Registration Phase 

The following steps are performed during the user registration phase.  

Step 1: U → RC : {ID, h(PW||B), B} 
U selects ID and PW, and imprints her biometric information B at the sensor. 
Then U submits {ID, h(PW||B), B} to RC. These private data must be sent in a 
secure channel. 

Step 2: RC → U : {Smart card containing (Z, B, h(·), d(·), τ)} 
RC computes the user authentication key R = h(ID||x) and Z = R ⊕ h(PW||B). 
Then, RC stores {Z, B, h(·), d(·), τ} in a smart card and issues it to U via a secure 
channel. 

3.3 Authenticated Key Agreement Phase 

The following steps are performed during the authenticated key agreement phase.  

Step 1: U → Sj :{ID, αP, C1} 
U inserts her smart card into a card reader, executes the login application 
software, and imprints biometric B* at the sensor. Then a biometric verification 
process of U’s smart card compares the imprinted B* with the stored B. If d(B*,B) 
< τ, then it outputs accept message. If d(B*,B) ≥ τ, then it outputs reject message 
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which means U does not pass the biometric verification thus the authentication 
process is terminated. On the contrary, if it outputs accept, U enters her password 

PW, and then the reader extracts R by computing Z ⊕ h(PW||B), generates a 
random number α ∈ [1, q-1], and computes C1 = h(R||αP) = h(h(ID||x)||αP). 
Then U transmits ID, αP and C1 to Sj. 

Step 2: Sj → RC : {ID, αP, C1, SIDj, βP, C2} 
Sj generates a random number β ∈ [1, q-1] and computes C2 = h(h(SIDj||y)||βP). 
Then Sj transmits ID, αP, C1, SIDj, βP and C2 to RC. 

Step 3: RC → Sj :{C3, C4} 
RC computes C’1 = h(h(ID||x)||αP) and C’2 = h(h(SIDj||y)||βP) and then RC checks 

whether C1 
?

= C’1 and C2 
?

= C’2, respectively. If both equations hold, RC 
computes the follows: 
V = h(h(SIDj||y)||βP||αP), 
W = h(h(ID||x)||SIDj||αP||βP), 

C3 = V ⊕ W, and 
C4 = h(V||W), 
where W is used to the ephemeral secret key between U and Sj. Finally, RC 
transmits C3 and C4 to Sj. 

Step 4: Sj → U : {βP, C5} 
Sj computes V’ = h(h(SIDj||y)||βP||αP), and extracts the ephemeral secret key W by 

computing C3 ⊕ V’ = V ⊕ W ⊕ V’ = W. Then Sj computes C’4 = h(V’||W) and 

checks whether C4 
?

= C’4. If it holds, Sj computes the shared session key SK = 
β(αP) = αβP, and C5 = h(ID||SIDj||W||SK). Finally, Sj transmits βP and C5 to U. 

Step 5: U → Sj : {C6} 
U computes the ephemeral secret key W, the shared session key SK and C’5 as 
follows: 
W = h(h(R||SIDj||y)||αP||βP), 
SK = β(αP) = αβP, 
C’5 = h(ID||SIDj||W||SK). 

And U checks whether C5 
?

= C’5. If it holds, U computes C6 = h(W||SK||βP) and 
transmits C6 to Sj. 

Step 6: Sj computes C’6 = h(W||SK||βP) and checks whether C6 
?

= C’6. If it holds, Sj 
confirms the validity of U. 

3.4 Password and Biometrics Update Phase 

In this phase, U can liberally and securely change the old password PW to a new 
password PWnew and the old biometrics B to a new biometrics Bnew, respectively, with 
own ability. 

Step 1: U → U’s smart card : {Bnew} 
U inserts smart card into a card reader, executes the password update application 
software, and imprints biometric Bnew at the sensor. 
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Step 2: U’s smart card → U : {Password input request} 
U’s smart card compares the imprinted Bnew with the stored B. If d(Bnew, B) ≥ τ, it 
means U does not pass the biometric verification, thus the password and 
biometrics update phase is terminated. On the contrary, if d(Bnew, B) < τ, it means 
U passes the biometrics verification and then U’s smart card sends a password 
input request message to the user U. 

Step 3: U → U’s smart card : {PW, PWnew} 
U enters her old password PW and inputs the new password PWnew. 

Step 4: U’s token computes new Znew = Z ⊕ h(PW||B) ⊕ h(PWnew, Bnew), and then 
replaces the old Z and B with Znew and Bnew, respectively, on the smart card. 

4 Cryptanalysis of Yoon et al.’s Scheme 

This section explains steps for attack on Yoon et al.’s multi-server authentication with 
key agreement scheme. The attack has two assumptions about adversary A as follows: 

1. Adversary A has ability to intercept any message between U and Sj during the 
communication, and 

2. Adversary A may steal U’s smart card and extracts information stored on it. 

In this attack we perform off-line password guessing attack. Before performing attack, 
we describe off-line password guessing attack. The concept of off-line password 
guessing attack is described as follows. 

Off-line password guessing attack: An attacker guesses a password and verified his 
guess off-line. No participation of Server S is required, so S don’t notice the attack. If 
his guess fails the attacker tries again with another password, until he finds the proper 
one. 

In section 4.1, we actually perform off-line password guessing attack on Yoon et 
al.’s scheme. 

4.1 Off-Line Password Guessing Attack 

Suppose that an adversary A steal U’s smart card. In the beginning of authenticated 
key exchange phase, Adversary A intercepts a message <ID, αP, C1> sent to Sj by U. 

Now A can perform off-line password guessing attack by performing the following 
steps. 

Step 1: A extracts Z, B from smart card. 
Step 2: A guesses a random password PW’. 

Step 3: Using biometric information B, A computes E = Z ⊕ h(PW’||B). 
Step 4: Using E and intercepted αP, A computes C’ = h(E||αP). 
Step 5: If C1 = C’, A finds the PW successfully. Otherwise, A starts over with another 
password. 
 
The overview of Off-line password guessing attack for Yoon et al.’s scheme is 
described in Fig. 2.  
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Fig. 2. Off-line password guessing attack on Yoon et al.’s scheme 

5 Improved Scheme 

This section propose improved scheme which is more secure than Yoon et al.’s 
scheme. Before introducing improved scheme, we describe advanced point of 
improved scheme. In Yoon et al.’s scheme, an adversary A can launch off-line 
password guessing attack because the U’s biometric data B is stored to the smart card 
without concealment and can be obtained by A. A simple way to prevent this attack is 
to protect B by storing h(B) instead of B. However, due to the nature of hash function, 
it outputs completely different hash values even if the input biometrics is very close to 
each other. Therefore, we need more sophisticated method to store h(B) instead of B, 
such as [3]. For the improved scheme, B should be obtained as follows: Firstly, 
extract feature vector FV of a user’s biometric data. Secondly, apply the one-way 
transformation (e.g., various Gaussian functions) and quantization to FV. Lastly, 
concatenate values obtained after quantization yielding B (For more details, see [3]). 
For simplicity, we define a function h’(·) as the combination of the one-way 
transformation and the secure hash functions. 

From now on, we describe each steps of improved scheme. The scheme is 
composed of four phases like Yoon et al.’s scheme; the server registration phase, the 
user registration phase, the authenticated key agreement phase, and the password and 
biometrics update phase. Notations used in improved scheme are defined as follows. 

- U, Sj : the user and the jth server, respectively. 

- RC : the registration center. 
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- ID, PW, B : U’s identity, password and biometric template, respectively. 

- SIDj : Sj’s identity. 

- x : U’s secret key maintained by the registration center. 

- y : Sj’s secret key maintained by the registration center. 

- p : large prime number. 

- Fp : finite prime field. 

- E : non-super singular Elliptic curve over a finite field Fp, where E : y2 = (x3 
+ ax + b) mod p with α, β∈Fp satisfying (4a3 + 27b) mod p ≠ 0. 

- E(Fp) : additive group of points on E over a finite field Fp, where E(Fp)= 
{(x,y) : x, y ∈ Fp satisfy y2 = x3 + ax + b}∪ {O}. 

- P : generating element (point) of E(Fp) under consideration Fp. 

- α, β : session-independent random integer numbers ∈ [1, p-1] chosen by U 
and Sj, respectively. 

- SK : shared fresh session key computed by U and Sj. 

- h(·) : secure one-way hash function. 

- h’(·) : combination of the one-way transformation and the secure one-way 
hash function. 

- ⊕ : bit-wise exclusive-or(XOR) operation. 

- || : concatenation operation. 

- A → B: M : A sends a message M to B. 

5.1 Server Registration Phase 

The following steps are performed during the server registration phase. 

Step 1: Sj → RC : SIDj 
Sj chooses its identity SIDj and transmits it to RC via a secure channel. 

Step 2: RC → Sj : h(SIDj||y) 
RC computes h(SIDj||y), where y is the Sj’s secret key maintained by RC, and 
transmits it to Sj via a secure channel. 

5.2 User Registration Phase 

The following steps are performed during the user registration phase.  

Step 1: U → RC : {ID, h(PW||B), B} 
U selects ID and PW, and imprints her biometric information B at the sensor. 
Then U submits {ID, h(PW||B), B} to RC. These private data must be sent in a 
secure channel. 

Step 2: RC → U : {Smart card containing (Z, h’(B), h(·), h’(·))} 
RC computes the user authentication key R = h(ID||x) and Z = R ⊕ h(PW||B). 
Then, RC stores {Z, h’(B), h(·), h’(·)} to the memory of U’s smart card and issues 
it to U via a secure channel. 
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5.3 Authenticated Key Agreement Phase 

The following steps are performed during the authenticated key agreement phase. 

Step 1: U → Sj :{ID, αP, C1} 
U inserts the smart card into a card reader, executes the login application 
software, and imprints biometric B* at the sensor. Then smart card compares 
h’(B) with h’(B*). If h’(B) = h’(B*), then it outputs accept message. If h’(B) ≠ 
h’(B*), then it outputs reject message. If it outputs reject, it means U does not pass 
the biometric verification thus the authentication process is terminated. On the 
contrary, if it outputs accept, U enters own password PW, and then the reader 

extracts R by computing Z ⊕ h(PW||B*), generates a random integer number α 
∈ [1, q-1], and computes C1 = h(R||αP) = h(h(ID||x)||αP). Then U sends ID, αP 
and C1 to Sj. 

Step 2: Sj → RC : {ID, αP, C1, SIDj, βP, C2} 
Sj generates a random number β ∈ [1, q-1] and computes C2 = h(h(SIDj||y)||βP). 
Then Sj transmits ID, αP, C1, SIDj, βP and C2 to RC. 

Step 3: RC → Sj :{C3, C4} 
RC computes C’1 = h(h(ID||x)||αP) and C’2 = h(h(SIDj||y)||βP) and then RC checks 

whether C1 
?

= C’1 and C2 
?

= C’2, respectively. If both equations hold, RC 
computes the follows: 
V = h(h(SIDj||y)||βP||αP), 
W = h(h(ID||x)||SIDj||αP||βP), 

C3 = V ⊕ W, and 
C4 = h(V||W), 
where W is used to the ephemeral secret key between U and Sj. Finally, RC 
transmits C3 and C4 to Sj. 

Step 4: Sj → U : {βP, C5} 
Sj computes V’ = h(h(SIDj||y)||βP||αP), and extracts the ephemeral secret key W by 

computing C3 ⊕ V’ = V ⊕ W ⊕ V’ = W. Then Sj computes C’4 = h(V’||W) and 

checks whether C4 
?

= C’4. If it holds, Sj computes the shared session key SK = 
β(αP) = αβP, and C5 = h(ID||SIDj||W||SK). Finally, Sj transmits βP and C5 to U. 

Step 5: U → Sj : {C6} 
U computes the ephemeral secret key W, the shared session key SK and C’5 as 
follows: 
W = h(h(R||SIDj||y)||αP||βP), 
SK = β(αP) = αβP, 
C’5 = h(ID||SIDj||W||SK). 

And U checks whether C5 
?

= C’5. If it holds, U computes C6 = h(W||SK||βP) and 
transmits C6 to Sj. 

Step 6: Sj computes C’6 = h(W||SK||βP) and checks whether C6 
?

= C’6. If it holds, Sj 
confirms the validity of U. 
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5.4 Password and Biometrics Update Phase 

In this phase, U can liberally and securely change the old password PW to a new 
password PWnew and the old biometrics B to a new biometrics Bnew, respectively, with 
own ability. 

Step 1: U → U’s smart card : {Bnew} 
U inserts smart card into a card reader, executes the password update application 
software, and imprints biometric Bnew at the sensor. 
Step 2: U’s smart card → U : {Password input request} 
U’s smart card compares h’(Bnew)which is hashed value from imprinted Bnew with the 
stored h’(B). If h’(B) = h’(B*), then it outputs accept message. If h’(B) ≠ h’(B*), then it 
outputs reject message. If it outputs reject, it means U does not pass the biometric 
verification thus the authentication process is terminated. On the contrary, if it outputs 
accept, U’s smart card sends a password input request message to the user U. 
Step 3: U → U’s smart card : {PW, PWnew} 
U enters her old password PW and inputs the new password PWnew. 

Step 4: U’s token computes new Znew = Z ⊕ h(PW||B) ⊕ h(PWnew, Bnew), and then 
replaces the old Z and h’(B) with Znew and h’(Bnew), respectively, on the smart card. 

6 Security Analysis 

In this section, we provide the security analysis between the improved scheme and the 
previous scheme. Before describing security analysis, we need to define the security 
terms to conduct an analysis. 

1. The Elliptic Curve Discrete Logarithm Problem (ECDLP) is described as 
follows: Given a public key point Q = αP, it’s hard to compute secret key α. 

2. The Elliptic Curve Diffie-Hellman Problem (ECDHP) is described as 
follows: Given point elements αP and βP, it’s hard to find αβP. 

6.1 Guessing Attacks 

In the improved scheme, the undetectable on-line guessing attack is no longer valid 
against our improved scheme, since after Step 3 in authenticated key agreement 
phase, RC can authenticate user U. The off-line guessing attack is no longer valid 
against our improved scheme as well. Because the password PW and the biometric 
information B are only used for protecting the corresponding smart card. The secret 
value Z = R ⊕ h(PW||B) is stored in U’s smart card. Only legal user U has its own 
password PW and biometric information B can extract the user authentication key R 
by computing Z ⊕ h(PW||B) and then use its own smart card. As a result, the 
improved scheme can resist guessing attacks. 

For more detail description about prevention of improved scheme about Off-line 
password guessing attack as follows : 

Off-line password guessing attack perform as following steps. 
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Step 1: A extracts Z, B from smart card. 
Step 2: A guesses a random password PW’ . 

Step 3: Using biometric information B, A computes E = Z ⊕ h(PW’||B). 
Step 4: Using E and intercepted αP, A computes C’ = h(E||αP). 
Step 5: If C1 = C’, A finds the PW successfully. Otherwise, A starts over with another 
password. 
 
For success of Off-line password guessing attack, attacker should obtain value 
R(=h(ID||x)). To obtain value R, attacker compute h(PW’||B) and XOR with value Z. 

In attack procedure, value E and value R are exact same if attacker guess correct 
password. Therefore, attack can be performed. However attack that described above 
have important assumption which is attacker extracts biometric information(B) from 
smart card. In improved scheme, on the other hand, smart card store hashed biometric 
information(h’(B)). Therefore, attacker is impossible to compute h(PW’||B) and obtain 
R. As a result, Off-line password guessing attack cannot be performed in improved 
scheme. 

6.2 Replay Attacks 

In the improved scheme, the replay attack is no longer valid against our improved 
scheme. Because the newness of the messages transmitted in the authentication phase 
is provided by the session key SK and the random numbers αP, βP. Only U and Sj, 
who can gain the session key SK and the shared ephemeral secret key W, can embed 
the SK and W in the hashed messages C5, C6 in authenticated key agreement phase 
Step 4 and Step 5. As a result, the improved scheme can resist replay attack. 

6.3 Stolen-Verifier Attacks 

In the improved scheme, Sj and the RC do not store any verification table. Therefore, 
Stolen-verifier attack is no longer valid against our improved scheme. 

6.4 Stolen Smart Card Attacks 

In the improved scheme, the stolen smart card attack is no longer valid against our 
improved scheme. Because Hashed value of User’s biometric information is stored in 
smart card instead of raw biometric information. As a result, attacker cannot extract 
User’s biometric information. 

6.5 Insider Attacks 

In the improved scheme, the insider attack is no longer valid against our improved 
scheme. Because User U registers to the RC by presenting h(PW||B) instead of PW, 
and during the registration phase we use one-way hash function, insider of RC can’t 
obtain PW. 
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6.6 Server Spoofing Attacks 

In the improved scheme, the server spoofing attack is no longer valid against our 
improved scheme. Because none of the servers store any user authentication key 
h(ID||x) in it, none of the servers can authenticate U. When Sj wants to authenticate, Sj 
must be authenticated by the RC first, and then obtain the user authentication key 
h(ID||x) from RC. When an attacker wishes to deceive RC, they must have h(SIDj||y). 

6.7 Registration Center Spoofing Attacks 

In the improved scheme, the registration center spoofing attack is no longer valid 
against our improved scheme. Because every server Sj has a h(SIDj||y). Sj can use 
h(SIDj||y) to prove the identity of RC. 

6.8 Impersonation Attacks 

In the improved scheme, the impersonation attack is no longer valid against our 
improved scheme. Basically, all authentication messages between Sj and U are 
protected by h(ID||x). Therefore, attacker have to get h(ID||x) to generate 
authentication messages. To avoid Sj get h(ID||x), RC sends the ephemeral secret key 
W = h(h(ID||x)||SIDj||αP||βP) to Sj. The ephemeral secret key W is generated by the 
random point elements αP and βP, so this key is different in each authentication 
process. As a result, the improved scheme can resist impersonation attack. 

6.9 Mutual Authentication 

In the improved scheme, the goal of mutual authentication is to generate an agreed 
session key SK between U and Sj for ith session. In Step 3 of authenticated key 
agreement phase, after RC receiving the message ID, αP, C1, SIDj, βP, and C2 from Sj, 
he/she will check if two hash values C1 and C2 are match. Because of each random 
nonce NC and NR are hashed with the user authentication key h(ID||x) shared between 
U and RC and the server authentication key h(SIDj||y) shared between Sj and RC, 
respectively, RC will believe the ith random points αP and βP was originally sent 
from U and Sj, respectively. In Step 4 of authenticated key agreement phase, after Sj 
receiving the message C3 and C4 from RC, he/she will check if the hash value C4 is 
correct. Since the hashed message included the shared secret value h(SIDj||y), Sj will 
believe C3 and C4 was originally sent from RC. In Step 5 of authenticated key 
agreement phase, after U receiving the message βP and C5 from Sj, he/she will check 
if the hash value C5 is correct. Since the hashed message included h(ID||x) and SK, U 
will believe βP and C5 was originally sent from Sj. In Step 6 of authenticated key 
agreement phase, after Sj receiving the message C6 from U, he/she will check if the 
hash value C6 is correct. Since the hashed message included W and SK, U will believe 
C6 was originally sent from U. As a result, the improved scheme provides the mutual 
authentication. 



 Cryptanalysis and Improvement of a Biometrics-Based Multi-server Authentication 403 

6.10 Session Key Security 

A session key SK is generated from W = h(h(ID||x)||SIDj||αP||βP), αP and βP. These 
parameter values are different in each session, and each is only known by Sj and U. 
Whenever the communication closes between U and Sj, the key will immediately self-
destruct and will not be reused. When U re-enters the system, a brand new session key 
will be generated for encrypting all the messages between Sj and RC. Therefore, 
assuming the attacker has obtained a session key, U cannot use this session key to 
decode the information in other communication processes. Because the random point 
elements βP and αP are both generated randomly and are protected by the ECDLP 
(Elliptic Curve Discrete Logarithm Problem), ECDHP (Elliptic Curve Diffie-Hellman 
Problem), and the secure one-way hash function, a known session key is unable to be 
used to calculate the value of the next session key. 

In addition, since the values α and β of the random point elements are very large, 
attackers are unable to directly guess the values α and β of the random point elements 
to generate session key SK. As a result, the improved scheme provides session key 
security. 

6.11 Security of Ephemeral Secret Key 

The ephemeral secret key W = h(h(ID||x)||SIDj||αP||βP) is used to assist Sj authenticate 
U. When U re-enters the system, the ephemeral secret key W is re-generated during 
the authentication process. Therefore, assuming the attacker has obtained a ephemeral 
secret key W by cracking Sj, an attacker cannot use this key to authenticate U in other 
authentication processes. Because the random point element αP is generated 
randomly and very large, it is impossible to use a known ephemeral secret key W to 
calculate the value of the next ephemeral secret key. As a result, the improved scheme 
provides security of the ephemeral secret key. 

6.12 Security of Known-Key 

Known-key security means that each execution of an authentication and key 
agreement protocol between two communication entities (the client and the server) 
ought to produce unique secret keys; such keys are called session keys. In the 
improved scheme, knowing a session key SK = αβP and the random point elements α 
and β is useless for computing the other session keys SK = αβP, because without 
knowing α and β it is impossible to compute the session key SK. As a result, the 
improved scheme provides known-key security. 

6.13 Perfect Forward Secrecy 

In the improved scheme, a disclosed long-lived secret keys x and y including password 
PW and B cannot derive the session key SK = αβP used before because without getting 
the used random integers α and β, nobody can compute the used session key SK. If an 
attacker wiretaps all conversations of the medium and derives some used random point 
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elements αP and βP, he/she could not compute the used session key SK. This problem 
is the Elliptic Curve Diffie–Hellman key exchange algorithm based on ECDLP 
(Elliptic Curve Discrete Logarithm Problem) and ECDHP (Elliptic Curve Diffie-
Hellman Problem). As a result, the improved scheme provides perfect forward secrecy.  

6.14 Secure Password and Biometrics Update Protocol 

In the improved scheme, every user can select their own password whenever they 
want. Therefore, the user can remember the password easily. Moreover, a password 
update protocol for users to change their passwords and biometric information is 
provided. It is impossible for a user to change a password and biometric information 
off-line when the system can resolve the smart card lost problem. If the off-line 
changing of passwords and the biometric information stored in the smart card is 
compromised, any attacker may easily guess the password and change the password if 
he/she wangles a smart card. Moreover, the proposed password and biometrics update 
protocol allows explicitly a pre-password and biometric information check, where the 
smart card tests if the old password and biometric information was contained within 
the smart card by checking the correctness of h’(B). As a result, the improved scheme 
provides a secure password update protocol. 

We compare security properties between related scheme and improved scheme in 
next page (see Table 1.). As you can see in Table 1., our improved scheme provides 
prevention of guessing attack that Yoon et al.’s scheme doesn’t provide. Finally, the 
improved scheme provides enhanced security. 

Table 1. Security properties comparisons between the improved scheme and related schemes 

Security properties Improved 
scheme 

Yoon et al.’s 
scheme 

Tsai’s 
 scheme 

No verification table Yes Yes Yes 
Single registration Yes Yes Yes 
Prevention of guessing attack Yes No Yes 
Prevention of replay attack Yes Yes Yes 
Prevention of stolen-verifier attack Yes Yes Yes 
Prevention of stolen smart card attack Yes Yes Yes 
Prevention of insider attack Yes Yes No 
Prevention of server spoofing attack Yes Yes No 
Prevention of RC spoofing attack Yes Yes Yes 
Prevention of impersonation attack Yes Yes Yes 
Mutual authentication Yes Yes Yes 
Session key security Yes Yes Yes 
Known-key security Yes Yes Yes 
User friendly Yes Yes Yes 
Dynamic user authentication key Yes Yes Yes 
Providing of perfect forward secrecy Yes Yes N/A 
Providing of secure password update Yes Yes N/A 
Providing of biometrics 
authentication 

Yes Yes N/A 

* N/A : Not Available 
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7 Conclusion 

In this paper, we showed that Yoon et al.’s scheme is insecure against off-line 
password guessing attack. We also presented an improved scheme that can withstand 
such attack. 
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Abstract. In this paper we propose a solution for selection of appro-
priate transcoding nodes in a network operating in ad-hoc mode. The
heterogeneity present in today’s networked devices necessitates different
quality of video for different end users. One possible solution for this
heterogeneity is to transcode the video stream as per user demand. In
this work, we define significant parameters to facilitate decision on selec-
tion of transcoding nodes within a wireless access network. We formulate
the problem as a rate-distortion optimization to achieve conflicting ob-
jectives of high quality and minimum time of delivery to an end user.
Unlike past works which have focused on transcoding to develop efficient
distributed transcoders, our aim is to come up with methods for place-
ment of these parallel transcoding nodes in a heterogeneous network,
keeping in view the constraints of timely delivery of video and minimal
distortion.

1 Introduction

Advancement in communication technologies over last few years has led to the
development of number of access mechanisms like 802.11 standard for wire-
less access, Ethernet, 802.15.4 etc. Most of the devices like laptops, PDAs etc.
manufactured today have the capability to support multiple access technolo-
gies. These advancements move us even closer to the future promised by perva-
sive/ubiquitous computing.

The heterogeneity in present networks puts demands on encoders to supply
with data that can be decoded at all the nodes. This objective of providing data
that is decodable by all the nodes has been eluding researches for some time
now. In case of lack of ability of such an encoder or due to weakness at the
decoder end one possible solution is to transcode the data at some intermediate
location. The transcoding is a complex operation as it involves decoding and
re-encoding of data. According to [8], time taken for transcoding 1 second of
video stream is in range of 5 to 12 sec for different coding rates. One possible
solution for transcoding in real-time applications is to perform it in a distributed
manner. Works in [9], [5], [11] and [13] focused on distributed transcoding for
peer-to-peer networks. In [5] and [13], focus is more on defining overlay protocols
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for supporting transcoding. In contrast, [9] and [11] pay more attention towards
affect of using more than one transcoder, in parallel. According to their findings,
by increasing the number of transcoders, we can reduce transcoding time but
with a tradeoff that as we go on increasing number of transcoders, distortion
of received video keeps on increasing due to lack of information about previous
frames that are being transcoded by other transcoder.

In peer-to-peer and ad-hoc networking paradigms, users collaborate to fulfill
the data rate demands of other users present in the network, similarly the con-
cepts of grid and mobile computing help users to distribute computation load
among other peers. In these cases, as the load on infrastructure is reduced, it
results in reduction of cost by means of decrease in infrastructure expansion and
maintenance costs. One specific example of using peer-to-peer networking for
IPTV and VOD is [8]. In [8], hybrid network (mixture of ad-hoc and infrastruc-
ture mode) is developed. To reduce the load on infrastructure, data is temporar-
ily stored on intermediate nodes (the equipment present at user premises) and
the central control room builds a peer-to-peer network among devices for VOD
delivery from these intermediate nodes. In case of [8], the targeted users were as-
sumed to have equal capabilities and were connected via wired link. The method
proposed in this work is the one possible extension to the system proposed in
[8] where introduction of low capability devices is handled using distributed
transcoding and best set for transcoding operation is selected.

Our work is inspired from ad-hoc networking and mobile computing and aim
is to provide enabling technologies for video streaming services to client nodes
in a heterogeneous network environment. The problem is solved at access net-
work level and the proposed solution can be helpful to gain new insights into
using core wireless networking concepts for further advancement of pervasive
computing concepts. This work also gives useful insights for developing practi-
cal solutions for transmitting multimedia to the users (as an example of [8] is
already mentioned).

A variety of current day wireless networks provide support for multiple data
rates at PHY layer. To derive full advantage of these rates, a good link adap-
tation algorithm is needed. Cross-layer design has also been employed to the
good effect for transmission of data belonging to different applications having
different QoS demands. Cross-layer based algorithms adjust different parameters
across the protocol stack to achieve finest point of operation depending on the
specific user demands. In this work, we focus on finding suitable parameters at
application, link (MAC) and physical (PHY) layer for enhanced quality of video
streaming to nodes having different decoder requirements than the other nodes.
At application level, the parameter used is number of transcoders, at MAC retry
limit is adjusted and at PHY modulation and coding rate are adapted. In this
work, a method for selection of transcoders among different options (different
nodes capable of transcoding have different link quality resulting in different
parameters at PHY, MAC and application layer) present in the network is pro-
posed. Precisely, in the above context, we make following contributions:
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1. A rate-distortion function is obtained on the basis of application, MAC and
PHY parameters, where rate is defined with the help of channel transmission
rate and the retry count and distortion is characterized with the help of
packet error rate induced by using these parameters. The formation of RD
function is explained with detail in section 3.

2. Once RD function is obtained, an RD optimization is solved which gives us
operational point on RD-curve. And by decoupling this point’s properties we
will get answers to the questions; number of transcoders to use, retry limit
at MAC and transmission rate of the selected transcoders.

Rest of our work is organized as follows: In section 2, we provide an overview of
the underlying system. We formulate our problem as an optimization problem
and presented its solution in section 3. In section 4 results are presented and
finally in section 6 paper is concluded.

2 System Overview

2.1 Distortion Due to Packet Loss

We consider a wireless medium between transcoders and the final destination
nodes. Wireless channel is error prone and packet loss is contributed by low SNR
of link as well as collisions while accessing the channel. Details related to different
types of losses and the total loss suffered by transmitted data are explained in
the next sections.

In case of video streaming applications, loss of data results in increase in
distortion of the received video. [4] and [3], among others, have defined distortion
of video as a function of packet losses. In these works, authors have assumed
additive increase in distortion as a function of frame loss. If frame f of sequence
is lost, it will have affect on future frames as well before next I frame is received.

D (f) =

n∑
j=1

D (fj) (1)

Where n is the number of frames left before receiving the next I frame. According
to [4] and [3], the distortion function depending on transmission policy is given
by:

D (ψ) =

G∑
f=1

D (f) ε (ψf ) (2)

Here ε (ψf ) is the probability of packet loss when transmission policy ψ is applied.
D (ψ) is the expected value of distortion when policy ψ is used and D (f) is the
distortion due to loss of frame f in GOP (group of picture) and G is the size of
GOP.
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In [6], video distortion model has been proposed and again, additive effect
due to packet losses has been proposed. [6] provided more detailed analysis and
effect of packet loss on distortion depending on frame position in GOP is also
included in mathematical model.

We assume additive effect due to packet loss on video distortion. Additive
model for distortion might not hold true in some cases, even then it is a good
assumption [4].

2.2 System Architecture

In this section, we explain the system architecture under consideration. We as-
sume a network at access level which is operating in an infrastructure mode
but end nodes present in the network have the capability to operate in ad-hoc
mode or in p2p fashion as well (like provision of mesh topology in WiMAX and
capability of developing ad-hoc networks in WLANs).

We assume receiver driven video transmission, theciteore, the algorithm starts
off when mobile/destination station requests access point (AP) for the video
stream. AP decides whether transcoding is required. If transcoding is not needed,
normal routine is followed i.e. video stream from access point is directly streamed
to the ultimate destination. In case transcoding is required, the algorithm pro-
ceeds with selection of suitable transcoders.

The next task for an AP is to randomly select a set of potential transcoder
nodes J from nodes present in the access network. In this work, it is assumed
that all nodes have equal processing resources available. All the nodes in set
J transmit probe packets to destination node for computation of received SNR
from each node. Value of SNR is used to select modulation and coding rate from
each of the potential transcoders to destination node. Aim of the algorithm is to
select optimal number of transcoders having best transmission characteristics.
The transmission characteristics we are interested in are modulation scheme and
the retry limit. These two parameters have direct impact on packet loss and delay
of the link.

3 Network Architecture

We consider a wireless access network in this work. The network is characterized
by two features, its probability of packet loss and delay experienced by packet
within network.

3.1 Probability of Packet Loss

Let γ be SNR of signal at the receiver end and the number of nodes contending
for wireless medium be n. The reason that transmitted packet is received in error
will be result of either of collision or bad channel. The probability of bit error
due to bad channel in case of AWGN channel is given as a function of Eb/N0,
[12]:
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If packet of length b is transmitted then the probability of receiving a packet in
error is given by:

P ch
err = 1 − (1 −BER)b (4)

Bianchi has developed an analytical model for CSMA-CA protocol over single-
hop wireless networks in [2]. According to [2], probability of successfully trans-
mitting a packet when n nodes are contending for a shared medium in CSMA-CA
case is given by:

Ps =
nτ (1 − τ)n−1

1 − (1 − τ)n (5)
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Here τ is the probability that station will transmit in any random time slot.
Probability that the packet will suffer a collision is given as complement of the
probability of successful transmission:

P col
err = 1 − Ps (6)

Overall probability of receiving a packet in error due to channel SNR or collision
is given by:

Perr = 1 − (
1 − P col

err

) (
1 − P ch

err

)
(7)

In case of multimedia streaming applications, packet loss is due to two factors;
packet is dropped at the MAC layer as it exceeds its retry limit or a packet is
received but it has already passed its delay deadline. Hence the probability of
packet loss is:

Ploss = 1 − (1 − Pdrop) (1 − Plate) (8)

Here Pdrop is the probability that packet has been dropped at MAC layer as retry
counter exceeds the limit and Plate is the probability that packet is received after
the deadline. If L is the retry limit, probability that packet is dropped at MAC
layer can be presented by following equation:

ε = (Perr)
L+1

(9)

3.2 Delay Constraints

Delay experienced by a video received at the destination node is accumulation
over different delay sources. The delay stages consist of transcoding delay at the
intermediate node Ttrans, channel access delay at the MAC layer TAcc and the
transmission delay TTx dependent on channel conditions. For communication
of multimedia data, delay deadline must be met. Let Tdeadline be the deadline
for the transmitted packet, as deadline must be met for packet to be useful the
constraint equation is:

Ttrans + TAcc + TTx ≤ TDeadline (10)

For retry limit L, if packet can be transmitted L times before it is received
successfully the constraint equation is:

L∑
i=1

TTx + TAcci + TTrans ≤ TDeadline (11)

Rearranging the equation, we get upper bound on value of retry limit L as a
function of number of transcoders N and modulation scheme m.

L (N,m) ≤ TDeadline − E [
TTrans(N)

]
E

[
TTx(m) + TAcc

] (12)
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Let us define TN = TTx + TAcc as the total time taken by MAC and PHY for
transmission of packet and σ be the slot size. Using MAC model for CSMA
proposed in [2], we can write TN as:

TN = (1 − Ptr)σ + PtrPsTs + Ptr (1 − Ps)Tc (13)

Here Ts and Tc are the time taken for transmission of packet successfully and in
error, respectively.

4 Transcoder Selection Problem and Solution

In first part of this section we will be developing the transcoder selection problem
in terms of rate distortion problem and the solution of problem is also proposed.
In second part, the nave approach for selection of transcoding nodes is explained.

4.1 Rate-Distortion Optimized Solution

The problem under consideration is a two tier problem, in first step local optimal
points for each frame are computed and in second step distortion rate function
is optimized for whole video sequence. Each of these steps is explained in sub-
sections below.

Optimizing Transmission of Single Frame

1. Error-Cost Relationship When talking about transmission of a single
packet, we can represent distortion by means of normalized distortion or
simply, channel error rate and normalized rate (cost) can be used instead of
absolute rate as well. This leads towards calculation of error-cost function
for a single frame transmission. Let ε (ψf ) be the transmission cost per frame
of a video sequence. We define cost in terms of number of transmissions or
the retry limit. Let, the frame f of sequence is transmitted using policy ψf
and Bf is the size in bytes of the frame f of the video sequence. Then the
expected rate R (ψ) will be:

R (ψ) =

F∑
f=1

Bfρ (ψf ) (14)

Here ψ is a policy vector and each element of the vector defines the policy
for fth frame of the sequence, ψ [ψ1, ψ2, ..., ψF ] . And the policy for each
individual frame is a three tuple defined as follows:

ψf = [mf , Lf , nf ] (15)

In this equation m, L and n are modulation scheme, retry limit and num-
ber of transcoders respectively. We have already defined error function ε in
equation (9) and now cost function has also been defined. The convex hull
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of the solution space is achieved through quick hull algorithm [1]. The func-
tion of lower convex hull of error-cost is divided into different regions. Here
each region will define the number of transcoders used. As cost is increased,
number of transcoders will increase as more number of transcoders result
in lesser computational complexity resulting in more number of retransmis-
sions. Region containing optimal point selected after solving optimization
problem will give us the number of transcoders used. If we assume perfect
synchronization between transcoders then we will have no distortion in case
of using more than one transcoders, then in this case the regions defining
number of transcoders will be increasing as a function of increasing number
of retransmissions only.

2. Solving for Individual Frames The first step involves the computation
of local optima for each frame transmission. According to [6] it is possible
to enumerate all the possible scenarios and find the optimal point using
exhaustive search, but it is sufficient to find the points on the lower convex
hull of error-cost function, once the lower convex hull is obtained we can use
Lagrangian to find the optimal point.

Jψ = εψ + λρψ (16)

This equation can be solved by using dynamic programming as in [7], as well
as branch and bound algorithm proposed in [10]. In equation (16) εψ and
ρψ are the expected values of error and cost respectively when policy ψ is
used. Optimizing transmission of video sequence The second step towards
finding an optimal policy for transmission of a video sequence is to find
global minima for distortion i.e. varying local optima’s to reach a point
having minimum distortion value for the whole video.

J
′
= D + λ

′
R (17)

In [10] authors have shown that selection of transmission policy on single
QoS driven network is an NP-hard problem which gives way to heuristic
based algorithms for policy computation. Hence, after finding an operating
point on error-cost function the iterative algorithm is applied to come up
with the optimal point on rate-distortion curve. Heuristics based algorithm
proposed in [6] has been used to find the optimal policy.

4.2 Naive Approach

We use a nave method for the selection of transcoders which will be used as a
citeerence system to compare performance of proposed system. In this method
the access point randomly selects a set of transcoders and video stream is di-
rected towards the destination nodes by passing through these randomly selected
transcoding nodes.
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5 Results and Discussions

The network used for simulation consists of 802.11g links, the video is transmit-
ted from transcoder to the destination node over one of these links. The back
ground traffic is generated by adding 10 more users to the network each user is
generating a CBR traffic at the rate of 1Mbps and packet size of 500 bytes is
used for these transmissions. For the selection of transcoders from the potential
set the optimization problem is solved offline and the static channel is simu-
lated for the entire video transmission. For testing video transmission Akiyo and
Foreman sequences with CIF parameters is used in simulations. The sequences
are encoded using H.264 encoder at the frame rate of 30 Hz with GOP size of
30. Results in figure 2 show the decrease in number of frame drops for video
sequence when retry limit is increased, in this case the transmission rate is kept
constant and the same channel conditions are simulated for each case. Figure 3
shows the PSNR corresponding to frame errors in figure 2. As we can see for
the same channel conditions Akiyo sequence has much better reception rate and
the video quality, the reason for higher frame loss rate is the increase in source
rate for using foreman sequence, as due to motion the compression efficiency is
lesser for foreman sequence resulting in more video data, while the service rate
of channel is still the same. And the drastic decrease in video quality of fore-
man sequence can also be attributed to the more motion in foreman sequence
as compared to Akiyo, theciteore loss of one frame for foreman will cause more
distortion as compared to the Akiyo sequence.

Figures 4 shows the comparison between received video quality using rate-
distortion optimized selection of transcoders and the nave method for selection of
transcoders. The x-axis shows the frame indices and the quality of received frame
in terms of PSNR is shown on y-axis. The results indicate that we can achieve
gains in terms of video quality enhancement by selecting transcoders in rate-
distortion optimized and channel aware manner as compared to random selection
of transcoding nodes by nave method. In case of figure same transmission rate
is assigned to both the algorithms, hence the only variable left behind is the
retry count parameter at MAC layer, as nave approach selects the parameters
randomly theciteore the distribution of retry limit value for nave approach will
be uniform and correspondingly the PSNR value achieved is the average over
all the values achieved by using different retry limit values. And the overall
result indicates that using rate-distortion selection of transcoders has given us
significant gains as compared to the random selection of transcoders even when
only one parameter (i.e. retry limit) is selected using a systematic approach
than a nave one. Figure 5 also shows the comparison between instantaneous
quality of received video, for figure 5 foreman sequence is used. For the same
channel conditions foreman sequence is received with a marked difference in
quality as compared to the Akiyo sequence, but the important point to note
is improvement in video quality with the change in parameters and here also
rate-distortion optimized streaming outperforms the nave method.
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Fig. 2. Variation in video PSNR with variation in time.
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6 Conclusions

In this paper, we have proposed a solution for assigning a transcoding task to
the nodes present in the network, proposed solution decides on the number of
transcoders to be used for operation as well as the transmission characteristics
of the selected nodes (retry limit and transmission rate adjustments). The re-
sults presented here suggest that there is a need for an algorithm to allocate
the transcoders in the network, as the proposed scheme has outperformed nave
approach for transcoders selection, hence rendering the nave approach as insuf-
ficient.
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Abstract. Formal specification and verification of cyber-physical trans-
portation systems is inherently a complex task. A fail-safe specification
of such systems not only includes intricate formalizations of assumptions
and requirements but also a fine-grained analysis of their unpredictable
and random components, at times at different levels of abstraction. Tra-
ditional techniques of verification and validation, such as simulation or
model checking, do not cope very well with the posed challenges. In fact,
sometimes it becomes merely impossible to guarantee certain properties,
such as liveness, under all possible scenarios. We propose an approach
based on higher-order logic for formal modelling and reasoning of cyber-
physical transportation systems. In this approach, we express the unpre-
dictable elements of the model by appropriate random variables. Instead
of guaranteeing absolute correctness, these randomized models can then
be used to formally reason about the probability or expectation of the
system meeting its required specification. For illustration purposes, the
paper presents a simple analysis of a vehicle platoon control algorithm.

1 Introduction

Automation is widely being practised nowadays in all modes of transportation,
be it aviation, railway or automotive. The automation of such systems involves
extensive data acquisitions from their environment, communication mechanisms
to interact with the other members of the domain and enormous computations
within their real-time embedded components for generating the required control
signals. These specifications make them one of the most complex cyber-physical
systems to design and verify.

The complexity related to transportation systems coupled with the enormous
involvement of continuous and unpredictable physical aspects makes their veri-
fication a great challenge. Traditionally, their analysis is done using computer-
aided design tools like Matlab. The main idea is to create a software model,
capturing all the continuous and unpredictable details of the system, expressed
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in terms of Matlab functions. However, computer arithmetic cannot support in-
finite precision so the continuous physical realities are approximated by their
closest discrete counter parts in terms of floating or fixed point numbers. Sim-
ilarly, true randomness cannot be attained in computers and thus the random
physical realities are approximated using pseudo random numbers in the Matlab
models of the system. Once the system is modelled, the Matlab functions are
analysed using computer simulation techniques, which deduce a property to be
true by checking it for a number of test cases. This kind of testing is mainly
utilized because exhaustive simulation, or testing for all possible combinations,
is not feasible in terms of computational time and complexity for cyber-physical
transportation systems. Thus, the simulation based analysis of Matlab models
cannot be termed as accurate due to the inherent nature of simulation, and the
usage of floating or fixed point numbers and pseudo random number generator
based random variables in the Matlab models.

Transportation systems are among the top most operational safety-critical
systems in the modern world to date. A faulty transportation system could
result in disastrous consequences and may lead to the loss of human lives in
worst cases. For example, the 2002 mid-air collision in Überlingen caused due to
the human-controller interaction flaw, the 2008 frontal train collision caused due
to an error in the warning system, and the 2009 crash of Air France Flight 447
that resulted in killing all 216 passengers and 12 crew members happened due
to a flaw in the automatic reporting system, are the historic events that no one
would like to be repeated. Therefore, given such a safety-critical nature of cyber-
physical transportation systems, inaccurate analysis techniques, like simulation,
should not be completely relied upon for their verification.

Formal methods are capable of conducting precise system analysis and thus
can overcome the above mentioned limitations of simulation in the context of
analysing cyber-physical transportation systems. The main principle behind for-
mal analysis of a system is to construct a computer based mathematical model of
the given system and formally verify, within a computer, that this model meets
rigorous specifications of intended behaviour using mathematical reasoning.

Two of the most commonly used formal verification methods are model check-
ing [4] and higher-order logic theorem proving [20]. Model checking is an auto-
matic verification approach for systems that can be expressed as a finite-state
machine. Higher-order logic theorem proving, on the other hand, is an inter-
active approach but is more flexible in terms of tackling a variety of systems.
Both model checking and theorem proving have been successfully used for the
precise functional correctness of a broad range of engineering and scientific sys-
tems, including some aspects of cyber-physical transportation systems. These
days, certification authorities explicitly demand transportation systems to be
safe, dependable and correctly implemented. In this realm, formal approaches
to assure system safety, dependability and correctness are finding their way into
being used as a certification argument (cf. DO-178C, IEC-61508, SIL-4).

However, in most of the existing work in the formal verification of cyber-
physical transportation systems, a high level model of the actual system is
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considered such that the continuous and random physical realities are abstracted
away. These analysis, even though are accurate due to the inherent soundness
of the formal methods yet, cannot be considered as complete as the left out de-
tails could lead to potential failures. One of the main reasons for not considering
the complete models of the cyber-physical systems is that most of the formal
methods based analysis in this domain have been conducted by using either
model checking or theorem proving with a decidable logic. These techniques,
even though are automatic and thus user friendly yet, are not expressive enough
to completely capture the continuous and random physical realities.

To address the above mentioned expressiveness problem, we propose to use
higher-order logic theorem proving [16] for analysing cyber-physical transporta-
tion systems in this paper. Higher-order logic is a system of deduction with a
precise semantics and due to its high expressiveness it can be used to model any
system that can be expressed in a closed mathematical form. Higher-order logic
has also been successfully used to develop some of the classical mathematical
theories. Interactive theorem proving is the field of computer science and math-
ematical logic concerned with computer based formal proof tools that require
some sort of human assistance.

The core of theorem provers usually consists of a handful of axioms and prim-
itive inference rules. Soundness is assured as every newly added construct must
adhere them. Powerful mathematical techniques such as induction and abstrac-
tion are the strengths of theorem proving and make it a very flexible verification
technique. These distinguishing characteristics make higher-order logic theorem
proving a very flexible verification technique that can be used to analyse any
system with all of its continuous and physical details. For example, higher-order
logic theorem proving has been used to successfully analyse continuous systems,
such as optical waveguides [22], fractional order systems [35], real-time systems
such as Stop-and-Wait protocol [7], systems with unpredictable and random el-
ements such as reconfigurable memory arrays in the presence of stuck-at and
coupling faults [23], and the wireless sensor network scheduling [12].

We propose to leverage upon the expressiveness of higher-order logic theorem
proving to analyse cyber-physical transportation systems in this paper. In par-
ticular, the paper describes a framework for analysing their randomized aspects.
The main idea is to model the randomness found in such systems in terms of
formalized random variables in the higher-order logic model. These models can
then be used to formally reason about the interesting probabilistic and statistical
characteristics of the given system within the sound core of a theorem prover.
Due to the undecidable nature of the underlying logic, the proofs would involve
interaction, a cost that we pay to attain accurate probabilistic analysis results.
However, these added efforts are justifiable given the safety-critical nature of
transportation systems. Moreover, from past experiences, we expect the formal
reasoning efforts to decrease with the availability of higher-order logic formaliza-
tions of cyber-physical systems as these available formal models and theorems
can be re-utilized to formalize other variants of the same domain.
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We have utilized HOL [21], a higher-order logic theorem prover for our work.
Main reasons of its utilization are the availability of the underlying mathematical
theories of probability and a possibility of a real analysis using its libraries.

The rest of the paper is organized as follows: After reviewing the related
work in Section 2, we proceed by presenting some preliminaries including a brief
introduction to higher-order logic theorem proving and the HOL theorem prover
in Section 3. Next, Section 4 describes the proposed theorem proving based
probabilistic analysis approach for the cyber-physical systems. This is followed
by the simple analysis of a vehicle platoon control algorithm in Section 5. Finally,
Section 6 concludes the paper.

2 Related Work

Due to inaccuracies introduced by the simulation based analysis methods, many
researchers around the world are exploring the usage of formal methods for prob-
abilistic analysis. Generally, probabilistic model checking is employed to asses
the quantitative aspects of systems’ safety and reliability. For example, proba-
bilistic model checker PRISM [29] has been quite frequently used to evaluate the
dependability and safety features of various systems (e.g., [28,15]). Probabilistic
model checking involves the construction of a precise state-based mathematical
model of the given probabilistic system. It is then subject to exhaustive analy-
sis to formally verify that it satisfies a set of formally represented probabilistic
properties. However, it can be used to analyse systems that can be expressed as
probabilistic finite state machines only. Another major limitation of the proba-
bilistic model checking approach is state space explosion. The state space of a
probabilistic system can be very large, or sometimes even infinite. Thus, at the
outset, it is impossible to explore the entire state space with limited resources
of time and memory. Similarly, we cannot reason about mathematical expres-
sions in probabilistic model checking. Thus, probabilistic model checking cannot
be used to formally verify probability distributions or statistical characteristics,
which are widely used parameters to assess the probabilistic correctness of a
property.

A statistical model checker has been recently utilized to analyze some aspects
of cyber-physical systems [9]. However, this approach also suffers from the clas-
sical model checking issues, like the state-space explosion and inability to reason
about mathematical relations. Thus, the probabilistic model checking approach,
even though is capable of providing exact solutions, is quite limited in terms of
handling a variety of probabilistic analysis problems. Whereas higher-order logic
theorem proving is capable of overcoming all the above mentioned problems,
though at the cost of significant user interaction.

Formal methods, specifically B [1] and Event-B [2], have been extensively
used in the development of transportation systems (e.g. [5,3]). Recently, these
methods have been extended to allow the modelling and verification of proba-
bilistic features. These extensions primarily use a probabilistic choice operator
to probabilistically reason about certain termination conditions [17] and provide
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semantics of a Markov process to reason about some reliability issues [36]. How-
ever, these initiatives have a very limited scope. For example, they cannot be
used to reason about generic mathematical expressions for probabilistic or statis-
tical properties. Similarly, such formalisms are not mature enough to model and
reason about all different kinds of continuous probability distributions. Given
the continuous random nature of the transportation systems, both the proba-
bilistic model checking and Event-B based techniques cannot be used to capture
their behaviour and thus, the use of probabilistic and quantitative assessment
for the formal verification of transportation systems is still few and far between.

The foremost criteria for conducting the formal probabilistic analysis in a
theorem prover is to be able to express probabilistic notions, such as probabil-
ity of an event and random variables, in higher-order logic and reason about
the probability distribution and statistical properties of random variables in a
higher-order logic theorem prover. A formalized probability theory provides the
foundations for expressing probabilistic notions.

A number of authors, including Hurd [27], Mhamdi [32] and Hölze [26], re-
ported higher-order logic based formalizations of probability theory. The recent
works by Mhamdi [32] and Hölzl [26] are based on extended real numbers (includ-
ing ±∞) and provide the formalization Lebesgue integral for reasoning about
advanced statistical properties. This way, they are more mature than Hurd’s [27]
formalization of measure and probability theories, which is based on simple real
numbers. However, these recent formalizations do not support a particular prob-
ability space like the one presented in Hurd’s work. Due to this distinguishing
feature, Hurd’s formalization [27] has been utilized to verify sampling algorithms
of a number of commonly used discrete [27] and continuous random variables [24]
based on their probabilistic and statistical properties [24]. Due to the availability
of a particular probability space as well as the formalization of probability and
statistical properties, we build upon Hurd’s formalization of measure and prob-
ability theories in this paper to analyse cyber-physical transportation systems.

Recently, a probabilistic kernels based mathematical approach [25] has been
proposed for formalizing certain probabilistic safety claims. The mathematical
framework has been illustrated using an example of a conflict detection system
for an aircraft. Our proposed measure theoretic framework for probabilistic rea-
soning about cyber-physical systems is much more powerful in terms of handling
a larger set of problems. Moreover, to the best of our knowledge, the mathemat-
ical framework of [25] has not been formalized in a theorem prover yet and thus
the corresponding system analysis cannot be considered as completely sound.
Our proposed formalization is based on the higher-order-logic formalization of
measure and probability theories in HOL and thus the analysis are carried within
the sound core of HOL theorem prover.

3 Preliminaries

In this section, we give a brief introduction to theorem proving in general and
the HOL theorem prover in particular. The intent is to introduce the main ideas
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behind this technique to facilitate the understanding of this paper for the cyber-
physical system community.

3.1 Theorem Proving

Theorem proving [16] is a widely used formal verification technique. The system
that needs to be analysed is mathematically modelled in an appropriate logic
and the properties of interest are verified using computer based formal tools.
The use of formal logics as a modelling medium makes theorem proving a very
flexible verification technique as it is possible to formally verify any system that
can be described mathematically. The core of theorem provers usually consists
of some well-known axioms and primitive inference rules. Soundness is assured
as every new theorem must be created from these basic or already proved axioms
and primitive inference rules.

The verification effort of a theorem in a theorem prover varies from trivial to
complex depending on the underlying logic [18]. For instance, first-order logic
[13] is restricted to propositional calculus and terms (constants, function names
and free variables) and is semi-decidable. A number of sound and complete first-
order logic automated reasoners are available that enable completely automated
proofs. More expressive logics, such as higher-order logic [6], can be used to
model a wider range of problems than first-order logic, but theorem proving for
these logics cannot be fully automated and thus involves user interaction to guide
the proof tools. For probabilistic analysis, we need to formalize (mathematically
model) random variables as functions and their characteristics such as probabil-
ity distribution properties and expectation, by quantifying over random variable
functions. Henceforth, first-order logic does not support such formalization and
we need to use higher-order logic to formalize probabilistic analysis.

3.2 HOL Theorem Prover

HOL is an interactive theorem prover developed by Mike Gordon at the Uni-
versity of Cambridge for conducting proofs in higher-order logic. It utilizes the
simple type theory of Church [8] along with Hindley-Milner polymorphism [33]
to implement higher-order logic. HOL has been successfully used as a verifica-
tion framework for both software and hardware as well as a platform for the
formalization of pure mathematics.

Secure Theorem Proving. In order to ensure secure theorem proving, the
logic in the HOL system is represented in the strongly-typed functional pro-
gramming language ML [34]. An ML abstract data type is used to represent
higher-order logic theorems and the only way to interact with the theorem prover
is by executing ML procedures that operate on values of these data types. The
HOL core consists of only 5 basic axioms and 8 primitive inference rules, which
are implemented as ML functions.
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Terms. There are four types of HOL terms: constants, variables, function ap-
plications, and lambda-terms (denoted function abstractions). Polymorphism,
types containing type variables, is a special feature of higher-order logic and is
thus supported by HOL. Semantically, types denote sets and terms denote mem-
bers of these sets. Formulas, sequences, axioms, and theorems are represented
by using terms of Boolean types.

Theories. A HOL theory is a collection of valid HOL types, constants, axioms
and theorems, and is usually stored as a file in computers. Users can reload a HOL
theory in the HOL system and utilize the corresponding definitions and theorems
right away. The concept of HOL theory allows us to build upon existing results
in an efficient way without going through the tedious process of regenerating
these results using the basic axioms and primitive inference rules.

HOL theories are organized in a hierarchical fashion. Any theory may inherit
types, definitions and theorems from other available HOL theories. The HOL
system prevents loops in this hierarchy and no theory is allowed to be an ances-
tor and descendant of a same theory. Various mathematical concepts have been
formalized and saved as HOL theories by the HOL users. These theories are avail-
able to a user when he first starts a HOL session. We utilized the HOL theories of
Booleans, lists, sets, positive integers, real numbers, measure and probability in
our work. In fact, one of the primary motivations of selecting the HOL theorem
prover for our work was to benefit from these built-in mathematical theories.

Writing Proofs. HOL supports two types of interactive proof methods: forward
and backward. In forward proof, the user starts with previously proved theorems
and applies inference rules to reach the desired theorem. In most cases, the
forward proof method is not the easiest solution as it requires the exact details
of a proof in advance. A backward or a goal directed proof method is the reverse
of the forward proof method. It is based on the concept of a tactic; which is
an ML function that breaks goals into simple sub-goals. In the backward proof
method, the user starts with the desired theorem or the main goal and specifies
tactics to reduce it to simpler intermediate sub-goals. Some of these intermediate
sub-goals can be discharged by matching axioms or assumptions or by applying
built-in decision procedures. The above steps are repeated for the remaining
intermediate goals until we are left with no further sub-goals and this concludes
the proof for the desired theorem.

The HOL theorem prover includes many proof assistants and automatic proof
procedures [18] to assist the user in directing the proof. The user interacts with a
proof editor and provides it with the necessary tactics to prove goals while some
of the proof steps are solved automatically by the automatic proof procedures.

4 Proposed Approach

A cyber-physical transportation system is composed of several interacting com-
ponents which effect the travel demands within a given area and the services to
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satisfy these demands. A vast majority of the underlying components of trans-
portation are nondeterministic. For example, the number of passengers, traffic at
a given time and the speed of the individual vehicles are all random quantities.
In the higher-order logic theorem proving based analysis, we propose to formal-
ize the behaviour of the given transportation system including its randomized
and unpredictable components in higher-order logic. The randomized behaviours
would be captured in these formal models by using appropriate random variables.

The second step in theorem proving based probabilistic analysis is to utilize
the formal model of the cyber-physical transportation system to express desired
system properties as higher-order logic goals. The prerequisite for this step is the
ability to express probabilistic and statistical properties related to both discrete
and continuous random variables in higher-order logic. All probabilistic proper-
ties of discrete and continuous random variables can be expressed in terms of
their Probability Mass Functions (PMFs) and Cumulative Distribution Function
(CDFs), respectively. Similarly, most of the commonly used statistical properties
can be expressed in terms of the expectation and variance characteristics of the
corresponding random variable.

We require the formalization of mathematical definitions of PMF, CDF, expec-
tation and variance for both discrete and continuous random variables in order
to be able to express the given system’s reliability characteristics as higher-order
logic theorems. The third and the final step for conducting the formal probabilis-
tic analysis in a theorem prover is to formally verify the higher-order logic goals
developed in the previous step using a theorem prover. For this verification, it
would be quite handy to have access to a library of some pre-verified theorems
corresponding to some commonly used properties regarding probability distribu-
tion functions, expectation and variance. Since, we can build upon such a library
of theorems and thus speed up the verification process.

Next, the higher-order logic formalization details associated with the above
mentioned prerequisites are briefly described.

4.1 Discrete Random Variables and the PMF

A random variable is called discrete if its range, i.e., the set of values that it
can attain, is finite or at most countably infinite. Discrete random variables can
be completely characterized by their PMFs that return the probability that a
random variable X is equal to some value x, i.e., Pr(X = x).

Discrete random variables can be formalized in higher-order logic as deter-
ministic functions with access to an infinite Boolean sequence B∞; an infinite
source of random bits with data type (natural → bool) [27]. These determin-
istic functions make random choices based on the result of popping bits in the
infinite Boolean sequence and may pop as many random bits as they need for
their computation. When the functions terminate, they return the result along
with the remaining portion of the infinite Boolean sequence to be used by other
functions. Thus, a random variable that takes a parameter of type α and ranges
over values of type β can be represented by the function

F : α→ B∞ → (β ×B∞)
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For example, aBernoulli(12 ) random variable that returns 1 or 0 with probability
1
2 can be modelled as

� bit = λs. (if shd s then 1 else 0, stl s)

where the variable s represents the infinite Boolean sequence and the functions
shd and stl are the sequence equivalents of the list operations ’head’ and ’tail’.
A function of the form λx.t represents a lambda abstraction function that maps
x to t(x). The function bit accepts the infinite Boolean sequence and returns a
pair with the first element equal to either 0 or 1 and the second element equal
to the unused portion of the infinite Boolean sequence.

The higher-order logic formalization of probability theory [27] also consists of
a probability function P from sets of infinite Boolean sequences to real numbers
between 0 and 1. The domain of P is the set E of events of the probability. Both
P and E are defined using the Carathéodory’s Extension theorem, which ensures
that E is a σ-algebra: closed under complements and countable unions. The for-
malized P and E can be used to formally verify all basic axioms of probability.
Similarly, they can also be used to prove probabilistic properties for random vari-
ables. For example, we can formally verify the following probabilistic property
for the function bit, defined above,

� P {s | fst (bit s) = 1} = 1
2

where the function fst selects the first component of a pair and {x|C(x)} rep-
resents a set of all elements x that satisfy the condition C.

The above mentioned infrastructure can be utilized to formalize most of the
commonly used discrete random variables and verify their corresponding PMF
relations [27]. For example, the formalization and verification of Bernoulli and
Uniform random variables can be found in [27] and of Binomial and Geometric
random variables can be found in [24].

4.2 Continuous Random Variables and the CDF

A random variable is called continuous if it ranges over a continuous set of
numbers that contains all real numbers between two limits. Continuous random
variables can be completely characterized by their CDFs that return the prob-
ability that a random variable X is exactly less than or equal to some value x,
i.e., Pr(X ≤ x).

The sampling algorithms for continuous random variables are non-terminating
and hence require a different formalization approach than discrete random vari-
ables, for which the sampling algorithms are either guaranteed to terminate or
satisfy probabilistic termination, meaning that the probability that the algo-
rithm terminates is 1. One approach to address this issue is to utilize the con-
cept of the non-uniform random number generation [11], which is the process
of obtaining arbitrary continuous random numbers using a Standard Uniform
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random number generator. The main advantage of this approach is that we only
need to formalize the Standard Uniform random variable from scratch and use
it to model other continuous random variables by formalizing the corresponding
non-uniform random number generation method.

Based on the above approach, a methodology for the formalization of all con-
tinuous random variables for which the inverse of the CDF can be represented
in a closed mathematical form is presented in [24]. The first step in this method-
ology is the formalization of the Standard Uniform random variable, which can
be done by using the formalization approach for discrete random variables and
the formalization of the mathematical concept of limit of a real sequence [19]:

lim
n→∞(λn.

n−1∑
k=0

(
1

2
)k+1Xk) (1)

where Xk denotes the outcome of the kth random bit; True or False represented
as 1 or 0, respectively. The formalization details are outlined in [24].

The second step in the methodology for the formalization of continuous prob-
ability distributions is the formalization of the CDF and the verification of its
classical properties. This is followed by the formal specification of the mathe-
matical concept of the inverse function of a CDF. This definition along with
the formalization of the Standard Uniform random variable and the CDF prop-
erties, can be used to formally verify the correctness of the Inverse Transform
Method (ITM) [11]. The ITM is a well known non-uniform random generation
technique for generating non-uniform random variables for continuous probabil-
ity distributions for which the inverse of the CDF can be represented in a closed
mathematical form. Formally, it can be verified for a random variable X with
CDF F using the Standard Uniform random variable U as follows [24].

Pr(F−1(U) ≤ x) = F (x) (2)

The formalized Standard Uniform random variable can now be used to formally
specify any continuous random variable for which the inverse of the CDF can be
expressed in a closed mathematical form as X = F−1(U). Whereas, its CDF can
be verified based on simple arithmetic reasoning, using the formally verified ITM,
given in Equation (2). This approach has been successfully utilized to formalize
and verify Exponential, Uniform, Rayleigh and Triangular random variables [24].

4.3 Statistical Properties for Discrete Random Variables

In probabilistic analysis, statistical characteristics play a major role in decision
making as they tend to summarize the probability distribution characteristics
of a random variable in a single number. Due to their widespread interest, the
computation of statistical characteristics has now become one of the core com-
ponents of every contemporary probabilistic analysis framework.
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The expectation for a function of a discrete random variable, which attains
values in the positive integers only, is defined as follows [30]

Ex fn[f(X)] =

∞∑
n=0

f(n)Pr(X = n) (3)

where X is the discrete random variable and f represents a function of X .
The above definition only holds if the associated summation is convergent, i.e.,∑∞

n=0 f(n)Pr(X = n) < ∞. The expression of expectation, given in Equation
(3), has been formalized in [24] as a higher-order logic function using the proba-
bility function P. The expected value of a discrete random variable that attains
values in positive integers can now be defined as a special case of Equation (3)

Ex[X ] = Ex fn[(λn.n)(X)] (4)

when f is an identity function. In order to verify the correctness of the above
definitions of expectation, they are utilized in [24] to formally verify various
properties of expectation like its linearity and Markov’s inequality. These prop-
erties not only verify the correctness of the above definitions but also play a vital
role in verifying the expectation characteristics of discrete random components
of probabilistic systems.

Variance of a random variable X describes the difference between X and its
expected value and thus is a measure of its dispersion.

V ar[X ] = Ex[(X − Ex[X ])2] (5)

The above definition of variance has been formalized in higher-order logic in [24]
by utilizing the formal definitions of expectation, given in Equations (3) and
(4). This definition is then formally verified to be correct by proving its classical
properties like linearity and Chebyshev’s inequality.

These results allow us to reason about expectation, variance and tail distri-
bution properties of any formalized discrete random variable that attains values
in positive integers, e.g., the formal verification for Bernoulli, Uniform, Binomial
and Geometric random variables is presented in [24].

4.4 Statistical Properties for Continuous Random Variables

The most commonly used definition of expectation, for a continuous random
variable X , is the probability density-weighted integral over the real line.

E[X ] =

∫ +∞

−∞
xf(x)dx (6)

The function f in the above equation represents the Probability Density Function
(PDF) of X and the integral is the well-known Reimann integral. The above
definition is limited to continuous random variables that have a well-defined
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PDF. A more general, but not so commonly used, definition of expectation for a
random variable X , defined on a probability space (Ω,Σ, P ) [14], is as follows:

E[X ] =

∫
Ω

XdP (7)

This definition utilizes the Lebesgue integral and is general enough to cater
for both discrete and continuous random variables. The reason behind its lim-
ited usage in the probabilistic analysis domain is the complexity of solving the
Lebesgue integral, which takes its foundations from the measure theory that
most engineers and computer scientists are not familiar with.

The obvious advantage of using Equation (6) for formalizing expectation of a
continuous random variable is the user familiarity with Reimann integral that
usually facilitates the reasoning process regarding the expectation properties in
the theorem proving based probabilistic analysis approach. On the other hand,
it requires extended real numbers, R = R ∪ {−∞,+∞}, whereas all the foun-
dational work regarding theorem proving based probabilistic analysis, outlined
above, has been built upon the standard real numbers R, formalized by Harrison
[19]. The expectation definition given in Equation (7) does not involve extended
real numbers, as it accommodates infinite limits without any ad-hoc devices due
to the inherent nature of the Lebesgue integral. It also offers a more general so-
lution. The limitation, however, is the compromise on the interactive reasoning
effort, as it is not a straightforward task for a user to build on this definition to
formally verify the expectation of a random variable.

We have formalized the expectation of a continuous random variable as in
Equation (7) by building on top of a higher-order logic formalization of Lebesgue
integration theory [?]. Starting from this definition, two simplified expressions
for the expectation are verified that allow us to reason about expectation of a
continuous random variable in terms of simple arithmetic operations [24]. The
first expression is for the case when the given continuous random variable X is
bounded in the positive interval [a, b]

E[X ] = lim
n→∞

[
2n−1∑
i=0

(a+
i

2n
(b− a))P

{
a+

i

2n
(b− a) ≤ X < a+ i+ 1

2n
(b− a)

}]

(8)
and the second one is for an unbounded positive random variable [14].

E[X ] = lim
n→∞

[
n2n−1∑
i=0

i

2n
P

{
i

2n
≤ X < i+ 1

2n

}
+ nP (X ≥ n)

]
(9)

Both of the above expressions do not involve any concepts from Lebesgue in-
tegration theory and are based on the well-known arithmetic operations like
summation, limit of a real sequence, etc. Thus, users can simply utilize them,
instead of Equation (7), to reason about the expectation properties of their ran-
dom variables and gain the benefits of the original Lebesgue based definition.
The formal verification details for these expressions are given in [24]. These
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expressions are further utilized to verify the expected values of Uniform, Trian-
gular and Exponential random variables [24]. The above mentioned definition
and simplified expressions will also prove to very helpful in formalizing variance
and verifying its corresponding properties in a theorem prover, which to the best
of our knowledge has not been done so far.

The above mentioned formalization plays a pivotal role for the formal proba-
bilistic analysis of cyber-physical transportation systems. It is a general frame-
work that can be built upon to formally reason about any kind of a system and
property. Besides that, there are numerous other advantages of our proposed ap-
proach compared to the proof-based languages like Event-B. A couple of worth
mentioning features include: (1) absolute correctness of results due to the inher-
ent strong typed nature and soundness of higher-order logic theorem proving,
and (2) the ability to verify all sorts of properties, including the temporal ones,
due to the expressiveness of the underlying higher-order logic.

In the next section, we illustrate the usefulness and practical effectiveness of
the proposed approach by analysing a control algorithm of autonomous vehicles
moving as a platoon using HOL.

5 Vehicle Platoon Control Algorithm

A platoon is a set of self-operating vehicles moving in a convoy. It can be seen as
a road-train where cars are linked by software, instead of hardware. Platooning
has several potential uses in an urban mobility system: augmenting throughput,
herding unused cars to stations, or running transient buses, for instance.

Homologous to other transportation systems, vehicle platoons also exhibit
many unpredictable characteristics, like the platoon speed, inter-platoon gaps,
intra-platoon headways and the inter-arrival time between consecutive platoons.
In this study, we concentrate only on one randomized aspect, i.e., headways.
The gaps between the vehicles in different platoons significantly impact the per-
formance of an un-signalized intersection. Our formal modelling is based on a
dichotomized headway model [10]. This model distinguishes the free vehicles
(platoon leaders that are travelling without interacting with the vehicles ahead)
and the bunched vehicles (platoon leader followers) in terms of their headway
distribution. It assumes that the free vehicles with a proportion, α, of all pla-
toons follow the displaced exponential headway distribution while the bunched
vehicles (1 − α) have the same constant headway tm.

We formalized the underlying continuous random variable of the dichotomized
headway model described above in HOL as follows:

Definition 1: Dichotomized Headway Random Variable
� ∀ l a t m s. headway rv l a t m s =

(λx. - 1
l (ln (1 - x))/a+ t m) (std unif cont s)

where the variables l, a, t m, and s, denote the decay constant, variable α,
variable tm, and the infinite boolean sequence, formalized in [27], respectively.
The function std unif cont represents the standard uniform random variable
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and has been used to facilitate the inverse transform method based formalization
of the given random variable, as described in the previous section.

Based on Definition 1, we also formally verified the following useful Cumula-
tive Distribution Function (CDF) property.

Theorem 1: CDF for the Dichotomized Headway Random Variable
� ∀ l a t m t. (0 < l) ∧ (0 < a) ⇒

cdf (λs. headway rv l a t m s) t =

if t ≤ t m then 0 else (1 - a (exp (-l (t - t m))))

where cdf represents the HOL function for the CDF. The verification of Theo-
rem 1 was done interactively and the formal reasoning relied heavily upon the
probabilistic analysis related formalization [27,24], transcendental functions and
real analysis. It is important to note that the above mentioned theorem is uni-
versally quantified for all the parameters, which means that these parameters
can be specialized to obtain any specific results. Moreover, the CDF allows us
to reason about any probabilistic property of the system. For example, we used
it to reason about the probability of the headway being greater than x + tm
seconds as follows:

Theorem 2: Probabilistic Property of Platoon Headway
� ∀ l a t m x. (0 < l) ∧ (0 < a) ∧ (0 < x) ⇒

P {s | (headway rv l a t m s) > x + t m} = a (exp (-l x))

The above exercise illustrates the fact that interactive theorem proving is
capable of conducting probabilistic analysis of cyber-physical transportation
systems with at least the same degree of accuracy as the analytical proof tech-
niques usually carried out using paper-and-pencil proof methods; a novelty that
cannot be achieved by any other computer based techniques, such as simula-
tion or model checking. As aforementioned, simulation-based techniques rely on
many approximations and thus can never achieve accurate results. Similarly,
due to the inherent limitations of the state-based formal methods, discussed in
Section 2, they cannot evaluate the values as precisely as we have attained using
the proposed approach.

6 Conclusions

In this paper, we have advocated the unification of formal analysis with quan-
titative reasoning for the verification of cyber-physical transportation systems.
The main idea is that in addition to analysing the absolute correctness, which at
times is not possible, a probabilistic analysis can provide a better insight about
the model. In this fashion, it is easier for stakeholders to obtain a probability of
occurrence of a hazard in terms of the likelihood of components failures. The pa-
per presents an introduction to the available framework for formal probabilistic
analysis in higher-order logic and proposes to use it to analyse the probabil-
ity aspects of considered systems. To demonstrate our approach, we have used
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a small-scale example of inter-platoon headway property of a platooning algo-
rithm. To the best of our knowledge, this is the first time that higher-order
logic theorem proving has been proposed to be used in this context in the open
literature.

In future, we intend to expand the boundaries of our work to a full-scale
platooning system [37] and the transport domain model [31]. Our aim is to
bring their Event-B specifications into higher-order logic in HOL and integrate
them with associated random variable models, like the one given in Definition 1
and reason about more advanced probabilistic properties.
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Abstract. The paper is focused on Digital Elevation Model (DEM) 
reconstruction from differential interferometry synthetic aperture radar 
(DInSAR).  In doing so, conventional DInSAR procedures are implemented to 
three repeat passes of RADARSAT-1 SAR fine mode data (F1).  Further, the 
multichannel MAP height estimator is implemented with phase unwrapping 
technique. Consequently, the multichannel MAP height estimator is used to 
eliminate the phase decorrelation impact from the interferograms. The study 
shows the performance of DInSAR method using the multichannel MAP height 
estimator is better than DInSAR technique which is validated by a lower range 
of error (0.01±0.11 m) with 90% confidence intervals.  In conclusion, 
integration of the multichannel MAP height estimator with phase unwrapping 
produce accurate 3-D coastal geomorphology reconstruction.  

Keywords: DInSAR, fringe, interferogram, The multichannel MAP height 
estimator algorithm, coastal geomorphology, spit, Digital Elevation Model (DEM).   

1 Introduction  

Interferometric synthetic aperture radar (InSAR) satellite data have been intensively 
used to study the Earth surface deformation [1][2].  InSAR uses two or more single 
look complex synthetic aperture radar (SAR) images to produce maps of surface 
deformation [3] or digital elevation [4][5]. Over time-spans of days to years, InSAR 
can detect  the centimetre-scale of deformation changes [5]. InSAR technique 
involves of  two complex SAR data that acquired from slightly different fight path 
[2][4]. The phase image is produced by multiplied the complex SAR image by the 
coregistered complex conjugate pixels of the other SAR image. In this regard, the 
phase difference of the two images is processed to attain height and/or motion 
information of the Earth’s surface [6]. Further, the precision DEMs with of a couple 
of ten meters can produce from InSAR technique compared to conventional remote 
sensing methods. Nevertheless, the availability of the precision DEMs  may a cause of 
two-pass InSAR; regularly 90 m SRTM data may  be accessible for numerous 
territories[5].  InSAR, consequently, provides DEMs with 1-10 cm accuracy, which 
can be improved to millimetre level by DInSAR.  Even so, alternative datasets must 
acquire at high latitudes or in areas of  rundown coverage[6][13]. However, the 
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baseline decorrelation and temporal decorrelation make InSAR measurements 
unfeasible[8][9][10][11]. In this context, Gens [12] reported the length of the baseline 
designates the sensitivity to height changes and sum of baseline decorrelation.  
Further, Gens [12] stated the time difference for two data acquisitions is a second 
source of decorrelation. Indeed, the time differences while comparing data sets with a 
similar baseline length acquired one and 35 days a part suggests only the temporal 
component of  the decorrelation. Therefore, the loss of coherence in the same repeat 
cycle in data acquisition are most likely because of baseline decorrelation. According 
to Roa et al. [7], uncertainties could arise in DEM because of limitation InSAR repeat 
passes. In addition, the interaction of the radar signal with troposphere can also induce 
decorrelation. This is explained in several studies [3][8][15]. 

Commonly, the propagation of the waves through the atmosphere can be a source 
of error exist in most interferogram productions. When the SAR signal  propagated 
through a vacuum it should theoretically be subjected  to some decent accuracy of 
timing and cause  phase delay[3].  A constant phase difference between the two 
images caused by the horizontally homogeneous atmosphere was over the length scale 
of an interferogram and vertically over that of the topography. The atmosphere, 
however, is laterally heterogeneous on length scales both larger and smaller than 
typical deformation signals [9].  In other cases the atmospheric phase delay, however, 
is caused by vertical inhomogeneity at low altitudes and this may result in fringes 
appearing to correspond with the topography.  Under this circumstance, this spurious 
signal can appear entirely isolated from the surface features of the image,  since the 
phase difference is measured  other points in the interferogram, would not contribute 
to the signal[3].  This can reduce seriously  the low signal-to-noise ratio (SNR) which 
restricted to perform phase unwrapping. Accordingly, the phases of weak signals are 
not reliable. According to Yang et al., [11], the correlation map can be used to 
measure the intensity of the noise in some sense. It may be overrated because of  an 
inadequate number of samples allied with a small window [9]. Weights are initiated to 
the correlation coefficients according to the amplitudes of the complex signals to 
estimate accurate reliability [11]. 

Baselice et al., [21], Ferraiuolo et al., [22], Ferraiuolo et al., [23] and Ferret et al., 
[24] have developed multichannel MAP height estimator based on a Gaussian Markov 
Random Field (GMRF) to solve the uncertainties of DEM reconstruction from InSAR 
technique.   They found that multichannel MAP height estimator have managed the 
phase discontinuities and improved the DEM profile. Taking advantage of the fact 
that the multichannel MAP height estimator for solving uncertainty problem because 
of decorrelation and the low signal-to-noise ratio (SNR) in data sets. This work 
hypothesises that integration of The multichannel MAP height estimator algorithm 
with phase unwrapping can produce accurately digital elevation of  object 
deformation.  The aim of this paper is to explore the precision of the digital elevation 
models (DEM) derived from RADARSAT-1 fine mode data (F1) and, thus, the 
potential of the sensor for mapping coastal geomorphologic feature changes. 
Depending on the results, a wider application of F1 mode data for the study of Kuala 
Terengganu mouth river landscapes is envisaged. 
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2 DInSAR Data Processing  

Two methods are involved to perform DInSAR from RADARSAT-1 SAR F1 mode 
data (i) conventional DInSAR procedures; and (ii) Multichannel MAP height 
estimator.  

2.1 Conventional DInSAR Method 

The DInSAR technique measures  the block displacement of land surface caused by 
subsidence, earthquake, glacier movement, and volcano inflation to cm or even mm 
accuracy [10]. According to Lee [9], the surface displacement can estimate using the 

acquisition times of two SAR images 1S  and 2S .  The component of surface 

displacement thus, in the radar-look direction, contributes to further interferometric 
phase (φ ) as   

)(
4 ζ
λ
πφ +Δ= R                                        (1) 

where RΔ is  the slant range difference from satellite to target respectively at 
different time, λ is the RADARSAT-1 SAR fine mode wavelength which is about 
5.6 cm for CHH-band. According to Lee [9], for the surface displacement 
measurement, the zero-baseline InSAR configuration is the ideal as 0=ΔR , so that 

                                           
ζ

λ
πφφ 4== d

                                                  
(2) 

In actual fact, zero-baseline, repeat-pass InSAR configuration is hardly achievable for 
either spaceborne or airborne SAR.  Therefore, a method to remove the topographic 
phase as well as the system geometric phase in a non-zero baseline interferogram is 
needed. If the interferometric phase from the InSAR  geometry and topography can 
strip of from the interferogram, the remnant phase would be the phase from block 
surface movement, providing  the surface maintains high coherence [5].  Zebker et al. 
[20] used the three-pass method to remove topographic phase from the interferogram. 
This  method requires a reference interferogram, which is promised to contain the 
topographic phase only. The three-pass approach has the advantage in that all data  is 
kept within the SAR data geometry while DEM method can produce errors by 
misregistration between SAR data and cartographic DEM [9]. The three-pass 
approach is restricted by the data availability. The three-passes DInSAR technique 
uses another InSAR pair as a reference interferogram that does not contain any 
surface movement event as 

                                                
R′Δ=′

λ
πφ 4

                                                    
(3) 

Incorporating equations 2 and 3 gives the phase difference, only from the surface 
displacement as 
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ζ
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For an exceptional case where 
R

R
′Δ

Δ
 in equation 4 there is a positive integer number, 

phase unwrapping may not be necessary [1]. However, this is not practical and it is 
difficult to achieve from the system design for a repeat-pass interferometer.  From 
equation 4 the displacement sensitivity of DInSAR is given as 

                                    λ
π

ζ
φ 4=

∂
∂ d .                                                   (5) 

2.2 DEM Reconstruction Using Multichannel MAP Height Estimator  

The multichannel MAP height estimator is used to solve the decorrelation problem 
with InSAR and DInSAR methods. This algorithm is adopted from the study of 
Baseliceet al., [21]. Following  Baseliceet al., [21], The interferometric phase signal 
can be expressed by the following mathematical formula [21], 

0 2

4
,

sinsn n sB h
R

π

πφ α
λ θ ⊥

 
= + 

 
 n=1,2,……,N;     s=1,2,………,S                (6) 

Where s is the pixel position inside the SAR image, n is considered interferogram 

channel, λ is sensor wavelength,  0R is the distance between the center of the scene 

and the master antenna, nB⊥ is the orthogonal baseline, sh is height value,    α  is the 

phase decorrelation noise, and is θ  incident angle. Further, 
2

. π  represents the “ 

modulo - 2π ”.  
Assume N is independent interferogram channels, then the problem involves in 

modeling the height values sh is starting from the Sx N estimated wrapped phase snφ .  

Following Ferraiuolo et al. [22], the problem of modeling height can be solved using 
a MAP height estimation approach. In this regard, multichannel likelihood function 

mcF is considered and is given by 

                          
1

( ) (( )
N

mc s s sn s
n

F fφ ς φ ς
=

= ∏                                    (7) 

Where ( )sn sF φ ς is the signal channel likelihood function, sφ is measured wrapped 

phase data referred to the pixel s, 1 2[ , ,......., ]T
s s s sNφ φ φ φ= , and sς  is collected 

vector height values where 1 2= [ , ,......., ]T
Sς ς ς ς . Following  Baselice et al., [21] 

and Ferraiuolo et at. [22] a MAP height estimation can be given by 
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Where (.)g is a prior probability density function (pdf) which is adopted  by using 

Gaussian Markov Random Field and 
^

σ  is the hyperparmeter vector which is not a 
prior known. According to Baselice et al., [21] , it has to be estimated starting from 
the measured interfergrams. This is accomplished by considering sub-bands, 
corresponding to different azimuth looks. In this reagrd,  a Gaussian Markov Random 
Field (GMRF) as a-priori model, whose expression is: 
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where Ns is the neighborhood system of sth pixel, and s are the so-called 
hyperparameters, which are representative of the local characteristics of the image h, 
σ is the hyperparameter vector collecting all s values, and Z(σ ) is the partition 
function [9] necessary to normalize the pdf [21][22][23][24]. Finally, the normalized 
reconstruction square error is given by 
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Where ς is height which is derived from equation 5 and the elevation derived from 

equation 8
^

( )ς . Although the reconstruction, considering the limited number of 

available data (four channels), is good, we want to improve its quality, particularly on 
the discontinuities. Then, algorithm  is implemented based on the introduction of  
ground elevation data.  

2.3 Ground Survey  

The GPS survey used to: (i) to record exact geographical position of shoreline; (ii) to 
determine the cross-sections of shore slopes; (iii) to corroborate the reliability of  
DInSAR data co-registered; and finally, (iv) to create a reference network for future 
surveys. The geometric location of the GPS survey was obtained by using the new 
satellite geodetic network, IGM95. After a careful analysis of the places and to 
identify  the reference vertexes, we thickened the network around such vertexes to 
perform the measurements for the cross sections (transact perpendicular to the 
coastline).  The  GPS  data  collected  within  20  sample  points scattered along 400 
m coastline.  The interval distance of  20 m  between  sample location is considered. 
In every sample location, Rec-Alta (Recording Electronic Tacheometer) was used to 
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acquire the spit elevation profile. The ground truth data were  acquired on 23 
December  2003   March 26, 2005, during satellite passes.   

3 Results and Discussion 

In the present study, DInSAR methods are implemented on RADARSAT-1 SAR data 
sets of 23 November 1999 (SLC-1), 23 December  2003 (SLC-2) and March 26, 
2005, (SLC-3) of  Fine mode data (F1) are implemented (Fig.1). These data are C-
band and had the lower signal-to-noise ratio owing to their HH polarization with 
wavelength of 5.6 cm and frequency of 5.3 GHz. The Fine beam mode is intended for 
applications which require the best spatial resolution available from the RADARSAT-
1 SAR system. The azimuth resolution is 8.4 m, and  range resolution ranges between 
9.1 m to 7.8 m.  Originally, five Fine beam positions, F1 to F5, are available to cover 
the far range of the swath with incidence angle ranges from 37⁰ to 47⁰.  By modifying 
timing parameters, 10 new positions have been added with offset ground coverage. 
Each original Fine beam position can either be shifted closer to or farther away from 
Nadir. The resulting positions are denoted by either an N (Near) or F (Far). For 
example, F1 is now complemented by F1N and F1F [19]. Finally, RADARSAT-1 
requires 24 days to return to its original orbit path. This means that for most 
geographic regions, it will take 24 days to acquire exactly the same image (the same 
beam mode, position, and geographic coverage). However, RADARSAT's imaging 
flexibility allows images to be acquired on a more frequent basis [19].  

 
Fig. 1. RADARSAT-1 SAR fine mode data acquisition (a) master data, (b) data slave 1 data 
and (c ) slave 2 data 
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The spit is located across the largest hydrological communications between the 
estuary and the South China Sea i.e. mouth river of Kuala Terengganu [15]. In 
addition, Sand materials make up the entire of this beach [14][16].  Further, the 
geological structure of the Kuala Terengganu River is composed of alluvium soil, and 
carbonate rock with decay living organism [17][18].  

Fig. 2 shows that urban zone dominated with higher coherence of 0.8 than 
vegetation and sand areas. Since three F1 mode data  acquired in wet north-east 
monsoon period, there is an impact of wet sand on  radar signal penetration which 
causing weak penetration of radar signal because of dielectric.  Figure 2 shows the 
ratio coherence image, clearly the total topographic decorrelation effects along the 
radar-facing slopes are dominant and highlighted as bright features of  3 over a grey 
background. This is caused by the micro-scale movement of the sand particles driven 
by the coastal hydrodynamic, and wind continuously changes the distribution of 
scatterers resulting in rapid temporal decorrelation which has contributed to 
decorrelation in the spit  zone.   

 
Fig. 2. Composite result of  coherence and  ratio coherence in F1 mode  data 

Clearly, the random changes in  the surface scatterer locations among data 
acquisitions with a wavelength of 5.6 cm for C-band are sufficient to decorrelate the 
interferometric signal.  Under this circumstance, it will be visible in the coherence 
data (Fig.2). Since vegetation and wet sand changes  may also reduce the coherence 
because the estuary area has tides and water lines that are so highly variable, this can 
be defined in probabilistic terms. The geomorphology feature of spit is rendered 
meaningless or unreliable in the long term because of their high variability. The 
overall scene is highly incoherent, not only because of the meteorological conditions 
and the vegetation cover at the time but also because of ocean surface turbulent 
changes. This decorelation caused poor detection of spit which induce large 
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ambiguities because of poor coherence and scattering phenomenology. The ground 
ambiguity and ideal assumption that volume-only coherence can be acquired in at 
least one polarization. This assumption may fail when vegetation is thick, dense, or 
the penetration of electromagnetic wave is weak. This is agreed with study of Lee [9]. 

Fig. 3 shows the interferogram created from  F1 data. For three data sets, only 
small portion of the scene processed because of temporal decorrelation. According to 
Luo et al.,[10], the SAR interferogram is considered to be difficult to unwrap because 
of its large areas of low coherence, which caused by temporal decorrelation. These 
areas of low coherence segment the interferogram into many pieces, which creates  
difficulties for the unwrapping algorithms (Fig.3). In this context, Lee [9] reported 
that when creating an interferogram of surface deformation by using InSAR, it is not 
always true that an interference pattern (fringes) of an initial interferogram directly 
shows surface deformation. Indeed, the difference in phase between two observations 
is influenced by things outside surface deformation.  

 

Fig. 3. Interfeorgram generated from  F1 mode data  

Fig. 4 shows the interferogram created using multichannel MAP height estimator. 
The full color cycle represents a phase cycle, covering range between –π to π.  In this 
context, the phase difference given module 2 π; is color encoded in the fringes.  
Seemingly,  the color bands change in the  reverse order, indicating that the center has  
a great deformation along the spit. This shift corresponds to 0.4 centimetres (cm) of  
coastal deformation over the distance of  500 m. The urban area dominated by 
deformation of 2.8 cm.  Fig. 5 represents 3-D spit reconstruction using multichannel 
MAP height estimator with the maximum spit ‘s elevation is 3 m with gentle slope of  
0.86 m.   
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Fig. 4. Fringe Interferometry generated by multichannel MAP height estimator 

 
Fig. 5. DEM of coastal spit 

Table 1 shows the statistical comparison between the simulated DEM from the 
DInSAR, real ground measurements and with using multichannel MAP height 
estimator. This table represents the bias (averages mean the standard error, 90 and 
95% confidence intervals, respectively.  Evidently, the DInSAR using multichannel 
MAP height estimator has bias of -0.03 m, lower than ground measurements and the 
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DInSAR method. Therefore, multichannel MAP height estimator has a standard error 
of mean of ± 0.023 m, lower than ground measurements and the DInSAR method. 
Overall performances of DInSAR method using multichannel MAP height estimator 
is better than DInSAR technique which is validated by a lower range of error 
(0.01±0.11 m) with 90% confidence intervals.   

Table 1. Statistical Comparison between DInSAR and DInSAR- Multichannel MAP height  
estimator 

Statistical 
parameters 

                   DInSAR  techniques 
DInSAR   Multichannel MAP Height 

Estimator   
 

Bias 
Standard error of 
the mean    
 
 
90%(90% 
confidence interval) 
95%(95% 
confidence interval)   

2.5    
 

1.5  
 

Lower 
 

1.2 
 

  0.98      

       -0.03 
 

       0.02 
 

Upper 
 

2.6 
 

2.4 
 

 
 
 
 

Lower 
 

0.01   
 

0.02          

 
 
 
 

Upper 
 

0.12 
 

0.11 

Multichannel MAP height estimator produced perfect pattern of fringe 
interfeormetry compared with one produced by DInSAR technique (Fig. 4). It shows 
there are many deformations of over several centimetres. In these deformations, it is 
known the deformation in spit because of coastline sedimentation.  The other 
deformations, however, are caused not by the movement of the coastal sediment but 
the spatial fluctuation of water vapour in the atmosphere. In addition, the growths of 
urban area induces also land cover changes.  Further, it can be noticed that 
Multichannel MAP height estimator detailed edges with discernible fringes. Indeed, 
Fig 4. shows smooth interferogram, in terms of spatial resolution maintenance, and 
noise reduction,  compared to conventional methods [2][5][8][10].  

This has been contributed since the local estimation of hyperparameters is very 
powerful, because it allows one to localize the flat regions and the discontinuities of 
the image, taking into account the local characteristics of the profile and generating a 
hyperparameter map for the profile. In this context, the estimation from the measured 
interferograms  is typically solved iteratively, using the Expectation-Maximization.  
This leads to a powerful and general model, well suited to represent a wide  class of 
height profiles (Fig.4). In addition,  fringe discontinuities that shown in Fig.3, have 
been corrected using by a Gaussian Markov Random Field (GMRF) that provides 
large number of interpolated samples over corrupted fringe data.  

This study confirms the work done by  Baselice et al., [21], Ferraiuol et al., [22], 
Ferraiuolo et al., [23] and Ferret et al., [24]. Morover, Multichannel MAP height 
estimator can also used to reconstruct the DEM of  coastal geomorphology features in 



 DEM Reconstruction of Coastal Geomorphology from DINSAR 445 

presence of very high discontinuities and very low coherence in addition to its main 
purpose to determine 3D reconstruction  urban areas as discussed by  Baselice et al., 
[21]. 

4 Conclusions  

This work has demonstrated the 3-D spit reconstruction from DInSAR using three C-
band SAR images acquired by RADARSAT-1 SAR F 1  mode data. The conventional 
method of DInSAR used to create 3-D coastal geomorphology reconstruction. 
Nevertheless, it was difficult to generate phase and interfeorgram using conventional 
DInSAR because of decorrelation impact. The result shows that spit and vegetation 
zone have poor coherence of 0.25 as compared to the urban area. In addition, only 
small portion of the F1 mode scene was processed because of decorrelation effect.  
Finally, The multichannel MAP height estimator used  to reconstruct fringe pattern, 
and 3-D from decorrelate unwrapped phase. The fringe pattern shows the deformation 
of 0.4 cm along spit and 1.4 cm in urban area. Further, the maximum 3-D spit 
elevation is 3 m with standard error of mean of ± 0.02 m. In addition, the 
multichannel MAP height estimator is better than conventional DInSAR technique 
with lower range of error (0.01±0.11 m).  In conclusion, the multichannel MAP height 
estimator could be an excellent tool for 3-D coastal geomorphology reconstruction 
from SAR data the under circumstance of very low coherence and discontinuities. 
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Abstract. Three-dimensional (3D) computer visualization has tremendous 
demands for complex phenomena studies. Coastal waters are considered as 
complex system because of they are dominated by complex system. In this 
regard, this study aims to present a method that is based on fuzzy B-spline to 
reconstruct  3D of coastal water phenomena such as front from two-dimensional 
RADARSAT-1 SAR data. In doing so, fuzzy B-spline algorithm is integrated 
with Volterra model and velocity bunching model. Volterra algorithm is used to 
determine the sea surface current along the front zone while velocity bunching 
model implemented to acquire the information about significant wave height. 
fuzzy B-spline reconstructed 3-D front with smooth graphic feature. Indeed, 
fuzzy B-spline tracked the smooth and rough surface.  Finally, fuzzy B-spline 
algorithm can keep track of uncertainty  with representing spatially clustered 
gradient of flow points across the front. In conclusion, the fuzzy B-spline 
algorithm can be used for 3-D front reconstruction with integration of velocity 
bunching and Volterra algorithm.   

Keywords: Fuzzy B-spline algorithm, 3D reconstruction, Front, RADARSAT-
1SAR, velocity bunching, Volterra model, and 3-D. 

1 Introduction  

Natural phenomena that are imaged using remote sensing satellite data can be 
reconstructed in 3-D.  This process can be accomplished either by active or passive 
methods. The active methods interfere with the reconstructed phenomena, either 
mechanically or radiometrically [4]. The radiometric methods reconstruct the 3-D 
from the reflected or backscattered information about the specific objects or 
phenomena. However, passive methods use a sensor to measure the radiance reflected 
or emitted by the object's surface to infer its 3-D structure[3][5]. 3-D reconstruction of  
natural phenomena plays tremendous role to understand a complex system such as the 
dynamic processes of  coastal waters [1][6][24].  

An ocean front is a boundary separating two masses into water of different 
densities, and is the primary cause of  gradient change of physical ocean properties. 
The water masses separated by a front usually differ in temperature and salinity. 
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Fronts occur on a wide range of scales, starting with those formed within an estuary 
between inflowing water and the estuary water. Bowden [5] stated that the foam line 
is located at the surface convergence, the detritus line where buoyant objects are 
trapped by currents moving in opposite directions at the surface and near the interface  
and the  colour front where upwelled light undergoes a distinct spectral shift 
approximately the steeply descending isopycnals [5][19]. 

According to above mention, remote sensing techniques are able to image front 
locations in large-scale ocean. Both thermal and microwave remote sensing 
techniques are good tools to identify front locations. For instance, satellite infrared 
imagery can image front locations because of their strong thermal signatures. 
Likewise, satellite visible bands are also cable to image fronts based on imaging 
different colors of the two water masses. Besides that, synthetic aperture radar (SAR) 
is also able to identify front as a result of abruptly changes of surface wave pattern 
across front led to exceedingly change cross backscatter of SAR data.  In this regard,  
SAR images can sometimes be used to interpret frontal dynamics, including growth 
and decay of meanders [17][18][19]. Recently, Jiang et al., [8] exploited various 
remote sensing data. Satellite images obtained from the Advanced Very High 
Resolution Radiometer (AVHRR), the Moderate Resolution Imaging 
Spectroradiometer (MODIS), the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) 
and RADARSAT-1 SAR S1 mode data to study coastal water plume and front which 
is also  captured in S1 mode data[9]. 

Consistent with Klemas [12] remote sensors utilize their dissimilarities in turbidity, 
color, temperature, or salinity from surrounding water environments, to detect and 
map fronts and plumes. Various remote sensors exploit to study fronts, which involve 
multispectral and hyperspectral imagers, thermal infrared (TIR) radiometers, 
microwave radiometers, and Synthetic Aperture Radar (SAR). These sensors are 
mounted on satellites and aircraft provide the spatial/temporal resolution and 
coverage needed for tracking plumes and fronts, including their high temporal and 
spatial variability.  In this paper, we address how 3D front can be reconstructed from 
single SAR data (namely the RADARSAT-1 SAR) using integration of Volterra 
kernel [7], velocity bunching [20][21][22][23] and Fuzzy B-spline models [16][17]. 
There are about three hypothesis that examined are: (i) the use of Volterra model to 
detect front flow pattern in RADARSAT-1 SAR CHH band; (ii) the use of velocity 
bunching model to acquire significant wave height from RADARSAT-1 SAR data; 
and (iii)  to utilize fuzzy B-spline to remodel 3-D of front surface. 

2 3-D Model of Front   

Three algorithms are involved for 3-D front reconstruction: (i) velocity bunching; (ii) 
Volterra; and (iii) Fuzzy B-spline. Significant wave heights are simulated from 
RADARSAT-1 SAR image by using velocity bunching model. Fuzzy B-spline used 
significant wave height information to reconstruct 3-D front. Moreover, front flow 
pattern is modeled by Volterra model.  
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2.1 Velocity Bunching Model 

The velocity bunching modulation transfer function (MTF) is the dominant 
component of the linear MTF for the ocean waves with an azimuth wave number 

( xk ). According to Alpers et al.,[2] and Vachon et al.,[20][21][22], the velocity 

bunching can  contribute to linear MTF based on the  following equation 
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where R/V is the scene range to platform velocity ratio, which is 111 s in the case of 
RADARSAT-1SAR image data, θ is RADARSAT-1 SAR image incidence angel 
(350-490) and ω  is wave spectra frequency which equals to 2Π/K.   
   Estimation of Significant Wave Height from Velocity Bunching Spectra                                             
based on the azimuth cut-off arising from the velocity-bunching model [13], equation 
(1), the azimuth cutoff could be scaled by the standard deviation of the azimuth shift.  
Vachon et al.,[20][21][22] introduced a relationship between the variance of the 

derivate of displacement along the azimuth direction ζζρ  and the standard deviation 

of the azimuth shift σ  which were estimated from the velocity bunching spectra. 
This relationship  was given by 
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where kx is the azimuth wave number, θ  is RADARSAT-1 SAR image incident 
angle, R/V is the scene range to platform velocity ratio and g is the acceleration due 

to the gravity.  Note that the mean wave period T0 is equal to 5.0)(2 −gkxπ . 

According to Vachon et al., [22] the significant wave height sH  can be obtained: 
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where θ is the RADARSAT-1SAR incidence angle and equation 4 is used to estimate 
the significant wave height which is based on the standard deviation of the azimuth 
shift σ . 
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2.2 Volterra Model 

In refereeing to Ingland and Garello[7], Volterra series can be used to model 
nonlinear imaging mechanisms of surface current gradients by RADARSAT-1 SAR 
image. As result of that Volterra linear kernel is contained most of  RADARSAT-1 
SAR energy which used to simulate current flow along range direction. In reference 
to Ingland and Garello [7], the inverse filter ( , )x yG v v is used since the kernel 

1 ( , )y x yH v v  has a zero for ),( yx vv  which indicates the mean current velocity should 

have a constant offset [7][15]. The inverse filter ),( yx vvG can be given as 
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The range current velocity [23]  ),0( yU y
 can be estimated by 

                         ),(.),0( 1 yxSARRADARSATy vvGIyU −=                               (6) 

where SARRADARSATI 1−    is the frequency domain of RADARSAT-1 SAR  image 

acquired by applying 2-D Fourier transform on RADARSAT-1 SAR image. 

2.3 The Fuzzy B-Splines Method 

Fuzzy B-spline concept has adopted from Anile et al., [2] and Anile [1] which shows 
excellent 3-D reconstruction stated by Marghany et al., [17]  Considering significant 
wave height modeled by using velocity bunching and radar backscatter cross section 
across front, fuzzy numbers are created. Let us consider a function hhf →: , of  N  

fuzzy variables nhhh ,....,, 21 . Where nh  is the global minimum and maximum 

values of significant wave heights.  Additionally, the following must hold for each 

pair of confidence interval which define a number:  '' hh  μμ .  

The construction begins with the same preprocessing to compress  the measured 
significant wave height values into an uniformly spaced grid of cells. Then, a 
membership function is defined for each pixel which incorporates the degrees of 
certainty of radar cross backscatter. 

In doing so, two basic notions of confidence interval and presumption level are 
considered [10]. A confidence interval is a real values interval which provides the 
sharpest enclosing range for significant wave height values. An assumption level  µ -
level is an estimated truth value in the [0,1] interval of  significant wave height 
changes [1][2][17]. The 0 value suits to minimum knowledge of significant wave 
heights, and 1 to the maximum of significant wave height. A fuzzy number is then 
prearranged in the confidence interval set, each one related to an assumption 
level μ    [0,1].  



 Three-Dimensional  Coastal Front  Visualization 451 

3 Data Set and Study Area 

The RADARSAT-1 SAR fine mode data were acquired on March 26, 2004, over the 

coastline of Kuala Terengganu, Malaysia (1030  5' E to 1030  9'E and 50 20' N to 50 
27' N) (Fig.1).  The RADARSAT-1 SAR fine mode data are acquiring information 
using C band HH polarized of frequency 5.3 GHz. The swath width of  RADARSAT-
1 SAR fine mode sensor is 50 km, with the range resolution of 8-9 km. There are two 

numbers of looks for The RADARSAT-1 SAR and the incident angle of 350-490  

[18].  
The study area is situated in the South China Sea between 5°21’ N to 5°25’ N, 

east coast of Peninsular Malaysia. Consistent with Marghany et al., [17] there are four 
seasons: the two monsoons and the two transitional inter-monsoon periods. The 
monsoon winds and tidal effects [17] affect the seas around Malaysia. The winds 
during the Northeast monsoon are normally stronger than the Southwest monsoon 
[16]. The Accompanying waves are with a height that exceeds 3 m [16]. The 
bathymetry near the area has gentle slopes with 40 m water depth. A clear feature of 
this area is the primary hydrologic communications between the estuary and the South 
China Sea (Fig.1). As stated by Marghany et al., [18] this estuary is the largest estuary  
along the Terengganu coastline.  

 

Fig. 1. RADARSAT-1 SAR F1 mode data passover study area 
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4 Results and Discussion 

The methods described above have tested on single RADARSAT-1 SAR F1 mode 
data that is acquired along the coastal water of Kuala Terengganu Malaysia. The 
RADARSAT-1 F1 mode backscatter cross-section  of  front (Fig.2) has a maximum 
value of -21.25 dB.  It is known the maximum backscatter value of 0.33 dB is found 
across the brightness frontal line. Moreover, the variation of radar backscatter cross-
section is due to the current boundary gradient. According to Vogelzang et al. [23], 
ocean current boundaries are often accompanied by the changes in the surface 
roughness that can be detected by SAR. These surface roughness changes are due to 
the interaction of surface waves directly with surface current gradients. These 
interactions can cause an increase in the surface roughness and radar backscatter 
[13][17].   

 

Fig. 2. Backscatter variations in F1 mode data 
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Fig. 3 shows 3-D front reconstruction with significant wave heights, and current 
variations cross front. Fig. 4 shows that significant wave variation cross front with 
maximum significant wave height of 1.2 m and gradient current of  0.9 m/s. March 
represents the northeast monsoon period as coastal water currents in the South China 
Sea tend to move from the north direction [17]. Nevertheless, Fig. 3 shows a meander 
current with southward direction. In fact, this current is created because of the water 
inflow from Kuala Terengganu Mouth River.  

Furthermore, Marghany et al., [17] quoted that strong tidal current is a dominant 
feature in the South China Sea with maximum velocity of 1.5 m/s.  Clearly, 3-D front 
coincides with water depth range between 10 to 20 m (Fig. 4). This indicates shallow 
water where the strong tidal stream (Fig. 3) that causes vertical mixing.   

 

Fig. 3. 3-D Front Reconstruction with Significant Wave Height (Hs) and Surface Current 
Variations (Uy) 

The visualization of 3-D front is sharp with the RADARSAT-1 SAR CHH band  
because of  each operations on a fuzzy number becomes a sequence of corresponding 

operations on the respective μ and 'μ -levels, and  the multiple occurrences of the 

same fuzzy parameters evaluated as a result of the function on fuzzy variables [2]  
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Fig. 4. F1  mode data for (a) 3-D front and (b) coastal bathymetry 

[17]. Typically, in computer graphics, two objective quality definitions for Fuzzy B-
splines were used: triangle-based criteria and edge-based criteria. Triangle-based 
criteria follow the rule of maximization or minimization, respectively, the angles of 
each triangle. The so-called max-min angle criterion prefers short triangles with 
obtuse angles. In addition, the fuzzy B-spline depicts optimize a locally triangulation  
between two different points [1][4][11][14]. This corresponds to the feature of 
deterministic strategies of finding only sub-optimal solutions usually which 
overcomes uncertainties. In this context, the spatial  cluster of  gradient flow at each 
triangulation points can simulated (Fig. 3).  

Consequently, triangle-based criteria follow the rule of maximization or 
minimization, respectively, of the angles of each triangle [14] which prefers short 
triangles with obtuse angles. Further, edge-based criteria prefer edges are closely 
related. This study confirms the previous studies of  Anile et al., [2]; Fuchs et al., 
[14]; Marghany et al., [17]. Indeed, these studies have agreed that fuzzy B-spline 
algorithm is an accurate tool for 3-D surface reconstruction from 2-D data.   

5 Conclusions 

This work has demonstrated method  to reconstruct 3-D coastal front in RADARSAT-
1 SAR F1 mode data. Three algorithms of  velocity bunching, Volterra and fuzzy B-
spline are involved to reconstruct 3-D coastal front. The velocity bunching algorithm 
modeled significant wave height, Volterra algorithm simulated coastal current 
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movement while fuzzy B-spline implemented the significant wave height to 
reconstruct 3-D coastal front. The study shows fuzzy B-spline reconstructed 3-D front 
with smooth graphic feature. Indeed, fuzzy B-spline algorithm can keep track of 
uncertainty with representing spatially clustered gradient of flow points across the 
front. In conclusion, the fuzzy B-spline algorithm can be used for 3-D front 
reconstruction with integration of velocity bunching and Volterra algorithm.   
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Abstract. In many applications of remote sensing data land-water masks play 
an important role. In this context they can be a helpful orientation to distinguish 
dark areas (e.g. cloud shadows, topographic shadows, burned areas, coniferous 
forests) and water areas. However, water bodies cannot always be classified 
exactly on basis of available remote sensing data. This fact can be caused by a 
variety of different physical and biological factors (e.g. chlorophyll, suspended 
particles, surface roughness, turbid and shallow water and dynamic of water 
bodies) as well as atmospheric factors (e.g. haze and clouds). On the other hand 
the best available static water masks also show deficiencies. These are 
essentially caused by the fact that land-water masks represent only a temporal 
snapshot of the water bodies distributed worldwide and therefore these masks 
cannot reflect their dynamic behavior. This paper presents a dynamic self-
learning water masking approach for AATSR remote sensing data in the context 
of integrating high-quality water masks in processing chains for deriving value-
added remote sensing data products. As an advantage to conventional water 
masking algorithms, the proposed approach operates on basis of a static water 
mask as data base for deriving an optimized dynamic water mask. Significant 
research effort was spent to develop and validate a dynamic self-learning 
algorithm and a processing scheme for operational derivation of actual land-
water masks as basis for operational interpretation of remote sensing data. 
Based on this concept actual activities and perspectives for contributions to 
operational monitoring systems will be presented.  

Keywords: self-learning algorithm, land-water mask, interpretation, remote 
sensing, cloud cover. 

1 Introduction 

Satellite Earth observation is a major data source for analyzing environmental 
subjects. The full-coverage description of status and dynamics of ecological systems 
is in many cases subject of environmental investigations which deal with sustainable 
use of natural resources. But in many cases, the actual data base is fragmentary in the 
required scale [9], [15], [11]. 

It is not disputed that land-water masks can be helpful additional information for 
the automated and operational interpretation of remote sensing data. Carroll et al. [3] 
gives a summary of developments of land-water masks since 1996 and they show 



458 B. Fichtelmann and E. Borg 

possibilities of additional improvements in global land-water masks. The data can be 
available in the raster or vector format. The spatial resolution of the data is between 
90 m to 25 km. Due to the different requirements of thematic applications and the 
resulting data management, there are different data sets in different spatial resolution. 
For example the latest version of the GSHHS data (Global Self-consistent 
Hierarchical High-resolution Shorelines) of the National Geophysical Data Center 
[16], released in 2011, is available in a spatial resolution <100 m. At the moment the 
best available land-water mask is the SRTM Water Body Detection (SWBD) with an 
accuracy better than 30 m for included water bodies in the geographical region 
between 54° South and 60° North. Caused by the limited temporal duration (only 11 
Days in February 2000) of the SRTM mission, the delivered mission coverage 
includes data gaps in the data set. Carroll et al. [3] describes according to personal 
information from the SWDB team in 2006, that the team has tried to infill “these gaps 
with help of Landsat Geocover data”. However, if the Geocover data were too cloudy, 
then the appropriate gaps could not be filled. 

The preparation of an exact as possible land-water mask aims for example at 
minimization of inclusion of water pixels in thematic interpretation algorithms for 
land applications or vice versa. Numerous endeavors exist to improve the quality of 
global land-water masks, since there is an increasing interest to use such a database in 
evaluation of remote sensing data. 

For this reason the corresponding land-water distribution is an additional 
information layer of e.g. AATSR and MERIS data delivered to the users. Borg and 
Fichtelmann [2] suggested a procedure for automatic derivation of data usability of 
remote sensing data which also includes a water mask in the production process of 
LANDSAT/ETM+ data. 

Available land-water masks are temporal snapshots. Therefore, the most important 
deficit of these masks is the fact that they cannot reflect the dynamic behavior of 
water bodies. That means land-water masks are a static information layer. 

To counteract possible misinterpretations and to support the land-water 
classification of remote sensing data, a self-learning procedure was developed that 
uses available static land-water mask. In a first processing step, the water pixels of the 
mask will be regarded only as candidates for water. In a second processing step 
several classification algorithms are used as decision support to classify water. Like 
before, the water pixels resulting from this second processing step are regarded as 
possible candidates only. The partial results of the static mask and the different 
classification mechanisms are fused to an overall result in a third processing step. 

Generally, the method is adaptable to other optical sensors. First results of the 
method applied to AATSR data are shown and discussed. 

2 Material and Methods 

2.1 Remote Sensing Data 

The demonstration of the algorithm is based on multispectral data sets of the 
Advanced Along-Track Scanning Radiometer (AATSR). This is one of the 
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instruments on board the ENVISAT satellite. The ground resolution of AATSR data 
at nadir is 1 km. The AATSR-sensor measures reflected and emitted radiation at the 
centre wavelengths of 0.55 µm, 0.66 µm, 0.87 µm, 1.6 µm, 3.7 µm, 11 µm, and 12 
µm. For the investigations the reflectance ρ of bands at 0.55 µm, 0.66 µm, 0.87 µm, 
1.6 µm, and for the land surface temperature BT11 the band at 11 μm were used. 
Additionally two layers with information on latitude and longitude are necessary. The 
used image sections of complete data sets include all available 512 columns. The 
number of lines varies between 1000 and 7500. The algorithm was tested on regions 
of different degrees of difficulties: the Alps with terrain shadow, Scandinavia with 
inaccuracies of geometry in static mask and the region around Caspian Sea with partly 
strong changes (desiccation) of water bodies.  

2.2 Available Static Land-Water Masks 

The generation of a consistent static land-water mask is based on use of different 
global land-water masks of different spatial resolution and feature accuracy as CIA 
World-Map or SRTM Water Body Data (SWBD). A short description of global data 
sets used in these studies is given in the following. 

CIA World-Map: As add on of the development software IDL (Interactive Data 
Language) the 1993 CIA World map database [12], or World DataBank II, is 
available for operational processing based on USGS map accuracy standards [14]. 

 

Fig. 1. CIA world map data include only raw land-water distribution (a) and the result after 
correction (b) for a part of the Baltic Sea around 60o North 

But this add-on includes the disadvantage that the land-water distribution as a whole is 
not provided with the quality of the coastline information. In some cases continental lakes 
are not represented as water, in other cases islands are represented as water (Fig. 1a). 
Based on an object analysis it is possible to combine the information "water" or “land” 
with the corresponding objects which are embedded by coastlines (Fig. 1b).  

 
SRTM Water Body Data (SWBD): Beside the documentation [13] this data set 
consists about 12,229 files, covering the Earth between 60° (54°) South and 60° 

a)             b) 
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North. For land cells, which are not available in the data set, a data dummy had to be 
produced. Fig. 2 shows South-America with missing cells in the SWBD data base on 
the left side and with cells (dummies) infilling these gaps with the information land. 

Fig. 2. Available SRTM cells for South America are presented in the left image. In the right 
image the missing cells were substituted by cells with land information.  

3 Dynamically Self-Learning Evaluation Method (DySLEM) 

The Dynamically Self-Learning Evaluation Method is based on the use of regional 
parameters. Therefore, the pre-processing module selects image frames of the 
complete input-data set. With respect to AATSR these frames have a defined size of 
512 x 512 pixels. The data and auxiliary data are used to initiate the DySLEM 
processor. After finishing of DySLEM a post-processor produces the output product. 

3.1 Structure of the Processor 

The operational determination of dynamic land-water mask includes three processing 
steps. The processor structure is shown in Figure 3. In the following a short 
description of the processor, the used methods, and procedures is given. 

Step 1: The work step WS1 generates a regional static land-water mask for selected 
remote sensing data. For this, the processor uses data of available global static land-
water masks. The result is a mask of the percentage water content within image pixel. 
With regard to the dynamic of water bodies the identified water pixels are regarded 
only as candidates for water pixels. 

Step 2: The work step WS2 includes two different sub-processors for identifying all 
“candidates” for water. The classification of water is based on spectral properties, 
relations between different spectral bands or the vegetation index of water bodies. 
Beside of water the results can include other dark regions. 

Step 3: The aim of the work step WS3 is the data fusion of land-water masks 
processed in WS1 and WS2. On regional level, the data fusion is based at first on the  
 

a)         b) 
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Fig. 3. Processing chain of the processor 

water objects reliably identified by part 1 of WS3 (PWS3-1), which were regarded as 
candidate water pixels in static (WS1) as well as in dynamic masks (WS2). 
Corresponding water pixels are signed by the fusion processor in a new intermediate 
mask. Using the spectra of these identified water pixels a mean spectrum is 
determined. For all other water pixels in the static land-water mask the Fusion 
Processor initiates sub-processor PWS3-2. This processor tests the derived mean 
spectrum versus all remaining pixel spectra. Fulfilling this relation, candidate pixels 
of static mask will be accepted and labelled in the resulting mask and all non-accepted 
pixels are excluded from further processing. Next the Fusion Processor initiates a 
third sub-processor PWS3-3. Pixel candidates which are accepted as water in  
WS2 and are not accepted by sub-processor PSW3-1 will be tested a second time by 
the sub-processor PSW3-3. Pixels which are defined as water pixels by processor 
PSW3-3 according to spectral behaviour will be masked as accepted dynamic water 
and labelled by the Fusion Processor in the final regional dynamic land-water mask. 

3.2 Generation of Regional Static Land Water Mask (WS1) 

The objective of the first work step (WS1) is the generation of a regional static land 
water mask lwmss (land water mask, static, section). Therefore, the pre-processing 
separates AATSR frames of 512 x 512 pixels from the data stream. On basis of 
corresponding corner coordinates a first map template can be constructed for an area 
equivalent projection of the AATSR frame into this map [5].The ground resolution of 
the static land-water mask (lwms) (<100 m) is higher than the ground resolution of 
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AATSR-data (1000 m). This fact allows a sub-pixel calculation of water within a 
pixel in percentage. A shoreline represented by digital pixels cannot present the real 
analogous land-water distribution. Therefore, a generated second map template of 
higher resolution (1 original pixel to 9 x 9 sub-pixels) is of advantage, for example. 
After this preparation the information of available global land-water masks is filled in 
the prepared template. Therefore, the land-water distribution represented by the 81 
sub-pixel environment is more precise than that of the covering AATSR pixel of 
lower spatial resolution. This processing step allows more realistic information of 
water area in the AATSR pixel in percentage. Additionally to this consideration a 
higher degree of flexibility of the center coordinates of the AATSR pixel with respect 
to the real geographical situation is given.  
 

 

Fig. 4. Section from a 12th March 2007 AATSR scene of the western Alps (a), the 
corresponding static masks with different limits of water content per pixel area (b) ≥10%, (c) 
≥60% and the land mask (d), included in AATSR data set 

After calculation of the water area in the 9 x 9 sub-pixel environment the water 
area information has to be transformed to the corresponding AATSR pixel. This mask 
lwmss is basic information to estimate the land-water distribution on sub-pixel level 
of AATSR-data between 0 and 100 percentages. Fig. 4 gives an impression of the 
lwms mask quality for the western region of the Alps with different predefined 
minima thresholds of water content in comparison with the original AATSR data. 
Advantage consists in the fact, that many static water pixels can be identified based 
on only sub-pixel information. 

3.3 Classification Algorithms of DySLEM 

The classification of water is difficult because the spectral characteristic of water 
bodies can vary significantly. There are many well-known reasons: different physical 
and biological factors (e.g. chlorophyll, suspended particles, surface roughness, turbid 
and shallow water and dynamic of water bodies) as well as atmospheric factors  

 a)         b)   c)         d) 
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(e.g. haze and clouds). Additionally, the observed area of a pixel can consist of an 
unknown ratio between water and land as discussed before. 

Generally the best classification includes always a probability of incompleteness 
and/or inaccurateness. The pixels classified as dynamic water are considered as 
candidates. For final decision the self-learning algorithm of the method in WS3 will 
be used. For these studies two different algorithms for dynamic land-water mask were 
used to identify all possible different types of water within the section (lwmds). 

PWS2-1-Generation of lwmd1s: The bands ρ870, ρ670, ρ550, and ρ1600 are the 
calibrated reflectance of input-data. The decrease of reflectance ρ with increase of 
wavelength, the reflectance ρ550 versus the threshold 0.22, and the surface 
temperature BT11 versus threshold 273 K are to be checked according [6].  The result 
is mapped into the first land-water mask (lwmd1-AATSR).  

Rule (equation 1) for lwmd1s-AATSR: 

0 : 1? 273) > (BT110.22) < 550(1600) > 870(

870) > 670(670) > 550(

⋅∧∧
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ρρρ
ρρρρ

 . (1)

PWS2-2-Generation of lwmd2s: The second algorithm is based on an unpublished 
work at the Rutherford Appleton Laboratory by Stevens, A.D. (in [1]).   
He developed a pixel-based classification scheme using NDVI (Equation 2) and 
additionally a NDVI-like index NDI2 (Equation 3) for pixel-by-pixel classification 
based on pre-defined classification criteria. The algorithm was developed to classify 
clouds. It is also applicable to classify land use and additional classes as water. 

)670870/()670870( ρρρρ +−=NDVI  . (2)

)550670/()550670(2 ρρρρ +−=NDI  . (3)

Stevens uses both indices to define a two-dimensional classification space. Plotting 
NDVI versus NDI2 for each pixel, different land use types forming different clusters 
can be identified. When adapting the different surface types including water by the 
following algorithm, a result lwmd2s comparable with the algorithm before can be 
derived. 

Rule (equation 4) for lwmd2s-AATSR:  

0:1?)))25.1/)025.0((2(
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The results of the two masks lwmd1 and lwmd2 are presented in Fig. 5b and c for 
the same region as in Fig. 4a. 

3.4 A Self-Learning Algorithm to Identify Temporal Dynamic of Water Bodies 

The different independently operating sub-algorithms of the self-learning algorithm 
allow the generation of different land-water masks.  In consequence, these results can 
be rule-based selected or merged. 
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The third work step (WS3) includes three sub-classification processors and a 
fusion processor. The three masks lwmss, lwmd1s and lwmd2s of the same frame are 
available. 

The aim of the first processing step (PWS3-1) is the determination of stable water 
pixels. As such all pixels are defined which are included in the static mask as well as 
identified as water in at least one of the two dynamic land-water masks. Based on 
static land-water mask lwmss containing the land-water ratio between 0 und 100 
percentage, all stable water pixels with more than 60 percentage water content can be 
determined following the assumption according equation 5. 

0:1?60)1211( ⋅>∧=∨= lwmssslwmdslwmd  . (5)

All accepted static water pixels are stored by the Fusion Processor in the final 
matrix lwmd3s. Corresponding water bodies are shown in Figures 5d, 6f, and 7g. The 
probability of the existence of water is very high in this case. 

But it may be that clouds, haze, or ice mask further water pixels in the image data. 
In case of haze and thin clouds an inclusion of water objects in the resulting mask is 
useful. In other cases water pixels of the static land-water mask detected by AATSR 
as dry have to be excluded from further processing. Such a decision is task of  
PWS3-2. 

Based on all n pixels with lwmd3s = 1 the fusion processor calculates generally a 
regional mean spectrum (all spectral bands i) in preparation of PWS3-2: 

nslwmd
n

ii /)13(
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== ρρ  . (6)

For AATSR sensor only a regional mean temperature was calculated for BT11 on 
basis of this equation. 

Further preparation includes the identification of all pixels of the static mask with a 
water content ≥ 10% which are not included in lwmd3s. Thus all pixels already 
marked as stable water will be excluded. After that the Fusion Processor initiates the 
second step (PWS3-2) of the self-learning algorithm. In case of AATSR data the sub-
processor uses the mean surface temperature for testing against the temperature of all 
water pixels identified by the Fusion Processor. 

For improving the results an offset of 5 K is used for (Equation 7). The additionally 
identified water pixels are encoded with 2 in the resulting mask lwmd3s. 
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In regions with local shift between static mask and image data results of Equation 7 
have shown that vegetation pixels are partly identified as water. Therefore, the 
inclusion of an additional relation with NDVI is necessary. 

As first definite criterion NDVI < -0.04 is used for identifying water pixels which 
are before identified as candidates of static water. That means Equation 8 allows an 
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additional adjustment of the results before. The concerning pixels are marked in the 
resulting mask lwmd3s. 

0:2?04.0)5)13(11(11

273111013

⋅−<∧+=≤
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In contrast, the second less definite criterion NDVI< +0.15 allows to accept static 
water pixels of lower probability.  
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The results of Equation 8 and Equation 9 shown in Fig. 5d as part of final mask 
show that pixels of shorelines of different lakes can be identified. Parts of Lake 
Constance which are masked by haze can be identified as water, too. The principle of 
the algorithm adapted from Stevens (equation 4) has shown that the restrictions of 
NDVI are too strong for quality control of static water mask. The use of the relation 
with NDVI (equation 9) has demanded the additional use of corresponding relations 
with NDI2, given in equation 10 and equation 11. 
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Based on these relations, rivers or shallow water can be effectively identified as 
accepted static water. After this processing step all pixels of the static water mask 
with a water area ≥ 10% pixel coverage have been examined. Pixels which satisfy the 
criteria in any form are included by the Fusion Processor in mask lwmd3s. 

Subsequently all pixels of dynamic land-water masks lwmd1s and lwmd2s and 
which are not marked in the static land-water mask (lwms≥10) will be determined by 
the Fusion Processor on basis of equation 12. The resulting pixels are marked as 
“candidate” in the intermediate result mask lwmdis, initiating the next sub-processor. 

0:1?121110 ⋅=∧=∧< slwmdslwmdlwmss  . (12)

The sub-processor PWS3-3 calculates the second dynamical effect of the mask for 
dynamic water bodies which are not available in the static water mask. By reason that 
shadow pixels can likewise fulfil these conditions, an exclusion of these pixels from 
the final mask is necessary. For shadow pixels the difference of reflectance from band 
to band is smaller than for water pixels. Therefore for exclusion shadow pixels the  
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following parameters have to be modified in processing. The following procedure 
(Equation 13) can be applied [7]: 

0:6? 0 1. > 1)=s1600(lwmdi - 1)=870(lwmdis
  0.8 > 1)=(lwmdis  870 - 1)=670(lwmdis
  0 1. > 1)=(lwmdis  670 - 1)=550(lwmdis

 

.

 

(13)

Only pixels which fulfil this relation are encoded in mask lwmd3s with 6 as 
accepted dynamic water pixel. The work step WS3 will be finished with the 
DySLEM-output lwmd3s. 

After n-runs of DySLEM the n subsets will be integrated into a complete final 
mask lwmd3 by equation 14.  

=
n

slwmdlwmd
1

33  . (14)

The other masks (lwmss, lwmd1s, lwmd2s) can be combined in the same way.  

4 Results 

Decisive advantages of the proposed procedure are the identification of difficult 
classifiable water pixels (see chapter 3.3) and the identification of both "wrong" water 
pixels caused by data quality problems (e.g. insufficiently accurate geo-correction of 
the mask) and of water pixels of the static land-water mask which changed their 
spectral properties after the preparation of the static mask data base (e.g. dried areas). 

Based on the following exemplarily discussed results the efficiency and the 
stability of the proposed procedure will be demonstrated. The selected images include 
terrain shadows (Alps region), dry or shallow water bodies (region around the 
Caspian Sea) and qualitative limited static water mask (Scandinavia). 

The RGB-image (Fig. 5a) uses the bands ρ1600, ρ870, and ρ550 for a better 
visibility of dark regions than in Fig. 4a. The visual comparison of RGB-image (Fig. 
5a) and final mask (Fig. 5d) shows a good agreement of identified pixels. Fig. 5d 
demonstrates also that the largest proportion of the water area in the image is 
identified on basis of both the stable land-water information (compare Fig. 4c) and the 
dynamic water information. Fig. 5e and 5f show in more detail sections of river Rhine 
and Lake Constance. The identified pixels of River Rhine (brown colored) are based 
only on the results of Equation 13. It can also be seen that terrain shadows (Fig. 5c) in 
the centre of the image can be suppressed (see Fig. 5d). 

The comparison of the classification results including terrain shadows (Fig. 5c) 
with the resulting mask in Fig. 5d shows that the shadow information is eliminated by 
processing step PWS3-3. In contrast to this, in most cases the cloud shadows in 
images are no problem for the correct classification because they are already 
eliminated in processing step WS2. 
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Fig. 5. RGB-image (ρ1600, ρ870, ρ550) (a), the masks lwmd1 (b), lwmd2 (c), lwmd3 (d) and 
e) the subset of a) with parts of River Rhine and Lake Constance and f) the corresponding 
subset of d) 

For understanding the behaviour of the classification algorithm based on static 
land-water mask it is necessary to look at Fig. 6. Fig. 6a shows on the right sight, 
upper part of the image a large, elongated lake. In comparison to Fig. 6a this lake is 
correct marked as water in the static land-water mask (lwms ≥10) (Fig. 6b), but the 
spatial dimension of the lake is too large.  

The preview to the final mask (Fig. 6f) shows the mapped lake in its real spatial 
dimension. This fact exemplarily discussed for this lake is relevant for many other 
lakes of the static mask. These results are consistent to the RGB image. 

In the same figure (right site, below) it can be seen that water pixels of Caspian Sea 
having different optical properties (probably caused by glint) can be identified 
nevertheless as water using the static land-water information (Fig. 6b, Fig. 6c) as well 
as using the dynamic classification steps of WS3-1 and WS3-2. Thus, based on the 
static land-water mask it is possible to identify water pixels in cases of changed 
optical or spectral characteristic (e.g. ice or haze). 

 a)        b)               c)       d) 

  e)      f) for Fig. d) and f)
for Fig. b) and c)
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Fig. 6. a) Selected region of AATSR data (29th July 2002, RGB-image (ρ870, ρ670, ρ550), 
results of lwms based on SRTM data with ≥10 (b) and ≥60 percent water content (c), the masks 
based on the spectral algorithm (d) and the proposed algorithm in [1] (e), and mask lwmd3 of 
the method DySLEM (f) 

A further interesting result is the red coded object in upper part of Fig. 6f. This 
object is only identified due to the dynamic masks in PWS3-3. Singular water pixels 
are also included in Fig. 7g. Only at the tongue of land in the south-west stable water 
was detected. In the RGB image this region would be visually interpreted as dry 
region. But the results in Fig. 6 are based on the static information as well as on the 
result of the adapted algorithm for lwmd2. The reason for such misinterpretation has 
to be examined. 

A further interesting region is given with Scandinavia around 60o North. This is the 
latitude region of transition of SRTM to CIA WDB II data base, closely linked to a loss of 
detail in water information. To overcome this problem water objects detectable by both 
dynamic classification algorithms of WS2 will be generally accepted as dynamic water 
bodies or pixels in the final land-water mask (see red coded pixels in Fig. 7g). 

In Scandinavia for water bodies a local shift between remote sensing data and 
static mask can be found. Fig. 7b shows a shift into south-west direction for Lake 
Pyhäjärvi in Finland. It is an image detail of an AATSR data set which demonstrates 
this problem. Some water pixels of the static mask (Fig. 7d) on the south-west 
lakefront cannot be identified by means of the dynamic masks and will not be 
included in the resulting mask. Some other pixels of the lake (north-eastern lakefront), 
outside the static land-water information, will be identified as accepted dynamic water 
pixels and can be seen in the resulting mask (Fig. 7g). The basic requirement for 
identification of such water pixels is given with pre-classification in WS2 to define 
the candidate status.  

 

  a)            b)      c)               d)          e)           f) 
for Fig. f) for Fig. d) and e)for Fig. b) and c)
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It seems that in some cases the offset in Equation 11 is a little bit too large. But 
therefore water can be identified below clouds or in some other cases salt lakes can be 
identified as water. In the context of the project "ESA-CCI Burned Area" funded by 
the ESA (European Space Agency) different masks for clouds, snow and ice and salt 
lakes are generated [4] in order to support the identification of critical water regions. 

Additionally this is of advantage for a continuous transition of one mask to the 
next.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Example of shift between static mask and image data. a) section of a data set of Baltic region 
with Lake Pyhäjärvi, b) data and coastline (yellow) within a map (without use of Nearest Neighbor), 
c) corresponding section of the data set, d) water mask with ≥10%, e) ≥ 60% water within pixel area, 
f) classification lwmd1, in this section equal to lwmd2, g) result mask lwmd3 (see legend). 

5 Conclusions 

Calculated frames from 14 AATSR passes in different regions show good 
classification results of water by fusion of static and dynamic masks based on a self-
learning process. 

It could be demonstrated that the proposed algorithm operates stable and produces 
good classification results. Interpretation mistakes can be minimized by using static 
land-water information and dynamic classification algorithms to derive independent 
land-water masks. These masks can be used to react to actual image content, so that a 
temporal snapshot of land-water information can be controlled in its actuality. 

Experiences with AATSR data can be transferred to MERIS and VEGETATION 
data. Further progress can be expected by introducing additional classification rules 
for open water and water of lakes and rivers. Thus the inclusion of this additional 
information would be possible when splitting equation 7 into two different relations 
with the corresponding mean surface temperatures used in equations 8-11.  

 

a) 

b)               c)        d)   e)          f)     g) 

for Fig. g) 

for Fig. f)

for Fig. d) and e)
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Abstract. The aim of this research is to study the accuracy of Digital Elevation 
Models (DEMs) generated from two different satellite data namely OrbView-3 
and IKONOS stereo images. 21 GCPs (Ground Control Points), 182 CPs 
(Check Points) and selected transects representing different land covers and 
topography were used for the accuracy analysis. Two DEMs were generated 
from OrbView-3 and one DEM from IKONOS stereo data. The accuracy of the 
used model for DEM generation was quantified using the RMSE (Root Mean 
Square Error) values of GCPs derived from Global Positioning System survey 
and error analysis over research area was performed using 182 CPs derived 
from traditional field survey. Several transects were formed over different parts 
of the study area and height values along these transects obtained from different 
DEMs were compared to determine and examine the accuracy. The results are 
analyzed with the empirical accuracy criterion for heights on analog maps. 

Keywords: DEM, Accuracy, IKONOS, OrbView-3. 

1 Introduction 

Three dimensional evaluation of the earth surface is important since topographical 
data and its derivatives like slope and aspect can be used for variety of engineering 
applications in geology, geophysics, hydrologic modeling, and ecology and geospatial 
analysis [1] [2]. Traditionally, Digital Elevation Models (DEM) have been created 
using field survey whereas this approach has some limitations like being time 
consuming and not being appropriate for inaccessible and large areas. usage of stereo 
satellite images for DEM generation is  another common approach by providing fast, 
reliable and accurate solutions. 

First DEM generation from stereo images had started with the launch of Systeme 
P’our l’Observation de la Terre (SPOT) satellite series beginning in 1986 with SPOT-
1. Afterwards, different satellite sensor systems were launched with stereo imaging 
capability. Several scientists have used high and medium resolution radar and stereo 
optical images to create DEM with different scale and accuracy [3] , [4] , [5]. Welch 
et al. [1]  used ASTER stereo images and found that DEMs could be created with 15 
to 25 m accuracy with a suitable distribution of GCPs. Erten et al. [6]  investigated the 
accuracy of DEM generated from ASTER data by comparing ASTER derived DEM 
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with a DEM produced from 1/25000 scale topographic map. They found the elevation 
accuracy of ± 15 m to ± 25 m.  

Hirano et al. [7]  evaluated the vertical accuracy of ASTER stereo images resulting 
from stereocorrelation and indicated  RMSEz values of ±7 ve ±15 m for their DEM. 
Cuartero et al. (2005) generated 146 DEMs, 91 from SPOT High Resolution Visible 
and 55 from ASTER stereo images and performed error control with 315 CPs 
determined by differential global positioning systems. Their results illustrated that 
RMSE values for elevations of Terra ASTER DEMs was 13 m, whereas RMSE value 
for SPOT HRV DEM was 7.3 m.  

In addition to optical images, radar data can also be used to create DEMs. Toutin 
[8] generated DEMs using various RADARSAT stereopairs for three different 
topographic study sites. He analyzed the accuracy of stereo-derived DEMs as a 
function of slopes and aspects by comparing terrain slope and aspect computed from 
reference DEMs.  

High resolution DEMs have been generated with the launch of very high resolution 
satellites. Wang et al. presented four different models to refine the rational function 
derived ground coordinates. They examined different configurations of GCPs to 
evaluate the impact on accuracy improvement. They found that GCP errors can be 
reduced from 5–6 to 1.5 m in horizontal and from 7 to 2 m in vertical directions, if an 
appropriate model and GCPs were used. Toutin [9] extracted DEMs from SPOT-5, 
EROS-A, IKONOS-II, and QuickBird using a three-dimensional multisensor physical 
model. He found elevation error values of 6.5, 20, 6.4, and 6.7 m for SPOT, EROS, 
IKONOS, and QuickBird, respectively with 68 % confidence level. Toutin [10] 
extracted Digital Terrain Models (DTMs) from SPOT-5 High Resolution Stereoscopic 
(HRS, 10m resolution) in-track stereo-images and High Resolution Geometric (HRG, 
5m resolution) across-track stereo-images. He found errors of 6.4m, 6.8m and 5.1m in 
X, Y and Z axes, and 2.6m, 2.2m and 2.9m in X, Y and Z axes for HRS and HRG, 
respectively. 

Although there have been several researches on investigation of DEM accuracy of 
very high resolution satellite images, there is only limited number of research about 
the generation and accuracy analysis of OrbView-3 data derived DEM  This research 
aims to analyze accuracy of 3 different DEMs generated from OrbView-3 and 
IKONOS images which two are generated from OrbView-3 and one generated from 
IKONOS. RMSE of GCPs and CPs were used to check the accuracy of DEMs. 
Transects were formed and height values obtained from DEMs were compared to 
determine and examine the accuracy. 

2 Study Area and Data Used  

2.1 Study Area  

The study area used in this research is located in Istanbul Metropolitan area. Istanbul 
is in the northwest of Turkey and lies on the Bosporus connecting Europe to Asia 
(Fig.1). It is among the most crowded cities of the World. Land surface characteristics 
of the cities have been changing significantly due to rapid economic development, 
industrialization and urbanization. A test area was selected within the study area to  
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Fig. 2. GPS surveying canvas and measured bases 

3 Methodology 

Three DEMs were constructed using OrbView-3 and IKONOS data explained in the 
previous section. DEM1 was created from IKONOS stereo pairs whereas DEM2 and 
DEM3 were created using OrbView-3 stereo images. From now and on, these 
abbrevations will be used for DEMS created within this research. Static GPS-derived 
coordinates of GCPs and Tie Points (TPs) were used to generate DEM of stereo 
images. Numbers of GCPs and TPs used in the procedure are indicated in Table 1. 
Rational Polynomial Coefficients (RPC) were used to establish the relationship 
between image space and object space. Y-parallax value which is defined as the 
difference in perpendicular distances between two images of a point from the vertical 
plane containing air base was used to evaluate locations of TPs [13]. Maximum y 
parallax value was obtained as 1.8 m and this value assumed as reasonable since y 
parallax of 1 or 2 pixels can be acceptable. 

After the selection of GCPs and TPs, epipolar images defining the relationship 
between the pixels in the stereo pair were formed. Epipolar geometry represents that a 
ground point and the two optical centers lie on the same plane. Image matching finds 
the corresponding points on both the left and right images which represent the same 
ground feature. The quality of image matching impacts the quality of the output 
DEM. 

Positions of TPs can be evaluated using y-paralax values. After evaluating TPs, left 
and right epipolar images were created. Epipolar images are oriented in such a way that 
ground feature points have the same y-coordinates on both images. Usage of epipolar 
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images increases the speed and reliability of image-matching procedure since it removes 
the one dimension of variability. At the next stage, a DEM is generated with 1x1 m 
pixel dimension considering the minimum correlation value of 0.70. Images were 
rectified to the UTM projection with WGS 84 datum and zone number 35. 

Table 1. The number of GCPs and TPs 

 DEM1 
(Ikonos) 

DEM2 
(Orbview-3) 

DEM3 
(Orbview-3) 

Date 30.12.08 30.07.06 28.09.06 

Stereo pairs  (218-219) (830-970) 
Number of GCPs 20 10 10 
Number of Tie Points 21 12 10 

Mavimum parallax 0.98 0.80 1.61 
 
 

 

 

          a)                      b) 

Fig. 3. Digital Elevation Models (DEMs) derived from a)IKONOS and b)ORBVIEW3 data 

Homegenously distributed and clearly identified points were selected during the 
generation of DEMs. Due to the cloud effect in OrbView-3 images, GCPs and TPs 
could not be selected from some parts of the image. Therefore, 10 GCPs could be 
identified over cloud-free areas while analyzing Orbview-3 images. The vertical 
accuracy of a DEM is calculated using the average vertical RMSEs of each grid. This 
accuracy depends on the number, accuracy and distribution of GCPs, used matching 
method and the relief of the area [14], [15]. 



476 M. Yanalak et al. 

The accuracy analysis of DEM1, DEM2 and DEM3 was conducted in two phases. 
In the first phase, height values of GCPs and CPs obtained from DEMs were 
compared with the height values of these points derived from GPS survey and 
traditional survey, respectively. For GCPs and CPs, height values derived from static 
GPS and traditional survey were assumed as actual values since they were highly 
accurate.  Absolute error (εh) and Root Mean Square Error (RMSE) (mh) of height 
values were calculated using Eq.(1) [16]. In Eq.1,  h(GPS) is height values obtained 
from GPS measurements whereas h(DEM) is height values obtained from the related 
DEM and n is the  number of measurements. These values were calculated for GCPs  
and CPs separately. The results were presented on Table 2 and 3. 

)()( DEMhGPSh
h

−=ε h hm
h n

ε ε ⋅ =
                (1) 

After evaluating absolute errors, εh values,  the differences which were greater than 

3mh were assumed as gross error and were not taken into consideration. Eq. 2 is used 

to calculate the differences of double measurements obtained from two different 

DEMs extracted from multi temporal OrbView-3 stereo images (DEM2 and DEM3). 
Double measurements represent the elevation values of the same point obtained from 
two different DEMs, DEM2 and DEM3 for OrbView-3 in this case.
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If the heights are being read from DEM2 and DEM3, then the RMSE of the difference 
of those two heights can be calculated using the equation below based on error 
propogation law,   

2 2 2 2
1 21 2 0.9 1.1 1.4d h hd h h m m m m= − = + = + =        (3) 

The Mh values were calculated for both GCP’s and CP’s and presented at the last rows 
of Table 2 and 3.  Mh value can not be calculated for IKONOS, since there was only 
one stereo pair. 

In the last phase of the study, transects were selected from three DEMs which 
represent different land cover types, geometric shape and heights and height values 
along these transects were evaluated to conduct accuracy assessment. 

4 Results 

The investigation of the accuracy obtained from the DEMs created from IKONOS 
and OrbView-3 stereo images has been realized in two stages: i) the RMSE values 
were calculated for GCPs and CPs, ii) then transects were analyzed.  

RMSE values for heights were calculated for DEM1, DEM2 and DEM3. An 
additional RMSE value was also calculated using the differences of double 
measurements belonging to multitemporal OrbView-3 DEMs.  
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Table 2. DEM accuracy values calculated from CPs 

 
DEM1 

(Ikonos) 
DEM2 

(OrbView-3)
DEM3 

(OrbView-3) 
Date  30.07.06 28.09.06 

Stereo pairs  (218-219) (830-970) 
Max. Error (m) 2,6 2,0 2,7 

mh 0,9m 0,9m 1,1m 
Mh (obtained from the differences of

double measures)  
1,0m 

According to statistical t table the difference of heights which has a RMSE value of 
1.4m, has to be greater than 2 dm  which has %95 statistical confidence or 2,6 dm  

which has %99 statistical confidence for being significant. These boundary values 
were calculated as 2.8m and 3.64 m, respectively. 

Table 3. DEM accuracy values calculated from GCPs 

  DEM1 
(Ikonos) 

DEM2 
(OrbView-

3) 

DEM3 
(OrbView-

3) 

Date  30.07.06 28.09.06 

Stereo pairs  (218-219) (830-970) 
Max. Error (m) 2,4 1,8 2,7 

mh 0,8m 0,8m 1,1m 

Mh (obtained from the differences of 
double measurements)  1,0m 

 
An approximate RMSE value for the double measurement of IKONOS image was 

calculated by taking the same RMSE (0.9 m) for calculation. Since there were not 
multitemporal IKONOS images, RMSE obtained from a second DEM was assumed 
as the same with DEM1. Equation 4 illustrates the calculation of RMSE for double 
measurements: 

2 20.9 0.9 1.27dm m= + =  ( 2 dm = 2.55m and 2,6 dm = 3.31m)           (4) 

The result for the height differences obtained from another combination of images, 
i.e. one IKONOS and one OrbView-3 image is as follows  

m
d

m 35.10.19.0 22 =+=  ( 2 dm =2.70m and 2,6 dm =3.51m)  (5) 

Here, the average RMSE of 1.0m is taken for OrbView-3.  
The confidence value of DEM can be calculated based on the number of GCPs and 

the expression relating reliability to number of CPs is given in the Eq. 5 [4] , [17]  
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=              (6) 

where R(e) is the confidence value in percent and n is the number of CPs which is 182 
for this research. R(e) value is calculated as 5.25 % for the study, 94.75 % statistical 
confidence. 

Transects were selected representing the regions with different land use/cover types and 
different height values like transects lying over building series and roads. Elevation values 
along the transects were plotted as spatial profiles using OrbView-3 and IKONOS DEMs. 
Figure-4 shows transects derived from DEM2 and DEM3. Since DEM2 and DEM3 were 
derived from multitemporal OrbView-3 stereo images, any significant change within the 
transects created over these DEMs will point out abrupt changes in vertical dimension on 
the related region. The regions selected for Transect 1, 2 and 3 represent the unchanged 
areas. There are small discrepancies between spatial profile of height values obtained from 
DEM2 and DEM3. These discrepancies caused by the errors of DEMs as illustrated with 
RMSE. Differences of height values for DEM2 and DEM3 are around 2.5 and 3 m . These 
differences are within limit of 95% and 99% confidence levels which are represented with 
2 dm = 2.8m and = 3.64m given above.  

 

Fig. 4. Transect 1 and profiles from DEM1, DEM2,DEM3 

 

Fig. 5. Transect 2 and profiles from DEM1,DEM2,DEM3 

Figure 4, and 5 show the transects derived from DEM1 (IKONOS), DEM2 and 
DEM3 (OrbView-3). The sections given by Figure 3 cross over 4 buildings with the 
same height. The buildings and the distances between them can be easily identified on 
DEM1 according to DEM2. DEM1 shows the elevations approximately the same but 
they are distorted on DEM2.  

DEM1

DEM2

DEM3

DEM1

DEM2

DEM3
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The sections given by Figure 5 defines a direction which lies over five buildings 
with one high and four low buildings. The buildings and the distances between them 
can be easily distinguished on DEM1 andDEM2. For example; the 193 m elevation of 
the first building can be read as 192.5 m on the first section and as 195 m on the 
second [11].  

The RMSE value (mh) ±1.0 m for heights given on the Tables 2 and 3 cover the 
map scale 1:5000 for rough topography [11].  

5 Conclusions 

This research aims to analyze two DEMs generated from OrbView-3 and one 
generated from IKONOS. Two different dated OrbView-3 stereo data were analyzed 
to determine the consistency between different DEMS created from same data source 
and to compare Orbview-3 derived DEMs with another DEM source namely 
IKONOS stereo data.  

RMSE were calculated as 0.9 m for IKONOS and 1.1 m for OrbView-3.  The 
RMSE of height values for IKONOS and OrView-3 derived DEMs are corresponded 
to accuracy of heights that could be achieved from 1:5000 scale maps. Multi-date 
DEMs derived from Orbview-3 and IKONOS stereo images were used to analyze the 
monitoring capacity of stereo images for 3D changes over time. The results showed 
that, it is not significant to monitor height changes smaller than 2.8 m considering 95 
% statistical confidence and 3.64 m considering 99 % statistical confidence for 
OrbView-3 DEMs. Similarly, it is not significant to monitor height changes smaller 
than 2.5 m considering 95 % statistical confidence and 3.3 m considering 99 % 
statistical confidence for IKONOS DEM. 

Vertical displacements and deformations greater than 2.5-2.8 m can be determined 
using OrbView-3 and/or Ikonos DEM’s with %95 statistical confidence. It is possible 
to determine the amount of cut and fill areas with uncontrolled solid waste between 
these practical accuracy limits. Without a doubt, for an accurate accuracy assessment 
the results have to be evaluated considering the sensor properties, atmospheric 
conditions, topographic feature and characteristics, distribution of the ground control 
and test points. Obviously, OrbView-3 offers a single channel data. As a future work, 
the study may be enhanced with multi-channel data from multi-spectral sensors in 
order to search the thematic accuracy. Increasing the quality of satellite images, the 
researches and applications will be increase about the subject of DEM. 
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Abstract. This paper presents the results we obtained in the context of the 
FIRE-SAT project focused on the use of satellite data for pre-operational 
monitoring of fire danger and fire effects  in the Basilicata Region. The use of 
satellite data was manyfold, to obtain: (i) fuel property (type and loading) maps, 
mainly obtained from satellite Landsat TM data, (ii) fuel moisture estimation 
(mainly from MODIS), (iii) fire danger/susceptibility indices as well as (iv) 
post fire effects including fire severity and vegetation recovery assessment. 
Results obtained during the first year of project (2008) suggested that the 
integrated model identified the main fire danger zones by means of the 
integration of fuel types with daily fuel moisture and Greenness maps. MODIS 
multitemporal data analyses enable us to dynamically estimate fire severity as 
well as to map fire affected areas and evaluate the vegetation recovery 
capability over time. The pre-operative use of the integrated model, carried out 
within the framework of the FIRE-SAT project funded by the Basilicata 
Region, pointed out that the system enables us to timely monitor spatial and 
temporal variations of fire susceptibility and promptly provide useful 
information on both fire severity and post fire regeneration capability. 

Keywords: satellite, fire monitoring, NDVI, NDWI, greenness, moisture, 
burned areas mapping, fire resilience. 

1 Introduction 

In the Mediterranean regions, fires are considered the most important cause of land 
degradation according to UNCCD (1994) [1]. Every year, on average 45,000 forest-
fires break out in the Mediterranean basin causing the destruction of about 2.6 million 
hectares according to FAO reports, see for example [2]. Several studies dealing with 
the effects of fires on the vegetation cover carried out within the Mediterranean basin 
found that fires induce significant alterations in short as well as long-term vegetation 
dynamics. 

In particular, during the last decades, the repeated occurrence of severe wildfires 
affecting various parts of the world. This heightened the significant damage caused by 
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fire that has a powerful influence on ecosystems dynamics and function and can lead 
to permanent changes in the composition of vegetation community.  

Fires lead to permanent changes in the composition of vegetation community, 
cause decrease in forests, loss of biodiversity, soil degradation, alteration of landscape 
patterns and ecosystem functioning thus speeding desertification processes up (see, 
for example, [1]). Moreover, recently it has been found that fires facilitate alien plant 
invasion, patch homogenization, and create positive feedbacks in future fire 
susceptibility, fuel loading, fire spreading and intensity. 

Among the Mediterranean ecosystems, forests are considered to be very vulnerable 
to fires, and, therefore, they  and can trigger disasters, such as soil erosion, flooding, 
etc.  Variations in the composition and distribution of vegetation represent one of the 
main sources of systematic change on local, regional, or global scale since the 
characteristics of vegetation cover, including cover type and phenology, affect 
processes such as water cycle, absorption and re-emission of solar radiation, 
momentum transfer, carbon cycle, and latent and sensible heat fluxes. Therefore, the 
use of reliable monitoring system is of primary importance to limit fire damage. After 
fire, the ability to characterize the reaction of vegetation to disturbance phenomena 
over large landscapes and with high temporal frequency is of primary importance for 
an adequate management of damaged resources and for limiting future fire danger.  

To mitigate fire-related problems, forest and land management agencies require an 
early warning system to assist them in implementing fire prevention and management 
plans. In this context, remote sensing technologies can provide useful data for fire 
management spanning from danger estimation as see, for example, Lasaponara [3], fuel 
mapping see for example the approach developed by Lasaponara and Lanorte [4, 5, 6], fire 
detection [7], fire mapping and severity estimation [8, 9] to post fire monitoring [10,11].  

In this paper we focus on investigations performed in the Basilicata Region 
(Southern Italy) which in the recent years has been characterized by an increasing 
incidence of fire disturbance. Even if fires are generally really small (generally 
ranging from 1 to 10 hectares) they also tend to affect protected (Regional and 
national parks) and natural vegetated areas. FIRE_SAT project has been funded by 
the Civil Protection of the Basilicata Region in order to set up a low cost methodology 
for fire danger/risk monitoring based on satellite Earth Observation techniques. To 
this aim, NASA Moderate Resolution Imaging Spectroradiometer (MODIS) data were 
used. The spectral capability and daily availability makes MODIS products especially 
suitable for estimating the variations of fuel characteristics. 

In this work, we focus on significant results we obtained in the context of FIRE-
SAT project, spanning from the danger monitoring to fire severity and vegetation 
recovery estimation 

2 Methodology 

Remote sensing technologies can provide useful data for fire management from risk 
estimation [3], fuel mapping [4, 5, 6], fire detection [7], to post fire monitoring  
[8, 9, 10,11] for assessing both  burn-severity and vegetation fire resilience.  
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The arithmetic combination of the red and Near infrared (NIR)  enables us to exploit 
the different spectral behavior of vegetation cover in the different bands. NDVI 
provides a dimensionless numerical value. The formula is designed as a ratio, in order 
to normalize its variability field  between -1 and +1. NDVI assumes values less than 0 
for water, is slightly higher than 0 for soils and higher than 0.4 for vegetation, dense 
vegetation can exceed 0.8 or be close to saturation (1) for a rainforest.  

MODIS data have been used to obtain both (i) Greenness and (ii) moisture index. 
(i) Greenness is a quite popular fire danger index, developed by Burgan, et al. in 

1998. The basis for calculating RG is historical NDVI data that defines the maximum 
and minimum NDVI values observed for each pixel. Thus RG indicates how green 
each pixel currently is in relation to the range of historical NDVI observations for it. 
RG values are scaled from 0 to 100, with low values indicating the vegetation is at or 
near its minimum greenness. Specifically the algorithm is: 

RG = (ND0 - NDmn)/(NDmx - Ndmn) * 100 (2)

where 
ND0 = highest observed NDVI value for the considered 
composite period which 8 days 
NDmn = historical minimum NDVI value for a given pixel 
NDmx = historical maximum NDVI value for a given pixel 
 

The purpose of using relative greenness in the fire danger estimation is to partition the 
live fuel load between the live and dead vegetation fuel classes.  

2.1.2 Moisture 
Over the years, NDVI was recognized as a useful "surrogate" for the estimation of 
vegetation water content for grassland but, as a general rule, the relationship between 
this index and the  vegetation moisture content is strongly linked with  the amount of 
vegetation. NDVI provides information closer to the amount and  greenness of 
vegetation rather than moisture content and it is generally limited by soil reflection. 
Moreover, its effectiveness is reduced due to its sensitivity to atmosphere. The 
advantage to using NDVI for water content estimation  is that this index is simple and 
available routinely and globally, but a number of limitations can be summarized as 
follows: 

 
(i) NDVI saturates at intermediate values of leaf area index (LAI), therefore it is 
not responsive to the full range of the canopy.  
(ii) Each plant species has its own relationship of chlorophyll and moisture 
content; 
(iii) A decrease in chlorophyll content does not imply a decrease in moisture 
content; 
(iv) A decrease in moisture content does not imply a decrease in chlorophyll 
content. 
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The NDVI has been used as an indicator of vegetation moisture content mainly 
because it was the only information available before the launch of Terra satellite 
platform with onboard MODIS hyperspectral sensor. 

More recently, the potentiality of using satellite SWIR spectral bands for moisture 
content estimation has been supported by both modeling and experimental studies 
based on the available multispectral satellite datasets.  

Using multispectral satellite data, the estimation of moisture content into soil and 
vegetation may be improved using vegetation indices based upon NIR and SWIR and 
in general on the longer wavelength reflective infrared range (1240–3000 nm), for 
example, the short-wave infrared (SWIR) reflectance (1300–2500 nm).  

Several spectral indices, such as Normalized Vegetation Moisture Index (NVMI) 
or Normalized Difference Water Index (NDWI), mainly based on SWIR bands, can 
be computed to estimate moisture content for both soil and vegetation. The 
mathematical formulation of these indices (see formula 3 and 4) is very similar to the 
NDVI, but based on specific bands of water absorption.  NVMI ρNIR ρSWIRρNIR ρ SWIR 

(3)

−NDWI RED SWIRRED SWIR (4)

Both of these two indices NVMI and NDWI are sensitive to water content in 
vegetation and soil, respectively; being that  the absorption of water content of 
vegetation close to NIR band (and that of soil close to red band) is negligible, whereas 
a small absorption is present into the SWIR spectral range. 

Moreover, in comparison with NDVI  both NVMI and  NDWI are less sensitive to 
the effects of the atmosphere, but, the effects of soil reflection are still present. To 
date, among the wide range of vegetation indices, specifically  devised to estimate 
vegetation water content, we adopted the MSI. This choice was driven by the results 
from statistical analyses that  we  performed on a significant time series. Such results  
pointed out the all the available satellite-based moisture index exhibited high 
correlation values.  

MSI = R 1600/ R 820  [5]

where R 1600 and R 820 denote the MODIS Reflectance as  acquired in the spectral 
bands 1600nm and 820 nm. 

The danger classification on live fuel can be estimated  by dividing the range of the 
MSI maps into different classes. Finally, The fire danger index (FDI), related to 
vegetation state, was obtained by combining the  danger  classes obtained from RG  
and those from MSI following an approach similar to that adopted in Lasaponara [3] 
for combining  NDVI and Temperature. High fire danger, as classified by FDI, was 
deduced by a combination of high dryness and low RG values, and low fire danger 
was deduced by a combination of low dryness and high RG values.  
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Fig. 2. Earth Observation Processing chain development 

Figure 2 shows the flow chart of the data process used for creating a model for fire 
vegetation susceptibility assessment. Both MODIS and Landsat TM images were 
used. In particular, MODIS data were used to obtain variations in vegetation 
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Greenness and moisture content, while Landsat TM data to obtain fuel types and TM 
were processed using supervised classification techniques and spectral analysis 
methodologies performed  at sub-pixel level to map: (i) Vegetation type (ii) Fuel type 
(Prometheus system), (iii) Fuel model (NFFL system), (iv) Fuel load (see, for 
example,  Lasaponara & Lanorte  and references therein quoted [ 4,5,6 ]. 

 

 
 

Fig. 3. Example of moisture map 

In particular, the dead fuel moisture content is a key factor in fire ignition. Dead 
fuel moisture dynamics are significantly faster than those observed for live fuel. Dead 
fine vegetation exhibits moisture and density values dependent on rapid atmospheric 
changes and strictly linked to local meteorological conditions. For this reason, 
commonly, the estimation of dead fuel moisture content is based on meteorological 
variables. In this study we propose to use MODIS data to estimate meteorological 
data (specifically Relative Humidity) at an adequate spatial and temporal resolution. 
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Figures 3 and 4 show example of both moisture  and Relative Greenness maps 
(different colours were used according to the moisture and the Greenness values). The 
assessment of dead fuel moisture content plays a decisive role in determining a fire 
dynamic danger index in combination with other factors.  

This greatly improves the reliability of fire danger maps obtained on the basis of a 
integrated approach of the dynamic factors mentioned above and the static factors 
(fuel physical properties, morphological parameters and social-historical factors). 

 

 

Fig. 4. Example of Relative Greenness map red to blue indicate 

2.2 Fire Severity Estimation 

Traditional methods of recording fire burned areas and fire severity involve expensive 
and time -consuming field survey. The available remote sensing technologies may 
allow us to develop standardized burn area and fire severity maps for evaluating fire 
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effects and addressing post fire management activities. This section is focused on 
results we obtained from ongoing research carried out to evaluate spatial variability of 
fire effects on vegetation. For the purposes of this study satellite ASTER (Advanced 
Spaceborne Thermal Emission and Reflection Radiometer) data have been used. Both 
single (post-fire) and multi-date (pre and post fire) ASTER images were processed for 
some test areas in Southern Italy. Spatial autocorrelation statistics, such as Moran’s I, 
Geary’s C, and Getis-Ord Local Gi index (see [12,13,14], were used to measure and 
analyze the degree of dependency among spectral features of burned areas.  

Several vegetation indices were used with ASTER VNIR data in order to map the 
burnt areas. The SVI (Simple Vegetation Index), TVI (Transformed Difference 
Vegetation Index), SAVI (Soil Adjusted Vegetation Index) and NDVI (Normalized 
Difference Vegetation Index) have been computed as combination of spectral bands  
as in formula 1 to 5. Moreover, Normalized Difference Burn Ratio (NDBR)  has been 
considered and computed from NIR and SWIR bands. These indices have been 
compared  for assessing their ability in providing burnt area mapping.  

Vegetation indices based on ASTER-VNIR are the result of the following  
formulas 

 
(6)

 
(7)

 
(8)

(9)

NDBR = (NIR – SWIR)/ (NIR +SWIR) (10)

where R, NIR, SWIR are the Red, Near-Infrared, and SWIR spectral bands, 
respectively.  

All the vegetation indices were processed using spatial autocorrelation statistics to 
assess which of them performs better for fire burned area and fire severity mapping. 
Spatial autocorrelation statistics measure the degree of spatial dependency among the 
observations, the similarity of objects within an area, the level of interdependence 
between the variables, the nature and strength of the interdependence. 

2.3 Estimation of Vegetation Recovery Capability 

The method used in this work is the Detrended Fluctuations Analysis (DFA), which is 
suited for the study of long-range correlations. Traditional approaches, such as power 
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spectrum and Hurst analysis to quantify the correlations,  are applicable only to 
stationary signals. A time series is stationary if its mean, standard deviation higher 
moments, and the correlation functions, are invariant under time translation. Signals 
that do not obey these conditions are nonstationary. 

The DFA method has emerged as an important tool for the detection of long-range 
correlations in non-stationary time series and it works well for certain types of 
nonstationarym especially slowly varying trends, as in the case of vegetation 
behaviour. 

DFA provides a quantitative parameter, the scaling exponent, which  describe the 
properties of autocorrelation in long-range signals [10,11]. 

The main advantages of DFA compared to traditional methods are the following: 
(i)  it is capable to capture  correlations in seemingly non-stationary time series and 

also prevent false detections (i.e. 'artifact of non-stationarity").   
(ii) it can systematically eliminate both trends of various species due to different 

external effects  
(ii) it reduces noise caused by imperfect measures.  
The DFA method investigates  the temporal evolution of the variance of integrated 

time series [10] by analyzing the scaling of a fluctuation function. It consists of the 
following steps: 

1) The considered interval time series (of total length N) is integrated using formula 1 
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where <x> is the mean value of x 
 

.2) The integrated signal y(k) is divided into boxes of equal length n. 
 

3) For each n-size box, we fit y(k), using a linear function, which represents the trend 
in that box. The y coordinate of the fitting line in each box is indicated by yn(k). 

 
4) The integrated signal y(k) is detrended by subtracting the local trend yn(k) in each 
box of length n. 

 
5) For  given n-size box, the root-mean-square fluctuation, F(n), for this integrated 
and detrended signal is given by 
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6) The above procedure is repeated for all the available scales (n-size box) to furnish a 
relationship between F(n) and the box size n, which for long-range power-law 
correlated signals is a power-law  

F(n)∼nα. (3) 
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The scaling exponent α quantifies the strength of the long-range power-law 
correlations of the signal: if α=0.5, the signal is uncorrelated; if α>0.5 the correlations of 
the signal are persistent, where persistence means that a large (small) value (compared to 
the average) is more likely to be followed by a large (small) value; if α<0.5 the 
correlations of the signal are anti-persistent, which indicates that a large (small) value 
(compared to the average) is more likely to be followed by a small (large) value. 

3 Results 

The analysis was performed in the Basilicata (9,992 km2) Region for the 2008 year. 
Figures 5 show some fire danger maps obtained for the summer season. Currently, the 
fire susceptibility maps are provided daily during the fire season (summer season) and 
weekly for the rest of the year.  

Figures 5 show some example of fire danger maps obtained for the 2008 summer 
season (on the left for 15 June 2008 and on the right for the 15 July 2008) September).. In 
figure zoom of the same image as in Figure 5, finally Figure 7 show an example of the 
fire alert map daily provided to the Protezione Civile of the Basilicata Region.  

Results obtained during the first year of the project (2008) shows that more than 
85% of fires occurred in the areas classified as high and very high danger. The 15% 
percentage of fires which occurred in areas classified as moderate or low danger 
generally took place in forest areas and this was mainly due to the fact that the 
understory and dead fuel are masked by the canopy.  

The satisfactory results obtained for the study area suggests that the MODIS-based 
model identified the main fire danger zone. In particular, the integration of the fuel 
type/model map, with fuel moisture daily and Greenness maps into a single, 
integrated indices allow us to properly capture the spatial and temporal variation of 
fire susceptibility.  
 

 

Fig. 5. Example of fire danger maps from blue to red pixels with increasing fire danger 
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The validation of the fire danger indices was carried out using statistics of occurred 
forest fires. The validation results show satisfactory agreement with the fire danger 
map taking into account that fire events are indirect indicator of fire danger; indeed, 
many factor influence fire ignition and spread such as human pressure, fire-fighting 
conditions, wind, etc...  

For the performance evaluation step carried out in the framework of this project, 
we have defined and used several ad hoc fire statistic indices which were  useful for 
the validation of the fire danger maps and for the creation of the basic elements for 
devise and define a validation protocol procedure. 

 

 

Fig. 6. Zoom extracted from the   Example of fire danger maps 

Relating the estimation of fire severity maps, results obtained from spatial statistics  
enable us to map the areas affected by fire and to estimate the degree of fire severity.  
Results from several analyses confirmed that the best indices are the  NDBR single 
and multidate. The use of multitemporal information is recommend, but, of course  
only for cloud free pixels. Figure 8  

Our results pointed out that spatial autocorrelation statistics applied to ASTER data 
allow us to discriminate fire severity and to improve the monitoring of fire effects 
over time.  

Such information are effective data source for performing a timely evaluation of  
erosion/runoff, biomass and carbon issues, and other issues which depend on fire 
severity characteristics. 

As in the case of fire danger estimation also for  fire severity the adopted approach 
is independent of (i) fixed threshold values, (ii)  sensors used for the evaluation and 
also vegetation cover types affected by fire. Therefore, the model could be 
incorporated directly into the mapping process from local up to global scale, using 
TM and ASTER  images or MODIS according to the detail requested. 

 
 



 Low Cost Pre-operative Fire Monitoring from Fire Danger 493 

 
 

Fig. 7. Example of fire danger maps provided to the Balicata Protezione civile for  daily fire 
allert 
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Fig. 8. Show an example of fire severity map obtained from ASTER 

The characterization of vegetation dynamics before and after fire occurrence is 
performed by using detrended fluctuation analysis (DFA) applied to  a MODIS time 
series. The DFA has already been applied to data from SPOT-VEGETATION 
(Telesca et al.)  but, within the FIRE-SAT project DFA is generally applied to 
MODIS time series, which, as expected,  provide significant improvements due the 
higher spectral (36 spectral bands ranging from 0.4 micrometers to 14.4 micrometers) 
and spatial resolutions (acquisition from 250 m to 1 km). AS in the case of fire 
severity, also for fire resilience a number of diverse vegetation indices were processed 
using DFA to assess which one performs better. In particular, NDVI, MSI NDWI and 
the NBR time series were compared. The a values obtained for the four investigated 
indexes show that the NDVI is the vegetation index which best enable us to better 
discriminate burned areas from un-burned. 

All the values of scaling  for fire affected and affected are larger than 1/2 which 
means that the fluctuations of time series are persistent that the values of the indices 
are positively correlated. The estimated scaling exponents of both condition (with and 
without fire) suggest a persistent character of the vegetational dynamics. But, some 
indices exhibit a discriminable behavior before and after fire occurrence other  did not 
show any significant difference.In particular, the two moisture vegetation indices 
herein examined, MSI and NDWI, have showed the same behavior for both the two 
sites ( burnt and un-burnt). As a whole, results from the DFA showed that the 
NDVI(Normalized Difference Vegetation Index) seems to be more effective than 
other indices, as also found in previous studies  (2011 see Lanorte et al. EGU 3690) 
and NBR (Normalized Burn Ratio) see Montesano et al. (2011 abstract EGU 3623).  

This behavior suggested that,  the fire scaling exponent of NDVI can be used to 
assess and quantify the fire resilience, namely the capability of natural vegetation to 
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recover after fire. In the case of agriculture areas, all the indices do not provide 
significant difference before and after fire and this due to the fact that the vegetation 
dynamics are those induced by agricultural practice and it is not possible to see any 
recovery being not natural i.e. unmanaged  

4 Conclusion 

The available satellite time series may allow us to develop standardized 
methodologies for evaluating fire danger and effects. The new approached we devised  
to estimate fire danger and  fire severity are locally self-adaptive and,  therefore, 
suitable to overcome the drawbacks linked to the traditional methods based on fixed 
threshold values. The model could be  incorporated directly into the mapping process 
from local up to global scale, being that  it is independent on the sensors  used for the 
evaluation as well as on  geographic regions and vegetation cover types affected by 
fire. In particular, the prompt availability of fire severity map may be very useful in 
addressing post fire management activities. Thus also overcoming limits linked to the 
traditional methods of recording the fire effect disturbance which involve expensive 
and time -consuming field survey. Our results reveal that fires contribute in increasing 
the persistence of time dynamics of vegetation. Our finding suggests a new approach 
to be fruitfully adopted in operational context for fire monitoring, with particular 
reference to the danger estimation and the fire alert which is reliable done at sub-
municipality  municipality, with a spatial detail, less than 250 m (pixel size of 
MODIS greenness) which  must be further improved with a rescaling at  15 m 
according to the ASTER fuel map availability. 
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Abstract. In this paper, we focus on the use of the Landsat and ASTER 
multitemporal data set for extracting information on ancient irrigation systems 
and artificial wet agro-ecosystems. The study area is the Nazca basin in 
Southern Peru selected mainly for its extreme drought. Despite these critical 
environment conditions, the area was populated since millennia ago thanks to 
adequate survival strategies developed by ancient Nazca populations. To cope 
with hostile environmental factors and water scarcity, efficient aqueduct 
systems, today called puquios, were devised and some of them are still in use 
today. The main purpose of our investigations was the identification of buried 
unknown puquios by using satellite multitemporal maps of vegetation indices 
and moisture content. Results from satellite data were also identified on the 
ground, checked and confirmed in situ. The successful results obtained in the 
Nazca Basin suggest that our methodological approach can be efficiently re-
used in a number of areas, characterized by similar environmental conditions 
and long human frequentation.  

Keywords: GIS, satellite based Analysis, ancient irrigation systems, Spatial 
variation, Moisture index, vegetation index, Nazca (Peru). 

1 Introduction 

Precious information to reconstruct ancient environmental features, still fossilized in 
the present landscape, may be captured from active (Radar) and passive (Imaging) 
remotely sensed data today available from medium to high spatial resolution. In 
particular, satellite derived moisture content may facilitate the identification of areas 
involved in early environmental manipulation mainly addressed to set up irrigation 
and artificial wet agro-ecosystems where the natural rainfall was insufficient for 
domestic use or to support agriculture, etc.. Up to now, only a few number of 
archaeological and local palaeo-environmental studies have been conducted on 
ancient irrigation systems, mainly on the basis of in situ data analysis. The current 
availability of satellite radar and optical data can enable us to set up systematic 
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investigations in different areas in the world using "quite low cost" technologies 
which can also provide useful tools for monitoring the investigated area and 
contribute to the preservation of the sites. Nevertheless, up to now, only a few number 
of studies based on satellite data (see, for example [1] [2] and references therein 
quoted) have been addressed to detect systematically ancient environmental changes, 
still fossilized in the present landscape.  

In this paper, we exploited multitemporal and multisensor satellite data to extract 
information and detect remains of ancient irrigations in the Nazca basin (Peru). We 
consider this area particularly interesting mainly because it was populated since 
millennia ago despite its critical environment due to the extreme aridity [3,4,5,6]. To 
face these extreme conditions a very efficient system for retrieval water was devised 
by the ancient populations of the Nazca River valley. Underground aqueducts, called 
in Spanish puquios, were set up and systematic maintenance activities were carried 
out over centuries and millennia, so that some puquios are still in use today. This 
aqueduct system is today considered very advanced because it provided not only 
water for religious ritual and agricultural needs, but also for domestic uses thanks to a 
filtration system which provided drinkable water. Up to now, several in-situ analyses 
have been undertaken in the framework of a number of studies [7-12], but only 
recently satellite data have been used [1] to carry on systematic studies exploiting the 
synoptic view offered by remote sensing. 

This paper focuses on the identification of buried unknown puquios through 
satellite multitemporal vegetation and moisture maps. They provide detailed 
information on the seasonal availability and variation of surface and subsurface water. 
The unknown puqious we detected were also confirmed by ground survey.  

The methodological approach we applied in the Nazca Basin can be efficiently re-
used in a number of areas in Meso-America, Middle East, North Africa, Asia, 
historically characterized by similar environmental conditions and long human 
frequentation; so that similar aqueduct systems, such as the Karst (Maya-
MesoAmerica) and kanat (Middle east, Asia, Africa) were devised to face drought 
and retrieve water. These ancient systems may be re-used today to improve modern 
land use and land cover in desert or drought areas and to combat desertification 
processes. 

2 Study Area: History and Environmental Setting  

The area of our investigation, shown in Figure 1, is close to the Andean foothills, 
composed of Jurassic and Cretaceo formations (see for example, Montoya [6]) and 
spreads out on a Pre-Montane desert formation near the coastline, geologically 
located on Quaternary sedimentary rock formations.  

The geomorphology of the coastal desert, has been shaped by the drainage basin of 
the Río Grande. It empties into the Pacific Ocean after passing through the coastal 
range and collecting water from nine tributaries. 
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Fig. 1. The image shows the drainage basin of the Rio Nazca including the tributaries Atarco, 
Carrizales and Tunga. Up from below: the drainage basin of Rio Grande de Nazca and Rio Ica, 
from Landsat ETM+: band 1; and the 3D false colour composition from Aster data.  
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The area of concern is the drainage basin of the Rio Nazca, considered one of the 
most arid areas of the world due to a cold ocean current (the Humboldt Current) and 
other climatic factors[10]. Even if the environmental conditions were the same as 
today over last centuries, the area was, surprisingly, densely settled in pre-columbian 
times as clearly testified by archaeological evidence [4,5,11]. 

Over the last millennia (since about 5000 BC), the Nazca River and its main 
tributaries were essential for human occupation and the complex societies established 
in this area. The southern tributaries of the Nazca River (see Figure 1), fed by the 
seasonal precipitations coming from the Andes (at an altitude higher than 2,000 
meters above sea level), are substantially smaller than those of the northern tributaries 
and those from other coastal valleys. 

 
 

 

Fig. 2. Puquios in Cantalloc 

The lack of water was (and still is) due to two main factors: (i) the scarce pluvial 
precipitations and the (ii) high infiltration capacity, which causes yearly a significant 
reduction of the surface water. Over the millennia, long periods of drought occurred 
and frequently the lack of water was persistent for several years. 

As proved by archaeological findings [10], during the Early Intermediate Period 
(known also as Middle Nazca) Nazca population devised an efficient water retrieval 
system, based on underground aqueducts today called puquios. Subsurface water table 
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is, and likely was, very close to the surface level and, therefore, quite easily 
accessible.   

Puquios indicate aqueduct systems based on horizontal water wells, trench and/or 
underground gallery that connects a place on the surface with the ground water source 
(figure 2). For additional details the reader is referred to Lasaponara and Masini [1]. 

Exploiting puquios technology for thousands of years, populations have 
successfully adapted to water shortage. For these reasons, throughout the years, 
several researchers have investigated puquios, see for example [1, 7-12]. Studies from 
Lancho Rojas and Schreiber [7] started up back since 1985 and continue as of today.  

3 Satellite Based Analysis  

Satellite derived parameters, such as temperature and moisture as well as single 
channel behavior (see figure 3) with their spatial and temporal pattern variations, can 
help us to extract precious information to reconstruct ancient environmental changes 
still fossilized in the present landscape, see, for example Lasaponara and Masini [1]. 

 

Fig. 3. Typical reflectance curves according to moisture content variations for vegetation (left) 
and soil (right) 

 
Our investigations focus on the Nazca drainage basin for which we captured spatial 

and temporal variations of both vegetation and soil moisture using a multispectral, 
multi-temporal satellite data set made up of medium-resolution images. To cover a 
larger time window we analyzed both Landsat TM, ETM+ and ASTER which provide 
spectral channels useful for soil and vegetation moisture variation and monitoring. 

Surface reflectance is sensitive to moisture content being that water tends to reduce 
the signal, thus resulting in a reduction of reflectance as the moisture increases, as 
evident from the spectral behavior of both soil and vegetation (Figure 3). 

Along with the use of single channels, another useful approach can be based on the 
of use of spectral index computation and their multitemporal spatial pattern. Our 
assumption is that changes in vegetation and moisture content are greater for shallow 
water table compared to arid soils or irrigated farming fields.  



502 R. Lasaponara and N. Masini 

Using spectral channel combination, we computed two spectral indices: the 
Normalized Difference Vegetation Index (NDVI) and the Normalized Difference 
Water Index (NDWI). NDVI arithmetic combination of the red and Near infrared  
channels according the following formula 

                                                   (1)
 

NDVI enables us to exploit the different spectral behaviour of vegetation cover in the 
different bands. Higher is the NDVI values more healthy is the vegetation.  

NDWI is  computed to estimate moisture content for both soil and vegetation, by 
using also SWIR bands, according the formula (2) 

                                                        (2) 

According to formula 2,  low moisture content should be characterized by high NDWI 
value and vice versa. 

The investigations based on remote sensing have been carried out also using 
Tasselet cup transformation (TCT), computed on the multispectral Landsat images to 
better discriminate the vegetation from desert areas and to emphasize the spatial 
variation of moisture content from the most drought areas. The TCT is a fixed 
coefficient linear transformation, based on empirical analysis of physical features 
space, proposed by Kauth and Thomson  [14] mainly for agricultural monitoring. The 
computation of TCT provides a new reference system composed of six components, 
among which the first three are: 1) “soil brightness” defined by the signature of non 
vegetated areas, 2) “greenness” obtained from vegetation signatures, and 3) wetness, 
which measures the interrelationship of soil and canopy moisture, respectively.  

Our analysis was conducted using a multitemporal data set made up of medium 
and high resolution (HR) satellite images: Landsat TM (1990), Landsat 7 ETM+ 
(2000) and ASTER (2003, 2004 and 2007). 

The Landsat satellite program was designed mainly for vegetation monitoring. The 
ETM+  provides data in eight channels: some available at 30 m spatial resolution such 
as four in the visible/near infrared (VNIR) and two in the short wave infrared (SWIR), 
one in the thermal range at 90 m of resolution, and, finally, a panchromatic scene with 
at a resolution of 15 m.  

The available HR satellite datasets have been processed by using the most adequate 
algorithms according to the available spectral bands. Herein, we will focus on 
Landsat/7 images, acquired at the end of April 2000 and on a multitemporal dataset of 
ASTER acquired on June of 2003, 2004 and 2007, during the dry season. The 
available data set should enable us to characterize the spatial and temporal moisture 
patern, discriminating the differences in moisture content along the tributaries of the 
Nazca river characterized by an ephemeral hydraulic regime. 
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Data processing was carried out according to Lasaponara and Masini [1]. 
Additional data analyses herein performed were mainly based on the characterization 
of space /temporal behavior of the investigated parameters using the time average and 
standard deviation to capture the spatio/temporal variability of the investigated 
parameters. 

4 Results 

Results from data processing of NDVI and moisture maps enabled us to characterize 
the dynamics of surface moisture content and to extract information about ancient 
canals and aqueducts. Spatial and temporal patterns of surface moisture content is one 
of the most significant parameters for capture information on ancient landscapes 
because historically civilizations have predominately located their communities close 
to water ways for their basic survival, agriculture, ritual and domestic use.  

Figure 4 (a,b) shows the RGB composition of Landsat ETM+bands 3-2-1 and  the 
three components (brightness, greenness and wetness) of TCT applied to the TM data, 
respectively. From the measures of TCT components we identified the following 
ranges of values for four different types of soil surfaces, such as : a) Pampa (see a in 
Figure 4a); b) arid beds of quebradas (see b in Figure 4a); c) partially vegetated cover 
of quebradas; d) fluvial oasis of the Nazca river (see a, b, c, and d in Figure 4a, 
respectively; and the relative hystograms in Figure 5): 

 
a) In the Pampa at North of Nazca river and in the arid areas crossed by the 

quebradas (ravines) Atarco, Tariga, Carrizales and Tunga, the TCT component 
values range from 187 to 207 for the brightness (with maximum value around to 
197), -160 to - 123 for the greenness and -105 to -74 for the wetness (max value 
around to -95).  

b) On the arid bed of quebrada, brightness values are higher (190 to 265, with 
maximum value around to 205), as well as greenness (-146 to -118) , whereas 
wetness values (-121 to -89) are lower respect to those measured in the Pampa 
(see Figure 5). The chromatic result of RGB composition (see Figure 4b) allows 
us to extract not only the arid beds of the ravines but also the traces of ancient 
and more recent huaycos which are essentially flash floods caused by torrential 
rains occurring in the mountains that carry rocks with them down. In figure 4b it 
is possible to observe the huaycos coming from the Sierra at North, crossing the 
Pampa of geoglyphs. Such mudslides generally stop in the Nazca riverbed thus 
protecting the Ceremonial Centre of Cahuachi, sited at South of the river. 
However it cannot exclude that in the past mudslides and flooding beyond the left 
bank of the river as showed in Figure 4b. This would prove the vulnerability to 
flash flooding of Cahuachi, in agreement with the archaeological record 
according which the decadence and the abandonment of Ceremonial Center 
would be caused also by two very destructive flash floods. 
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c) The four quebradas at South of Nazca river are characterized by a partially 
vegetation cover, probably due to the shallow water table. This is confirmed by 
the measure of TCT components which put in evidence higher values of 
greenness and wetness (-136 to -75, and -115 to -72, respectively) compared to 
the arid bed of the quebrada. The RGB visualization makes the identification of 
such patterns very easily. In Figure 4b the black rectangular boxes denote some 
areas characterized by the above mentioned TCT value intervals, which are 
typical of an ephemeral idraulic regime that allowed the irrigation for farming 
just for a few months during the wet season (typically from the end of February 
to the first half of April). In such cases, the puquios could provide additional 
water resources for irrigation for more months over the year.  

d) Finally, the measure of TCT components on the Nazca fluvial oasis put clearly in 
evidence higher values of greenness and wetness (-75 to -38, and -95 to -70, 
respectively) respect the partially vegetation covers of some segments of 
quebradas, likely characterized by a shallow water table. 

In Figure 4b, black boxes indicate those segments of the quebradas characterized by 
greenness and wetness values higher respect to the vegetated areas and lower respect 
to the arid surface of the Pampa, due to the presence of shallow water table. White 
and black arrows denote the traces of past mudslides of the Nazca river and huaycos 
coming from the Pampa of geoglyphs at North of the river, respectively.  

It is worth to note that the investigated area from the pampa to the beds of the 
ravines are mostly arid and, therefore, visualized in RGB with black colour. However, 
we can identify some areas characterized by changes of NDVI over time in particular 
in the fluvial oasis of the Nazca river and in the upper part of the tributaries Taruga, 
Carrizales, Tunga and Atarco, where the presence of vegetation is due to shallow 
table water and puquios in use. 
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Fig. 4. (a) RGB composition of Landsat ETM+bands 3-2-1 (b) RGB composition of TCT 
components. Red boxes in Figure 3a, denote the masks, related to four different land cover 
types, hystograms of TCT components have been in evidence higher values of greenness and 
wetness (-75 to -38, and -95 to -70, respectively) respect the partially vegetation covers of some 
segments of quebradas, likely characterized by a shallow water table. 
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Fig. 5. Histograms of the three TCT component values measured on masks located on the four 
land cover types present in the study area: (i) Pampa, (ii) quebradas, (iii) quebradas with 
partially vegetated cover, and (iv) vegetation cover of the Nazca fluvial oasis. 

 
Figure 6 shows NDVI maps which allow us to extract information about flow 

characteristics of the rivers at South of the Nazca basin. In particular, Figure 6a show 
the  RGB composition of multitemporal NDVI maps obtained from the first to the last 
considered year (R:2003, G:2004 and B:2007). Figure 6b shows the standard 
deviation map computed from the multitemporal NDVI which puts in evidence the 
spatial variability along with the temporal patterns: constant low values (compared to 
the observed behavior) over time are characterized by darker tone to black, high 
variability (compared to the observed behavior) are visualized by lighter tone. Finally, 
Figure 6c enhances a classification of the NDVI variability.  
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Fig. 6. (a) RGB (2003, 2004 and 2007) composition of NDVI Maps; (b) detail of standard 
deviation of NDVI maps: constant low values (compared to the observed behavior) over time 
are characterized by darker tone to black, high variability (compared to the average) are 
visualized by lighter tone, (c) classification of the NDVI temporal variability: green, blue 
yellow indicate increasing variability, respectively.  

 

. 
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Fig. 7. shows RGB composition of both NDVI(a) and NDWI (d) maps, along with their 
standard deviations and classification of standard deviation maps.  

 
Figures 7 show RGB compositions for a subset of both NDVI(a) and NDWI (d) 

maps which also allow us to extract information on flow characteristics of the rivers 
at South of the Nazca basin. Both parameters (NDVI(a) and NDWI (d) maps) exhibit 
a coherent behavior. In particular, from the RGB composition (Figure 7d) of NDWI 
(R=2003, G=2004, B=2007) we can distinguish three different spectral behaviors: 

 
(i) One is related to pixels characterized by constantly low NDWI values 

(from -0.1 to 0, over time associated with perennial rivers. 
(ii) The second spatial/temporal pattern, visualized as grey, is related to pixels 

with the highest NDWI values (0.25-0.30) and, therefore, we associate 
them with arid soil which can be found in the Pampa or in the beds of 
ravines characterized by deep water table.  

(iii) Finally, the third feature pattern, characterized by a spatial and temporal 
“dispersion” in NDWI values, is highlighted by the multitemporal 
behaviour  In other words, in Figure 7b, from one year to another the 
NDWI values change within a buffer which denotes that water table is not 
very deep (visualized by a colour with different intensity value of red, 
green and blue).  
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Fig. 8. Underground aqueduct (puquio) of Santa Maria near Rio Taruga. (a) image drawn by 
Google Earth; (b) detail of a chimney (known as ojo in spanish) which allow the access to the 
puquio for their cleaning as well as the entrance of air and sunlight; (c) detail of the same 
puquio from a GeoEye image acquired on 2011 February 28; (d) photo of a puquio: in evidence 
the “ojos”. 

The analysis of NDWI and NDVI variations over time allowed us to identify the 
hydraulic regime (perennial, ephemeral, dry) along each tributary of Rio Nazca. In 
particular, the survey of parts of the ravines or streams characterized by ephemeral 
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regime, that is fluctuation of water table, is crucial not only for the study of palaeo- 
hydrography but also for the detection of ancient hydraulic systems, such as the 
Nazca puquios.  

The crossed observation of NDWI and NDVI maps put in evidence  some areas 
where it is very likely to find puquios. One of them is located in Santa Maria near Rio 
Taruga well visible from very high resolution satellite data. Figures 8 shows (a) an 
image drawn by Google Earth; (b) detail of a chimney which allow the access to the 
puquio for their cleaning as well as the entrance of air and sunlight; (c) detail of the 
same puquio from a GeoEye image acquired on 2011 February 28; (d) photo of a 
puquio: in evidence the “ojos”. 

5 Conclusions  

In the framework of investigations  aimed at supporting archaeological investigation 
in the Nazca Basin,  vegetation indices and moisture content maps obtained from both 
TM and ASTER data,  along with their spatial patterns and variations, were used to 
improve the present  knowledge about the ancient Nazca technologies used for water 
retrieval. 

This is a crucial point not only to detect unknown ancient settlement remains but 
also to understand the ability of the  ancient Nazca populations  in developing 
effective and complex agro-ecosystems to meet the demands of a large population. 
Archaeologists found evidence that the area could not have been inhabited without the 
existence of these aqueducts. Results from the satellite based analysis were verified 
and confirmed by a field survey in Santa Maria near Rio Taruga. 

Our methodological approach, successfully adopted in the Nazca river basin, can 
be also easily re-applied to a number of diverse geographical areas, characterized by 
similar environmental conditions, such as –Meso America, Middle East, Asia, Africa,  
where ancient populations devised and set up similar systems for water retrieval to 
face drought. These systems may be re-used today to combat desertification in desert 
or drought areas. 

The study of ancient water retrieval and management systems will be beyond their 
hydrogeological and physical characteristics, being that in different areas of worlds all 
these systems allowed human settlements, leaded, and influenced social rules, cultural 
activities and economical exploitation of them. 
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Abstract. Satellite time series offer great potential for a quantitative assessment 
of urban expansion, urban sprawl and for monitoring of land use changes and 
soil consumption. This study deals with the spatial characterization of 
expansion of urban areas by using spatial autocorrelation techniques applied to 
multi-date Thematic Mapper (TM) satellite images. The investigation focused 
on several very small towns close to Bari. Urban areas were extracted from 
NASA Landsat images acquired in 1976, 1999 and 2009, respectively. To cope 
with the fact that small changes have to be captured and extracted from TM 
multi-temporal data sets, we adopted the use of spectral indices to emphasize 
occurring changes, and spatial autocorrelation techniques to reveal spatial 
patterns. Urban areas were analyzed using both global and local autocorrelation 
indexes. This approach enables the characterization of pattern features of urban 
area expansion and it improves land use change estimation. The obtained results 
showed a significant urban expansion coupled with an increase of irregularity 
degree of border modifications from 1976 to 2009.  

Keywords: Urban morphology, Remote sensing, Autocorrelation, Change 
Detection. 

1 Introduction 

Urbanization and industrialization are the key factors for social and economical 
development and represent specific response to economic, demographic and 
environmental conditions. In many European regions abandonment of agricultural land 
has induced a high concentration of people in densely populated urban areas during the 
last few decades. This phenomenon has been observed throughout the world. In 1950, 
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only 30% of the world's population lived in urban areas. By 2000 that proportion rose 
up to 47%, and by 2030 the estimated number will be around 60% [25]. 

Such a rapid industrialization and expansion of urban areas has caused strong and 
sharp land cover changes and significant landscape transformations, which 
significantly impact local and regional environmental conditions. Nowadays, the 
increase of concentration of people in densely populated urban areas is considered as 
a pressing issue in developing countries. For example, following land reform initiated 
in 1987, vast areas of China have been involved in a rapid urban expansion and new 
urban settlements [4], so that in a few years, several cities rapidly have become big 
centres or regional nodes.  

The analysis of city size distribution deals with different disciplines such as 
geography, economy, demography, ecology, physics, statistics, etc., because the 
evolution of a city is a dynamic process involving a number of different factors. An 
issue of great importance in modelling urban growth includes spatial and temporal 
dynamics, scale dynamics, man-induced land use changes. Although urban growth is 
perceived as necessary for a sustainable economy, uncontrolled or sprawling urban 
growth can cause various problems, such as loss of open space, landscape alteration, 
environmental pollution, traffic congestion, infrastructure pressure, and other social 
and economical issues. To face such drawbacks, a continuous monitoring of urban 
growth evolution in terms of type and extent of changes over time is essential for 
supporting planners and decision makers in future urban planning.  

Many recent researches have also explored ways of measuring dynamics of urban 
morphology. Shen [22], among others, compared the morphology of 20 urban areas in 
USA obtaining a wide range of results, due to the different size and character of each 
case study. Also, Frankhauser [6] used fractal dimension in the examination of 
outskirt areas in European cities, trying to obtain a typology of urban agglomerations. 
Finally, Benguigui et al. [2] examined the built-up settlement of Tel Aviv and 
concluded that fractal dimension tends to increase through time.  

A critical point for understanding and monitoring urban expansion processes is the 
availability of both (i) time-series data set and (ii) updated information relating to 
current urban spatial structure to define and to locate evolution trends. In such a 
context, an effective contribution can be offered by satellite remote sensing 
technologies, which are able to provide both an historical data archive and up-to-date 
imagery. Satellite technologies represent a cost-effective mean for obtaining useful 
data that can be easily and systematically updated worldwide. Nowadays, medium 
resolution satellite images, such as Landsat TM or ASTER can be downloaded free of 
charge from NASA web site.  

The use of satellite imagery along with spatial analysis techniques can be used for 
monitoring and planning purposes as these enable the reporting of ongoing trends of 
urban growth at a detailed level. Nevertheless, exploitation of satellite Earth 
Observation in the field of urban growth monitoring is a relatively new tool, although 
during the last three decades great efforts have been addressed to the application of 
remote sensing in detecting land use and land cover changes. A number of 
investigations were carried out using different sets of remotely sensed data [23] [14] 
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[18] [12] [21] and diverse methodological approaches to extract information on land 
cover and land use changes. 

This study analyzes urban expansion over time in several towns of southern Italy, 
using satellite images. Sample towns are located south of Bari, one of the most 
important cities in southern Italy. Analyzes were carried out using Landsat images 
acquired in 1976, 1999 and 2009. The obtained results showed a significant urban 
expansion and an increase of irregularity degree in the fabric of the city. Such a 
variation is related to economic factors, industrial expansion and population growth. 

2 Materials and Methods 

2.1 Change Detection 

Over the years, different techniques and algorithms were developed for change 
detection from the simplest approach based on (i) a visual interpretation and/or 
manual digitization of change [11] [15] to the computation and filtering such as (ii) 
image algebra change detection [9], image regression, image rationing [10] and 
vegetation index differencing [20] [11] [15].  

The effectiveness of change detection algorithms is strongly dependent on surface 
characteristics of the study area, on spectral and spatial resolution of available 
historical data sets, and on decision makers needs. All these critical aspects make it 
difficult to develop a general methods effective and reliable for all applications in 
different regions.  

This study deals with the spatial characterization of expansion of urban areas in 
southern Italy, by using geospatial analysis applied to multi-date Thematic Mapper 
(TM) satellite images.  

Over the years, satellite time series data sets, such as Landsat MSS and TM images 
have been used to assess urban growth, mainly for big cities [16] [26] [27]. The 
investigation herein presented focused on assessment of the expansion of several very 
small towns very close to Bari (one of the biggest cities in southern Italy). To cope 
with the fact that small changes have to be captured and extracted from TM multi-
temporal data sets, we adopted the use of spectral indices to emphasize occurring 
changes, and geospatial data analysis for revealing spatial patterns.  

Analyses have been carried out using global and local spatial autocorrelation 
applied to multi-date NASA Landsat images acquired in 1976, 1999 and 2009. The 
results we obtained show a significant urban expansion coupled with an increase of 
the irregularity degree of urban pattern in 1976, 1999 and 2009. This variation is also 
connected with urban expansion and population growth. 

Since 1972, the Landsat satellites have provided repetitive, synoptic, global 
coverage of high-resolution multispectral imagery. The characteristics of TM bands 
were selected to maximize each band's capabilities for detecting and monitoring 
different types of land surface cover characteristics.  

LANDSAT TM multispectral data have been acquired from a nominal altitude of 
705 kilometers (438 miles) in a near-circular, sun-synchronous orbit at an inclination 
of 98.2 degrees, imaging the same 185-km (115-mile) swath of Earth's surface, every 
16 days. All TM spectral bands (1 to 5 and 7) are listed in Table 1. All of remote 
sensed data have been georeferenced according to UTM projection.  
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Table 1. TM spectral bands 

Thematic Mapper (TM) 

Landsat 4-5 Wavelength (micrometers) Resolution (meters) 

Band 1 0.45-0.52 30 

Band 2 0.52-0.60 30 

Band 3 0.63-0.69 30 

Band 4 0.76-0.90 30 

Band 5 1.55-1.75 30 

Band 6 10.40-12.50 120 

Band 7 2.08-2.35 30 

 
The availability of a long time series of TM data systematically acquired, stored 

and now free available from NASA website for the whole globe makes the TM time 
series an invaluable data source for change detection. Moreover, geometric stability 
and high positional accuracy of TM data enable a reliable co-registration of multiple 
images, whereas radiometric consistency allows us to adjust scenes to spectrally 
match. Such characteristics make TM data valuable and reliable low cost technologies 
useful not only for assessing large-scale changes, such as land-use and land-cover, but 
also for assessing variations occurring at smaller scales, such as urban expansion with 
new houses and roads.  

Satellite images acquired in different years (1976, 1999 e 2009) have been used in 
this work. Table 2 shows a comparison between Landsat Terra Aster sensors. 

Table 2. Comparison among several Landsat and Terra Aster sensors 

 Landsat MSS Landsat TM Landsat ETM+ Terra ASTER 

Resolution 80 m 30 m 30 m 15 m (VNIR) 

Green 1 (0,5-0,6 µm) 2 (0,52-0,6 µm) 2 (0,52-0,6 µm) 1 (0,52-0,6 µm) 

Red 2 (0,6-0,7 µm) 3 (0,63-0,69 µm) 3 (0,63-0,69 µm) 2 (0,63-0,69 µm 

Near infrared 3 + 4 (0,7-1,1 µm) 4 (0,76-0,9 µm) 4 (0,76-0,9 µm) 4 (0,78-0,86 µm) 

2.1.1 Spectral Band Analysis  
Observing satellite spectral bands in RGB (Red, Green, Blue), the growth of a city is 
characterized by the transition from natural vegetation colours to lighter and brighter 
colours, generally due to high reflection of buildings and soils where vegetation has 
been removed.  

In order to obtain an image in RGB, it is necessary to combine 3, 2, 1 bands. Using 
GRASS open source GIS software (www.grass.itc.it), it is possible to adequately 
combine the bands, through the module called i.landsat.rgb. This module performs a 
self-balancing action and increases the colour channels of a Landsat RGB image, 
obtaining a mixture of more natural colours. Original data remain intact and only 
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colour table of each band is changed. The module operates computing a histogram for 
each colour channel and removing a controlled amount of outliers before colour scale 
recalibration with an appropriate module (r.colors). The i.landsat.rgb tool works with 
any set of RGB images and the script can be easily modified to work with other 
datasets and bands. In the present paper three TM images, acquired in 1976, 1999 and 
2009, have been used. Two of TM images are shown in Figure 1 (1976 and 2009, 
respectively) using RGB composition to emphasize areas of concern; light spots are 
related to urban areas. 

 

Fig. 1. Comparison of RGB Landsat images at 1976 e 2009 south of Bari municipality 

The phenomenon of urban growth can be analyzed at different scales depending on 
the context of settlements to be examined. These slow dynamics can be analyzed with 
images of the same area at different times, with a not particularly high spatial 
resolution. In any case, urban areas can be identified by investigating spectral 
responses both in visible and infrared bands. The figure below highlights that 
buildings have higher values in the infrared than in the visible band. 

 

Fig. 2. Signal intensity in visible and infrared 

A possible way to highlight changes, considering only three images at a time, is the 
composition in false colour. Another possibility is to combine bands in a different 
way. As for multispectral images, scenes with different acquisition dates, rather than 
bands with different spectral range, are combined. A colour image should be obtained 



 Using Spatial Autocorrelation Techniques and Multi-temporal Satellite Data 517 

where unchanged areas appear in gray scale, while zones where changes have 
occurred show brighter colours. In the following image (Fig. 3) the three 2 bands at 
1976, 1999, 2009 have been combined.  

 

Fig. 3. False Colour composition 

The most evident colours show variations occurred from 1976 to nowadays. 
Unfortunately, in the image there are clouds indicating pixel erroneous changes; but 
in other cases (indicated by light colour), the increase of urbanized area over the years 
is evident. 

2.2 Spatial Autocorrelation Techniques 

In addition to RGB images composition and band classification at different periods, in 
this study Landsat images acquired in 1999 and 2009 have been examined using 
spatial autocorrelation techniques. 

The concept of spatial autocorrelation is rooted on Waldo Tobler [24] first law of 
geography: “everything is related to everything else, but near things are more related 
than distant things”. Spatial autocorrelation can be considered positive if similar 
values of a variable tend to produce clusters; in the same way spatial autocorrelation 
can be classified as negative when similar values of a variable tend to be scattered 
throughout the space (Boots and Getis, 1988).  

Spatial autocorrelation takes into account the spatial attributes of geographical 
objects under investigation, evaluates and describes their relationship and spatial 
patterns, also including the possibility to infer such patterns at different times for the 
study area. The spatial patterns are defined by the arrangement of individual entities 
in space and by spatial relationships among them. Spatial autocorrelations measure 
the extent to which the occurrence of one object/feature is influenced by similar 
objects/features in adjacent areas. As such, statistics of spatial autocorrelation provide 
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(i) indicators of spatial patterns and (ii) key information for understanding spatial 
processes underlying the distribution of an object/feature and/or a given phenomenon 
under observation. Geographical observations can be arranged in spatial and temporal 
order, by latitude and longitude, and over given time periods. In this context time 
series data, such as aerial and satellite images, can provide useful data sets to examine 
changes in homogeneity over time, as well as to measure the strength of the 
relationship between values of the same variables over a given time window. Spatial 
autocorrelation statistics are considered very useful tools in analysing satellite images, 
since they consider not only pixel value (reflectance, temperature, spectral index) 
under investigation, but also the relationship between that same pixel and its 
surrounding pixels in a given window size. 

In absence of spatial autocorrelation the complete spatial randomness hypothesis is 
valid: the probability to have an event in one point with defined (x, y) coordinates is 
independent of the probability to have another event belonging to the same variable. 
The presence of spatial autocorrelation modifies that probability. Fixed a 
neighbourhood for each event, it is possible to understand how much it is modified by 
the presence of other elements inside that neighbourhood. The presence of 
autocorrelation in a spatial distribution is caused by two effects, that could be clearly 
defined, but not separately studied in the practice: 

(i) first order effects: they depend on region of study properties and measure how 
the expected value (mean of the quantitative value associated to each spatial event) 
varies in the space by equation 1:  
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where ds is the neighbourhood around s, E() is the expected mean and Y(ds) is events 
number in the neighbourhood; 

(ii) second order effects: they express local interactions between events in a fixed 
neighbourhood, that tends to the distance between events i and j. These effects are 
measured with covariance variations expressed by the limit in formula 2: 
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The characterization of spatial autocorrelation requires detailed knowledge on:  
(a) the quantitative nature of dataset, also called intensity of the spatial process, 

that is how strong a variable happens in the space [5] [19], with the aim to understand 
if events are similar or dissimilar; 

(b) the geometric nature of dataset: this needs the conceptualization of spatial 
relationships, usually done with the use of matrixes: (i) a distance matrix is defined to 
consider at which distance events influence each other (distance band); (ii) a 
contiguity matrix is useful to know if events influence each other; (iii) a matrix of 
spatial weights expresses how strong this influence is.  
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Concerning distance matrix, a method should be established to calculate distances 
in module and direction. For this concern the module, namely Euclidean distance (3), 
is the most adopted.  

  2)(2)(),( jyiyjxixjsis
E

d −+−=  (3) 

2.2.1 Global Indicators of Spatial Association 
Several indexes have been developed in order to measure spatial autocorrelation 
discovering the presence and intensity of clusters in the distribution. The two main 
indicators are Moran I [17] and Geary C Ratio [7] indexes.  

Moran I index is defined by the following equation: 
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where: 
• N is the number of events; 
• Xi and Xj are intensity values at points i and j (with i≠j), respectively; 

• X  is the average of variables; 

•   −−
i j jiij XXXXw ))(( is the covariance multiplied by an element of weight 

matrix. If Xi and Xj are both upper or lower than the mean, this term will 
be positive, if the two terms are in opposite positions compared to the 
mean the product will be negative;  

• wij is an element of weight matrix which depends on contiguity of events. 
This matrix is strictly connected to adjacency matrix. 

Moran index shows a trend similar to the correlation coefficient, consequently it can 
have values included between -1 and 1. 

Geary C Ratio is quite similar to Moran I index and it is defined by the following 
equation:  

 2

2

)()(2

))()(1(

XXw

XXwN
c

iiijji

jiijji

−ΣΣΣ
−ΣΣ−

=  (5) 

Parameters are very similar to equation 4: the main difference is represented by the 
cross-product term in the numerator, which in Moran is calculated using deviations 
from the mean, while in Geary is directly computed. The square root provides to 
remove all negative values of the formula, consequently Geary C Ratio ranges 
between 0 and 2. Values between 0 and 1 define positive autocorrelation, while values 
greater than 1 and smaller than 2 indicate negative autocorrelation. Value 0 represents 
a perfect positive autocorrelation, the same of neighbouring values with cross-product 
equal to 0. Value 2 defines a perfect negative spatial autocorrelation. 

2.2.2 Local Indicators of Spatial Association 
Luc Anselin [1] defines as a local indicator of spatial association, any statistic that 
satisfies the following two requirements:  
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• the index for a single observation produces a spatial result of the extent 
of clustering of similar values around that observation;  

• the sum of all observations indexes is proportional to the global indicator 
of spatial association. 

Local versions of spatial autocorrelation are used to measure the magnitude of spatial 
autocorrelation within the immediate neighbourhood. Values indicating the magnitude 
of spatial association can be derived for each areal unit and they can be located. The 
local version of statistics employs distance information to identify local clusters and 
relies on the distance information captured in Distance matrix. 

The Local Indicator of Spatial Association (LISA) [1] represents the local version 
of Moran index I and it is defined by the relation: 
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where X  is the intensity mean of all events, Xi is the intensity of event “i”, Xj is the 
intensity of event “j” (with j≠i), SX

2 is the variance of all events and wij is the weight 
matrix. Considering z-score: 
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LISA index can be expressed in the following synthetic form: 
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The function by Getis & Ord [8] is represented by the following equation: 
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which is very similar to Moran index, except for wij(d) which, in this case, represents 
a weight which varies according to distance. These statistics allow us to locate 
clustered pixels, by measuring how much features inside a fixed neighbourhood are 
homogeneous. Nevertheless, the interpretation of Getis and Ord’s Gi meaning is not 
immediate, but it needs a preliminary classification that should be done comparing Gi 
with intensity values.  

The local version of Geary Ratio C is defined as: 

 
=

−=
N

j
jiiji zzwc

1

2)(  (9) 

Local indicators of spatial association can be considered as local functions of 
statistical analysis and can be represented through georeferenced maps, constituting 



 Using Spatial Autocorrelation Techniques and Multi-temporal Satellite Data 521 

very important tools for exploratory analysis of spatial structures especially with large 
databases. 

3 The Case Study 

This study deals with satellite based investigations on urban area expansion in some 
test areas of southern Italy, using change detection techniques and spatial statistics to 
capture and characterize the spatial characterization of feature variations.  

The investigation herein presented was focused on the assessment of the expansion 
of several very small towns very close to Bari (in southern Italy), the second largest 
city of Southern Italy, located in Apulia (or Puglia) Region. It faces the Adriatic Sea 
and has one of the major seaports in Italy. Bari is the fifth largest province (more than 
5,000 square kilometres) in Italy and also the most populated with around 1,600,000 
inhabitants in 2007. The city has around 400,000 inhabitants. The area of concern is 
characterized by an active and dynamic local economy, mainly based on small and 
medium enterprises operative in commerce, industry and services. 

Bari has become one of the top commercial and industrial leaders in Italy, so it is 
known as 'California of South', to indicate the significant growth and leadership much 
higher than other southern areas. Industrial activities are quite numerous and dynamic 
(chemicals, machinery, printed materials, petroleum and textiles production), but also 
agriculture is quite notable in Bari surroundings, with intensive production of 
cherries, tomatoes, artichokes, grapes and table wine.  

Bari has also a long history since the Middle-Ages, when it was one of the main 
ports from which pilgrims sailed to the Holy Land. 

3.1 Change Detection  

The main aim of our investigation was to evaluate the possibility to enhance spatial 
patterns of urban development of years 1999 and 2009 in the area of concern. The 
expansion of urban areas has been assessed by using change detection techniques 
along with both global and local geospatial statistical analysis. 

Change detection is the assessment of variations between multidate, or time series 
data sets, or, in the case of remotely sensed data, between two or more scenes 
covering the same geographic area and acquired in different periods.  

To cope with the fact that small changes have to be captured and extracted from 
TM multitemporal data sets, it is important that an adequate processing chain must be 
implemented. Indeed, multidate imagery data analysis requires a more accurate pre-
processing than single date analysis. This includes calibration to radiance or at-
satellite reflectance, inter-calibration among multidate images, atmospheric correction 
or normalization, image registration, geometric correction, and masking (e.g., for 
clouds, water, irrelevant features). These procedures improve the capability in 
discriminating real changes from artefacts introduced by differences in sensor 
calibration, atmosphere, and/or sun angle. Some radiometric rectification techniques 
are based on the use of areas of the scene under investigation whose reflectance is 
nearly constant over time. 

The images under investigations were pre-processed, co-registered and inter-
calibrated to reduce sources of false changes, such as those caused by clouds, cloud 
shadows, and atmospheric differences.  
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Relating to change detection, we should consider that up to now, a number of 
change detection techniques have been devised and applied for capturing variations of 
surface characteristics, atmospheric components, water quality and coastal zones. 
Some methods focused on the monitoring of urbanization, agricultural development, 
forest land management, and environmental management.  

These procedures generally are coupled with data transformation to vegetation 
indices, whose principal advantage over single-band radiometrics is their ability to 
strongly reduce data volume for processing and analysis, and also to reduce residual 
of atmospheric contamination. In our analyses, we adopted Normalized Difference of 
Index Vegetation (NDVI), which is the most widely used index for a number of 
different applications, ranging from vegetation monitoring to urban sprawl. The 
NDVI is computed using the following formula: 
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This index was computed for both 1999 and 2009, to emphasize occurring changes 
and improve change detection analysis carried out as classification comparison from 
NDVI processed using geospatial data analysis.  

 

Fig. 4. RGB of TM images acquired in 1999 and 2009, note that light spots are urban areas. 
The black rectangle indicates the location of the study area. 

Figure 4 show NDVI maps computed from TM images acquired in 1999 and 2009, 
respectively. A visual comparison between the figures clearly points out that the use 
of spectral combinations of red and NIR bands highlights light spots related to urban 
areas. In particular, the comparison between multidate (1999 and 2009) NDVI maps 
emphasises the expansion of urban areas, which are easily recognizable by a visual 
inspection. 

The following image shows the numerical difference between 1999 and 2009 
maps. The increase in the extension of urban area was connected to economic and 
demographic factors.  
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Fig. 5. NDVI map from the TM images acquired in 1999 and 2009, note that light spots are 
urban areas. NDVI difference map from the TM images acquired in 1999 and 2009, note that 
white pixels are urban areas. The red circle indicates a strong change in NDVI index where 
vegetation has been replaced by the urbanized area. 

3.2 Spatial Autocorrelation 

To study spatial autocorrelation in satellite data, it is important to define which are the 
spatial events, their quantitative nature (intensity) and the conceptualization of 
geometric relationships. A spatial event is clearly the pixel. Spatial autocorrelation 
statistics are usually calculated considering geographical coordinates of its centroid. 
Concerning the intensity, it should be chosen strictly considering the empirical nature 
of the case study. 

In image processing, Global measures of spatial autocorrelation provide a single 
value that indicates the level of spatial autocorrelation within the variable distribution, 
namely the homogeneity of a given value within the image under investigation.  

Local measures of spatial autocorrelation provide a value for each location within 
the variable distribution and, therefore, are able to identify discrete spatial patterns 
that may not otherwise be apparent [23]. Statistics output is an image for each 
calculated index, which contains a measure of autocorrelation around that pixel.  

Both global and local statistics can be calculated using spectral channels, spectral 
combinations and/or multi-temporal combinations as intensity. 

In order to identify areas of urban expansion, we looked for a change in spatial 
structure between two image dates. 

Spatial dependency may be captured using spatial autocorrelation statistics such as 
join-counts, Moran’s I and Geary’s c. Therefore, we consider that the temporal 
change of geospatial statistic between image dates provides information on change in 
spatial structure of some unspecified nature between two image dates.  
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For a given pixel, the change from one date to another will be on ac-count of 
changes in the spatial structure within the range of spatial windows of that pixel. 
Spatial differences, which are equal between the two dates for a given co-registered 
pixel window, will not induce a change.  

However, results from these analyses may be unrepresentative if the nature and 
extent of spatial autocorrelation varies significantly over the area of interest. To cope 
with this issue, we considered: (i) local indicators of spatial association and (ii) the 
hypothesis that a region with urban settlements will exhibit spatial homogeneity in 
spectral response, due to the lowly variable spatial and spectral structure of concrete 
and building materials. 

4 Results 

In the current study, both global and local geospatial statistics were applied to 1999 
and 2009 TM images, using spectral combinations of single bands to enhance 
variations occurring during the time window under investigation. The comparison was 
made using single date NDVI maps computed for both 1999 and 2009 along with the 
map obtained as difference between NDVI 1999 and 2009. Later on, the multidate 
data set was analyzed using a pixel-by-pixel comparison followed by change region 
analysis and verification of results from the two successive temporal scenes (1999 and 
2009). Figure 6 (from left to right) shows local autocorrelation indexes presented as 
RGB Getis Gi, Local Geary c and LISA applied with lag 2. All panels clearly reveal 
the increase in urbanized area; RGB Getis, Geary’s c and Moran of the map well 
show variations linked to concrete and building materials.  

 

Fig. 6. (from left to right) show the local autocorrelation indexes presented as Getis Gi, Local 
Geary c and LISA applied with lag 2 

Taking into account the obtained results, we can observe that the distribution of the 
built-up area was more homogeneous and less fragmented in 1999, without the 
presence of different urban centres. During the period up to 2009 changes led to an 
increase of density leading to an increase in urban areas expansion. 

Another procedure in analyzing the evolution of urbanized areas is given by the 
combination of bands. In this way, more appropriate indices of remote sensing for the 
study of a given phenomenon can be built. One of the indices used for the study of 
urban phenomena is BAI Built-up Areas Index = (blue - ir)/ir + blue). The BAI is a 
very useful index for identifying impermeable surfaces like asphalt and concrete. 
Values generated using BAI index range from -1 to 1 and this also emerges from 
basic statistics (module r.stats GRASS) performed on raster data. 
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Fig. 7. Built-up Areas Index using Landsat images (1976-1999-2009) 

5 Final Remarks 

In the present paper, each step of the process has been carried out using free tools and 
data. Operating system (Linux Ubuntu) and GIS software (GRASS GIS and Quantum 
GIS) are open source type, while Landsat data are downloadable and ready to use. 
This aspect is very important since it puts no limit and allows everybody to carry 
spatial analyses on remote sensing data.  

As regards autocorrelation analysis, it was considered as a method for examining 
transformations taking place in urbanized areas located in southern Italy. The main 
objectives of the study were: (i) to assess if the variation of urban structure over time 
can be quantitatively determined using TM images, (ii) to investigate and describe the 
modification of urban shape and morphology over time. 

Analysing and comparing different years, the process of urban intensification has 
been observed, and the increase of urbanized area was revealed. This change shows 
the transformation that took place in the area under investigation and the 
transformation from quite regular to more fragmented peripheral settlements. The 
relevance of the technique herein used is that it provides a reliable way of analysing 
the urban structure and its transformation through time. 

However, this study is preliminary and quite suggestive and its main objective was 
to present a way of applying autocorrelation analysis to the monitoring of urban area 
evolution. The need of analysing more time periods and a comparative analysis 
among many urban areas would be fruitful, and the application of the geostatistical 
analysis applied to satellite time series constitutes a major challenge for further 
investigation. 
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Abstract. Web services composition based on quality of services have been 
recently studied by several researchers. Service composition with minimum 
communication cost has been well studied for service overlay networks.  
However there are very few optimization algorithms available which considers 
more than one objective. Finding a solution that optimizes all the objectives is 
nontrivial. In multi-objective optimization problem, the solution can be given in 
such a way that it fulfills the requirements of the user without making much 
sacrifice from the optimal solution. In this paper we would like to address the 
problem of dynamic services composition in an existing framework by 
considering two QoS parameters that are communication cost and service cost. 
For this we suggest an algorithm. Some experimental results are also reported 
that validate the algorithm.   

Keywords: Dynamic web services composition, quality of services, 
communication cost, service cost.  

1 Introduction  

Web services are a new type of Web applications. These applications can be 
published, located, and invoked across the Web. Web services perform functions that 
can be anything from simple requests for information to creating and executing 
complicated business processes. Once a Web service is deployed, it can be discovered 
and invoked by other applications (or other Web services). 

A web services framework consists of three parts — communication protocols, 
service descriptions, and service discovery [4].  These are: (i) the simple object access 
protocol (SOAP) which enables communication among Web services, (ii) the web 
services description language (WSDL), which provides a formal, computer-readable 
description of Web services and (iii) the Universal Description, Discovery, and 
Integration (UDDI) directory, which is a registry of Web services descriptions.  

In service computing, service composition is the process of assembling 
independent and reusable service components across different domains in the Internet 
to construct richer application functionality according to a service composition 
request. Generally, a service composition request is associated with a set of required 
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services and invocation orders between them. Such a relationship among services can 
be characterized by a directed acyclic graph (DAG) [1]. 

In the Internet, the websites that provide services are called service providers. The 
service composition solution of a service composition request is to assign each 
required service in the service composition request graph to an appropriate service 
provider [1]. Quality of the composition can be measured on some parameters like 
communication cost, service cost, reliability and availability [2].  

Web services composition can be done in two ways on the basis of when the 
services are selected for composition. In static composition the services are selected at 
compile time. In dynamic composition service selection is done at run time. Dynamic 
service selection is much complex then static service selection. In dynamic web 
service selection the service request is broken in smaller sub-problem, then for those 
sub-problems services are selected then those services are composed together in such 
a manner that the complex task can be fulfilled. Benefits of the dynamic web services 
are on-demand service, unlimited number of new services [5]. In Static Service 
composition when any of the service required for composition is not available then 
the task will not be performed. But, in case of Dynamic web service composition if 
such a situation arises, the situation would be handled by selection another service 
providing the same functionality.  

If there is only one service provider available for every service there is no need of 
any optimization technique. Typically a service is provided by more than one service 
provider. The objective is to select a set of providers such that a combination of one 
or more costs associated with a service is optimized. Such costs are characterized by 
QoS parameters. Some commonly used parameters include communication cost, 
service cost, reliability, and availability [2], [7-8],[14]. However we need to consider 
situations where the providers contributing to an optimal solution may not be 
available at some time. The non-availability of the providers may arise due to either 
failure of the provider or breakdown of links connecting the providers. Thus we 
would now look for a solution that is as close as possible to the optimal solution. In 
this paper we suggest a method for obtaining such suboptimal solutions when only 
two QoS parameters (namely, communication cost and service cost) are considered.  

The remaining paper is structured as follows. In Section 2 we discuss some related 
work. In Section 3 we propose a new algorithm for two QoS parameters. In Section 4 
we present our experimental results and provide an analysis of the results. Section 5 
concludes the paper.  

2 Related Work 

Several approaches have been proposed for dynamic web service composition  
[5-6],[9]. A classification of dynamic web services composition techniques is 
presented in [5]. Some approaches include: (i) ontology based approach where  
every service description is marked with ontology; the composition is done on the 
basis of semantic similarity, (ii) runtime component adaptation, (iii) runtime 
reconfiguration using wrappers, and (iv) declarative composition. A workflow 
approach is proposed in [6]. A semantic graph-based composition algorithm is 
suggested in [9] where the composition is performed by matching the input-output 
parameters of web services.  

Some works describe frameworks for dynamic web service composition.  In [3] a 
web service composition system is presented which specifies the workflow model for 



530 J. Nema, R. Niyogi, and A. Milani 

the composition of the services. In [11] model driven approach is proposed that 
enables the system of dynamic selection of services. A software system called 
FUSION has been developed in [10] for service portals---a collection of services 
made available to the user. The authors [10] feel that the architecture would be 
commercially useful for portal designers.  In [15] for a given request a dependency 
graph is generated dynamically. Now on this graph an A* based search algorithm is 
applied to obtain the composed service. However all these frameworks are designed 
for only one QoS parameter.  

In dynamic web service composition, QoS parameters are also taken into 
consideration during composition. In [12-14] QoS aware dynamic web service 
composition is discussed. In [7], [13] it is suggested that solving the composition 
problem of multi-objective function (involving QoS parameters) can be converted 
into a single objective problem. The difficulty in these approaches lies in the 
normalization of the QoS parameters. Genetic algorithm based multi-objective 
evolutionary algorithms have been suggested in  [8] for web service composition. The 
algorithms used are well known Genetic Algorithms. These algorithms are SPEA2 and 
NSGA2. This paper considers only sequences of services. It is not capable of handling 
complex  types of request such as those represented using DAGs. 

3 A Randomized Algorithm for Multi-objective Optimization 
for Service Composition 

We suggest an algorithm Rand-Multiobj-Service-Comp that tries to optimize a 
linear combination of  two objectives, namely communication cost (CC) and service 
cost (SC). The inputs to this algorithm are (i) a service overlay network that consists 
of M service providers, N services, service cost matrix, communication cost matrix, 
and (ii) a service request (SR) (represented in the form of a DAG).  The minimum 
communication cost (CCmin) and the minimum service cost (SCmin) for the given 
SR are computed using the algorithms ServiceCost and CCmin given in Section 3.1 
and 3.2  respectively. 

Our algorithm works as follows. It randomly picks a solution, say s, for the given 
service request. Then it computes the costs for s using the respective cost matrices. 
Let these costs be X and Y. Next it  compares the sum of these costs (X+Y) with the 
sum of the optimal costs (X_min + Y_min). For some chosen threshold values it 
decides whether or not to accept the solution s.  This process is repeated until a 
satisfactory solution is obtained.  

Pseudo-code for Rand-Multiobj-Service-Comp: 
1. X_min :=  ServiceCost( ServiceRequest[n] ) 
2. Y_min := CCmin-algo(SR); // given in sectionnnn [1] 
3. For each service j in SR, given as input in the form of a DAG, 
4.            Pick a random provider for  service j from  ProvidersOf[n][M], 

say k. 
5. Append  (j, k)  to the front of a  list L 
6. X := X +  costofservice(j,k) // obtained from the given matrix 
7. endfor 
8. Calculate the communication cost from the list L, say Y, using the 

communication cost matrix. 
9. Choose β and β’ suitably. 
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10.  If  X - X_min  ≤ β and Y-Y_min ≤ β’ 
(β is the percentage of deviation from SC_min, β’ is the  percentage 

of deviation from CC_min.)                                
11.                      then  Z := X+Y;                               
12.                                 Solution is found, exit. 
13. GOTO step 3. 

3.1 Web Service Composition with Minimum Communication Cost [1]  

We give a brief outline of the method suggested in [1] to find a service composition 
solution with minimum communication cost for a given service composition request. 
The  idea is to reduce the problem into smaller sub problems. The Auxiliary graph is 
designed from User request and Service Overlay Network. Then it tries to find out the 
basic structure of three nodes from the User request. When a basic structure is found, 
it updates the user request graph and also auxiliary graph.  

Cost of the basic block is calculated using any minimum cost algorithm. The 
auxiliary graph is updated accordingly. This process is continued until the user 
request is reduced into one of the three basic structure [1]. Now the auxiliary graph 
contains only three nodes. For them the solution can be found in polynomial time. If it 
is not possible to reduce the user request graph in any of the basic structures, the 
program stops. The overall method can be represented as shown in the flowchart 
given in figure 1. 

 

Fig. 1. General framework for web service composition with minimum cost 
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3.2 Web Service Composition with Minimum Service Cost  

We suggest an algorithm that tries to optimize service cost for a given request(SC). 
The inputs to this algorithm are (i) a service overlay network that consists of M 
service providers, N services, service cost matrix, communication cost matrix, and (ii) 
a service request (SR) (represented in the form of a DAG).  

This algorithm works as follows. The greedy approach is applied for finding the 
solution. Because choosing a provider for any service does not affect the selection of 
provider for another service. So, for getting the solution we take services one by one. 
Then for that service we look for the provider which is taking the least cost for that 
service. Total sum of the service costs of the provider chosen for that service is the 
optimum value for the given service request (SR).   

Pseudo-code for the algorithm ServiceCost( ServiceRequest[n] ) 

1. OverallCost := 0; 
2. for  i = 1 to n 
3.                minCost :=  infinity; k := ServiceRequest[i] 
4.                for providers j = 1 to M 
5.                                   if (Provider[j][k] is ≠ 0)   
6.                                                      ProvidersOf[k][j] := 1                                                    
7.  
8.                                                        if (minCost >  Provider[j][k]) 
9.                                                                   { minCost  :=  Provider[j][k]; 
10.                                                                      SR-mincost-provider[i] :=  j; } 
11.                                                                       
12.                                                       end if 
13.                                   end if 
14.                end for 
15.                ProvidersOf[k][ SR-mincost-provider[i] ] := 0;  
16.                OverallCost  :=  OverallCost + minCost; 
17. end for 

4 Experiment Results 

4.1 System Specification 

We have performed the experiments shown below on a system with 2.26 GHz Intel 
Pentium, 4 GB of  RAM and windows operating system. 

4.2 Data Set 

We have used the following data set for our experiments performed on a service 
overlay network. The overlay network consists of 20 service provider and 15 services. 
The information regarding the services provided by the service providers is stored in a 
matrix named ProvidersOf. The communication cost between two providers is stored 
in another matrix. The service cost associated with a service provider is stored in a 
matrix named  Provider.      
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Table 1. Provider Service Cost matrix 

 S0 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 

P0 9 3 0 6 0 0 0 0 0 0 0 0 0 0 0 

P1 0 2 6 0 6 0 0 0 0 0 0 0 0 0 0 

P2 0 0 7 8 0 1 0 0 0 0 0 0 0 0 0 

P3 0 0 0 7 4 0 9 0 0 0 0 0 0 0 0 

P4 0 0 0 0 5 3 0 5 0 0 0 0 0 0 0 

P5 0 0 0 0 0 2 7 0 2 0 0 0 0 0 0 

P6 0 0 0 0 0 0 8 6 0 9 0 0 0 0 0 

P7 0 0 0 0 0 0 0 7 3 0 7 0 0 0 0 

P8 0 0 0 0 0 0 0 0 3 7 0 4 0 0 0 

P9 0 0 0 0 0 0 0 0 0 7 6 0 3 0 0 

P10 0 0 0 0 0 0 0 0 0 0 5 6 0 7 0 

P11 0 0 0 0 0 0 0 0 0 0 0 6 2 0 6 

P12 8 0 0 0 0 0 0 0 0 0 0 0 2 9 0 

P13 7 0 0 0 0 0 0 0 0 0 0 0 0 9 7 

P14 0 2 8 0 0 0 0 0 0 0 0 0 0 0 8 

P15 8 4 0 0 0 0 0 0 0 0 0 0 0 0 6 

P16 0 0 0 0 0 0 0 0 0 0 0 5 1 8 0 

P17 0 0 0 0 0 0 0 0 4 8 6 0 0 0 0 

P18 0 0 0 0 0 2 8 5 0 0 0 0 0 0 0 

P19 0 0 7 6 5 0 0 0 0 0 0 0 0 0 0 
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Table 2. Communication Cost matrix 

 P 

0 

P 

1 

P 

2 

P 

3 

P 

4 

P 

5 

P 

6 

P 

7 

P 

8 

P 

9 

P 

10 

P 

11 

P 

12 

P 

13 

P 

14 

P 

15 

P 

16 

P 

17 

P 

18 

P 

19 

P0 0 4 4 3 3 3 3 4 4 2 2 4 4 3 3 3 3 4 4 1 

P1 4 0 3 5 4 4 5 3 2 4 4 2 3 5 4 4 5 3 1 4 

P2 4 3 0 5 4 4 5 2 3 4 4 3 2 5 4 4 5 1 3 4 

P3 3 5 5 0 5 5 2 5 5 2 3 3 2 2 5 5 1 5 5 3 

P4 3 4 4 5 0 2 5 4 4 3 3 4 4 5 2 1 5 4 4 3 

P5 3 4 4 5 2 0 5 4 4 4 4 4 4 5 1 2 5 4 4 3 

P6 3 5 5 2 5 5 0 3 5 3 3 5 5 1 5 5 2 5 5 3 

P7 4 3 2 5 4 4 5 0 3 4 4 3 1 5 4 4 5 2 3 4 

P8 4 2 3 5 4 4 5 3 0 3 3 1 3 5 4 4 5 3 2 4 

P9 2 4 4 5 3 4 3 4 3 0 1 3 4 3 4 3 5 4 4 2 

P10 2 4 4 5 3 4 3 4 3 1 0 3 4 3 4 3 5 4 4 2 

P11 4 2 3 5 4 4 5 3 1 3 3 0 3 5 4 4 5 3 2 4 

P12 4 3 2 5 4 4 5 1 3 4 4 3 0 5 4 4 5 2 3 4 

P13 3 5 5 2 5 5 1 5 5 3 3 5 5 0 5 5 2 5 5 3 

P14 3 4 4 5 2 1 5 4 4 4 4 4 4 5 0 2 5 4 4 3 

P15 3 4 4 5 1 2 5 4 4 3 3 4 4 5 2 0 5 4 4 3 

P16 3 5 5 1 5 5 2 5 5 5 5 5 5 2 5 5 0 5 5 3 

P17 4 3 1 5 4 4 5 2 3 4 4 3 2 5 4 4 5 0 3 4 

P18 4 1 3 5 4 4 5 3 2 4 4 2 3 5 4 4 5 3 0 4 

P19 1 4 4 3 3 3 3 4 4 2 2 4 4 3 3 3 3 4 4 0 



 A Framework for QoS Based Dynamic Web Services Composition 535 

4.3 Results 

We have implemented the above three algorithms. The service composition request is 
given in the form of DAGs. Some of the most common examples have been taken as  
input to the algorithms and the corresponding results are shown in Table 3. In the 
service request column different types of service composition is given. Corresponding 
to a service composition request, Solution (Service to Provider) column contains a 
solution obtained by the Randomized algorithm given in Section 3. The columns SC 
and CC correspond to the service cost and the communication cost respectively for 
the random solution. The column Z contains the sum of SC and CC. The column Z’ 
contains the best possible value for that service composition request (SR). Solution 
for SCmin contains the service- provider pair for algorithm which provides the 
minimum service cost for the service composition request. Solution for CCmin  
contains the service-provider pair for algorithm which provides the minimum 
communication cost for the service composition request. From the experimental 
results obtained (shown in Table 3) we can conclude that for the same service 
composition request when individual objectives (CC and SC) optimization algorithms 
are applied the obtained results are conflicting.  

Table 3. Experimental Results for Different Service Request 

 
 
 
 
 
 

Service 
Request 

Solution 
(Service to 
Provider) 

SC CC Z Z’ 
(SCmin 
+CCmin) 

Solution 
for 
SCmin 

Solution 
for 
CCMin 

S 
1(3) 
2(4) 
3(5) 
4(6) 

P 
3 
3 
5 
5 
 

20 10 30 24 
(18+6) 

 
19 
3 
2 
5 
 

 
19 
19 
5 
5 
 

 

S 
1(3) 
2(6) 
3(9) 

P 
3 
6 
9 
 

22 7 29 24 
(20+4) 

 
19 
5 
9 

 
3 
6 
6 
 

S 
1(2) 
2(4) 
3(6) 
 

P 
2 
3 
3 
 

20 5 25 20 
(17+3) 

 
1 
3 
5 
 

 
19 
3 
3 
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Table 3. (continued) 

 
(Z-Z’)*100/Z’ column contains the percentage deviation of sum of the costs from 

the best cost possible for the corresponding service request. The next two columns 
contain the percentage of deviation of individual objective value for the random 
solution from their best value possible. Time column contains the time taken for 
getting the appropriate random solution which is acceptable by the algorithm (this 
means that the result should not deviate more than a limit from the best solution).  

Table 3. (continued) 

Service Request (Z-Z’)* 
100/Z’ 

(SC-SCmin)* 
100/ 
SCmin 

(CC-CCmin)*100/ 
CCmin 

Time 
(seconds) 

 

25 11.11 66.67 0.640 

 

20.83 10 75 1.575 

  

S 
1(2) 
2(4) 
3(6) 
4(8) 
 

P 
2 
4 
3 
7 
 

24 23 47 33 
(19+14) 

 
1 
3 
5 
5 

 
1 
1 
5 
8 

S 
1(1) 
2(2) 
3(3) 
4(4) 
5(5) 
 

P 
14 
1 
2 
4 
4 

24 15 39 28 
(19+9) 

 
14 
1 
19 
3 
2 
 

 
15 
19 
19 
4 
4 

S 
1(1) 
2(3) 
3(5) 
4(7) 
5(9) 
6(11) 

P 
14 
2 
4 
6 
9 
10 

32 18 50 35 
(21+14) 

 
14 
19 
2 
18 
9 
8 
 

 
2 
2 
4 
4 
6 
6 
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Table 3. (continued) 

25 17 66.67 1.342 

42.42 26.31 64.28 0.546 

39.28 26.31 66.67 0.936 

38.38 28 63.63 0.733 

4.4 Analysis of the Result 

Let us consider the Table 3 given above. For the service request given in row 1, we 
find that the service cost SC is 20 and the communication cost CC is 10. Thus the 
total cost Z is equal to 30. Now the corresponding minimum costs (SCmin and 
CCmin) are  18 and 6 respectively. Thus Z’ is equal to 24. So the deviation is 25%. 
For the services 3,4,5,6 the corresponding providers, obtained by our Randomized 
Algorithm (given in Section 3), are 3,3,5,5. Now, from the Service cost matrix (given 
in Table 1) the service costs are 7,4,2,7 (that totals to 20 which is the SC value). From 
the Communication cost matrix (given in Table 2) the communication costs of the 
links (3,3),(3,5),(3,5),(5,5) are 0,5,5,0 (that totals to 10 which is the CC value). The 
running time of the algorithm for this request is 0.640 seconds.  

From the experiment results we find that the maximum percentage deviation from 
the optimal value is around 43%. We have taken different types of service request 
graphs (DAGs). The running time is within 2 seconds. 

5 Conclusion 

In this paper we addressed the problem of dynamic web services composition 
considering two QoS parameters (communication cost and service cost). Most 
available techniques for dynamic services composition deal with a single QoS 
parameter, and they provide optimal solutions. However there are few works that 
consider multiple parameters for composition. These works use some types of 
evolutionary algorithms to obtain results that are close to optimal. We have suggested 
a randomized algorithm for obtaining suboptimal solution. Our results are compared 
with possible optimal solutions. The experiments performed demonstrate that the 
deviation from optimal solution is satisfactory. 

However as part of our future and ongoing work we need to make our prototype 
system capable of handling different types of overlay network and more varied class 
of user requests. We also would like to study nonlinear combination of the QoS 
parameters. An interesting problem would be to design an algorithm for dynamic web 
services composition considering more than two parameters.  
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Abstract. During last years we have seen an impressive growth and dif-
fusion of applications shared and used by a huge amount of users around
the world, like for example social networks, web portals or elearning
platforms. Such systems produce in general a large amount of data, nor-
mally stored in its raw format in log file systems and databases. To
prevent an unmanageable growing of the necessary space to store data
and the breakdown of data usability, such data can be condensed and
summarized to improve reporting performance and reduce the system
load. This data summarization reduces the amount of space that is re-
quired to store software data but produces, as a side effect, a decrease of
their informative capability due to an information loss. In this work the
problem of summarizing data obtained by the log systems of applications
with a lot of users is studied. In particular a model to represent these raw
data as temporal events collected in time sequences is proposed, methods
to reduce the data size, collapsing the descriptions of more events in a
unique descriptor or in a smaller set of descriptors, are provided and the
optimal summarization problem is posed.

1 Introduction

Chronology-dependent applications (CDA) are applications that produce log files
in which system states and activities over the time are recorded. For example,
network traffic data log systems, alarms in telecommunication networks and
web portals which records the user activities are CDA producing in general
large amount of data in the form of log sequences, stored in log file systems and
databases. Mining historical data about events is a useful way to understand
and optimize system behaviors.

Event sequences capture the information of system and user activities over
time, and event log analysis poses significant challenges: by examining event
patterns, system administrators can set up event and incident management rules
to eliminate or mitigate IT risks. It has become a standard way to manage large
scale distributed systems in IT companies [7]. But log files are usually big and
noisy, and the difficulty of finding patterns is very high as well as the number of
patterns discovered can be very large [19].

B. Murgante et al. (Eds.): ICCSA 2012, Part III, LNCS 7335, pp. 539–549, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.dmi.unipg.it


540 E. Gentili, A. Milani, and V. Poggioni

In the case of applications with thousands of users, a simple log file can con-
tain millions of records representing instantaneous events. The volume necessary
to hold and manage them could be huge. Data in such log files can be condensed
and summarized to improve reporting performance and reduce the system load,
because it could be more practical and meaningful for analysts to navigate in the
chronology of summarized data which gather several events about a same topic,
rather than to navigate the total amount of data. For these reasons data sum-
marization could be very useful both in order to reduce space and to aggregate
information.

Most existing research efforts focus on episode mining or frequency pattern
discovery: these methods simply report a large number of frequent episodes or
patterns, but they fail to provide a brief and comprehensible event summary
revealing the big picture that the dataset embodies [2]. Instead of discovering
frequent patterns, recent works on event mining have been focused on event
summarization, compacting time sequences of events into shorter ones [8], [9],
[19].

In this work, events are defined as entities characterized by a set of properties
that are common to many real applications: in particular, each event is described
by a set of users which made actions over objects either at a particular instant
or during an interval. The time model we assume is discrete, events are instan-
taneous and are clearly representable by a tuple like (u, a, o, t), with which we
describe that a user u performed the action a over the object o at time t.

We present a new method to produce a concise summary of sequences of
events related to time, based on the data size reduction obtained merging time
intervals and collapsing the descriptions of more events in a unique descriptor or
in a smaller set of descriptors. Moreover, in order to obtain a data representation
as compact as possible, an abstraction operation allowing an event generalization
process (as in [13]) is defined. Time sequence summarization takes as input a
time sequence in which events are chronologically ordered, and aims to produce
a summarized time sequence that can substitute the original time sequence in
the data analysis.

The reduction of the amount of data produces also as a side effect, a decrease
of their informative capability due to an information loss. For this reason, we
formally define the summarization problem as an optimization problem that
balances between shortness of the summary and accuracy of the data description.

1.1 Related Works

The summarization problem is presented also in [5], [7], [8], [9], [10], [13], [19],
which addressing the problem from different points of view.

In [13], Pham et al. have proposed an algorithm that achieves time sequence
summarization based on a generalization, grouping and concept formation pro-
cess. Generalization expresses event descriptors at higher levels of abstraction
using taxonomies while grouping gathers similar events. Concept formation is
responsible for reducing the size of the input time sequence of events by repre-
senting each group created by one concept. The process is performed in a way
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such that the overall chronology of events is preserved. The algorithm computes
the summary incrementally and has reduced algorithmic complexity.

A different approach to the problem is in [8], [9], where Kiernan and Terzi rely
to the Maximum Description Length principle to produce a comprehensive sum-
mary of an event sequence, where events are taken from a set of different event
types. They have formally defined the summarization problem as an optimiza-
tion problem that balances between shortness of the summary and accuracy of
the data description. They have shown that this problem can be solved optimally
in polynomial time by using a combination of two dynamic-programming algo-
rithms. It has been also explored more efficient greedy alternatives and demon-
strated that they work well on large datasets. Kiernan and Terzi also present in
[10] a tool for summarizing large event sequences based on work proposed in [8],
[9]. This method reveals the local patterns of the sequence but fails to provide
the inter-segment relationships.

A more sophisticated method to summarize time sequence of events is the
one proposed by Wang et al. in [19]. They are able to describe the patterns
and also learn a Hidden Markov Model to characterize the global relationships
by partitioning the time sequence into segments. This method can produce a
comprehensive summary for the input sequence, but it only focuses on the fre-
quency changes of event types across adjacent segments and ignore the temporal
information among event types within a segment, generates the same number of
event patterns with the same boundaries for all event types and the generated
summary is difficult for system administrators to understand and take actions.

A novel framework called “natural event summarization” is proposed by Jiang
et al. in [7]. This method summarizes an event sequence using inter-arrival his-
tograms to capture the temporal relationships among events using the minimum
description length principle to guide the process in order to balance between
accuracy and brevity. Moreover, the authors use multi-resolution analysis for
pruning the problem space. The summary created by this procedure is usable,
robust to noise and scalable.

In [5], Chandola et al. formulates the problem of summarization of trans-
actions that contain categorical data, introducing two measures, Compaction
Gain and Information Loss, to assess the quality of the summary. The optimal
summarization procedure consists of an optimization problem involving these
two measures. They investigate two approaches to address the problem: the first
one consists of an adaptation of clustering techniques and the second technique
regards the use of frequent sets of items from the association analysis domain.

1.2 Roadmap

The rest of the paper is organized as follows: in Section 2 we present the summa-
rization model, giving some basic definitions, properties and notational conven-
tions. In Section 3, the optimal summarization problem is formally described,
taking into account the metrics defined to assess the quality of a summarized
time sequence with respect to the initial volume of data. Conclusions and future
works are exposed in Section 4.
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2 The Model

In this work we define events as entities that are characterized by a set of prop-
erties that are common to many real applications: each event is described by
a set of users which made actions over objects either at a particular instant or
during an interval.

The log files of most applications stores data containing this information. For
instance, Moodle, one of the most popular e-learning software platform, produces
a log file containing each action (login, read, upload, etc...) performed by a user
with the user role, his/her IP address, and the object involved, as shown in Fig.1;
instead Facebook produces log files containing different information, according
to the actions performed by users: for example, when an user writes on the wall
of a friend, log file records information about user name, type of action, update
time and eventual “likes” and “comments” of other users. Another example of
platform that produces log messages is the Hadoop system [1], in which there is
a sequence of terms that indicate the date and the time, the handler name, the
port number and the action happened [16].

Fig. 1. An example of log file produced by Moodle

The time model we assume is discrete, events are instantaneous and are clearly
representable by a tuple like (u, a, o, t), with which we describe that a user u
performed the action a over the object o at time t.

In the case of applications with thousands of users, such a simple log file
can contain millions of records representing instantaneous events. The volume
necessary to hold and manage them could be huge. Moreover, this information
is very often more useful when it is aggregated, because it can answer to spe-
cific requirements or can be handled with data mining tools. For these reasons
data summarization could be very useful both in order to reduce space and to
aggregate information.
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In order to represent more general situations with respect the above definition
of instantaneous events and potentially aggregate information of similar events,
we define events as tuples involving sets of users, actions and objects possibly
occurred during an interval. The underlying meaning is that all the users in a
set U performed all the actions in a set A over all the objects in a set O at a
time instant t or during an interval I.

For instance, consider a user of an application that reads some email at dif-
ferent and not consecutive time instants. The log file contains several different
inputs, one of each is related to a user action. Our aim is to specify a model that
can easily allow to summarize all these information in a more compact structure.

It is clear that in this summarization context taxonomies and hierarchies play
a significant role when defined over the sets involved in the definition of events.
Moreover, it is very common that taxonomies are used to represent hierarchies
of users or different kinds of actions. For example, in the Moodle platform users
are organized in hierarchies depending on their roles.

Definition 1. An event descriptor is a t-uple

X = (U,A,O, I, δ)

representing a set of actions A made by a set of users U over a set of objects O,
during a given time interval I according to the covering index δ that is defined as
the ratio by the number of points in which the actions in A are actually executed
and all the points of I.

It is clear that each instantaneous event is representable by a degenerate interval
I = [t0, t0] associated to a covering index δ = 1.0.

Example 1. The event descriptor X = ({admin}, {login, logout}, {IT}, [10, 50],
0.30) represents that the user admin made the action login and logout in the
IT e-learning course in the 30% of the points of time interval I = [10, 50]. ��
Moreover, we assume that the labels in the sets U , A and O can be organized
in taxonomies. In this work we allow taxonomies organized in hierarchies with
multiple inheritance and we consider that each taxonomy is associated to an
abstraction operator, represented by the symbol ↑, allowing to climb the hierar-
chy. Labels of the sets U , A, O are arranged in hierarchical taxonomy graphs,
i.e. acyclic directed graphs, instead of common trees, because of their multiple
inheritance property. In a natural way, we consider that the abstraction opera-
tor applied to a node of the taxonomy returns all the fathers of the node, i.e.
↑ (n) = fathers(n). While, when the abstraction operator is applied to a set
of nodes S = {s1, . . . , sn}, the result is a set ↑ (S) = S′ such that at least a
si is substituted with ↑ (si). Let two different sets S1 and S2, we define the
minimal abstracting set as the first not null set S of common ancestor of S1 and
S2 computed by climbing the taxonomy graph associated to S1 and S2, i.e. such
that S = ↑ (S1) = ↑ (S2).

Definition 2. A time sequence is a set of event descriptors X = (X1, . . . , Xm),
where each Xi is a tuple Xi = (Ui, Ai, Oi, Ii, δi); m is called size of the time
sequence.
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Given a time sequence the aim of this work is to provide methods to reduce its
data size, collapsing the descriptions of more events in a unique descriptor or in
a smaller set of descriptors. These methods can act aggregating different events
having common information about users, actions and objects. Moreover, when
taxonomies are defined, taking up a loss information as side effect, is possible
to process data before merging them in order to become mergeable some events
that otherwise they would not be.

In order to reduce data size of the initial time sequence, we define a merging
operator that can collapse intervals of event descriptors with identical label sets
U , A and O. It is obvious that a merging process involves a change in the covering
index.

Definition 3. Let Ω the set of all event descriptors and given two event de-
scriptors X1 = (U,A,O, I1, δ1) and X2 = (U,A,O, I2, δ2) with the same label
sets U , A and O, and let I1 = [t′1, t

′′
1 ] and I2 = [t′2, t

′′
2 ], we define the merging

operator as

⊕ : Ω ×Ω → Ω
((U,A,O, I1, δ1), (U,A,O, I2, δ2)) �→ (U,A,O, I, δ)

(1)

such that I = [min(t′1, t
′
2),max(t

′′
1 , t

′′
2 )] and

δ =
δ1|I1| + δ2|I2| − min(δ1|I1|, δ2|I2|, |I1 ∩ I2|)

|I| (2)

The covering index δ is computed according to a pessimistic approach. In fact,
we assume the “worst” case situation in which events happening in both I1 and
I2 coincide as much as possible; it is simple to prove that the covering index δ is
always less than or equal to max(δ1, δ2). For this reason, applying the merging
operator we have a loss of information about data.

Example 2. Let a web portal storing information about users and their actions
in a log file, modeled by the time sequence X = {X1, X2, X3, X4, X5, X6}, and
let

X1 = ({user1, user2}, {login}, {objA}, [1, 1], 1.0), X2 = ({user2}, {send}, {objA}, [2, 2], 1.0),
X3 = ({user2}, {send}, {objA}, [3, 3], 1.0), X4 = ({user1}, {read}, {objA}, [4, 4], 1.0),

X5 = ({user2}, {send}, {objA}, [5, 5], 1.0), X6 = ({user1, user2}, {logout}, {objA}, [6, 6], 1.0).
(3)

The merging operator can be applied among X2, X3 and X5 obtaining

X23 = X2 ⊕X3 = ({user2}, {send}, {objA}, [2, 3], 1.0),
X235 = X23 ⊕X5 = ({user2}, {send}, {objA}, [2, 5], 0.75).

The reduction in data size has the side effect of a reduction in accuracy of the
representation: the new time sequence X = {X1, X235, X4, X6} has a smaller
size, but the information about exact location of events read has been lost.

Accordingly to Definition 3, no more merging operation can be applied. ��
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Although the merging operator is very useful, it can be applied only between
event descriptors having the same label sets.

In order to overcome this restriction, i.e. to reduce the size of a time sequence
in which event descriptors have different label sets, we introduce an abstraction
operator that, generalizing labels in the sets U , A and O, will make mergeable
event descriptors that otherwise would not be.

Definition 4. Let Ω the set of all event descriptors and given an event descrip-
tor X = (U,A,O, I, δ), the abstraction operator ↑S is defined as

↑S : Ω → Ω
(U,A,O, I, δ) �→ (U ′, A′, O′, I, δ) (4)

where S ∈ {U,A,O} stating which set among U , A and O is modified and
S′ =↑ (S) is obtained by means the abstraction operator ↑ as defined above.

As said before, the abstraction operator can be applied to event descriptors
having different label sets to generalize their labels.

Definition 5. Let {Xi : Xi = (Ui, Ai, Oi, Ii, δi), i = 1, . . . , n} a set of event
descriptors, X∗

i = (U,A,O, Ii, δi) is the minimal abstracting event for Xi if each
label set U , A, O is the minimal abstracting set respectively for {Ui}, {Ai}, {Oi}.

For instance, let consider the taxonomy graphs depicted in Fig.2, and let

X1 = ({user1}, {Create.folder, Save}, {log1}, I1, δ1),
X2 = ({user1, user2}, {Disk.op,Write.doc}, {log1}, I2, δ2),

the abstraction process can be applied to U1, U2, A1 and A2 in order to find
the minimal abstracting sets U and A, obtaining the two (mergeable) event de-
scriptors X∗

1 = ({user}, {User.op}, {log1}, I1, δ1) and X∗
2 = ({user}, {User.op},

{log1}, I2, δ2) that are respectively the Minimal Abstracting Event for X1 and
X2.

Fig. 2. An example of taxonomy graphs respectively over the sets U and A
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It is clear that the new event descriptors X∗
1 and X∗

2 represent the original
events with less precision than the original ones because the original data hold
information about the exact users user1 and user2, while the new descriptors
hold a more generic information about the group user. The same is for the
sets A1 and A2: in the original version of descriptors the stored information is
more precise than the one represented in the abstracted version. So, considering
that creating a summary is quite natural and common to have information loss,
the final aim is to find a plan of summarization operations that maximize the
reduction with respect to the initial volume of data minimizing the information
loss.

It is clear that the optimal summarization (i.e. summarization with minimum
information loss) is a question of tradeoff between application of the merging
operator and the abstraction operator to the event descriptors.

3 The Optimal Summarization Problem

As presented in the previous section, given a time sequence X, there are several
possibilities to summarize it and reach the aimed data size.

The summarization procedure is oriented along two directions: reducing the
data size and abstracting labels. The merging process combines together differ-
ent event descriptors, obtaining a smaller set of descriptors with less covering
indexes. The abstraction process transforms event descriptors generalizing them
and making possible to apply further the merging operators.

Let X0 the time sequence of the initial volume of data and X a summarized
time sequence, we define some metrics to assess the quality of X with respect to
X0.

Definition 6 (Compaction Gain)

The compaction gain of a time sequence X is define as C(X,X0) =
|X0|
|X| .

Definition 7 (Covering Accuracy)
Let Ii = [t′i, t

′′
i ] and Gi = [t′′i , t

′
i+1], we define the covering accuracy of a time

sequence X as

μ(X) =

∑n
i=1 δi|Ii| +

∑m
i=1 |Gi|∑n

i=1 |Ii| +
∑m

i=1 |Gi| . (5)

Note that the gap intervals Gi are considered as intervals with δGi = 1.0. In
fact, in these intervals we have the maximum information we can have, i.e. we
are sure that there are no events.

It easy to prove that 0 ≤ μ(X) ≤ 1. In particular, μ(X) = 1 is verified if and
only if δi = 1, ∀i = 1, . . . , n.

Definition 8 (Description Accuracy)
Let X a time sequence, the description accuracy of X is defined as

η(X) = min
X∈X

(min(ωUη(U), ωAη(A), ωOη(O))) , (6)
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where ωU , ωA, ωO ≥ 0 are constants that can be used to differ the weights of label
sets, and

η(S) = min
n∈S

d(r, n)

h(n)
,

where S ∈ {U,A,O}, r is the root of the taxonomy TS and h(n) is the longest
distance from n to a leaf.

Note that 0 ≤ η(S) ≤ 1. In particular, η(S) = 1 is verified when n is a leaf, and
η(S) = 0 when n coincides with the root.

Remark 1. Let X0 a time sequence and X∗ the summarized time sequence ob-
tained from X0 replacing each Xi with its minimal abstracting event X∗

i , then
it is easy to prove that X∗ as the maximum description accuracy among all the
X making mergeable all the descriptors in X0, i.e. does not exist another time
sequence X making mergeable all the descriptors in X0 causing a less descrease
in description accuracy than X∗.

Definition 9 (Information Loss)
Let X0 a time sequence and X a summarized time sequence obtained from X0,
the information loss of the summarization process is defined as

I(X,X0) = α(μ(X0) − μ(X)) + β(η(X0) − η(X)). (7)

An optimal summarization problem is the problem to find a sequence of operators
⊕ and ↑ such that it optimizes the tradeoff between C(X,X0) and I(X,X0).

Definition 10 (Optimal Summarization Problem)
Let the time sequence X0 and a real number γ > 0, we define Optimal Sum-
marized Time Sequence, the time sequence X such that the parameterized ratio
between I(X,X0) and C(X,X0) is minimal, i.e.

X = argmin
X

I(X,X0)

[C(X,X0)]γ

4 Conclusion and Future Work

In this work the problem of summarizing data obtained by the log systems of ap-
plications with a lot of users is studied. In particular, a model to represent these
raw data as temporal events collected in time sequences is proposed, methods
to reduce the data size are provided and the optimal summarization problem is
posed. This novel approach aims to understand, interpret and analyze temporal
log data.

We have presented a new method to produce a concise summary of sequences
of events related to time, based on the data size reduction obtained merging time
intervals and collapsing the descriptions of more events in a unique descriptor or
in a smaller set of descriptors. Moreover, in order to obtain a data representation
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as compact as possible, an abstraction operation allowing an event generalization
process is defined.

The time sequence summarization process proposed in this work takes as input
a time sequence of chronologically ordered event descriptors, characterized by
the label sets U,A,O and the time interval I and aims to produce a summarized
time sequence that can substitute the original one in the data analysis. The
reduction of the amount of data produces also, as a side effect, a decrease of
their informative capability due to an information loss. For this reason, we have
formally defined the summarization problem as an optimization problem that
balances between shortness of the summary and accuracy of the data description.

Moreover, we are studying about the formalization and the implementation
of an optimal algorithm for the Optimal Summarization Problem. Preliminary
results using suboptimal algorithms are already obtained and they present en-
couraging results that deserve of further investigations.
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Abstract. Adaptive systems have been a hot topic in various areas like 
hypermedia systems, e-commerce systems, e-learning environments and 
information retrieval. In order to provide adaptivity, these systems need to keep 
track of different types of information about their users. Therefore, user 
modeling is at the heart of the adaptation process. In this paper, different user 
modeling techniques will be reviewed with the focus on what needs to be 
modeled and how it will be modeled, i.e., the demographic information of the 
users are collected in most of these systems, however, how it will be used in the 
adaptation process depends on the methodology being followed. The evaluation 
of different user modeling approaches and examination of some recent adaptive 
e-learning systems' architectures will also be provided.  

Keywords: Adaptive Systems, E-Learning, Ontologies, Personalization, User 
Modeling, Semantic Web. 

1 Introduction 

Adaptivity makes it possible for a system to behave in a different way for different 
users. In order to achieve that feature, adaptive systems need a user model which 
holds information about individual users. In other words, user models keep 
representations of information about different users in the system. In the e-learning 
context, a user model can be defined as an abstract image of the learner in the system 
[1]. There are two types of inputs when collecting data about users when creating a 
user model;  

• Requesting direct input from users “explicitly” 
• Observing user's interaction with the system and automatically collecting 

information “implicitly” 

The success of a system's adaptivity depends on the user model and the properties 
of the data represented in user models depend on the design of the adaptation process. 
Therefore, user modeling and adaptation are two sides of the same coin [2].  

User modeling and adaptivity are applied in different domains such as information 
retrieval, e-commerce systems, intelligent tutoring systems, adaptive educational 
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systems, adaptive hypermedia systems such as online news systems [3], museum 
guide systems [4] and many more. From here on, the focus will be on e-learning 
systems starting with a brief introduction to the e-learning field below. 

The main aim of the studies in the e-learning field is to provide the opportunity of 
studying without time and place constrictions to the learners.  With these systems, it is 
possible for a learner to access whichever course content he/she seeks, whenever 
he/she wants and wherever he/she is. With the rapid development at the field, 
nowadays most of the universities deliver online courses and/or offer e-learning 
programs. Most educational institutions use learning management systems (LMS) that 
provide huge benefits for the teachers to organize their courses and put the course 
materials online. However, from the learners’ point of view, one of the main problems 
with LMSs and most e-learning systems is that the systems don’t consider individual 
differences of the learners when courses are composed. Therefore, LMSs provide 
exactly the same course with the same content and structure to every user. 

On the other hand, every user has different characteristics, interests, motivation, 
cognitive abilities, learning styles and different familiarity levels with the subject 
being taught. Thus, taking into account each user's needs is a must for the success of 
the adaptation process of the system. 

Personalization looks for ways in which the learners’ needs could be identified and 
the content could be adapted to suit those needs. Adaptation of the e-learning systems 
to support the learners’ individual needs can be achieved in two different ways [5]:  

• Those that allow the learner to change certain system parameters and 
adapt their behavior accordingly are called “adaptable” systems 

• Those that adapt to the learners’ needs in an intelligent form and are 
automatically based on the system’s conjecture are called “adaptive” 
systems 

In this study, the focus will be on the adaptive systems to examine adaptive e-
learning system infrastructures that aim at taking the individual preferences of the 
learners into consideration and tailoring the courses and contents according to them. 

In the next section, the contents of user modeling will be given with the focus on 
what is being modeled in user models to achieve adaptivity in e-learning systems. 
Section 3 discusses how these concepts of the user models are going to be modeled. A 
review of some of the recent adaptive e-learning systems' architectures in practice is 
provided in Section 4. Section 5 concludes the paper by discussing the challenges of 
developing user models and adaptive systems. 

2 What Is Being Modeled?  

User models can be classified by the nature and form of information contained in the 
model as well as the methods of working with it [6]. According to this approach, user 
models are analyzed in three layers:  

• what is being modeled (nature)  
• how this information is represented (structure)  
• how different kinds of models are maintained (user modeling approaches) 
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In this paper, we are going to discuss these layers in Sections 2, 3 and 4 
respectively, starting with this section. The first two layers are contained in sections 
with the names in correspondence with them. However, the third one will be reviewed 
in Section 4 with different system architectures.  

Here in this section, the fundamental terms that compose the background of the 
study will be given as they are the concepts being modeled.  

Some of the learner needs are intellectual ability, cognitive styles, learning styles, 
prior knowledge, anxiety, achievement motivation, and self-efficacy [7]. 

However, the learner needs can be classified as follows [2]; 

• User Knowledge 
• User's Interests 
• User's Goals and Tasks 
• User's Background 
• Individual Traits 
• Context of Work 

In order to provide personalization, personalization strategies that are composed of 
personalization parameters are needed [8]. Personalization parameters represent the 
learners’ prior knowledge, interests, motivation, cognitive abilities, learning styles 
and so on. 

The personalization parameters constitute the source for personalization of e-
learning scenarios. 16 personalization parameters that are most commonly used in the 
e-learning domain are explained in [8]. These parameters are given in alphabetical 
order in Table 1 with the set of values for each personalization parameter. 

The e-learning systems in the literature which support personalization are reviewed 
in [8] and it is shown that the most commonly used personalization parameter is the 
learners’ level of knowledge applied in personalized e-learning systems such as ELM-
ART [15], PERSO [16] and ActiveMath [17]. The other commonly used 
personalization parameters are learning goals and media preference. 

Out of the 16 personalization parameters, most of the systems use at most three 
personalization parameters. Learning style models are being used in recent studies 
such as [13] and [18] where the Kolb learning cycle and Felder-Silverman learning 
style are used respectively. Considering the fact that several combinations of the 
personalization parameters have not been tested yet, determining which and how 
many personalization parameters to use when designing personalized e-learning 
systems is an open research problem [8].  

There are many learning style models in the literature such as Kolb [21], Honey 
and Mumford [11], and Felder and Silverman [10]. Felder and Silverman learning 
styles model (FSLSM) is the most commonly used model in adaptive systems based 
on learning styles. FSLSM is a four-dimensional model where each dimension is a 
linguistic variable. These dimensions are active/reflective, sensing/intuitive, visual/ 
verbal and sequential/global. FSLSM is the Cartesian product of the linguistic 
variables each representing its dimension. For example, a learner can be active, 
sensing, visual and global.  
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A comparison of learning style theories on the suitability for e-learning is provided 
by [22] and it suggests that FSLSM is the most appropriate model to use in adaptive 
e-learning systems. 

Table 1. Examples of Values for Personalization Parameters [8] 

Personalization parameter Set of values 
Cognitive traits [9] {low, high working memory capacity} x 

{low, high inductive reasoning ability} x 
{low, high information processing speed} 
x {low, high associative learning skills} 

Felder–Silverman learning style 
[10] 

{sensing, intuiting} x {visual, verbal} x 
{active, reflective} x {sequential, global} 

Honey–Mumford learning style 
[11] 

{activist, reflector, theorist, pragmatist} 

Information seeking task [12] {learning the structure of SDP-TA, 
project planning, reverse engineering, 
following an activity} 

Kolb learning cycle [13] {Converger, Diverger, Assimilator, 
Accommodator} 

La Garanderie learning style [14] {competitive, cooperative, access on the 
avoidance, participative, dependant, 
independent} 

Language preference [15] {English, German} 
Learner’s level of knowledge [16] {beginner, intermediate, advanced} 
Learning goals [17] {knowledge, comprehension, application} 
Media preference [16] {video, sound, simulation, text/image} 
Motivation level [13] {low, moderate, high} 
Navigation Preference [18] {breadth-first, depth-first} 
Participation balance [19] {tooMuch, notEnough, acceptable} 
Pedagogical approach [20] {objectivist, competencies based, 

collaborative} 
Progress on task [19] {small, large} 
Waiting for feedback [19] {significant, medium, low} 

3 How Is the Information Represented?  

User modeling is important for both representing knowledge and providing the 
infrastructure for adaptivity. Adaptivity can be achieved in two ways [2]; on the 
presentation level by presenting the content adaptively or on the navigation level by 
manipulating the order of content (hiding, sorting, annotating). 

In order to detect the learning styles of learners, indexes for learning style 
identification are the most popular way. On the other hand, some studies track 
students’ behaviors for automatic learning style identification, while some use both of 
them. 
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Learners may be less motivated to take indexes for learning style identification, 
which may be time consuming. Thus, the learning styles of the students may not be 
determined correctly. Automatic student modeling is generally considered more 
accurate, because no explicit information is requested from the learners and they can 
concentrate only on learning. 

Student modeling can be done in two ways; static and dynamic. Most of the studies 
in the literature are static where the learning styles are detected at the beginning of 
user-system interaction and do not change. However, some researchers are working 
on dynamic student modeling by using a combination of the following inputs [23];  

• tracking student behaviors  
• collecting test scores 
• student selections  
• student preferences  
• time spent on learning units 
• user feedbacks 

Information retrieval and filtering systems try to find the documents that are most 
relevant to the users' interests and order them by their relevance. The user models of 
these systems represent the users' interests in terms of keywords or concepts and are 
referred as “user profiles”. On the other hand, Intelligent tutoring systems (ITS) try to 
select educational activities and deliver individual feedback that are most relevant to 
the users' level of knowledge. The user models in ITSs represent the users’ knowledge 
of the subject in relation to an expert-level domain knowledge and are referred as 
“student models” [24]. 

Scalar models are the simplest forms of a user knowledge model, which try to 
estimate the level of user domain knowledge with a single value on a quantitative 
(such as a number ranging from 0 to 10) or qualitative (with classes such as low, 
moderate, high) scale. Scalar models, especially the qualitative ones, are quite similar 
to stereotype models. However, the scalar models differ by focusing exclusively on 
user knowledge and by being produced by user self-evaluation or objective testing, 
not by a stereotype-based modeling mechanism. Scalar models are simple but useful, 
for example learners may be classified according to their level of knowledge as 
beginner, intermediate or advanced, and the system may serve each learner depending 
on the class he/she belongs. 

Even though scalar models are useful for reasonably small domains, they have the 
disadvantage of providing classification with low precision as the domain gets larger 
and the different parts of the domain may have different characteristics. For example, 
in word processing, a user may be an expert in using text annotation, but a novice in 
formula editing [25]. Since a scalar model averages the user knowledge of the domain 
in general, it is not sufficient when an advanced adaptation technique which is going 
to be applied on some specific part of the user knowledge is needed. For this reason, 
many of the adaptive systems use structural models. 

Structural models provide the body of domain knowledge to be divided into 
independent fragments and the user knowledge of different fragments to be 
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represented independently. Structural models can be classified into two different sub-
dimensions according to the nature of the represented knowledge as follows [2]: 

• the type of represented knowledge (declarative vs. procedural) 
• a comparison of the user’s knowledge represented in the model to an 

expert’s level of knowledge of the subject, referred to as domain model, 
expert model, or “ideal student” model 

Overlay models are the most popular form of structural knowledge models, which 
represent each learner's knowledge as a subset of the domain mode. An overlay model 
stores the estimation of the learners’ knowledge level of each fragment of the domain 
knowledge independently. 

Overlay models provide better representation options than scalar models, but they 
are often criticized in the field of ITS for being “too simple”. It has been argued that 
the state of user knowledge can never be an exact subset of expert knowledge, the 
user may also have misconceptions and his/her knowledge does not progress to an 
expert-level knowledge straightforwardly by “filling the gaps”, but through a complex 
process of generalization and refinement. In order to model user misconceptions, 
overlay models can be expanded into bug models, representing both correct 
knowledge and misconceptions (known as buggy knowledge or “bugs”). Bug models 
are generally used to model user procedural problem solving knowledge [2].  

Genetic models have richer modeling options by making it possible to reflect the 
development (genesis) of user knowledge from the simple to the complex and from 
the specific to the general [26]. Bug models and genetic models provide more 
powerful modeling than the overlay models, yet they are much harder to develop. 
Research on these models has contributed to the development of the fields of 
cognitive modeling and ITS [27], but the practical use of these models has been quite 
limited. 

4 An Overview of Adaptive E-Learning System Architectures  

In this section, some of the recent adaptive e-learning systems in practice will be 
discussed with their user modeling approaches and architectures as the basis.  

An overview of adaptive distributed e-learning systems by focusing on how 
personalization can be achieved is provided in [28]. The basis of the study is the 
technologies used for establishing adaptive learning environments such as web 
services, multi-agent systems, semantic web and AI techniques like case-based 
reasoning, neural networks and Bayesian networks.  

There are many studies in the literature to classify e-learning systems with different 
approaches. In this section, some of these classifications will be discussed first and 
architectures of three adaptive e-learning systems will be discussed in detail. These 
three systems are selected because of the different infrastructures they provide to 
support personalization. The focus of the examined systems is what they provide to 
accommodate learning styles. 

The efforts to support adaptivity in the literature can be classified as follows in the 
order of their frequency [23];  
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• the studies to propose a framework or model to support adaptivity,  
• the studies to automatically detect users' learning styles, 
• the studies that examine the effectiveness of learning style-based adaptive 

systems. 

Adaptive systems are classified in two categories depending on whether they provide 
users the opportunity to use outer web resources as open and closed corpus systems [6]. 

Several approaches to e-learning systems are investigated in [29] and the systems 
are classified as follows:  

• Distributed learning repositories, which focus on the dynamic and 
networking aspects, 

• Learning management systems, which focus on course delivery and 
administrative aspects, 

• Adaptive web-based educational systems, which offer personalized access 
and presentation facilities to learning resources for specific application 
domains. 

With this classification, LMSs do not provide adaptivity by nature but they can be 
modified and extended to be adaptive. For example, in order to present the most 
appropriate learning objects (LO) to the learners; the LMSs’ functionality is extended 
by [30] with adaptivity based on the learning styles by using adaptive sorting and 
adaptive annotation. 

The three extensions in the architecture of the LMS are shown in Figure 1 [30]. 
The first extension deals with detecting the learning styles of students and storing 
them in the student model. The Index of Learning Styles (ILS), a 44-item 
questionnaire developed by Felder and Soloman [31], is used for detecting learning 
 

 
Fig. 1. Extensions of the LMS architecture proposed in [30] 
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styles.  Second, the expert model and the authoring tool are extended to be able to 
distinguish between the different types of LOs. The third extension namely the 
adaptation module; uses the student model to calculate the values of each adaptation 
feature based on the students’ learning styles; composes an individual course and by 
accessing the respective LOs through the expert model, presents it to the respective 
student via the interface in the LMS. 

The second study to be examined in detail is a personalized multi-agent e-learning 
system based on item response theory (IRT) and artificial neural network (ANN) 
which presents adaptive tests (based on IRT) and personalized recommendations 
(based on ANN) proposed by [32]. It is stated that in most systems the importance of 
tests, constructing and adapting them to learner’s ability have been neglected and 
those systems have only adapted the content and the personalized part of their systems 
is sequence and organization of the content. Test adaptability, the main contribution 
of the system, is achieved by integrating IRT and ANN into its multi-agent structure. 
The architecture of the system is shown in Figure 2 [32].  

 

Fig. 2. System architecture proposed in [32] 

The agent layer of the architecture contains four different types of agents: 

• Activity agent records online learners’ learning activities and stores them 
in the learner’s profile. 

• Planning agent plans the learning process by providing pre-tests, post-
tests and review-tests in conjunction with the test agent and delivers 
session contents based on the learner's profile and presents the review 
test's responses to the remediation agent. 
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• Test agent based on the requests of planning agent, presents appropriate 
test type to the learner based on his/her ability. 

• Remediation agent analyzes the results of review tests and diagnoses 
learner’s learning problems like a human instructor and then recommends 
the appropriate learning materials to the learner. 

The third and the final study proposes a fully personalization strategy of e-learning 
scenarios. The two-level architecture of the personalized system capable of providing 
fully personalization strategies is given in Figure 3 [8]. The second level (ELP2) 
allows teachers to select personalization parameters and combine them flexibly to 
define different personalization strategies according to the specifics of courses. The 
first level (ELP1) is the application of the personalization strategies specified with 
ELP2. The system is implemented with the web service technology which provides 
interoperability of the system with other e-learning personalization systems. 

This system was experimented with the courses personalized according to the 
learner’s level of knowledge and the sequential/global dimension of the Felder–
Silverman learning style model and the results were promising for future evaluations 
with new personalization parameter combinations which compose personalization 
strategies. 

 

Fig. 3. Architecture of ELP1 + ELP2 for personalization in [8] 
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5 Conclusion  

Some of the challenges of developing adaptive e-learning systems are discussed here 
as well as the open research areas and possible future works.  

First of all, different functionalities of the three examined systems, namely, the 
personalization strategy determination mechanism of [8], extendibility of LMSs for 
adaptation in [30], and combinational usage of artificial intelligence techniques like 
IRT and ANN in MASs by [32] shows that there is a good potential for combining 
different technologies and getting effective results in the adaptive e-learning field. 

Some of the major problems encountered in the area can be ordered as follows: low 
reusability level of learning objects, inconsistency of pedagogical techniques and low 
interoperability among different systems [23]. 

Another concern regarding the student modeling is the static or dynamic modeling 
dimension. In static modeling, student models are initialized only once, while 
dynamic student modeling is based on frequent updates with the user system 
interaction. Learning styles can change with time, thus, it is not accurate to measure it 
with a questionnaire once and ignore the possible changes. 

Considering the user preferences may be misdiagnosed in a system and/or the 
preferences of the user are changing continuously during the interaction of the user 
with the system, if the user is unsuccessful at a subject with his/her current 
preferences, the system should be intelligent enough to offer different learning 
options (different learning materials according to the changing needs) to the user.  

In most of the studies, more then one personalization parameter is used. Therefore, 
the effect of learning styles on the learning outcomes can not be measured alone, 
since it is not the only variable in the system. 

Even though successful adaptive mechanisms have been developed, the success of 
these systems is relatively low. In other words, the reflection of these adaptive 
mechanisms on academic achievement is still relatively weak. 

Although there have been a lot of successful studies providing personalization in e-
learning environments, a commonly used standard or an effort to support reusability 
between different systems does not yet exist. Also, since personalization has not been 
adopted in widely used e-learning systems, this research area provides a huge 
potential in the educational domain for integration of the existing systems and 
reusability of the personalization mechanisms.  
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Abstract. Support Vector Machines (SVMs) have become a well suc-
ceed algorithm due to the good performance it achieves on different
learning problems. However, to perform well the SVM formulation re-
quires adjustments on its model. Avoiding the trial and error procedure,
the automatic SVM parameter selection is a way to deal with this. The
automatic parameter selection is commonly considered an optimization
problem whose goal is to find suitable configuration of parameters which
attends some learning problem.

In the current work, we propose a study of the combination of Meta-
learning (ML) with Particle Swarm Optimization (PSO) algorithms to
optimize the SVM model, seeking for combinations of parameters which
maximize the success rate of SVM. ML is used to recommend SVM pa-
rameters, to a given input problem, based on well-succeeded parameters
adopted in previous similar problems. In this combination, initial solu-
tions provided by ML are possibly located in good regions in the search
space. Hence, using a reduced number of candidate search points, in the
search process, to find an adequate solution, would be less expensive.

In our work, we implemented five benchmarks PSO approaches ap-
plied to select two SVM parameters for classification. The experiments
consist in comparing the performance of the search algorithms using
a traditional random initialization and using ML suggestions as initial
population. This research analysed the influence of meta-learning on con-
vergence of the optimization algorithms, verifying that the combination
of PSO techniques with ML obtained solutions with higher quality on a
set of 40 classification problems.

Keywords: particle swarm optimization, meta-learning, svm parameter
selection.

1 Introduction

SVMs have achieved a considerable attention due to its theoretical foundations
and good empirical performance when compared to other learning algorithms in
different applications [1]. However, the SVM performance strongly depends on
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the adequate choice of its parameters including, for instance, the kernel function,
the values of kernel parameters, the regularization parameter, among others [2].
An exhaustive trial-and-error procedure for selecting good values of parameters
is obviously not practical [3].

The process of selecting SVM parameters is commonly treated by different
authors as an optimization problem in which a search algorithm is used to
find the adequate configurations of parameters on the problem at hand [4]. Al-
though it represents an automatic mode to select SVM parameters, this approach
can still be very expensive, since a large number of candidate configurations of
parameters is often evaluated during the search process [1].

An alternative approach to SVM parameter selection is the use of Meta-
Learning (ML), which treats the SVM parameter selection as a supervised learn-
ing task [1] [5]. Each training example for ML (i.e. each meta-example) stores
the characteristics of a past problem and performance obtained by a set of can-
didate configurations of parameters on the problem. By receiving a set of such
meta-examples as input, a meta-learner is able to predict the most suitable con-
figuration of parameters for a new problem based on its characteristics. ML is
a less expensive solution compared to the search approach. In fact, once the
knowledge is acquired by the meta-learner, configurations of parameters can be
suggested for new problems without the need of empirically evaluating different
candidate configurations (as performed using search techniques). However, ML
is very dependent on the quality of its meta-examples. In the literature, it is usu-
ally difficult obtaining good results since meta-features are in general very noisy
and the number of problems available for meta-example generation is commonly
limited. Hence, the performance of ML for SVM parameter selection may be not
so good as the performance of search techniques [6].

Visualizing these drawbacks, a recent work, developed by [18], combined
search techniques and ML to solve the SVM parameter selection problem for
regression. In this proposal, configurations of parameters suggested by ML are
adopted as initial solutions which will be later refined by the search technique.
This work used as search technique the single objective version of PSO whose
objective was to minimize the error rate. The results showed that the combi-
nation of ML with PSO generated better solutions in comparison to PSO with
random initialization for SVM parameter selection in the cited problem. This
work implemented a prototype of PSO, using the inertia weight and adopted
Star as topology, and compared the PSO convergence with the convergence of
PSO using ML, verifying that the suggestions of ML speed up and refine the
algorithm’s convergence.

Aiming to realize a more complete study of the influence of ML suggestions in
the optimization process of search algorithms, we implemented five benchmarks
PSO approaches for comparison: Basic PSO, Inertia Gbest (PSO using inertia
weight and Gbest topology), Constricted Gbest (PSO using constricted factor
and Gbest topology), Inertia Lbest (PSO using inertia weight and Lbest topol-
ogy) and Constricted Lbest (PSO using constricted factor and Lbest topology).
In order to evaluate our study, we adapted the prototypes to select two SVM
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parameters: the parameter γ of the RBF kernel and the regularization constant
C, which may have a strong influence in SVM performance [10].

In our work, a database of 40 meta-examples was produced from the evalua-
tion of a set of 399 configurations of (γ, C) on 40 different classification problems.
Each classification problem was described by a number of 8 meta-features pro-
posed in [11] [1] [16]. All the implemented prototypes were used to optimize the
parameters (γ, C) regarding the success rate on classification.

In our experiments, we, initially, performed an analysis comparing the per-
formance of the benchmark algorithms using random initialization. After that,
we realized a comparison between the benchmark algorithm which achieved the
best performance with the same algorithm using ML (hybrid approach). The
experiments’ results revealed that the hybrid approach was able to generate bet-
ter solutions along the generations when compared to the randomly initialized
PSOs.

The paper is organized as follows: Section 2 brings a brief presentation on the
SVM model selection. Section 3 presents details of the proposed work. Section
4 describes the experiments, obtained results and statistical analysis. Finally,
Section 5 presents some conclusions and the future work.

2 SVM Parameter Selection

The SVM parameter selection task is often performed by evaluating a range
of different combinations of parameters and retaining the best one in terms
of performance [12]. Different authors have deployed search and optimization
techniques aiming to automatize this process and to avoid an exhaustive or a
random exploration of parameters [14][4][7][8][9][12][13].

In this context, solutions are combinations of parameters and the objective
function corresponds to SVM execution. Different techniques were proposed as
based on gradients [14], evolutionary algorithms [7][8][9], Tabu Search [12], and
PSO [13] [18].

Although the use of search techniques automatize the parameter selection
process, this solution may still be very expensive since for each configuration
being evaluated during the search it is necessary to train the SVM [1]. The
impact of this limitation can be even more drastic depending on the problem at
hand and the number of parameters to be optimized.

ML is an alternative that has been studied in recent years to SVM parame-
ter selection [1][15][11][16][17][5]. In this approach, the choice of parameters for
a problem is based on well-succeeded parameters adopted to previous similar
problems. In ML, it is necessary to maintain a set of meta-examples where each
meta-example stores: (1) a set of features (called meta-features) describing a
learning problem; and (2) evaluations of a set of candidate parameters on the
problem. A meta-learner is then used to acquire knowledge from a set of such
meta-examples in order to recommend (or predict) the adequate configurations
of parameters for new problems based on past problems’ characteristics.

In this way, using ML, SVM parameters can be suggested for new prob-
lems without executing the SVM on each candidate configuration of parameters
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making this approach more economic in terms of computational cost. However,
ML is very dependent on the quality of its meta-examples. In the literature,
it is usually difficult obtaining good results since meta-features are in general
very noisy and the number of problems available for meta-example generation is
commonly limited. Hence, the performance of ML for SVM parameter selection
may be not so good as the performance of search techniques [6].

Thus, a recent work was performed combining ML with particle swarm opti-
mization algorithms [18] in such a way that ML is used to recommend parameters
which will be later refined by a search algorithm. This research handled the SVM
parameter selection task as a single objective problem where the hybrid approach
achieved good results for regression problems.

As it will be seen, in this study we propose a more complete analysis of the
ML application to recommend parameters which will be later refined by search
approaches applied for classification problems.

3 Developed Work

The work presented here proposes a comparison of benchmarks search techniques
and hybrid search techniques (search techniques combined with ML) aiming to
analyse the influence of suggestion of solutions in the search process. As context,
we adopted the SVM model selection problem for classification.

Figure 1 depicts the general architecture [18] used to perform the combination
of search techniques with ML. Initially, the Meta-Learner module retrieves a
predefined number of past meta-examples stored in a Database (DB), selected on
the basis of their similarity to the input problem. Following, the Search module
adopts as initial search points the configurations of parameters which were well-
succeeded on the retrieved meta-examples. The Search module iterates its search
process by generating new candidate configurations to be evaluated in the SVM.
The output configuration of parameters will be the best one generated by the
Search module up to its convergence or another stopping criteria.

Fig. 1. Proposed Architecture
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In the current work, we implemented five benchmark particle swarm optimiza-
tion algorithms to select two specific SVM parameters: the γ parameter of RBF
kernel and the regularization parameter C. The choice of RBF kernel is due to
its flexibility in different problems compared to other kernels [19][20]. It is known
that the γ parameter has an important influence in learning performance since
it controls the linearity of the induced SVM. The parameter C is also important
for learning performance since it controls the complexity of the induced SVMs
[20]. As it will be seen, the prototypes were implemented to select the parameters
(γ, C) for classification problems according one objective: success rate. Details
of implementation will be presented in the next subsections.

3.1 Search Module

In our study, we implemented five benchmark search algorithms based on PSO:
basic PSO, Inertia Gbest, Inertia Lbest, Constricted Gbest and Constricted
Lbest. This subsection presents, initially, how the basic PSO works and after
that we present its variations.

The Main Forms of PSO. In our basic PSO implementation, each particle i
represents a solution for a given problem, indicating the position of the particle
in the search space. Each particle also has a velocity which indicates the current
search direction performed by the particle. PSO basically works by updating the
position and velocity of each particle in order to progressively explore the best
regions in the search space. The update of position and velocity in the basic PSO
is given by the following equations:

vi(t+ 1) = vi(t) + c1r1(pi(t) − xi(t))+

c2r2(ni(t) − xi(t)),
(1)

xi(t+ 1) = xi + vi(t+ 1). (2)

In equation 1, pi(t) is the best position achieved by the particle so far, and ni(t)
is the best position achieved by any particle in the population so far. Hence,
each particle is progressively moved in direction of the best global positions
achieved by the population (the social component of the search) and the best
local positions obtained by the particle (the cognitive component of the search).
The parameters c1 and c2 are positive accelerators which control the trade-off
between exploring good global regions in the search space and refining the search
in local regions around the particle. In equation 1, r1 and r2 are random numbers
used to enhance the diversity of particle positions.

As it was mentioned, two parameters (c1 and c2) accelerate the convergence
process, however, this acceleration can lead the swarm to an explosion state,
where the particles achieve high velocity values [21]. Thus, a few years after
the initial PSO publications, a new parameter ω, called inertia weight, was
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introduced in an effort to strike a better balance. The velocity update equation
was altered to the form:

vi(t+ 1) = ωvi(t) + c1r1(pi(t) − xi(t))+

c2r2(ni(t) − xi(t)).
(3)

By adjusting the value of ω, the swarm has a greater tendency to eventually
constrict itself down to the area containing the best fitness and explore that
area in detail.

Another method of balancing global and local searches known as constriction
was being explored simultaneously with the inertia weight method. Similar to
the inertia weight method, this method introduced a new parameter χ, known
as the constriction factor. χ is derived from the existing constants in the velocity
update equation:

χ =
2

|2 − ϕ−
√
ϕ2 − 4ϕ| , ϕ = c1 + c2. (4)

It was found that when ϕ < 4, the swarm would slowly ”spiral” toward and
around the best found solution in the search space with no guarantee of conver-
gence, while for ϕ > 4 convergence would be quick and guaranteed.

This constriction factor is applied to the entire velocity update equation:

vi(t+ 1) = χ(vi(t) + c1r1(pi(t) − xi(t))+

c2r2(ni(t) − xi(t))).
(5)

The effects are similar to those of inertia weight, resulting in swarm behaviour
that is eventually limited to a small area of the feasible search space containing
the best known solution. In our prototypes, we fixed PSO parameters using c1
and c2 = 2.05 and the ω = 0.8.

Besides changes in the velocity structure the way the information is exchanged
among the particles is crucial for the convergence. To disseminate information
within a swarm is the key of any swarm intelligence based algorithm. PSO, like
others swarm algorithms, make use of its own information exchange methods
to distribute the best positions found during the algorithm execution [21] [22].
The way used by the swarm to distribute this information is the social structure
formed by the particles. Variations in this structure can improve the algorithm
performance.

Even when using different types of velocity update equations, the algorithm
can work better by exploring the information exchange mechanism inside the
swarm. This information exchange influences the particles in the velocity evalu-
ation. The most common communication mechanisms between particles are Star
and Ring topologies, shown in Figure 2.

Particles can share information globally through a fully-connected structure
called star topology represented by Figure 2 a. This topology uses a global
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Fig. 2. Star and Ring topology

neighbourhood mechanism known asGbest to share information. By using Gbest,
particles can spread information quickly through the swarm. It is analogous
to a large community where all decisions taken are instantaneously known by
everyone. Each particle in this topology is attracted towards the best solution
found by the entire swarm.

An information exchange mechanism based on local neighbourhood is known
as Lbest. The particles only share information with their own neighbours. The
structure used by this mechanism is ring topology and is illustrated in Figure 2 b.
Different regions of the search space can be explored at the same time; however,
the successful information from these regions takes a longer time to be sent to
all other particles.

PSO to SVM Model Selection. In the basic PSO and its variations, we
adapted here to perform the search for configurations (γ, C). The objective
function evaluates the success rate (SR) of each configuration of parameters,
trying to maximize it, on a given classification problem.

In our work, the implemented search techniques performed a search in a space
represented by a discrete grid of SVM configurations, consisting of 399 different
settings of parameters γ and C. By following the guidelines provided in [20], we
considered the following exponentially growing sequences of γ and C as poten-
tially good configurations: the parameter γ assumed 19 different values (from
2−15 to 23) and the parameter C assumed 21 different values (from 2−5 to 215),
thus yielding 19 x 21 = 399 different combinations of parameters in the search
space.

3.2 Meta-Database.

In order to generate meta-examples, we collected 40 datasets corresponding to
40 different classification problems, available in the WEKA project [23] and UCI
Repository [24]. Each meta-example is related to a single classification problem
and stores: (1) a vector of meta-features describing the problem; and (2) the
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performance grid which stores the success rate obtained by the SVM in the search
space of configurations (γ, C). The performance grid consists of 399 different
settings of parameters γ and C.

Meta-Features. In the developed work, a total number of 8 meta-features was
used to describe the datasets of classification problems. These meta-features were
based on the set of features defined in [25], which proposed 16 meta-features
for classification problems. However, according the restrictions (numerical, no
missing values, no binary attributes) of the selected databases, we adopted the
meta-features listed in Table 1, which is divided in 3 parts: Simple, Statistical
and Information Theory meta-features.

Table 1. Meta-Features for Classification Problems

Simple

Number of examples

Number of attributes

Number of classes

Statistical

Mean correlation of attributes

Skewness

Kurtosis

Geometric mean of attributes

Information Theory

Entropy of class

Values as number of examples, attributes and classes are data already discrim-
inated in databases, being considered simple data. The group of statistical values
is composed by the mean correlation of attributes ; Skewness, which measure the
asymmetry of the distribution regarding the central axis [25]; Kurtosis, which
measure the dispersion (characterized by the flatness of the distribution curve)
[25] and the geometric mean of the attributes which evaluates the mean of the
data standard deviation. Ultimately, the information theory group measure the
randomness of the instances; being composed by the Entropy which defines the
degree of uncertainty of classification [25][26].

Performance Grid. The performance grid stores the success rate obtained by
the SVM on a problem considering different SVM configurations. For each of
the 399 configurations, a 10-fold cross validation experiment was performed to
collect SVM performance. The obtained 399 objective values were stored in the
performance grid. In these experiments, we deployed the Scikits Learn library
[20] to implement the SVMs and to perform the cross-validation experiments.
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We highlight here that the performance grid is equivalent to the search space
explored by PSO. By generating a performance grid for a problem, we can eval-
uate which configurations of parameters were the best ones in the problem (i.e.,
the best points in a search space) and we can use this information to guide the
search process for new similar problems.

3.3 Meta-Learner

Given a new input problem described by the vector x = (x1, ..., xp), the Meta-
Learner selects the k most similar problems according to the distance between
the meta-attributes. We applied this method to make the initial population
more diverse (retrieving good solutions from different similar problems) to avoid
suggesting local maximum regions. The distance function (dist) implemented
was the Euclidean Distance, defined as:

dist(veci, vecl) =

p∑
j=1

√
(ij − lj)2. (6)

For each retrieved meta-example, the meta-learner selects in the performance
grid the configuration of parameters (among the 399 candidates) that obtained
the highest SR value, i.e. the best SVM configuration. Hence, the meta-learner
will suggest as initial PSO population the set of k best configurations selected
in the performance grids of the retrieved meta-examples.

4 Experiments

In this work, we realized two experiments: 1) comparison of the benchmark
algorithms’ performance and 2) comparison between the benchmark algorithm
which achieved the best performance with the hybrid algorithm.

In the first experiment, we executed each one of the five benchmark approaches
using random initialization, computing the mean of the success rate values for
each generation of all problems. The output of this experiment is the mean curve,
among all problems, representing the performance along the generations.

In the second experiment, to realize the comparison between the best bench-
mark algorithm with the hybrid algorithm, it was necessary to execute the hybrid
technique following a leave-one-out methodology described as follows.

At each step of leave-one-out, one meta-example was left out to evaluate the
implemented prototype and the remaining 39 meta-examples were considered in
the DB to be selected by the ML module. Initially, a number of k configurations
were suggested by the ML module as the initial PSO population (in our experi-
ments, we adopted k = 7). The PSO then optimized the SVM configurations for
the problem left out up to the number of 10 generations. In each generation, we
recorded the highest SR value obtained so far (i.e. the best fitness). Hence, for
each problem left out a curve of N values of success rate was generated aiming
to analyse the search progress on the problem. Finally, the curves of SR values
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were averaged over the 40 steps of the leave-one-out experiment in order to eval-
uate the quality of the PSO search on optimizing SVM parameters for the 40
classification problems considered.

After executing both, best benchmark algorithm and hybrid algorithm, we
analysed their performance along the generations and, moreover, evaluated the
number of wins of the algorithms per generation regarding all problems, where
the algorithm which achieved better performance, according an specific problem,
is the winner.

Finally, we highlight that each evaluated version of PSO was executed 30
times and the average results were recorded.

4.1 Results

Initially, we analysed the success rate curve of all PSO approaches using random
initialization, and selected the technique which achieved the best performance to
be used as basis of comparison with its own version, but, using ML suggestions
as initial population.

Figure 3 shows the mean performance curve of all benchmark search tech-
niques along the generations. As we can see, the basic PSO performance, after
the fourth generation, outperformed the other techniques. As we adopt the pol-
icy of selecting the k most similar problems to augment the diversity, the basic
PSO exploration converged faster with 10 generations. For the same reason, the
other techniques which used the Gbest mechanism achieved better results than
the approaches that used Lbestmechanism. The approaches using Ring topology
were overcome by the other techniques since its policy of information exchange
is based on exploitation, reducing the velocity of convergence.

Fig. 3. Success rate curve of all PSO approaches using random initialization with k = 7
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As it was discussed above, the approach which obtained the best results was
the basic PSO. So, in order to analyse the influence of ML on search approaches
performance, we compared the performance of the basic PSO with basic PSO
using ML (hybrid PSO). Figure 4 makes a comparison between the basic PSO
and the basic PSO using ML performance. As it can be seen, the combination of
the basic PSO with ML makes the search process start in well succeed regions, for
this reason in the first iteration the Hybrid PSO presented a higher performance
than basic PSO. Along the generations, while the basic PSO sought by good
regions, the hybrid PSO refined the found solutions augmenting the convergence.

Fig. 4. Success rate curve of the basic PSO and the hybrid PSO with k = 7

The analysis realized above was about the mean of the success rate values for
each generation of all problems. The next analysis intend to count the number of
classification problems that each algorithm won per iteration, shown in Figure 5.

As it can be seen, the hybrid PSO won the basic PSO in most of the clas-
sification problems in all generations. It achieved a mean of victories of 78.5%
considering all generations. Possibly, the problems the hybrid approach lost for
the basic PSO are classification problems with few or none similar problems.
So, the suggestion of solutions performed by the ML can be impaired impacting
negatively in the search process.

Although, the hybrid approach has achieved clearly better results than the
basic PSO, a visual representation is not enough to conclude which approach
is considered better. In this way, we realized statistical tests to guarantee our
experiments.

4.2 Statistical Analysis

Besides the analysis presented in last section, we realized two statistical tests:
normality and hypothesis test; in order to evaluate which distribution,
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Fig. 5. Number of wins regarding success rate using k = 7 for 10 generations

presented by the basic and hybrid PSO, is considered better. The Anderson-
Darling method was used to test the data’s normality using 5% of significance.
After verifying and assuring the non-normality of the data, we applied the
Wilcoxon test, a non-parametric test, to verify the hypothesis.

To perform this test, the hybrid PSO sample is presented as μ1 and basic
PSO sample as μ2, using the following hypothesis:

H0 : μ1 = μ2
Ha : μ1 > μ2.

The null hypothesis is that both distributions are equal, represented by H0; and
the alternative one is that the results of μ1 are better than μ2, represented by
Ha; using 5% of significance. If the p− value assumes a value less than 5%, the
null hypothesis is rejected and the alternative one accepted.

After applying the Wilcoxon test, it returned p − value = 0.00578. As the
p− value is less than 5%, the null hypothesis is rejected. Hence, we conclude μ1
(hybrid PSO results) achieved better solutions, per iteration, in comparison to
μ2 (basic PSO results), with 95% of reliability.

5 Conclusions

In the current work, we analysed the influence of meta-learning in the search pro-
cess of particle swarm algorithms for the problem of SVM parameter selection.
To perform the experimental study, we implemented the main particle swarm
approaches to select the parameter γ of the RBF kernel and the regularization
parameter C. In our implementation, a number of 40 classification problems was
used to generate meta-examples. In the performed experiments, we verified that
the combination of meta-learning with particle swarm algorithms overcame all
the benchmark results with 95% of reliability.
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In future work, we intend to augment the number of meta-examples as we
believe that the performance of the hybrid approaches can be improved as more
meta-examples are considered. Also, other variations of search techniques can
be considered in the future implementations.
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Abstract. Embedded systems are widely used in diverse areas, such as
avionics, consumer electronics, and medical equipments, causing a con-
siderable impact on modern society. Since these systems sometimes deal
directly with human lives, and require a considerable level of quality,
their development should be subject to a rigorous process. In another
perspective, agile methods (or agile processes) have been adopted by the
software industry as a lightweight, iterative, and collaborative approach
for developing software systems. Although agile methods do not seem
to be suitable to embedded systems, they have been successfully used
for building such systems. However, there exists no detailed and ana-
lytical overview of the use of such methods in the embedded systems
domain. The main objective of this paper is to present a detailed view
of how agile methods have been used in the development of embedded
systems, and to describe their benefits, challenges, and limitations. For
this, we have applied Systematic Review, a technique for systematically
exploring, organizing, summarizing, and assessing potentially all works
conducted in a specific research area. As the main result, we have ob-
served that agile methods have brought advantages to embedded systems
development; however, more studies should be conducted. Furthermore,
this work is also intended to contribute to the identification of important
new research lines.

1 Introduction

Embedded systems refer to computational systems designed to perform dedi-
cated functions, sometimes as part of a complete device often including hardware
and mechanical parts [1]. They play an important role all over modern society;
for instance, in automobiles, aircrafts, mobile devices, and devices with a lot of
built-in intelligence. Therefore, it is observed that the demand for embedded sys-
tems has increased dramatically. In parallel, they have become more and more
sophisticated and complex, and are increasingly being used in situations where
human lives are directly involved. In the face of these facts, considerable atten-
tion must be given to their development process in order to provide a high level
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of quality, e.g., in terms of efficiency, reliability, and safety, which are quality
attributes strongly demanded by such systems.

In parallel, different software processes have been proposed to organize soft-
ware development activities. At one extreme, there are industry-tested processes
aimed at more effective project management, such as RUP1 (Rational Unified
Process) and V-Model2. Due to their rigorousness, they have been explored in
the development of quality-centered software systems, such as embedded sys-
tems. At the other extreme, there are agile methods (also called agile processes),
such as XP3 (eXtreme Programming) and Scrum4, which have also attracted
attention from the software industry, since by adopting these methods, industry
has been able to accelerate the time to market of their products [2]. In particu-
lar, XP presents a set of activities, values, principles, and agile practices; these
practices are derived from the best practices of software engineering; therefore,
they have been widely used when adopting XP as a development process. In
general, agile methods aim at achieving reduced time to market by simplifying
the release scopes with the intent to reduce effort for complexity and manage-
ment. They also aim at keeping the customer continuously satisfied and present
during the software development [3].

Due to the relevance and dissemination of agile methods and, although these
methods do not seem to be suitable to the development of embedded systems at
first glance, we can find important initiatives aimed at exploring these methods
for use in the development of these systems. However, there is a lack of a detailed
overview that could support a good understanding of why, how, when, and which
agile methods have currently been adopted for the development of embedded sys-
tems. This overview could also be the basis from which new, essential research
lines on this topic could be identified, which could contribute to improve the way
these systems are developed. In this context, the main objective of this paper is
to present a detailed overview of agile methods used for the development of em-
bedded systems. For this, we conducted a systematic review [4], a technique that
originates from Evidence Based Software Engineering (EBSE) and makes it pos-
sible to explore, organize, summarize, and assess all contributions of the current
state of a research area. As the results of our systematic review, we can point out
the benefits that can be gained by exploring agile methods within the context of
embedded systems. However, we have observed that agile methods and embedded
systems should be further investigated together, with the goal to explore their ad-
vantages in a coordinated manner. Moreover, this work is intended to be used to
identify interesting perspectives for future research in this area.

This paper is organized as follows. In Section 2, we present the background
on agile methods, embedded systems, and systematic review. In Section 3, we
present the systematic review we conducted. In Section 4, we discuss results,

1 http://www-01.ibm.com/software/awdtools/rup/
2 http://www.v-modell.iabg.de/
3 http://www.extremeprogramming.org/
4 http://www.scrumalliance.org/

http://www-01.ibm.com/software/awdtools/rup/
http://www.v-modell.iabg.de/
http://www.extremeprogramming.org/
http://www.scrumalliance.org/
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lessons learned, and limitations of this work. Conclusions and future directions
are summarized in Section 5.

2 Background

According to Kamal [5], an embedded system is composed of dedicated-purpose
software embedded in computer hardware, i.e., it is a computer-based system
for a specific application or product, performing some specific tasks. It may also
be an independent system or part of a larger system. For Wilmshurst [6], an
embedded system can be defined as a system whose main function is not com-
putational, but which is controlled by a computer (likely a microprocessor or
microcontroller). Thus, automobiles, industrial machinery, medical equipment,
airplanes, toys, and mobile devices are examples of possible hosts of embedded
systems. Due to the increasing use, dissemination, and relevance of embedded
systems, companies need to increase their productivity and reduce time to mar-
ket. At the same time, since these systems are sometimes used in critical en-
vironments, their development process must be rigorous in order to insure the
required quality attributes. It is worth highlighting that acceleration of time to
market, increase of productivity, and the arise of quality are also concerns shared
with agile methods [2].

The first association of a software process with the word agile was used in
1998 [7], although many claim that agile methods themselves existed long before
they were formalized. Later in 2001, a group of practitioners of those meth-
ods gathered and summarized their experience in what was named The Agile
Manifesto5. In short, its main principles are [3]: individuals and interactions
over processes and tools; working software over comprehensive documentation;
customer collaboration over contract negotiation; and responding to change over
following a plan. However, it is not possible to exactly define agile methods, since
specific practices vary with the different methods. In spite of that, short-time
boxed iterations with adaptive, evolutionary refinement of plans and goals is a
basic practice that these methods share [3,8]. Although this apparently contra-
dicts the agile method principles, the use of these methods in the development
of embedded systems has also been explored [9,10,11]. The aim of these experi-
ments has been to explore and adapt such methods in order to build embedded
systems more effectively. Important, but isolated contributions, can be found.
There is also a lack of a more analytical and detailed work putting together these
contributions and presenting an overview of this promising research area.

In another perspective, it has been noticed that as a research area matures,
there is almost always an increase in the number of reports and results made
available. During the study of a new knowledge area, researchers usually con-
duct a bibliographical review (almost always an informal review) to identify
publications related to a specific subject. However, this kind of review does not
use a systematic approach and does not offer any support to avoid bias during
the selection of the publications. Thus, the use of mechanisms for summarizing
5 http://agilemanifesto.org

http://agilemanifesto.org
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and providing an overview of an area or topic of interest becomes important.
For this, EBSE has investigated and proposed the use of the Systematic Review
technique [4]. In this context, an individual evidence (for instance, a case study
or an experimental study reported in a publication/paper) which contributes to
a systematic review is called a primary study, while the result of a systematic
review is a secondary study. Systematic review aims at providing an overview
of a research area to assess the quantity, quality, and type of primary studies
existing on a topic of interest. In short, a systematic review is conducted via
planning, conducting the search, and screening primary studies using inclusion
and exclusion criteria [4]. Besides that, a systematic review also performs data
extraction and conducts a quantitative and qualitative analysis of the primary
study. Therefore, the use of the systematic review technique appears adequate
for achieving the goal of this work.

3 Systematic Review Conducted

The main objective of our systematic review was to identify all primary studies
that explore agile methods in the context of embedded system development.
This systematic review was conducted from August 2011 to September 2011
and involved three people (one researcher in software engineering and embedded
systems, one specialist in systematic review, and one graduate student). In order
to conduct the systematic review, we used the process presented in Figure 1. In
short, it is composed of three steps [4]: (i) Planning of the systematic review;
(ii) Conduction of the search and data extraction; (iii) Reporting of the results
of the qualitative and quantitative analysis. These steps are explained in more
detail during the presentation of our systematic review. Below, we describe each
step in detail.

Fig. 1. Systematic review process (Adapted from [4])

3.1 Step 1: Planning

In this phase, we established the systematic review plan. For this, we specified:
(i) research questions; (ii) search strategy; (iii) inclusion and exclusion criteria;
and (iv) data extraction and synthesis methods.
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(i) Research Questions: These questions are structured according to the
objective that is intended to be achieved with the systematic review and
drive the subsequent steps of the review. Considering that our objective
was a detailed overview involving embedded systems and agile methods,
the following research questions (RQ) were established:
RQ1: What is the current state of agile methods in the development of

embedded systems?
RQ2: Which agile methods are used most often in the development of

embedded systems?
RQ3: What are the benefits, challenges, and limitations provided by the

adoption of agile methods in the development of embedded systems?
(ii) Search Strategy: In order to establish the search strategy based on the

research questions, we initially identified the main keywords separated
by area: “Agile”, “Scrum”, and “Extreme Programming” (for the Agile
Methods area) and “Embedded” and “Electrical and Electronic System”
(for the Embedded Systems area). It is worth highlighting that the key-
words chosen needed to be simple enough to bring many results and, at
the same time, rigorous enough to cover only the desired research topic.
The search string was then built based on the keywords and using Boolean
connectors (such as AND/OR). The search string used in our systematic
review was: (‘‘Agile’’ OR ‘‘Scrum’’ OR ‘‘Extreme Programming’’)
AND (‘‘Embedded’’ OR ‘‘Electrical and Electronic System’’).

We also selected larger publications databases as sources of primary
studies: IEEE Xplore6, ACM Digital Library7, Springer Link8, Scirus9,
Web of Science10, ScienceDirect11, and SCOPUS12. Those sources are cited
in [12] as trusted in the software engineering context. Furthermore, we
decided that only papers written in English would be considered, since
English is widely used to write scientific papers.

(iii) Inclusion and exclusion criteria: The selected primary studies needed
to be assessed for their relevance, enabling the inclusion of studies that
provide evidence for the research questions as well as the exclusion of stud-
ies that do not. This is achieved by the definition of Inclusion Criteria (IC)
and Exclusion Criteria (EC). Thus, our inclusion criteria were:
IC1: The study involves an agile method in the development of embedded

systems;
IC2: The study presents an agile method being used in the development

of embedded systems; and
IC3: The study presents benefits, challenges, and limitations of agile meth-

ods in the development of embedded systems.
6 http://www.ieeexplore.ieee.org
7 http://www.portal.acm.org
8 http://www.springer.com/lncs
9 http://www.scirus.com/

10 http://www.isiknowledge.com
11 http://www.sciencedirect.com
12 http://www.scopus.com

http://www.ieeexplore.ieee.org
http://www.portal.acm.org
http://www.springer.com/lncs
http://www.scirus.com/
http://www.isiknowledge.com
http://www.sciencedirect.com
http://www.scopus.com
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The exclusion criteria established were:
EC1: The study does not address the development of embedded systems

using an agile method;
EC2: The study presents an abstract and/or an introductory section ap-

parently related to embedded systems and agile methods; however, the
rest of the text is not, in fact, related;

EC3: The study does not present any abstract or it is not available for
further reading;

EC4: The study is written in a language other than English;
EC5: The study is directly related to another primary study by the same

author; and
EC6: The study consists of a compilation of work, for instance, from a

conference or workshop.
(iv) Data extraction and synthesis methods: In order to extract relevant

data, we checked and analyzed each primary study, aiming at relating it
to the research questions. After that, we synthesized the results in order
to obtain a reliable, comprehensive, and detailed overview of the research
topic of our systematic review.

3.2 Step 2: Conduction

In this step, we conducted the search for the primary studies according to the
previously established plan. This was achieved by performing a search in the
selected databases using the previously built search string. In order to enable
the correct results to be delivered, the search string was adjusted for each specific
database and its search mechanisms. As a result, a total of 494 primary studies
were found in these databases. The selection criteria (i.e., inclusion and exclusion
criteria) were then applied to select the relevant primary studies. For this, the
title and abstract of each primary study were read first and, if interesting, the
study was initially selected. Next, we read each primary study in full and again
applied the selection criteria in order to decide whether to include the study
as relevant for our systematic review. Table 1 summarizes the total number of
primary studies obtained from each database (column 4), as well as the number
of studies included after applying the selection criteria (column 2). Out of a total
of 494 primary studies previously identified, 51 studies were included. However,
among the 51 studies, repetitive studies were identified, since these databases
sometimes used the same primary studies. At the end, 23 unique studies were
included as relevant. Regarding the relevance of each database, we can say that
Scopus was the most efficient source, returning 14 studies out of 23 studies
included. Thus, if only this database had been used in our systematic review, at
least 60.8 % of the relevant studies would have been found.

Analyzing from another perspective, we found 182 repetitive studies (out of a
total of 494 studies) and, thus, we in fact analyzed 312 studies. This means
that the 23 unique studies refer to 7.37 % of the non-repetitive studies. In
Table 2, we present the 23 studies (S1 to S23), specifically their authors, ti-
tles, and inclusion criteria, organized according to their publication years.
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To support the organization and manipulation of the primary studies, we
used EndNote 13, a software tool for publishing and managing bibliographies, in
combination with a spreadsheet software.

Table 1. Number of primary studies included, excluded, and found

Source Included Excluded Total Found

ACM Digital Library 4 97 101

IEEE Xplore 11 83 94

Scirus 6 41 47

Springer Link 3 20 23

ISI Web of Knowledge 12 100 112

ScienceDirect 1 10 11

Scopus 14 92 106

Total 51 443 494

Table 2. Included primary studies

# Authors Title Year IC

S1 Mueller, G. and
Borzuchowski, J. [13]

Extreme embedded a report from the front line 2002 IC1,
IC2,
IC3

S2 Karlstroem, D. and
Runeson, P. [14]

Scaling Extreme Programming in a Market
Driven Development Context

2003 IC1,
IC2,
IC3

S3 Ronkainen, J. and
Abrahamsson, P. [15]

Software Development under Stringent Hard-
ware Constraints: Do Agile Methods Have a
Chance?

2003 IC2,
IC3

S4 Greene, B. [9] Agile Methods Applied to Embedded Firmware
Development

2004 IC1

S5 Manhart, P. and
Schneider, K. [16]

Breaking the Ice for Agile Development of Em-
bedded Software: An Industry Experience Re-
port

2004 IC1

S6 Kettunen, P. and
Laanti, M. [17]

How to steer an embedded software project: tac-
tics for selecting the software process model

2004 IC1,
IC2

S7 Chae, H.; Lee, D.;
Park, J.; and In, H.
P. [18]

The Partitioning Methodology in Hard-
ware/Software Co-Design Using Extreme
Programming: Evaluation through the Lego
Robot Project

2006 IC1

S8 Cordeiro, L.; Bar-
reto, R.; Barcelos, R.;
Oliveira, M.; Lucena,
V.; and Maciel, P.
[19]

TXM: An Agile HW/SWDevelopment Method-
ology for Building Medical Devices

2007 IC1,
IC2,
IC3

13 http://www.endnote.com/

http://www.endnote.com/
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Table 2. (continued)

# Authors Title Year IC

S9 Fletcher, M.; Bereza,
W.; Karlesky, M.;
and Williams, G. [20]

Evolving into Embedded Development 2007 IC1

S10 Cordeiro, L.; Bar-
reto, R.; Barcelos, R.;
Oliveira, M.; Lucena,
V.; and Maciel, P.
[21]

Agile Development Methodology for Embedded
Systems: A Platform-Based Design Approach

2007 IC1,
IC2,
IC3

S11 Wang, Z. [22] Fuxi: An Agile Development Environment for
Embedded Systems

2007 IC1

S12 Cordeiro, L.; Mar,
C.; Valentin, E.;
Cruz, F.; Patrick,
D.; Barreto, R.; and
Lucena, V. [23]

An Agile Development Methodology Applied
to Embedded Control Software under Stringent
Hardware Constraints

2008 IC1,
IC2,
IC3

S13 Cordeiro, L.; Mar,
C.; Valentin, E.;
Cruz, F.; Patrick,
D.; Barreto, R.; and
Lucena, V. [24]

A Platform-Based Software Design Methodol-
ogy for Embedded Control Systems: An Agile
Toolkit

2008 IC1,
IC2,
IC3

S14 Cordeiro, L.;
Barreto, R.; and
Oliveira, M. [25]

Towards A Semiformal Development Methodol-
ogy for Embedded Systems

2008 IC1,
IC2,
IC3

S15 Salo, O. and Abra-
hamsson, P. [26]

Agile Methods in European Embedded Soft-
ware Development Organisations: a Survey on
the Actual Use and Usefulness of Extreme Pro-
gramming and Scrum

2008 IC1

S16 Wilking, D. [10] Empirical Studies for the Application of Agile
Methods to Embedded Systems

2008 IC1

S17 Hill, J. [7] Agile Techniques for Developing and Evaluat-
ing Large-scale Component-based Distributed
Real-time and Embedded Systems

2009 IC1,
IC2,
IC3

S18 Smith, M.; Miller, J.;
and Daeninck, S. [27]

A Test-oriented Embedded System Production
Methodology

2009 IC1,
IC2,
IC3

S19 Smith, M.; Miller, J.;
Huang, L.; and Tran,
A. [28]

A More Agile Approach to Embedded System
Development

2009 IC1,
IC2,
IC3

S20 Srinivasan, J.;
Dobrin, R.; and
Lundqvist, K. [29]

‘State of the Art’ in Using Agile Methods for
Embedded Systems Development

2009 IC1,
IC2,
IC3

S21 Heidenberg, J.; Hirk-
man, P.; Matinlassi,
M.; Partanen, J.; and
Pikkarainen, M. [11]

Systematic Piloting of Agile Methods in the
Large: Two Cases in Embedded Systems De-
velopment

2010 IC1,
IC2,
IC3

S22 Cawley, O.; Wang,
X.; and Richardson,
I. [30]

Lean/Agile Software Development Methodolo-
gies in Regulated Environments - State of the
Art

2010 IC1,
IC2,
IC3

S23 Savolainen, J.;
Kuusela, J.; and
Vilavaara, A. [31]

Transition to Agile Development - Rediscovery
of Important Requirements Engineering Prac-
tices

2010 IC1,
IC2,
IC3
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3.3 Step 3: Reporting

In this step, a qualitative and descriptive analysis was conducted on each selected
primary study, enabling us to achieve more accurate answers to our research
questions. First of all, it was observed that studies involving agile methods for
building embedded systems are quite recent. As presented in Figure 2, out of
a total of 23 included primary studies – the first published in 2002 and the
others in the following years – the increase in the number of studies does not
indicate a trend statistically, but a growth in the interest for this research area,
with studies more concentrated in the last years. It is important to state that
only studies published until September 2011 were considered in our systematic
review. Bellow, we discuss each research question established previously:

Fig. 2. Distribution of the relevant primary studies through the years

RQ1: This question is related to the current state of the adoption of agile
methods in the development of embedded systems. Through the primary studies
identified in our systematic review, we can observe that agile methods, their
adaptations, and their practices have been experimented within real projects
of industrial organizations. Greene [9] (study S4) describes an experience in
applying agile approaches to the development of firmware for the Intel Itanium
processor family. Studies S12 and S13 present the development of a digital soft-
starter [23] and of a induction motor simulator prototypes, respectively [24].
Besides that, studies S8 and S10 present the development of a pulse oximeter
[19,21]. Moreover, studies S2, S6, S17, and S21 focused on the development of
large embedded systems. Thus, according to Ronkainen and Abrahamsson [15]
(study S3), Wilking [10] (study S16), and Oiśın et al. [30] (study S22), agile
methods can be successfully applied in the embedded system domain.

Another interesting finding was that the application of agile methods exactly
as they were established by their authors is not found in the embedded systems
domain. On the other hand, the use of a subset of agile practices or the adapta-
tion of particular methods based on agile methods were identified. Regarding the
use of agile practices, we found that a considerable number of primary studies
identified in our systematic review (in particular, studies S1, S4, S5, S7, S8, S10,
S12, S13, S15, S18, S19, S20, and S21) present experiences regarding the use of
a single or a set of agile practices. Regarding adaptation, we found studies S11,
S14, and S20, which are related to the adaptation of a particular method or the
proposal of a new method for embedded systems based on agile methods. Wang
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[22] (study S11) proposes an architecture-based, aspect-oriented method for ag-
ile software development, which uses expressivity and efficiency as two major
concerns of embedded systems. This method is based on separation of concerns
(i.e., separating system functionality from system technicality). Study S20 also
makes use of separation of concerns to effectively adopt agile methods in the de-
velopment of embedded systems; do to so, this study considers two distinguished
concerns [29]: (i) technical issues (such as requirements and testing); and (ii) or-
ganizational issues (such as process tailoring, knowledge sharing and transfer,
culture change, and support for infrastructure development). In another study,
Cordeiro et al. [25] (study S14) proposes a method – called TXM — that adapts
agile principles in order to build embedded systems focusing on the issues related
to the system’s constraints and safety. This method is composed of practices from
“traditional” software engineering and agile methods (in particular, Scrum and
XP), and aims at minimizing the main problems in software development (i.e.,
requirement volatility and risk management), and of practices that are needed
to achieve hardware and software development. TXM was also successfully ap-
plied in industry projects [19,21,23,24]. We also found a unique primary study
(study S23) that investigates a specific software development phase, i.e., require-
ments engineering [31]. This study shows how requirements engineering should
be treated in the agile development process and illustrates this with two case
studies done in industry.

Study S6 presents a comparative analysis of a range of software process mod-
els/methods (such as Rational Unified Process (RUP) [32], XP, Feature-Driven
Development (FDD) [33], Waterfall, and Spiral model). This analysis is meant
to support the selection of one of these models for the development of embedded
systems, based on the particular characteristics of the embedded systems to be
built. This means that there is concern regarding better understanding of pro-
cess models and their characteristics in order to allow adopting a more suitable
process/method for embedded systems.

As a result, we have observed that there are currently important, but iso-
lated initiatives on exploring agile methods for the development of embedded
systems, also in industry. However, more work should be conducted to allow
more widespread and efficient application of these methods for that area.

RQ2: This research question refers to which agile methods have been used in
the development of embedded systems. Although there are several agile methods
proposed in the literature, we have observed that only Scrum and XP have been
investigated and used in projects involving embedded systems. Salo et al. [26]
(study S15) conducted a first survey in 2008 to address the level of adoption and
usefulness of Scrum and XP in embedded systems development environments.
The survey was conducted in 13 industrial organizations and showed that 54%
of the organizations systematically, mostly, or sometimes used the practices of
XP, whereas 27% used Scrum. It is worth highlighting that, according to another
previous work [2], in the software industry in general, XP and Scrum have also
been pointed out as the most frequently used agile methods. Therefore, the
findings of our systematic review are in line with this previous work. While Scrum
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outlines a process for developing software systems, XP also proposes a valorous
set of agile practices; therefore, they can be seen as complementary approaches
and could be explored more in a coordinated way in order to develop embedded
systems. In our systematic review, we found several studies that combine XP
and Scrum, such as studies S4, S8, S10, S12, S13, and S15.

Instead of using the agile methods as proposed by their authors, as stated
above, a subset of agile practices have been adopted in the embedded systems
domain. This is discussed in more detail in studies S1, S4, S5, S7, S8, S10, S12,
S13, S15, S18, S19, S20, and S21. In study S21, the following practices were
used in pilot projects [11]: time-boxed deliveries, increased face-to-face commu-
nication through meetings (planning meeting, daily meeting, and sprint demos),
product (a list of requirements typically from the customer) and sprint back-
logs (a list of prioritized requirements to be developed), and early testing (also
test before coding or TDD Test-Driven Development). A similar set of agile
practices was also considered in study S1, where Mueller and Borzuchowski [13]
experimented with the main XP practices — i.e., pair programming (a practice
where two programmers work together at one workstation, one as the driver
who types in the code while the other acts as an observer), encouraging test
before coding, short meetings, and use of white boards for task status and task
schedules — in a real industrial project. Chae et al. [18] (study S7) also applied
pair programming, together with other practices: improvement of communica-
tion among hardware and software team members, delivery of small releases,
unit testing, refactoring, and continuous integration. They combine these prac-
tices with hardware/software co-design in order to manage the cost, development
time, and risk of a project involving embedded systems. With respect to pair
programming, Greene [9] (study S4) says that it is the most controversial prac-
tice, whereas the most valuable practice is unit testing. This study also combined
the practices of Scrum and XP into its own running method. In particular, the
Scrum practices used were sprints (30-day iterations), sprint planning meeting,
daily Scrum, and sprint review (retrospective). A combination of Scrum and XP
was also experimented by Salo et al. [26] (study S15); in this work, the most
often used XP practices were open office space, coding standards, 40h week,
continuous integration, and collective ownership, whereas the most often used
Scrum practice was the product backlog. Studies S8, S10, S12, and S13 also
used a combination of XP and Scrum practices in the method TXM (discussed
above) and, in particular, they used sprints (30-day iterations). In another work,
Manhart and Schneider (study S5) [16] also added agile practices (specifically,
unit testing and test before coding) to an existing, running software development
process. Besides that, studies S18 and S19 also explored the use of XP practices,
specially, unit testing and refactoring, respectively. Finally, regarding adoption
of specific agile practices, these practices as initially proposed do not appear to
be totally suitable for embedded environments but rather need to be tailored.
However, we can observe that the most common agile practice used in embed-
ded systems projects is TDD. In this context, Srinivasan (S20) also realized that
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TDD increases the overall quality of the development software and helps to elicit
design decisions that were made as part of the hardware development process.

We observed that there is still no consensus regarding which agile methods
and/or practices are most adequate for the embedded systems domain. There
are thus important open opportunities for research in that direction. Moreover,
other important agile methods, such as Open Unified Process (OpenUP) [34]
and Feature-Driven Development (FDD), have not been cited or investigated in
the embedded systems domain. OpenUP, in particular, is an interesting, lean
Unified Process that applies an iterative, incremental approach within a struc-
tured process; it embraces a pragmatic, agile philosophy that focuses on the
collaborative nature of software development [34]. Therefore, efforts should be
dedicated to investigating whether the agility provided by these other methods
could contribute to more effective development of embedded systems.

RQ3: This research question refers to the benefits, challenges, and limitations
resulting from the adoption of agile methods to the development of embedded
systems. The majority of the studies have indicate benefits in adopting agile
methods to the building of embedded systems. In general, amongst the benefits
achieved, the most cited ones are decrease of development time, improvement
of productivity, and reduction of the error rate, i.e., improvement in the overall
quality of the systems. In particular, according to the experiments presented
in [25] (study S14), the application of a method based on agile principles sub-
stantially reduced the development time of the product. The results of other
experiments presented by Chae et al. [18] (study S7) showed that productivity
was improved and the error rate decreased. Furthermore, studies S1, S4, S5,
S18, and S19 showed also that agile methods can be employed successfully on
embedded projects. Mueller and Borzuchowski [13] (study S1) stated that XP,
in particular, is a productive and valuable method for developing software for
embedded applications.

Greene [9] (study S4) stated that agile methods present good outcomes when
dealing with changes and uncertainty and, at the same time, embedded systems
can also experience unexpected changes in requirements and hardware depen-
dencies. Thus, agile methods are suited well for embedded systems in which
engineers are averse to oppressive processes. Greene also points out also prob-
lems in traditional development that could be solved with agile methods [9]:
schedule not followed, lack of test coverage, poor code maintainability, and lit-
tle cross-training (when one team member is trained to do the tasks of another
member). Some other advantages that can be perceived are: (i) delivery of small
releases decrease the risk that the system will not meet the customers’ intentions;
and (ii) the probability to find bugs in later phases of development is decreased
by using unit testing and continuous integration.

In terms of challenges regarding the adoption of agile methods, the main one
is the cultural change, i.e., change in how software is developed in the organiza-
tion. In study S4, Greene [9] stated that developers are reluctant to adopt new
software development methods, mainly when this method is quite different from
the traditional one. Besides that, according to Mueller and Borzuchowski [13]
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(study S1), other challenges are scarce management support and the inexperi-
ence of the team regarding agile practices. Moreover, existing codified knowledge
(available, for instance, in books and papers) does not explicitly address domain-
specific characteristics, as discussed in [29] (study S20); thus, one should tailor
agile methods such that they address the industry and particular characteristics
of embedded systems. In spite of this, Salo et al. [26] (study S15) argue that
embedded software development organizations are able to apply agile methods
and their practices in their projects and achieve positive results.

With respect to the limitations of using agile methods, we have observed that
these are more related to a lack of understanding of the change management
required to introduce a new process than to the context of an embedded sys-
tem itself. As mentioned in [13] (study S1), having a culture inside the company
that encourages, promotes, and supports new ideas and changes is extremely im-
portant for the successful use of new methods. Another important limitation in
using agile methods for the development of embedded systems is that many com-
panies need to use quality certifications that demand, for instance, independent
testing procedures not supported by these methods. Furthermore, according to
Ronkainen and Abrahamsson [15] (study S3), in order to establish a foothold in
the development of embedded systems, agile methods have to focus on specific
embedded domain requirements such as: (i) techniques needed for determining
specification and documentation needs; (ii) techniques needed for progressively
increasing code maturity; (iii) techniques needed for recognizing and managing
change-prone requirements; (iv) coordination and communication methods for
inter-team work; and (v) techniques for building an optimal test suite.

4 Discussion

Through our systematic review, the existing knowledge about the application
of agile methods in the development of embedded systems has been widely and
thoroughly mapped, as the Systematic Review technique provided the mecha-
nism for achieving it. We have found that agile methods and their practices have
had a positive impact on embedded systems development. However, their use is
still not widespread. Moreover, researchers have been conducting isolated work,
as observed in Figure 3, where blue dots represent the authors and black dots the
studies. Therefore, integration and collaborations could be promoted in order to
achieve more effective results.

As far as using the knowledge presented in this work for further research is
concerned, we have identified important, interesting research lines that should
be investigated soon: (i) consensus about agile methods and their practices that
best fit to the development of embedded systems, considering the specific charac-
teristics of such systems; (ii) conduction of qualitative and quantitative analysis
regarding, for instance, cost/effort reduction and quality improvement resulting
from the use of agile methods; (iii) investigation on how to adopt agile methods
when specific standards, such as ISO 26262 [35] (a functional safety standard),
must be followed; and (iv) investigation on how agile methods impact different



An Investigation into Agile Methods in ES Development 589

Fig. 3. Relationship among studies and authors

phases of the development process, such as requirement management, design,
and architecting of embedded systems. The objective should be to establish a
more suitable method for such systems.

Considering the positive results achieved, our systematic review could be con-
ducted again. In such a repeat study, primary studies published between Septem-
ber 2011 and now should also be included. In order to permit repetition of this
study, the systematic review protocol is explicitly divulged in this work. Besides
that, relevant primary studies written in languages other than English could
be considered. Furthermore, an investigation into the adoption of agile meth-
ods in different segments, such as avionics and consumer electronics, could be
conducted. Although the databases used in our systematic review are usually
considered quite efficient sources for software engineering, other databases, such
as Compendex14 and Google Scholar15, could be included.

5 Conclusion and Future Work

As embedded systems are becoming increasingly large and complex, and require
a high level of quality, considerable attention needs to be given to how they
are developed. Although agile methods initially not appear to be suitable for
these systems, they have provided a new, interesting perspective for developing
such systems. The main contribution of this work is to present a comprehensive,
detailed overview of the adoption of agile methods in the context of embedded
systems. We systematically applied a set of steps provided by the Systematic
Review technique. As main result, we have observed that there are already im-
portant, effective contributions exploring the agility provided by these methods.
However, more attention should be given to this topic, especially regarding the
establishment of a consensus among researchers about which agile methods and
practices work best for the embedded systems domain. Based on these results,
we have also identified some lines of research that must be explored yet. Fur-
thermore, we want this overview to open other new, important research lines
contributing to more effective and successful development of embedded systems.

14 http://www.engineeringvillage.com
15 http://www.scholar.google.com

http://www.engineeringvillage.com
http://www.scholar.google.com
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Abstract. Using type systems, this paper treats heap slicing which is a tech-
nique transforming a program into a new one that produces the same result while
working on a heap sliced into independent regions. Heap slicing is a common
approach to handle the problem of modifying the heap layout without changing
the program semantics. Heap slicing has applications in the areas of performance
optimization and security.

Towards solving the problem of heap slicing, this paper introduces three type
systems. The first type system does a pointer analysis and annotates program
points with pointer information. This type system is an augmentation of a previ-
ously developed type system by the author. The second type system does a region
analysis and refines the result of the first type system by augmenting the pointer
information with region information. The region information approximately spec-
ifies at each program point for each memory cell the region where the cell exists.
The third type system uses the information gathered by the region type system to
do the principal transformation of heap slicing.

The paper also presents two operational semantics; one for single-region heap
scenario and the other for multi-regions heap scenario. These semantics are used
to prove the soundness of the type systems.

Keywords: heap slicing, type systems, semantics of programming languages,
operational semantics, region analysis, pointer analysis.

1 Introduction

Heap slicing [28,31] is a technique that transforms a program into a new one that pro-
duces the same result while working on a heap sliced into independent regions. This
transforation enables an optimizing compiler to figure out memory cells that must lie
in different slices of the heap. The input to this technique is a program in which in-
teger argument-expressions in statements allocating memory cells are annotated with
slice (region) names. Every slice only contains data that was annotated with the slice
name. Arithmetic and Boolean operations are allowed only between arguments in the
same slice. Usually, it is assumed that no cell in a slice is allowed to point to a cell in a
different slice.
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1. x� cons(1 : R1,2 : R2);
2. y� cons(x,3 : R2,4 : R3,5 : R1);
3. z� cons(y,6 : R3,7 : R2);
4. w� [x+1];
5. t � [y+2];
6. [z+1]� t;

↪→
x� cons′(1 : R1,2 : R2);
y� cons′(x : {1},3 : R2,4 : R3,5 : R1);
z� cons′(y : {1},6 : R3,7 : R2);
w�{2} [x+1];
t �{3} [y+2];
[z+1]�{3} t;

Fig. 1. A motivating example

Very often while maintaining a large software, it becomes apparent that a change
to the heap layout (e.g. adding arguments to an allocation statement) is necessary. The
amount of code depending on the heap layout can make the process of introducing such
a change, even when it is very little, very tricky. Introducing changes in such situations
can be time-consuming and it scarifies the software correctness as it may call bugs. The
heap slicing techniques are good tools to address the problem of altering the heap layout
without changing the program semantics.

Heap slicing has applications in the areas of performance optimization and se-
curity [29,3]. The instance interleaving optimization is a static analysis [20] tech-
nique that rearranges the memory cells (or fields of different data structures) to
improve cache performance via letting frequently-accessed fields (or cells) belong
to the same cache line. Heap slicing techniques provide good implementations for
instance interleaving optimization [20]. In security, heap slicing can be used to
hide function pointers in a heap slice (region) preventing attackers from accessing
them.

Motivating Example

Figure 1 shows a motivating example of our work. Consider the program on the l.h.s. of
the figure. The integer-expressions of the allocation statements are annotated with their
region names. For example the first allocation statement allocates an array of length
two: the first of which belongs to region 1 and the second of which belongs to region 2.
The goal of our research is to automatically transform such a program into the program
on the r.h.s. of the figure. In the new program: (a) the address expressions (expressions
evaluates to addresses) of allocation statements are annotated with their region names,
and (b) mutation and look-up statements are annotated with reign names where the
statements are allowed to be executed.

While the original program is assumed to be executed on a one-slice heap, the
new program is executed on a heap that physical sliced into 3 regions. The num-
ber of the regions is fixed in the programming language. Figures 2 and 3 show the
heaps of the original and new programs, respectively, after executing the allocation
statements.

Moreover, we want to associate each of such program transformation with a proof
that original and new programs have the same semantics: compute the same result. This
proof is required in many application like proof-carrying code [19,22].
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Fig. 2. One-slice heap
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Fig. 3. Sliced heap

Algorithm

The transformation process described above on the motivating example is achieved in
this paper using a 3-steps algorithm. Each of the 3 steps is accomplished by a type
system. The first step is a pointer analysis to the input program. This analysis results
in annotating the program points with points-to information in the form of types. The
points-to information at a given point specifies approximately for each store (a variable
or a memory cell) the address that has a chance of going into that store. The second step
is a region analysis to the program resulting from the first step. This analysis results in
augmenting the pointer information with region information in the form of types. The
region information at a given point specifies approximately the region for each memory
cell. Also the region information at a given point specifies approximately for each vari-
able the source region of the variable’s content. The third step does the transformation
step using the information gathered in the previous steps.

The justification (proof) that the source and the new programs are semantically
equivalent takes the form of a type derivation.
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⊕ ∈ {+,−,×},x ∈ Var, and {i, j},Rs ⊆ {1, . . . ,γ}
e ∈ Aexprs � x | n | e1 ⊕ e2 | Cast(Ri ↪→ R j)e

d ∈ Allo-exprs � e : Ri | e

b ∈ Bexprs � true | false | ¬b | e1 = e2 | e1 ≤ e2 | b1 ∧ b2 | b1 ∨ b2

S ∈ Stmts � x� e | x� cons(d1, . . . ,dn) | x� [e] | [e1]� e2 | dispose(e) |
skip | S1;S2 | if b then St else S f | while b do St

S′ ∈ Stmts′ � x� e | x� cons′(e1 : Rs1, . . . ,en : Rsn) | x�Rs [e] | [e1]�Rs e2

| dispose′(e) | skip | S′
1;S′

2 | if b then S′
t else S′

f | while b do S′
t

Fig. 4. Our language for studying heap slicing

Contributions

Contributions of this paper are the following.

1. A type system for pointer analysis of the language presented in this paper. This type
system is an augmented version of that we presented in [13].

2. A novel approach for region analysis (in the form of a type system as well).
3. An original technique for heap slicing.
4. Two new operational semantics; one for single-region heap scenario and the other

for multi-regions heap scenario.

Organization

The rest of the paper is organized as follows. A toy programming language together
with two operational semantics (one for single-region heap scenario and the other for
multi-regions heap scenario) are presented in Section 2. Type systems for flow-sensitive
pointer and region analyses are presented in Sections 3 and 4, respectively. The type
system carrying program optimization is introduced in Section 5. A brief survey of
related work and future work are presented in Section 6.

2 Programming Language and Two Operational Semantics

This section presents the programming language used to study heap slicing. The section
also presents an operational semantics [23] for a one-slice heap executions and another
operational semantics for γ-slices heap executions. The number of regions or slices in
memory is fixed in our language and is denoted by γ .

We have two memory models; one for the single-slice heap scenario and the other
for the γ-slices heap scenario. In our single-heap model, we assume that for any
m ∈ N+ the memory has an infinite number of arrays of length m with addresses
{a1

m,1,a
1
m,2, . . . ,a

1
m,m,a

2
m,1,a

2
m,2, . . . ,a

2
m,m, . . .}. Therefore the set of address, Addrs, has

the form presented in Figure 5. In order to facilitate evaluating inequalities we assume
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Atoms ⊆ Integers.

Addrs = {ai
j,k | i, j,k ∈N+,k ≤ j}

= {a1
1,1,a

1
2,1,a

1
2,2,a

1
3,1,a

1
3,2,a

1
3,3, . . . ,a

2
1,1,a

2
2,1,a

2
2,2,a

2
3,1,a

2
3,2,a

2
3,3, . . .}.

R = {1, . . . ,γ}.
Values = Z∪ Addrs.

Values+ = Values∪ {φ}.

Fig. 5. Entities of our memory model

that the set Values is equipped with an order. We assume that our γ−slices memory
model consists of γ separated regions each of which has the single-slice model. The
value φ in the set Values+ goes into cells that are inactive in a region. Arithmetic and
Boolean operations are only allowed between arguments of the same region.

The language (Figure 4) that we study is based on the programming language usually
used to introduce separation logic [24]. There are two additions to the separation logic
language. The first addition is that the arithmetic expression is extended with a cast
statement permitting handling a value that we obtained form region i as it is obtained
from region j. This is useful in many situations like if the programmer is interested in
copying a value from a private slice of a memory to a public slice. The other addition is
to annotate arguments (the ones evaluates to integers) of the allocation statement with
region names. Stmt′ presents the syntax of transformed programs. A clue to meaning
of Stmt′-commands is given by the motivating example above and a precise meaning is
given below by operational semantics.

The states of our operational semantics are defined as follows.

Definition 1. 1. s ∈ Stacks = {(sv,sr) | sv : Var → Values and sr : Var → R ∪ {⊥}}.
2. h ∈ Heaps = {(hv,hr) | hv : A → Values,hv : A → R, and A ⊆fin Addrs}.

3. A sliced heap h̃ is a γ-tuple (h̃1, . . . , h̃γ) of finite partial maps from Addrs to Values+

such that:
(a) these maps share the same domain, and
(b) for any a ∈ dom(h̃1) there is a unique i ∈ [1,γ] such that h̃i(a) � φ .

Definition 2. 1. A state is an abort or a pair of a stack and a heap (s,h).
2. A sliced state is an abort or a pair of a stack and a sliced heap (s, h̃).

2.1 One-Slice Heap Semantics

This section presents an operational semantics for the input program of our transforma-
tion technique. The states of the semantics are defined in Definition 2.1.

The semantics of arithmetic and Boolean expressions are defined as follows:

�d� ∈ States⇀ Values× (R ∪ {⊥})

�n�(s,h) = (n,⊥) �x�(s,h) = (sv(x),sr(x)) �e1 ⊕ e2�(s,h) = ηh(�e1�(s,h)⊕�e1�(s,h))
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where,

ηh(α ,β )

⎧⎨
⎩

(α ,β ), if α ∈Z;
(α ,hr(α)), if α ∈ dom(hr);
undefined, otherwise.

�e : Ri�(s,h) =
{
(n, i) if �e�(s,h) ∈ {(n, i),(n,⊥)}
undefined otherwise.

�cast(Ri ↪→ R j)e�(s,h) =
{
(n, j) if �e�(s,h) ∈ {(n, j),(n, i)},
undefined otherwise.

The semantics of the operation ⊕ is defined as usual if both of its operands are integers
and otherwise as follows:

v1 ⊕ v2 =

⎧⎪⎨
⎪⎩

(n ⊕ m,⊥), if v1 = (n,⊥) and v2 = (m,⊥);
(n ⊕ m, i), if v1 = (n, i) and (v2 = (m, i) or v2 = (m,⊥));
(ar

s,t⊕n, i), if v1 = (ar
s,t , i), (v2 = (n, i) or v2 = (n,⊥)), and 1 ≤ t ⊕ n ≤ s;

undefined, otherwise.

Boolean operations are only allowed between values from the same region.
The inference rules of the semantics are defined as follows.

skip : (s,h) → (s,h)

�e�(s,h) is undefined

x� e : (s,h) → abort

�e�(s,h) = (α ,β )

x� e : (s,h) → ([sv | x : α ], [sr | x : β ],h)

u = min{t | {at
n,1, . . . ,a

t
n,n}∩ dom(h) = /0} ∀1 ≤ i ≤ n(�di�(s,h) = (αi,βi))

x� cons(d1, . . . ,dn) : (s,h) →
([sv | x : au

n,1], [sr | x : β1], [hv | au
n,1 : α1 | . . . | au

n,n : αn], [hr | au
n,1 : β1 | . . . | au

n,n : βn])

∃1 ≤ i ≤ n (�di�(s,h) is undefined)

x� cons(d1, . . . ,dn) : (s,h) → abort

�e�(s,h) is undefined, or
�e�(s,h) = (α , )∧ α � dom(h)

dispose(e) : (s,h) → abort

x� [e] : (s,h) →
{
([sv | x : hv(α)], [sr | x : β )],h), if �e�(s,h) = (α ,β ) and α ∈ dom(h);
abort, otherwise.

[e1]� e2 : (s,h) →
{
(s, [hv | α1 : α2], [hr | α1 : β ]), if�ei�(s,h) = (αi,β ) and α1 ∈ dom(h);
abort, otherwise.

�e�(s,h) = (α , )∧ α ∈ dom(h)

dispose(e) : (s,h) → (s,hv$(dom(h)\{α}),hr$(dom(hr)\{α}))

S1 : (s,h) → (s′,h′)
S2 : (s′,h′) → st

S1;S2 : (s,h) → st

S1 : (s,h) → abort
S2 ∈ Stmts

S1;S2 : (s,h) → abort

�b�(s,h) is undefined

if b then St else S f : (s,h) → abort

�b�(s,h) = false
S f : (s,h) → st

if b then St else S f : (s,h) → st

�b�(s,h) = true
St : (s,h) → st

if b then St else S f : (s,h) → st

�b�(s,h) is undefined

while b do St : (s,h) → abort

�b�(s,h) = true
St : (s,h) → abort

while b do St : (s,h) → abort

�b�(s,h) = false

while b do St : (s,h) → (s,h)

�b�(s,h) = true
St : (s,h) → (s′,h′)
while b do St : (s′,h′) → st

while b do St : (s,h) → st

If f is a map and A is a set, f $A denotes the restriction of f on A and [ f | x :
A] denotes the function whose domain is dom( f ) ∪ {x} and whose definition is
λ y. if y = x then A else f (y).

Lemma 1. Suppose �e�(s,h) = (α,β ). If α ∈ Addrs then β = hr(α).
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2.2 γ-Slices Heap Semantics

This section presents an operational semantics for programs resulted by our pro-
posed transformation technique. The semantics uses a memory model where the mem-
ory is physically sliced into γ regions. The states of the semantics are introduced in
Definition 2.2.

The semantics of arithmetic and Boolean expressions is defined similarly to the one-
heap semantics except that ηh is replaced with ηh̃:

�d� ∈ Sliced States⇀ Values× (R ∪ {⊥})

ηh̃(α ,β ) =

⎧⎨
⎩

(α ,β ), if α ∈Z;
(α , i), if α ∈ dom(h̃1) and ∃!i ∈ {1, . . . ,γ}. h̃i(α)� φ ;
undefined, otherwise.

The inference rules of the semantics are defined as follows.

skip : (s, h̃)� (s, h̃)

�e�(s, h̃) is undefined

x� e : (s, h̃)� abort

�e�(s, h̃) = (α ,β )

x� e : (s, h̃)� ([sv | x : α ], [sr | x : β ], h̃)

u = min{t | {at
n,1, . . . ,a

t
n,n}∩ dom(h̃1) = /0} ζi(α j,β j) =

{
α j , if i = β j;
φ , otherwise.

x� cons′(d1 : Rs1, . . . ,dn : Rsn) : (s, h̃)�⎧⎨
⎩

([sv | x : au
n,1], [sr | x : β1], . . . , [h̃i | au

n,1 : ζi(α1,β1) | . . . | au
n,n : ζi(αn,βn)], . . .),

if �di�(s, h̃) = (αi,βi) βi ∈ Rsi;
abort, otherwise.

x�Rs [e] : (s, h̃)�
{
([sr | x : h̃β (α)], [sr | x : β ], h̃), if �e�(s, h̃) = (α ,β ) β ∈ Rs;
abort, otherwise.

[e1]�Rs e2 : (s, h̃)�{
(s, . . . , h̃1 , [h̃β | α1 : α2], . . . , h̃γ ), if�ei�(s,h) = (αi,β ), h̃β (α1) � φ , and β ∈ Rs;
abort, otherwise.

dispose(e) : (s, h̃)�
{
(s, . . . , h̃i$(dom(h̃i)\{α}), . . .), if �e�(s, h̃) = (α ,β ) and α ∈ dom(h̃1);
abort, otherwise.

S1 : (s, h̃)� (s′, h̃′)
S2 : (s′, h̃′)� st

S1;S2 : (s, h̃)� st

S1 : (s, h̃)� abort
S2 ∈ Stmts

S1;S2 : (s, h̃)� abort

�b�(s, h̃) is undefined

if b then St else S f : (s, h̃)� abort

�b�(s, h̃) = true
St : (s, h̃)� st

if b then St else S f : (s, h̃)� st

�b�(s, h̃) = false
S f : (s, h̃)� st

if b then St else S f : (s, h̃)� st

�b�(s, h̃) is undefined

while b do St : (s, h̃)� abort

�b�(s, h̃) = true
St : (s, h̃)� abort

while b do St : (s, h̃)� abort

�b�(s, h̃) = false

while b do St : (s, h̃)� (s, h̃)

�b�(s, h̃) = true
St : (s, h̃)� (s′, h̃′)
while b do St : (s′, h̃′)� st

while b do St : (s, h̃)� st

Lemma 2. Suppose �e�(s, h̃) = (α,β ). If α ∈ Addrs then h̃β (α) � φ .

Lemma 3. The semantics introduced in this section are well defined.
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3 Pointer Analysis

This section presents a type system for pointer analysis [13,11,16,12,14,9] which is a
flow-sensitive forward analysis. The analysis presented in this section is an augmented
version of the type system we presented in [13]. We include the system here for the
following reasons; (a) to make the current manuscript self-contained, (b) to show how
differences between the language of this paper and that of [13] are treated, and (c) the
following sections are built on this type system. The proof of the soundness for the
type system presented here can be built by revising that presented in [13] pearing in
mind that the operational semantics used in both cases are different. The augmentation
mentioned above is related to arithmetic expressions. The analysis annotates program
points with partial maps (types of our type system) that approximatively specifies for
each store the addresses that can go into the store.

The set of points-to types, PTS, and the sub-typing relation are defined as follows.

Definition 3. 1. pts = {pts | pts : Var∪ A → 2Addrs | A ⊆ Addrs}. The bottom type is
denoted by ⊥.

2. pts ≤ pts′ def⇐⇒ dom(pts) ⊆ dom(pts′) and ∀t ∈ dom(pts). pts(t) ⊆ pts′(t).
3. A state (s,h) has type pts, denoted by (s,h) |= pts, if

– dom(h) ⊆ dom(pts),
– ∀x ∈ Var. sv(x) ∈ Addrs =⇒ sv(x) ∈ pts(x), and
– ∀a ∈ dom(h). hv(a) ∈ Addrs =⇒ hv(a) ∈ pts(a).

The pointer analysis of a program takes the form of a post-type derivation for a given
pre-type. Typically ⊥, the bottom type, is the pre-type.

The judgement of an arithmetic expression e has the form e : pts → V . The set V is
either a set of addresses or a singleton of an integer. The intended meaning, which is
formalized in Lemma 4, of this judgement is that V captures any address that e evaluates
to in a state of type pts. In particular if V is a set of addresses, then e is either an address
from V or any integer.

The judgement of a statement S has the form S : pts → pts′. The intuition, which is
formalized in Theorem 1, of this judgement is that if S is executed in a state of type pts,
then any state (rather than abort) where the execution ends is of type pts′.

The inference rules of our type system for pointer analysis are the following:

n : pts → {n} x : pts → pts(x) cast(Ri ↪→ R j)e : pts → /0 e : Ri : pts → /0

e1 : pts → V1 e2 : pts → V2

e1 ⊕ e2 : pts →

⎧⎪⎪⎨
⎪⎪⎩

{n ⊕ m} if V1 = {n}∧V2 = {m},
{am

i, j⊕n | am
i, j ∈ V2 ∧ 1 ≤ j ⊕ n ≤ i} if V1 = {n}∧V2 ⊆ Addrs,

{am
i, j⊕n | am

i, j ∈ V1 ∧ 1 ≤ j ⊕ n ≤ i} if V2 = {n}∧V1 ⊆ Addrs,
{am

i, j | j = 1, . . . i and for some j,am
i, j ∈ V1 ∪V2} otherwise.

In the rest of the paper when e : pts → V, we let V ′ denotes V ∩ Addrs.

skip : pts → pts

e : pts → V
(assp)

x� e : pts → [pts | x : V ′]
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v = min{t | {at
n,1, . . . ,a

t
n,n}∩ dom(pts) = /0} ∀1 ≤ i ≤ n. di : pts → Vi

(conp)
x� cons(d1, . . . ,dn) : pts → ∪1≤i≤v[pts | x : {ai

n,1} | ai
n,1 : V ′

1 | . . . | ai
n,n : V ′

n ]

e : pts → V
(lokp)

x� [e] : pts → [pts | x : ∪a∈V ′ pts(a)]

∀1 ≤ i ≤ 2. ei : pts → Vi

(mutp)
[e1]� e2 : pts → ∪a∈V ′

1
[pts | a : V ′

2]

(disp)
dispose(e) : pts → pts

S1 : pts → pts′′
S2 : pts′′ → pts′

(seqp)
S1;S2 : pts → pts′

St : pts → pts′
Sf : pts → pts′

(ifp)
if b then St else S f : pts → pts′

St : pts → pts
(whlp)

while b do St : pts → pts

pts′
1 ≤ pts1 S : pts1 → pts2 pts2 ≤ pts′

2
(csqp)

S : pts′
1 → pts′

2

Lemma 4. Suppose that (s,h) |= pts, �d�(s,h) = (α,β ) and d : pts → V. Then

1. V ⊆ Addrs or ∃n ∈Z. V = {n},
2. ∀n ∈Z. V = {n} =⇒ α = n, and
3. α ∈ Addrs =⇒ α ∈ V.

The soundness of the type system is stated in the following theorem whose proof can
be driven from the corresponding theorem in [13].

Theorem 1. 1. pts ≤ pts′ ⇐⇒ (∀(s,h), (s,h) |= pts =⇒ (s,h) |= pts′).
2. Suppose that S : pts → pts′ and S : (s,h) → (s′,h′). Then (s,h) |= pts implies

(s′,h′) |= pts′.

4 Region Analysis

In this section, we introduce a type system for region analysis which is a flow-sensitive,
forward, and may analysis. The analysis annotates program points with region infor-
mation in the form of partial maps from variables and memory locations to the power
set of regions. Under these maps, the image of an address is an over-approximate set of
regions where this address may exist. The image of a variable is an over-approximate
set of regions from which the variable gets its value. We recall that the set of regions
R = {1, . . . ,γ}.

The set of region types, PTS-REG, and the sub-typing relation are defined as follows.

Definition 4. 1. REG = {reg | reg : Var∪ A → 2R | A ⊆ Addrs}.
2. PTS-REG = {(pts,reg) ∈ pts × reg | dom(pts) = dom(reg)}.

3. reg ≤ reg′ def⇐⇒ dom(reg) ⊆ dom(reg′) and ∀t ∈ dom(reg). reg(t) ⊆ reg′(t).
4. (pts,reg) ≤ (pts′,reg′) def⇐⇒ pts ≤ pts′ and reg ≤ reg′.
5. A state (s,h) has type reg, denoted by (s,h) |= reg, if

– dom(hr) ⊆ dom(reg),
– ∀t ∈ Var. sr(t) = β =⇒ β ∈ reg(t), and sr(t) = ⊥ =⇒ reg(t) = {1, . . . ,γ}, and
– ∀t ∈ dom(hr). hr(t) = β =⇒ β ∈ reg(t).
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6. A state (s,h) has type (pts,reg), denoted by (s,h) |= (pts,reg), if
– dom(pts) = dom(reg),
– (s,h) |= pts, and
– (s,h) |= reg.

The inference rules of our type system for region analysis are the following:

n : (pts,reg) → {1, . . . ,γ} x : (pts,reg) → reg(x) Cast(Ri ↪→ R j)e : (pts,reg) → { j}

e1 : (pts,reg) → Rs1 e2 : (pts,reg) → Rs2 e1 ⊕ e2 : pts → V

e1 ⊕ e2 : (pts,reg) → (Rs1 ∩ Rs2)∪ (∪a∈V′ reg(a)) e : Ri : (pts,reg) → {i}

x� e : pts → pts′ e : (pts,reg) → Rs
(assR)

x� e : (pts,reg) → (pts′, [reg | x : Rs])

(disR)
dispose(e) : (pts,reg) → (pts,reg)

skip : (pts,reg) → (pts,reg)

x� [e] : pts → pts′ e : (pts,reg) → Rs
(lokR)

x� [e] : (pts,reg) → (pts′, [reg | x : Rs])

v = min{t | {at
n,1, . . . ,a

t
n,n}∩ dom(reg) = /0}

∀1 ≤ i ≤ n. di : (pts,reg) → Rsi
x� cons(d1, . . . ,dn) : pts → pts′

(conR)
x� cons(d1, . . . ,dn) : (pts,reg) → (pts′,∪1≤i≤v[reg | x : Rs1 | ai

n,1 : Rs1 | . . . | ai
n,n : Rsn])

[e1]� e2 : pts → pts′
e2 : (pts,reg) → Rs

e1 : pts → V
(mutR)

[e1]� e2 : (pts,reg) → (pts′,∪a∈V ′ [reg | a : Rs])

S1 : (pts,reg) → (pts′′,reg′′)
S2 : (pts′′,reg′′) → (pts′,reg′)

(seqR)
S1;S2 : (pts,reg) → (pts′,reg′)

St : (pts,reg) → (pts′,reg′)
Sf : (pts,reg) → (pts′,reg′)

(ifR)
if b then St else S f : (pts,reg) → (pts′,reg′)

St : (pts,reg) → (pts,reg)
(whlR)

while b do St : (pts,reg) → (pts,reg)

(pts′
1,reg′

1) ≤ (pts1,reg1) S : (pts1,reg1) → (pts2,reg2) (pts2,reg2) ≤ (pts′
2,reg′

2)
(csqR)

S : (pts′
1,reg′

1) → (pts′
2,reg′

2)

The following lemma is needed in the proof of the following theorem which proves the
soundness of the type system.

Lemma 5. Suppose that (s,h) |= (pts,reg), �d�= (α,β ), and d : (pts,reg)→ Rs. Then

1. β ∈ R =⇒ β ∈ Rs.
2. β = ⊥ =⇒ Rs = R = {1, . . . ,γ}.

Proof. The proof is by induction on the structure of d as follows:

1. If d = n, then by definition β = ⊥ and Rs = R as required.
2. If d = x, then β = sr(x) and the required holds because (s,h) |= reg.
3. If d = e : R j or d = Cast(Ri ↪→ R j) e then by definition β = { j} and Rs = { j} as

required.
4. If d = e1 ⊕ e2, then there are three subcases:

(a) α is an integer and β = ⊥. In this case � e1� = (α1,⊥), � e2� = (α2,⊥),
and α = α1 ⊕ α2, where α1 and α2 are integers. Therefore by the induction
hypothesis V1 =V2 = R. Hence R ⊆ Rs ⊆ R implying Rs = R.
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(b) α is an integer and β ∈ R. In this case � e1� = (α1,β ), � e2� = (α2,⊥),
and α = α1 ⊕ α2, where α1 and α2 are integers. Therefore by the induction
hypothesis β ∈ V1 ∩V2 ⊆ Rs.

(c) α is address. Then by Lemma 1, β ∈ R and β = hr(α). In this case, β ∈
reg(α) because (s,h) |= reg and α ∈ V ′ because (s,h) |= pts. Therefore β ∈
∪a∈V ′reg(a) ⊆ RS.

Theorem 2. 1. (pts,reg) ≤ (pts′,reg′) =⇒ (∀(s,h), (s,h) |= (pts,reg) =⇒ (s,h) |=
(pts′,reg′)).

2. (S : (pts,reg) → (pts′,reg′)) =⇒ (S : pts → pts′).
3. Suppose that S : (pts,reg) → (pts′,reg′) and S : (s,h) → (s′,h′). Then (s,h) |=

(pts,reg) implies (s′,h′) |= (pts′,reg′).

Proof. The first two items are obvious. For the last item and by (2), it is enough to
prove that (s′,h′) |= reg′. This is proved by induction on the structure of type derivation
as follows:

1. The type derivation has the form (assR). In this case, reg′ = [reg | x : Rs] and
(s′,h′) = ([sv | x : α], [sr | x : β ],h), where �e�(s,h) = (α,β ). By 2 and Theorem 1,
(s′,h′) |= pts′. By Lemma 5, (s′,h′) |= reg′. Clearly dom(pts′) = dom(reg′) and
hence (s′,h′) |= (pts′.reg′).

2. The type derivation has the form (conR). In this case, reg′ = ∪1≤i≤v[reg | x : Rs1 |
ai

n,1 : Rs1 | . . . | ai
n,n : Rsn] and (s′,h′) = ([sv | x : au

n,1], [sr | x : β1], [hv | au
n,1 : α1 | . . . |

au
n,n : αn], [hr | au

n,1 : β1 | . . . | au
n,n : βn]). Clearly, 1 ≤ u ≤ v. For every 1 ≤ i ≤ n by

Lemma 5, if βi ∈ R then βi ∈ Rsi and if βi = ⊥ then Rsi =R. We have s′
r(x) = β1 ∈

Rs1 = reg′(x). We also have that dom(h′) ⊆ dom(reg′) because dom(h) ⊆ dom(reg)
((s,h) |= reg) and 1 ≤ u ≤ v. It is obvious that for any x� y ∈ Var and a ∈ dom(h′)\
{au

n,1, . . . ,a
u
n,n},

– s′
r(y) ∈ R implies s′

r(y) ∈ reg′(y),
– s′

r(y) = ⊥ implies reg′(y) = R, and
– h′

r(a) ∈ R implies h′
r(a) = hr(a) ∈ reg(a) ⊆ reg′(a).

For every 1 ≤ i ≤ n, if hr(au
n,i) ∈ R, then hr(au

n,i) = βi ∈ Rsi ⊆ reg′(au
n,i). Hence

(s′,h′) |= reg′.
3. The type derivation has the form (lokR). In this case, reg′ = [reg | x : Rs] and

(s′,h′) = ([sv | x : hv(α)], [sr | x : β )],h), where �e�(s,h) = (α,β ). By Lemma 5,
β ∈ Rs. Also we have α ∈ Addrs∩ dom(h) and hence α ∈ V ′ by Lemma 4.

4. The type derivation has the form (mutR). In this case, reg′ = ∪a∈V ′ [reg | a : Rs]
and (s′,h′) = (s, [hv | α1 : α2], [hr | α1 : β ]), where �ei�(s,h) = (αi,β ). We have
α1 ∈ dom(h)∩V1 and β ∈ Rs by Lemma 5. Therefore hr(α1) ∈ reg′(α1).

The remaining cases are straightforward to check.

5 Data Slicing

This section presents a technique for solving the principal problem, heap slicing, mo-
tivating the paper. The basic instrument of the technique is a type system which is an
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enrichment of the type system for region analysis with a transformation component.
This transformation is that of heap slicing. In this section it is also shown that the trans-
formation presented by the type system is sound in the sense that the original program
and that results from the transformation produce the same result.

Definition 5. A sliced heap (s, h̃) is a valid slicing of a state (s,h), denoted by
(s,h) ∼ (s, h̃), if

1. dom(h) = dom(h̃1), and
2. (∀a ∈ dom(h)) (hv(a),hr(a)) = (α,β ) =⇒ h̃β (a) = α and (∀i � β ) hi(a) = φ .

Definition 6. 1. Slice : Heaps → Sliced Heaps : h �→ (h1, . . . ,hγ), where for every
i ∈ [1,γ],

hi : dom(h) → Values+ : a �→
{

hv(a), if hr(a) = i;
φ , otherwise.

2. Con : Sliced Heaps → Heaps : h̃ �→ (hv,hr), where

hv : dom(h̃) → Values : a �→ h̃ia(a) hr : dom(h̃) → R : a �→ ia, where

ia is the unique index such that h̃ia(a) � φ .
3. SliceS : States → Sliced States : (s,h) �→ (s,Slice(H)).
4. ConS : SlicedStates → States : (s, h̃) �→ (s,Con(H̃))

Lemma 6. The maps of the previous definitions are well-defined. Moreover SliceS and
ConS are inverses to each other.

The inference rules of our type system are the following:

ρ(di,Rsi) =

{
di : Rsi, if di = ei;
di, otherwise.

x� e : (pts,reg) →
(pts′,reg′) ↪→ x� e

skip : (pts,reg) →
(pts,reg) ↪→ skip

x� cons(d1, . . . ,dn) : (pts,reg) → (pts′,reg′) ∀1 ≤ i ≤ n. di : (pts,reg) → Rsi

x� cons(d1, . . . ,dn) : (pts,reg) → (pts′,reg′) ↪→ x� cons′(ρ(d1,Rs1), . . . ,ρ(dn,Rsn))

x� [e] : (pts,reg) → (pts′,reg′)
e : (pts,reg) → Rs

x� [e] : (pts,reg) → (pts′,reg′) ↪→ x�Rs [e]

dispose(e) : (pts,reg) → (pts,reg′)
↪→ dispose′(e)

[e1]� e2 : (pts,reg) → (pts′,reg′)
e1 : (pts,reg) → Rs1 e2 : (pts,reg) → Rs2

[e1]� e2 : (pts,reg) → (pts′,reg′) ↪→ [e1]�Rs1∩Rs2 e2

S1 : (pts,reg) → (pts′′,reg′′) ↪→ S′
1

S2 : (pts′′,reg′′) → (pts′,reg′) ↪→ S′
2

S1;S2 : (pts,reg) → (pts′,reg′) ↪→ S′
1;S′

2

St : (pts,reg) → (pts,reg) ↪→ S′
t

while b do St : (pts,reg) → (pts,reg′) ↪→ while b do S′
t

St : (pts,reg) → (pts′,reg′) ↪→ S′
t

S f : (pts′′,reg′′) → (pts′,reg′) ↪→ S′
f

if b then St else S f : (pts,reg) → (pts′,reg′) ↪→ i f b then S′
t else S′

f

(pts′
1,reg′

1) ≤ (pts1,reg1) S : (pts1,reg1) → (pts2,reg2) ↪→ S′ (pts2,reg2) ≤ (pts′
2,reg′

2)

S : (pts′
1,reg′

1) → (pts′
2,reg′

2) ↪→ S′
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Theorem 3. (Soundness) Suppose that S : (pts,reg) → (pts′,reg′) ↪→ S′ and (s,h) ∼
(s, h̃). Then

1. If S : (s,h) → (s′,h′), then there exists a state (s′, h̃′) such that S′ : (s, h̃)� (s′, h̃′)
and (s′,h′) ∼ (s′, h̃).

2. If S′ : (s, h̃)� (s′, h̃′), then there exists a state (s′,h′) such that S : (s,h) → (s′,h′)
and (s′,h′) ∼ (s′, h̃′).

Proof. The proof is by induction on the structure of type derivation. For the base cases
in the proof of (1), take (s′, h̃′) = Slices((s′,h′)). For the base cases in the proof of (2),
take (s′,h′) = Cons((s′, h̃′)).

6 Related and Future Work

In [6], Condit et al. present data slicing [28,31], a program transformation which di-
vides the heap into separate regions, for a C-like language. The basic idea in [6] is to
syntactically slice structures defined in a given program. Then, the slicing of the pro-
gram commands is calculated using sliced versions of program structures. The physical
slicing of the program heap follows upon executing the sliced program.

Related concepts to data slicing are program slicing, intentional polymorphism,
structure splitting. Program slicing [1,18,4,26] finds the program portions that con-
tribute to evaluating the value of a given variable at a given program point. In other
words, program slicing [25] is a practicable technique to bound the focus of a job to
certain part of a program. Program slicing is used in program comprehension, test-
ing, restructuring, debugging, and optimizing. A technique to compile polymorphism
while still being able to use types information at run time is intentional polymor-
phism [7,17,8]. The similarity to data slicing comes from the fact that intentional poly-
morphism enables the compiler of preserving type safety and efficiently representing
types. An alternative approach to data slicing, is structure splitting [2,5]. This approach
marks the non-active fields of data structures by adding new pointers to data structures.
Clearly this pointer addition does sacrifices the backward compatibility. Therefore data
slicing is advantageous over structure splitting.

Among advantages of data slicing is preserving backward compatibility. As an alter-
native, splay trees [30,21,27] can be used to preserve backward compatibility. However
some research like [6] concludes that the use of splay trees is more expensive in terms
of time and complexity of the system used in implementation.

A typical approach for heap slicing is the algorithmic style. However the use of type
systems in program analysis (in general) [13,11,16,12], rather than classical algorithms,
and in data slicing (in particular) is very useful for applications like certified code or
proof-carrying code. The catch of the type systems approach is that type derivations
serve as proofs for the technique result.

Programs and data structures can mathematically be represented by mathematical
domains and maps between domains. This representation is called denotational seman-
tics of programs. An important direction for future research is to transfer concepts of
data and program slicing to the side of denotational semantics [15,10]. This enables us
to mathematically study in deep heap slicing and translates back obtained results to the
side of programs and data structures.
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Abstract. In Constraint Programming, enumeration strategies play an
important role, they can significantly impact the performance of the solv-
ing process. However, choosing the right strategy is not simple as its be-
havior is commonly unpredictable. Autonomous search aims at tackling
this concern, it proposes to replace bad performing strategies by more
promising ones during the resolution. This process yields a combination
of enumeration strategies that worked during the search phase. In this
paper, we focus on the study of this combination by carefully tracking
the resolution. Our preliminary goal is to find good enumeration strategy
blends for a given Constraint Satisfaction Problem.

Keywords: Artificial Intelligence, Constraint Programming,
Autonomous Search.

1 Introduction

Constraint Programming (CP) is a powerful programming paradigm devoted to
the efficient resolution of constraint-based problems. It gathers and combines
ideas from different domains, among others, from operational research, numer-
ical analysis, artificial intelligence, and programming languages. Currently, CP
is largely used in different application areas, for instance, in computer graphics
to express geometric coherence, in engineering design for the conception of com-
plex mechanical structures, in database systems to ensure and/or restore data
consistency, in electrical engineering to locate faults, and even for sequencing
the DNA in molecular biology.

In a CP context, a problem is formulated as a Constraint Satisfaction Prob-
lem (CSP), which is a formal representation mainly consisting in a sequence
of variables lying in a domain and a set of constraints. The goal is to find a
complete variable-instantiation that satisfies the whole set of constraints. The
basic idea for solving CSPs is to build a tree data structure holding the potential
solutions by using a backtracking-based procedure. In general, two main phases
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are involved: enumeration and propagation. The enumeration phase instantiates
variables in order to create branches of the tree. The propagation phase tries
to prune the tree by filtering from domains the values that do not lead to any
solution. This is possible by using the so-called consistency properties [12].

In the enumeration phase, there is two important decisions to be made: the
order in which the variables and values are selected. This selection refers to the
variable and value ordering heuristics, and jointly constitutes the enumeration
strategy. Enumeration strategies are known to be a key component of the resolu-
tion, in fact choosing the right one can dramatically impact the solving process.
However, making the correct decision is not simple as the behavior of a given
strategy is commonly unpredictable. Autonomous Search (AS) aims at tack-
ling this concern [11], it proposes to replace bad performing strategies –known
as dynamic or “on the fly” replacement– by more promising ones during the
resolution.

The integration of AS in CP is indeed a recent trend, only a few works have
been reported, which are mostly centered on defining theoretical frameworks [4]
and on architectures [8,6] for performing dynamic replacements. However, little
is known about which is the best combination of enumeration strategies for a
given problem. In this paper, we focus on the study of this combination, namely
enumeration strategy blends, by carefully tracking the resolution. We pay special
attention in which part of the process the strategies participate, and how long
they act. Our preliminary goal is to illustrate good strategy blends for a set of
well-known benchmarks.

This paper is organized as follows. Section 2 presents the basic notions of
CP and CSP solving. The related work is presented in Section 3. The AS+CP
framework is described in Section 4. Experiments are presented in Section 5,
followed by the conclusion and future work.

2 Constraint Programming

As previously mentioned, in a CP context, problems are formulated as CSPs.
Formally, a CSP P is defined by a triple P = 〈X ,D, C〉 where:

– X is an n-tuple of variables X = 〈x1, x2, . . . , xn〉.
– D is a corresponding n-tuple of domains D = 〈D1, D2, . . . , Dn〉 such that
xi ∈ Di, and Di is a set of values, for i = 1, . . . , n.

– C is an m-tuple of constraints C = 〈C1, C2, . . . , Cm〉, and a constraint Cj is
defined as a subset of the Cartesian product of domains Dj1 × · · · × Djnj

,

for j = 1, . . . ,m.

A solution to a CSP is an assignment {x1 → a1, . . . , xn → an} such that ai ∈ Di

for i = 1, . . . , n and (aj1 , . . . , ajnj
) ∈ Cj , for j = 1, . . . ,m.

Algorithm 1 represents a general procedure for solving CSPs. The goal is
to iteratively generate partial solutions, backtracking when an inconsistency is
detected, until a result is reached. The algorithm begins by loading the CSP
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model. Then, a while loop encloses a set of actions to be performed until fixing
all the variables ( i.e. assigning a consistent value) or a failure is detected (i.e. no
solution is found). The first two enclosed actions correspond to the variable and
value selection. The third action is a call to a propagation procedure, which is
responsible for attempting to prune the tree. Finally two conditions are included
to perform backtracks. A shallow backtrack corresponds to try the next value
available from the domain of the current variable, and the backtracking returns
to the most recently instantiated variable that has still values to reach a solution.

Algorithm 1. A general procedure for solving CSPs

1: load CSP ()
2: while not all variables fixed or failure do
3: heuristic variable selection()
4: heuristic value selection()
5: propagate()
6: if empty domain in future variable() then
7: shallow backtrack()
8: end if
9: if empty domain in current variable() then
10: backtrack()
11: end if
12: end while

3 Related Work

In CP, selecting in advance an appropriate enumeration strategy is known to
be quite complex, since its effects are hard to predict. During the last years,
there is a trend to analyze the state of progress of the solving process in order
to automatically identify strategies that work well. For instance, the Adaptive
Constraint Engine (ACE) [9] is a framework that learns ordering heuristics by
gathering the experience from problem solving processes. The idea of this ap-
proach is to manage a set of advisors that recommend, in the form of comment,
a given action to perform. The reliability and utility of advisors is controlled by
weights, which are determined by a DWL (Digression-based Weight Learning)
algorithm. The algorithm learns by examining the solution’s trace of problems
successfully solved. The final decision is computed as a weighted combination of
the comments done by the advisors in a process called voting.

Another interesting approach following a similar goal is the weighted degree
heuristic [3]. The idea is to associate weights to constraints, which are incre-
mented during propagation whenever this causes a domain wipeout. The sum of
weights is computed for each variable involved in constraints and the variable
with the largest sum is selected.

The random probing method [10,14] proposes two changes to the weighted
degree heuristic. On one hand, the initial choices are made without information
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on edge weights, and on the other, the weighted degree is biased by the path of
the search. This makes the approach too sensitive to local instead of to global
conditions of failure. The random probing method proposes to perform sampling
during an initial gathering phase arguing that initial choices are often the most
important.

The integration of AS in CP is another approach to tackle the aforemen-
tioned concern. It proposes an “on the fly” replacement of bad performing
strategies by more promising ones during the resolution. In this context, only
a few works have been reported, which have mostly been centered on defin-
ing theoretical frameworks [4] and on architectures [8,6]. However, the current
knowledge about which is the best combination of enumeration strategies for
a given problem is very limited. In this paper, we focus on that topic. Indeed,
our preliminary goal is to illustrate good strategy blends for a set of well-known
benchmarks.

4 AS+CP Framework

The state-of-the-art framework for performing AS in CP roughly consists in
4 components (see Figure 1): SOLVE, OBSERVATION, ANALYSIS and UP-
DATE.

OBSERVATION

ANALYSIS

Database
of Indicators

Database
of Snapshots

SOLVE

UPDATE

Fig. 1. Framework schema

– The SOLVE component runs a generic CSP solving algorithm performing
a depth-first search by alternating constraint propagation with enumeration
phases. SOLVE has a set of basic enumeration strategies each one character-
ized by a priority that evolves during computation: the UPDATE component
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evaluate strategies and update their priorities. For each enumeration, the dy-
namic enumeration strategy selects the basic strategy to be used based on
the attached priorities. SOLVE is also able to perform metabacktracks (jump
back of a sequence of several enumerations and propagation phases) in order
to repair a “desperate” state of resolution, i.e., when changing strategies is
not sufficient due to several very bad previous choices.

– The OBSERVATION component aims at regarding and recording some in-
formation about the current search tree, i.e., it spies the resolution process in
the SOLVE component. These observations (called snapshots) are not per-
formed continuously, and they can be seen as an abstraction of the resolution
state at a time t. Taking a snapshot consists in extracting (since search trees
are too large) and recording some information from a resolution state.

– The ANALYSIS component studies the snapshots taken by the OBSER-
VATION. It evaluates the different strategies, and provides indicators (de-
scribed in Table 1) to the UPDATE component. Indicators can be extracted,
computed, or deduced from one or several snapshots from the database of
snapshots.

– The UPDATE component makes decisions using a special choice function.
The choice function determines the performance of a given strategy in a
given amount of time. It is calculated based on the indicators given by
the ANALYSIS component and a set of control parameters computed by
a genetic algorithm (details about the genetic algorithm used can be seen
in [5,8]).

Table 1. Search process indicators

Name Description

VFP Number of variables fixed by propagation

n Number of steps or decision points (n increments each time a variable is fixed
enumeration)

Tn(Sj) Number of steps since the last time that an

enumeration strategy Sj was used until step nth

SB Number of Shallow Backtracks [2]

B Number of Backtracks

In1 Represents a Variation of the Maximum Depth.
It is calculated as: CurrentMaximumDepth− PreviousMaximumDepth

In2 Calculated as: CurrentDepth− PreviousDepth. A positive value means that
the current node is deeper than the one explored at the previous step

B-real Number of backtracks considering also the number of shallow backtracks

d Current depth in the search tree

Thrash The solving process alternates enumerations and backtracks on a few number
of variables without succeeding in having a strong orientation.
It is calculated as: dt−1 − V FPt−1
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4.1 Choice Function

The choice function [13] attempts to capture the correspondence between the his-
torical performance of each enumeration strategy and the decision point
currently being investigated. Here, a decision point or step is every time the
solver is invoked to fix a variable by enumeration.

The choice function is used to rank and choose between different enumeration
strategies at each step. For any enumeration strategy Sj , the choice function f
in step n for Sj is defined by equation 1, where l is the number of indicators
considered and α is a parameter to control the relevance of the indicator within
the choice function.

fn(Sj) =

l∑
i=1

αifin(Sj) (1)

Additionally, to control the relevance of an indicator i for an strategy Sj in a
period of time, a popular statistical technique –called exponential smoothing–
is used for producing smoothed time series. The idea is to associate, for some
indicators, greater importance to recent performance by exponentially decreas-
ing weights to older observations. In this way, recent observations give relatively
more weight that older ones. The exponential smoothing is applied to the com-
putation of fin(Sj), which is defined by equations 2 and 3, where x0 is the value
of the indicator i for the strategy Sj in time 1, n is a given step of the process,
β is the smoothing factor, and 0 < β < 1

fi1(Sj) = x0 (2)

fin(Sj) = xn−1 + βifin−1(Sj) (3)

Let us note that the speed at which the older observations are smoothed (damp-
ened) depends on β. When β is close to 0, dampening is quick and when it is
close to 1, dampening is slow.

The general solving procedure including AS can be seen in Algorithm 2. Three
new function calls have been included: for calculating the indicators (line 11),
the choice function (line 12), and for choosing promising strategies (line 13),
that is, the ones with highest choice function1. They are called after constraint
propagation to compute the real effects of the strategy (some indicators may be
impacted by the propagation).

1 When strategies have the same score, one is selected randomically.
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Algorithm 2. A procedure for solving CSPs including autonomous search

1: while not all variables fixed or failure do
2: heuristic variable selection()
3: heuristic value selection()
4: propagate()
5: if empty domain in future variable() then
6: shallow backtrack()
7: end if
8: if empty domain in current variable() then
9: backtrack()
10: end if
11: calculate indicators()
12: calculate choice function()
13: enum strategy selection()
14: end while

5 Experiments

We have performed a set of experiments in order to identify the best strat-
egy blends for a set of well-known benchmarks. Experiments have been per-
formed on a 2.33GHz Intel Core2 Duo with 2Gb RAM running Windows XP,
and the benchmarks are: N-Queens (N={8,10,12,15,20,50,75}), 10 and 20 Linear
Equations, Magic Squares (N={3,4,5}), Sudoku, Knight Tournament (N={5,6}).
A portfolio of 8 enumerations strategies has been used, which is detailed in
Table 2.

Figure 2 depicts a chart illustrating the best strategy blend found by the
AS+CP framework for the 8-Queens problem. X-axis denotes the strategy id
and Y-axis denotes the percentage of solving time that the strategy acts until
is replaced (e.g. firstly, strategy 7 participated about 8% of the solving time,
then strategy 6 participated about 2%, then strategy 3 participated about 2%,

Table 2. Portfolio used

Id Variable ordering Value ordering

1 First variable of the list min. value in domain
2 The variable with the largest domain min. value in domain
3 The variable with the smallest domain min. value in domain
4 The variable with the largest number of attached min. value in domain

constraints
5 First variable of the list max. value in domain
6 The variable with the largest domain max. value in domain
7 The variable with the smallest domain max. value in domain
8 The variable with the largest number of attached max. value in domain

constraints
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Fig. 2. Strategy blend for the 8-queens problem
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Fig. 3. Strategy blend for the 10-queens problem

and so on). In Figure 3, the 10-Queens problem exhibits a similar sequence of
strategies involved in the process, however having different percentages of time
acting.

Figure 4 illustrates the best strategy blend found for the Magic Squares prob-
lem (N=3), here only 3 strategies participated, strategy 7 being the more active.
For space reasons, we omit the complete set of experiments (bigger instances in-
volve more than 1000 strategy replacements), however they are available at [1].

Table 3 depicts solving times in seconds for N-Queens (N={8,10,20,50,75}),
Magic Squares (N={4,5}), and for Knight Tournament (N={5,6}). First row
gives the best time reached by using a single strategy from the portfolio. Second
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Fig. 4. Strategy blend for the Magic Squares problem (N=3)

Table 3. Solving times (in seconds).

8-Q 10-Q 20-Q 50-Q 75-Q 4-MS 5-MS 5-Knight 6-Knight

Best strategy 0 0 0.031 1.031 8.562 0.015 0.516 2.578 t.o.

Average 0.006 0.006 13.644 t.o t.o. 0.534 t.o. t.o. t.o.

Best blend 1.89 1.89 7.875 24.343 49.859 2.203 2.875 7.422 114.906

row shows the average time of using single strategies from the portfolio. Third
row includes the time reached by the best strategy blend including the cost of
the choice function. The stop criterion is 65535 steps. A step corresponds to
every time the solver is invoked to fix a variable by enumeration.

For smaller instances of the N-queens problem (N={8,10}) as well as for Magic
Squares (N=4) the overhead is nearly 2 seconds w.r.t. the average runtime (1.89-
0.006=1.884 for 8-Q and 10-Q; and 2.203-0.534=1.69 for 4-MS). We estimate
that such a cost is reasonable, considering the strong work done by the genetic
algorithm (details about the cost of the choice function can be seen in [7]).
However, for harder problems, the overhead begins to be less important, for
instance for 20-Queens, the runtime of the strategy blend is about 7 seconds
slower than the best time reached by a single strategy, but about 6 seconds
faster than the average. For the N-Queens (N={50,75}), Magic Squares (N=5),
and for the Knight problem (N=5) the average time overpasses the stop criterion,
while the best blend is one of the few able to solve them. Finally, the best blend
is unique in solving the Knight problem (N=6), and as a consequence the only
one that solves the complete set of problems.

6 Conclusion and Future Work

In this work, we have presented a preliminary study about enumeration strat-
egy blends for CP. Such an study has been supported by a novel architecture,
which consist in four components: SOLVE, OBSERVATION, ANALYSIS and
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UPDATE. This framework allows one to introduce Autonomous Search to a
common CP solving process. The idea is to replace bad performing strategies by
more promising ones during the resolution. This process produces the so-called
strategy blend, which is the combination of enumeration strategies that partici-
pated during the resolution. In this study, we have found the best strategy blends
for a set of well-known benchmarks. The experiments exhibited that for small
problems the cost of using Autonomous Search is noticeable but reasonable.
However, for harder problems the overhead becomes less relevant.

The results presented here corresponds to ongoing work, and it they can
certainly be extended by testing bigger instances and harder problems. An-
other interesting research direction is about the choice function, which can be
implemented by using other optimization techniques (particle swarm, ant
colony, etc).
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Abstract. Text classification is an important task of Artificial Intelli-
gence. Normally, this task uses large textual datasets whose represen-
tation is feasible because of normalization and selection techniques. In
the literature, we can find three normalization techniques: stemming,
lemmatization, and nominalization. Nevertheless, it is difficult to choose
the most suitable technique for the text classification task. In this pa-
per, we investigate this question experimentally by applying five dif-
ferent classifiers to four textual datasets in the Portuguese language.
Additionally, the classification results are evaluated using unigrams, bi-
grams, and the combination of unigrams and bigrams. The results indi-
cate that, in general, the number of terms obtained by each of the cases
and the comprehensibility required in the results of the classification can
be used as criteria to define the most suitable technique for the text
classification task.

Keywords: Text classification, stemming, lemmatization, nominalization.

1 Introduction

Text Mining (TM) is a subarea of Artificial Intelligence defined as “a set of
techniques and processes to discover innovative knowledge in the texts” [10].
According to Miner et al. [20], TM can be applied for seven main purposes:
search and information retrieval, document clustering, document classification,
web mining, information extraction, natural language processing, and concept
extraction.
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In TM, the text classification task aims to automatically identify the main
topics in a document and link this document to one or more predefined categories
[10,29]. Text classification is a very important task because it helps to keep large
textual datasets organized, thus making possible to carry out other automatic
and manual tasks more quickly.

In order to perform the classification, it is necessary to work with terms that
conceptually represent the textual datasets for a better document classification.
Additionally, Nuipian et al. [22] showed that the choice of word importance may
increase the classification algorithm speed and save their resource used signifi-
cantly. In this paper, terms (or features) are defined by a sequence of simple
or compound words, which represent a unique concept. When terms are com-
posed of only one word, they are called unigrams or simple terms, and when
they are composed of more words, they are called n-grams (compound terms or
combinations). Examples of simple terms are: inteligencia (intelligence), artifi-
cial, processo (process). Examples of compound terms are: inteligencia artificial
(artificial intelligence) and processo mineracao textos (text mining process).

Normalization techniques may help in the term extraction task, because it
could represent the dataset as well as assist in reducing the high dimension
presented in the attribute-value matrix. The use of these techniques can also
improve the outcome of the information retrieval task. Through normalization,
these techniques recover the searched word and other words with the same nor-
malization, whose original spelling is different and concept is the same.

In related literature, the following normalization techniques for Brazilian Por-
tuguese1 are found: stemming [16], lemmatization [2], and nominalization [12].
Most of the text classification studies use the stemming [13,21,27] and some oth-
ers use lemmatization [26] and nominalization [30]. Also, the effects of the using
of these three techniques in information retrieval task were analyzed [12]. Howe-
ver, up to this date, no studies were found evaluating the use of these techniques
in the text classification task. Because of that, until now it was not possible to
answer the following question: Which technique is most suitable for use in the
text classification task? Aiming to answer it, this paper provides an unprece-
dented evaluation of the use of these three techniques for normalization in the
text classification task for Brazilian Portuguese. Furthermore, the classification
results are compared when using only unigrams, only bigrams or unigrams with
bigrams. Some noteworthy proposals have already studied the use of unigrams
and bigrams in the text classification task [4,13].

2 Technique for Normalization

Normalization is the search for patterns that reduce the various forms of words
presentation in the textual dataset and maintains the essential meaning at the
same time.

1 Portuguese spelling reform went into effect in Brazil on January 1, 2009. However,
this paper makes a distinction of Brazilian Portuguese with Portuguese from others
countries, because textual datasets presented here use the old spelling.
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Stemming reduces words to their inflexional form and sometimes reduces
the words to their derivatives. It means that stemming eliminates the prefixes
and suffixes of words and turns the verbs to their infinitive form [17].

According to Aranha [3], stemming can be seen as inflectional stemming,
which considers only the removal of verbal inflections, or stemming to the root
which removes all the forms of prefixes and suffixes of terms. Stemming to the
root is the most aggressive form of stemming. As algorithms for the stemming of
Brazilian Portuguese we can mention Porter - Portuguese2, PortugueseStemmer
[23], Pegastemming3, and STEMBR [1].

Lemmatization [2] aims to combine the variants of a simple term in a unique
lemma. Lemma is considered as a set of words with the same root and the same
class lexical-grammatical. Basically, the verbs must be transformed into their
infinity form and the nouns and adjectives must be transformed into their singu-
lar masculine forms. For the Portuguese language, there exists a lemmatizator,
named Nunes [8], besides other tools that morphologically tag words, such as
MXPOST [25], TreeTagger [28], and the BRILL tagger [5]. It should be no-
ticed that after the use of these tools, it is necessary to apply the lemmatization
technique in tagged words.

During Nominalization, words begin to display a syntactic/semantic behav-
ior similar to nouns 4. For Portuguese, there exists the FORMA tool [12] that
morphologically tags the words of the document. After the tagging process, it is
possible to apply the CHAMA tool [12] in the tagging resulting words, which is
responsible for the normalization of the words.

In Table 1 there is an example of the application of each technique for nor-
malization. In this example, stopwords were removed and all the characters were
changed to their lowercase form.

Table 1. Examples of the application of each normalization technique

Original: “Pesquisas descrevem perfil de estudantes inteligentes.”

Stemming: pesquis descr perfi estud intelig

Lemmatization: pesquisa descrever perfil estudante inteligente

Nominalization: pesquisa descrever perfil estudante inteligencia

3 Evaluation of Normalization Techniques in Text
Classification

Aiming to know which normalization technique is most suitable for the text
classification task, we evaluated and discussed the aspects of three techniques
experimentally running five different classifiers on four textual datasets in Brazi-
lian Portuguese.

2 Snowball - http://snowball.tartarus.org/index.php
3 Pegastemming - http://www.inf.pucrs.br/~gonzalez/ri/pesqdiss/analise.htm
4 Traditional Grammar - http://www.dacex.ct.utfpr.edu.br/paulo3.htm

http://snowball.tartarus.org/index.php
http://www.inf.pucrs.br/~gonzalez/ri/pesqdiss/analise.htm
http://www.dacex.ct.utfpr.edu.br/paulo3.htm
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3.1 Datasets

For the experiments, we used four textual datasets in Brazilian Portuguese,
known as CSTNews, IFM, NN, and CIMM. The CSTNews dataset [18] con-
sists of newspaper articles, the IFM dataset5 (Millennium Factory Institute) has
articles related to Production Engineering, the NN dataset6 (Nanoscience and
Nanotechnology), as its name suggests, contains texts of Nanoscience and Nano-
technology, and finally, the CIMM dataset7 (Info Center Metal Mechanics) has
documents related to metalworking.

Table 2 shows, for each of these datasets, the number of documents, the num-
ber of classes, and the number of documents belonging to the minority and
majority classes.

For the CSTNews dataset, which has a total of 140 documents, only 131
documents were used. Among the dismissed documents, the money and science
classes were removed, because they contained only 3 and 2 texts, respectively.
For the IFM dataset, which contains a total of 603 documents, 27 documents
were removed because they had damaged contents. Thus, for the IFM dataset,
576 documents were used. The CIMM dataset has a total of 3326 documents,
but three repeated texts were removed. Therefore, we worked with 3323 texts.

Table 2. Description of the textual datasets used in the experiments

Datasets CSTNews IFM NN CIMM

# documents 131 576 1.057 3.323
# classes 4 5 5 3

Classes

Daily; WP01; WP02; Scientific; Dissertation;
Sport; WP03; WP04; Scientific-Publicizing; News;
World; WP05. Informative; Others; Thesis.
Politics. Technical and Administrative.

Text average
32.75 115.2 211.4 1107.671

per class
# texts of

24 (18.32%) 5 (0.87%) 6 (0.57%) 311 (9.36%)
minority class
# texts of

40 (30.53%) 283 (49.13%) 433 (40.96%) 1976 (59.46%)
majority class

3.2 Evaluation Approach of Normalization Techniques in Text
Classification

The approach used to evaluate normalization techniques in the text classification
task (Figure 1) presents the following steps in order to perform the experiments.
These steps were covered for each data set.

In the 1st step, each dataset was treated in the following way: each word was
transformed to its lowercase form; every number, accents, punctuation, and one-
letter words were removed from the texts; and the words considered as stopwords

5 IFM - http://www.ifm.org.br
6 GETerm - http://www.geterm.ufscar.br
7 CIMM - http://www.cimm.com.br

http://www.ifm.org.br
http://www.geterm.ufscar.br
http://www.cimm.com.br
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Fig. 1. Description of the preliminary experiment: normalization techniques in text
classification

were also removed. The stoplist used in this experiment was obtained from the
PreTexT II tool [32], and the conjugations of the verb “to-be” were increased.

Some words corresponding to specific feature tags of the selected datasets
were considered as stopwords and, therefore, were removed from the dataset
documents, preventing the election of terms with such words. For the CIMM
dataset, the following tags were removed: doc, titulo, conteudo, resumo, autor,
link, tese, and dissertacao. For the IFM dataset, the following tags were removed:
doc, titulo, keywords, sp, atividade, descricao, and conteudo.

In the 2nd step, three techniques for normalization were applied. For the
stemming technique, Porter - Portuguese algorithm available in the PreTexT
II tool [32] was used; for the lemmatization technique, the Nunes Lemmatizer [8]
was applied; and for the nominalization technique, the FORMA and CHAMA
tools [11] were used.

These techniques were applied to each dataset, with three sets of normalized
texts, normalized with (i) stemming, (ii) lemmatization, and (iii) nominalization.
Since most studies use stemming, it is considered our baseline. At the end, twelve
term candidates were obtained for each of the four datasets used.

In the 3rd step, several terms were extracted from the normalized text sets
in each technique. Through the PreTexT II tool, with the no-steeming option,
each text set generated an unigram list, a bigram list, and a compound list of
unigrams and bigrams.
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In order to remove term candidates that do not represent the datasets well, the
Document Frequency (DF) measure was used. In that way, only term candidates
that appear at least in d min and at most d max documents in the datasets were
considered, assuming that d min and d max were previously defined by the user.

As the datasets used in the experiments are unbalanced, in order not to in-
terfere in the final results, the minimum cutoff value of DF was set at 1% of
the number of documents from the minority class of each dataset. If the value
obtained was less than two, the value two was used. The maximum DF cutoff
was set at 90% of the number of documents from the majority class of each
dataset. Thus, the values of DF minimum and maximum were, respectively, 2
and 22 for CSTNews dataset, 2 and 5 for IFM and NN datasets, and 3 and 280
for the CIMM dataset.

Besides the DF measure, bigrams were also submitted to the Log Likelihood
Ratio method, available in the NSP package, considering p value = 0.005. The
application of this method aimed at keep the combination (grams) that were
more than casual occurrences in the text documents.

After performing these statistics cuts, three new lists of terms were obtained:
a list of unigrams, one of bigrams, and a unigrams together with bigrams list.
The size of each list for each dataset used are shown in Table 3. For a better
comparison of the reduction in numbers of terms when using each normalization
techniques, the number of grams when considered each dataset as a whole is
shown, i.e. without any treatment (# initial terms).

Table 3. Number of extracted terms using each normalization technique

Datasets Grams
# Initial # terms extracted by each technique
terms Stemming Lemmatization Nominalization

CSTNews
Unigrams 6.581 2.168 2.268 2.113
Bigrams 21.147 2.708 2.972 2.804
Unig. + Big. 27.728 4.876 5.240 4.917

IFM
Unigrams 47.818 11.486 13.865 13.623
Bigrams 404.946 182.769 186.093 185.519
Unig. + Big. 452.764 194.255 199.958 199.142

CIMM
Unigrams 43.425 8.833 9.553 8.631
Bigrams 283.187 26.958 28.111 28.458
Unig. + Big. 326.612 35.791 37.664 37.089

Nanoscience Unigrams 68.421 12.797 15.487 15.052
and Nanotech- Bigrams 480.351 136.086 134.607 142.813
nology Unig. + Big. 548.772 148.883 150.094 157.865

These terms listed were represented by feature-value matrices, considering
just the term frequency.

In the 4th step, these matrices were used as input to represent the documents
in the textual classification task. Weka (Waikato Environment Knowledge Analy-
sis) [14] was used to carry out the classification experiments. In order to generate
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the classifiers, five classifiers typically used in the text classification tasks were
chosen to compare the use of different normalization techniques. Within these
five inducers, two have statistical basis, which are the Naive Bayes Multino-
mial Classifier [19] and the Discriminative Multinomial Naive Bayes Classifier
(DMNBText) [33]; another one is based on the use of hyperplanes to divide
the text into different classes, namely SVM (Support Vector Machines) with
polynomial kernel classifier [15] and a decision tree based classifier, which is the
J48 classifier [24]. The last has a base of decision rules, which is the conjunctive
rule-based classifier (Conjuctive Rules). These classifiers are available and imple-
mented in the Weka environment. To carry out the experiments, default settings
were configured for each classifier and were run with 10-fold cross-validation.

In the 5th step the results obtained in the classification task for each normali-
zation technique were compared. Aiming to verify whether there are statistically
significant differences among the results obtained in classification, the accuracies
of each classifier for each of the twelve sets of terms used (unigrams, bigrams,
and unigrams + bigrams of each textual dataset) were compared by statisti-
cal tests. The employed tests were Friedman [9] (nonparametric) and SNK [31]
(parametric), which provide, respectively, a ranking and a difference of means.
Both tests were executed with 95% of confidence (p value = 0.05).

3.3 Results Analysis

The results shown in Table 4 correspond to the accuracy and standard deviation
rates obtained by the classifiers when using the three normalization techniques:
stemming, lemmatization, nominalization. This table presents only the results
about NN dataset. According to the SNK test, only for the NN dataset, a statis-
tically significant positive difference was achieved when using the nominalization
technique which outperforms stemming technique with only unigrams. As on the
other datasets no statistically significant differences were obtained, and because
of the limited space available in this paper, only the results of the NN dataset
are shown (Table 4).

Two possible explanations for this behavior were found, which are related to
the way these two techniques normalize the words. Nominalization technique

Table 4. Accuracy and standard deviation rates of the classifiers when used the
Nanoscience and Nanotechnology dataset with unigrams

Classifiers
Unigrams

Lemmatization Stemming Nominalization

DMNBtext 61.57(5.24) 58.59(5.26) 61.41(4.66)
NaiveBayes 60.55(5.22) 59.07(5.30) 61.12(4.45)
SVM 53.73(4.73) 52.89(4.79) 55.77(4.39)
Conjunctive Rules 40.96(0.41) 40.96(0.41) 41.05(0.30)
J48 77.25(2.21) 77.37(2.65) 78.21(1.78)
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reduce the words in a much more smooth way than the stemming, maintaining
some characteristics of terms that can help to distinguish them. The second
explanation is that in order to apply the nominalization technique, each should
be searched in grammatical class pre-defined lists. With this search result, the
word is reduced to a form that adds a name-like syntactic/semantic behavior. To
apply the stemming technique, other rules, such as the word size, prefixes and
suffixes of the words, are applied. Given the implementation of each technique, we
can induce the explanation of the fact that the nominalization was significantly
better than stemming for unigrams because the original word is more likely to
remain the same (without normalization) for a specific domain, such as the field
of Nanoscience and Nanotechnology.

In Table 5 are shown some examples of unigrams normalized by the stem-
ming and nominalization techniques. The original unigrams nanoamperes and
nanoamperimetro have been normalized by the stemming technique in two diffe-
rent unigrams, which were nanoamp and nanoamperimetr, respectively. However,
these original unigrams correspond to the same subject and therefore should
have been normalized into a single unigram, as done by the nominalization tech-
nique (nanoamper). The opposite happened with the original unigrams nanoca-
madas(s) and nanocameras and with unigrams nanocave and nanocor. These
should have been normalized into different unigrams, but was only done in the
nominalization technique. In these normalizations, the nominalization technique
reduced these four unigrams by just removing their original plurals. This can
be explained by the fact that they probably are not present in the unigrams
predefined lists used by the nominalization technique, since these words are very
specific in the Nanoscience and Nanotechnology field.

Table 5. Some examples of unigram normalization in the Nanoscience and Nanotech-
nology dataset

Unigrams examples

Originals Stemmed Nominalized

nanoamperes nanoamp
nanoamper

nanoamperimetro nanoamperimetr

nanocamada(s)
nanocam

nanocamada
nanocameras nanocamera

nanocave
nanoc

nanocave
nanocor nanocor

In relation to the use of different grams (only unigrams, only bigrams or
unigrams with bigrams) a statistically positive difference was found when using
unigrams + bigrams, which outperforms the unigrams alone for the NN dataset.
As for the other datasets no statistically significant differences were found among
them, only the results of the Nanoscience and Nanotechnology dataset are shown
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Fig. 2. Accuracy and standard deviation rates to the NN dataset with different n-grams

(Figure 2). In this table, the results shown correspond to the accuracy and
standard deviation rates of the classifiers considering all the techniques together
- when used only unigrams only bigrams and unigrams with bigrams.

This fact, for this dataset, can be explained because it belongs to a rela-
tively new domain when compared to the other datasets. In addition, there are
many compound terms (bigrams) present in this domain, such as nano reator,
originalidade nanocarbono and garrafas plasticas.

Another characteristic that we could observe is the complexities of the al-
gorithms used to apply each normalization tecnhique. In order to calculate the
complexities, we have to analyze each algorithm.

For the stemming technique, we used the PreTexT II tool algorithm [32], in
which the authors created a data structure to store the words of the document
and they used specific rules to stem the words in the Portuguese language. For
the lemmatization technique, we developed an algorithm where each word of a
document is replaced by its respective lemma, and this lemma is sought on a basis
of canonical words of the Nunes Lemmatizer [8]. To calculate the complexity of
the lemmatization algorithm, we assumed that the search complexity of the hash
structure that was used in this algorithm is O(1). Finally, for the nominalization
technique, we used the FORMA and CHAMA tools [11]. According to Gonzalez,
to calculate the complexity of the lemmatization algorithm, the authors assumed
that the tree data structure used in this algorithm is partially balanced and that
the number of adjectives, adverbs, verbs, or nouns is at most equal to n, where
n is the number of words in the document. The details of the algoritms can be
seen in Conrado [6].

Considering the worst scenario, the complexity of these three algorithms to
process a document belongs to the linear class O(n), where n is the number of
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words in the document. As these complexities are the same, it is not possible to
use this criteria to choose the most suitable technique for the text classification
task.

4 Conclusion

In contrast to expectations, there are no significant difference in the classification
results when using different normalization techniques to extract the terms that
were used in the text classification task. The only exceptions were the results
obtained with the NN dataset, which belongs to a new and particular domain.
Anyway, it was necessary to make this experimental verification since, up to this
date, no studies were found evaluating the use of these techniques in the text
classification task for Brazilian Portuguese.

Regarding the use of unigrams, bigrams or unigrams with bigrams for classifi-
cation, there are also no significant difference in the results obtained. The unique
exception was with the textual dataset of Nanoscience and Nanotechnology. For
this dataset, a statistically positive difference was found when using unigrams
with bigrams, which outperforms the unigrams. These results are similar to the
work of Bekkerman and Allan [4].

Thus, we conclude that, in general, for the textual datasets (except for NN
dataset) other criteria could be used to aid in selecting which technique must be
applied for normalization and how many grams to be used in the text classifica-
tion task. An example of criterion that can be used is the number of terms that
is desired. Nine among the twelve obtained termsets had the smallest numbers
of terms. These termsets used the stemming (75% of cases), as shown earlier in
Table 3. Regarding the use of grams, we suggest to use only the unigrams, since
they had fewer terms and are computationally cheaper.

Or yet, the criteria can be chosen to analyze which normalization technique
applies better to the final goal, as shown in Conrado et al. [7]. For example,
when comprehensibility is needed of the results, the nominalization technique
can be used. Secondly, lemmatization should be used, and finally the stemming.
Nominalization is the technique that reduces words in the least aggressive way,
followed by the lemmatization technique; therefore, the stemming is more ag-
gressive in reducing the words. For this reason, the nominalization obtains the
most comprehensible terms if compared with the other two techniques, followed
by lemmatization and then stemming.

Since the three algorithm complexities of the normalization techniques are the
same, it is not possible to use this criterion to choose the most suitable tech-
nique for the text classification task. But, as future work, we could analyze the
run time of each technique. Furthermore, we intend to balance the number of
terms extracted by each technique, i.e., carry out experiments with fixed num-
bers of terms extracted by the three techniques. For example, we will repeat the
experiments of this article using only the first 50, 100, 150, and 200 terms ex-
tracted by each technique in order to verify which technique works better with
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a fixed number of terms. Another interesting research would be to test other
statistical measures besides DF to remove term candidates which would not rep-
resent the datasetsas expected, for example, Term Frequency - Inverse Document
Frequency (TF-IDF), Term Contribution (TC), C-Value, etc. Additionally, we
intend to evaluate the use of these techniques in other Text Mining tasks, such
as clustering and summarization of texts.
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Abstract. In order to avoid ambiguity and to ensure, as far as possible, a strict 
interpretation of law, legal texts usually define the specific lexical terms used 
within their discourse by means of normative rules. With an often large amount 
of rules in effect in a given domain, extracting these definitions manually would 
be a costly undertaking. This paper presents an approach to cope with this 
problem based in a variation of an automated technique of natural language 
processing of Brazilian Portuguese texts. For the sake of generality, the 
proposed solution was developed to address the more general problem of 
building a glossary from domain specific texts that contain definitions amongst 
their content. This solution was applied to a corpus of texts on the 
telecommunications regulations domain and the results are reported. The usual 
pipeline of natural language processing has been followed: preprocessing, 
segmentation, and part-of-speech tagging. A set of feature extraction functions 
is specified and used along with reference glossary information on whether or 
not a text fragment is a definition, to train a SVM classifier. At last, the 
definitions are extracted from the texts and evaluated upon a testing corpus, 
which also contains the reference glossary annotations on definitions. The 
results are then discussed in light of other definition extraction techniques. 

Keywords: Information extraction. Definition extraction. Natural Language 
Processing. 

1 Introduction 

As the information amount grows exponentially in organizations, especially 
unstructured text in natural language, it becomes ever more difficult to perform 
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Information Extraction (IE) by non-automated means [4]. Computational literature 
has produced plenty of approaches to mitigate this problem. Most notably, the fields 
of Computational Linguistics [15] and Text Mining [20] have contributed 
significantly to ease those difficulties by providing methodological and technological 
assets. Some IE efforts target specific problem domains in order to deal more 
adequately with their intrinsic characteristics. One such specific problem domain is 
Definition Extraction (DE). 

Building domain specific glossaries can be useful, for instance: (i) to schematize 
knowledge externalization, (ii) to facilitate learning and grasping of concepts, and (iii) 
as a reference point for searching domain specific information. The glossary building 
process, however, is an expensive one, requiring extensive work from domain experts. 
Thus, automated or semi-automated processes for definition extraction, based upon 
computational algorithms for natural language processing (NLP), can significantly 
reduce the effort required for building a glossary from domain texts that have 
definitions amongst their discourses. In the last decade, many techniques have been 
developed aiming to mitigate this problem, with varied degrees of success. 

Automated definition extraction has shown itself to be useful in many domain 
applications, such as automated dictionary construction, question answering systems, 
and ontology engineering [9].  

This paper focusses on the automated definition extraction for the purpose of 
building a glossary. It presents the results of a definition extraction experiment 
applied to a corpus of Brazilian legal texts on telecommunications. The extracted 
definitions are then compared to a reference glossary of definitions manually 
extracted by domain experts. 

In the following sections, a brief overview is presented on what are definitions, 
followed by a review of previous works on definition extraction. Then, the 
methodology used for text segmentation, part-of-speech (POS) tagging, the selection 
of attributes, training and classification tasks are described. Finally, the experiment 
results are revealed. 

2 What Are Definitions? 

According to Sager [36], terminology, as a theory, is a set of premises, arguments and 
conclusions required for explaining relationships among concepts and terms. 
Differently from lexicology, where the lexical unit is the starting point, terminology 
builds on concepts [44]. 

Concepts are mental constructs to which we assign labels [31] which, in turn, are 
known as terms [35]. The first discussions on definitions come from Philosophy. 
Aristotle studied the genus et differentia kind of definition. A genus et differentia 
definition explains a term (definiendum) by determining its type (genus) and one or 
more characteristics (differentia) that distinguish it from same type entities. This kind 
of definition can also be useful to express hyponym-hyperonym relations; in this case 
genus refers to the more general term and definiendum to the more specific one. The 
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hyponym-hyperonym relationship can be applied for building hierarchies or 
taxonomies, generating structures useful for constructing thesauri. 

For example, consider the sentence “Cheese is a solid food made from milk of 
cow, goat, sheep, buffalo, or other mammals”; in this case, “cheese” is the 
definiendum, “food” is the genus, and the remaining is the differentia. 

Shaw [41] categorizes the modalities of definitions as follows: (i) by etymology, 
based on the meaning of its components; (ii) by analysis, that consists in explaining 
the meaning of a term by describing its essential characteristics; (iii) by exclusion in 
which a term is described by what it is not; (iv) by example, by expressing an example 
of term use or function; (v) by analogy that consists in explaining the meaning of a 
term by comparing it to other terms, in some sense, with similar meaning; and (vi) by 
context by clarifying the term by reference to the words immediately preceding or 
following it. These modalities, referred by Shaw as methods and by Borg [9] as 
definitional properties, are not mutually exclusive and are often combined in the 
definitions by genus et differentia. 

Not always a textual fragment that carries some meaning of a term is a definition. 
For example, the following sentence, a popular definition for the GNU free software 
tools, “GNU means 'GNU's not Unix'” is a questionable one because it uses a 
recursive structure. 

The legal and regulatory texts, by striving to be clear and objective for the sake of 
avoiding different interpretations, have a predominance of analytical definitions. 
Thus, this mode is the one considered in this work. 

3 Previous Works on Definition Extraction 

Research on DE stems mostly from the problem domain of question answering 
systems [7,21,29,37,38,39]. More specifically, in order to answer questions such as 
“what is a …?”, those systems seek to answer such questions by providing a 
definition. 

One of the first works to deal specifically with definition extraction, by proposing a 
pragmatic approach, was Klavans and Muresan [24]. It presented the DEFINDER 
system that is applied on texts about health targeted at lay people. The system is based 
on manually constructed patterns by using a tagger and a finite state grammar. The 
candidate definitions are filtered by certain rules, such as its syntactic structure, which 
may or may not reinforce the notion that the candidate is a definition. 

Saggion [37] worked on the AQUAINT corpus, which is based on news texts from 
The New York Times, by extracting and collecting definitions for the purpose of 
further answering general questions. Upon manually identifying 36 patterns by 
inspecting the corpus, the proposed algorithm took part in the TREC QA 2003 
question answering competition. It achieved better than average results and ranked 
among the 10 best, out of 25 total participants. 

Definition extraction for the purpose of building a knowledge base for question 
answering systems was also tackled by Fernandes [21]. He proposed an approach 
based upon regular expressions and uses part-of-speech (POS) tagging and named 
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entity recognition techniques. Considering that the objective was to extract 
information useful for supporting a question answering system or, more specifically, 
questions such as “what is” or “who is”, not every one of the 19 patterns used are 
useful for the general DE problem. For instance, some of them are concerned with 
connectors such as “named” or “also called”, as well as a pattern that associates a 
person with an age. 

Tanev et al [42] were some early users of POS tagging in support of definition 
extraction. Their objective was to develop an automated system to answer questions 
such as “what is Yakuza?” or “who is Jorge Amado?”. For that end, the system 
extracts definitions by using patterns in a specific grammar, whose elements can be 
the focus (definiendum), word POS tags or word lemmas. According to the authors, 
such patterns can capture a range of definitions such as “Yakuza is the Japanese 
mafia”, but not “the members of Yakuza are...” 

Fahmi and Bouma [19] also considered DE in context of question answering 
systems. They used a corpus based on Dutch Wikipedia entries on the domain of 
health sciences. They identify some attributes which could be relevant to the 
experiment: (i) sentence position in the document, (ii) subject position in the sentence, 
(iii) syntactic properties and (iv) named entity classes. Machine learning (ML) 
methods are then used to determine which of those features bring best results. Some 
classifiers were trained – naïve Bayes, maximum entropy and support vector 
machines (SVM) – by using syntactic features such as POS tagging and subject 
position in the sentence, in order to classify whether or not sentences are definitions. 
The classifier to achieve best results was the maximum entropy based one, with 
92.21% accuracy. 

Westerhout and Monachesi [43] studied DE on Dutch e-Learning texts. Rule 
grammars were applied in order to capture a great number of definitions, favoring 
initially recall over precision. Then, ML techniques are applied to filter the results, 
improving precision. The results are slightly inferior to Fahmi e Bouma, reaching 
88% accuracy. 

Przepiórkowski et al [33] investigated DE on Slavic languages (Bulgarian, Czech 
and Polish). They studied POS-tagged texts concerning to e-Learning. By manually 
crafting recognition patterns, they achieved low precision results (22 to 23%) and also 
low recall (9 to 46%) and F-measure (0.339). The authors noted low agreement levels 
among definition annotators about whether or not a sentence is a definition. These 
annotations were used as a gold standard for evaluating the automated technique and , 
possibly, this was one of the reasons appointed for the low performance. 

The earliest work found related to DE on Portuguese language texts was Pinto and 
Oliveira [32]. They sought to identify the most common syntactic structures in 
definitions. For this purpose, they used regular expressions for processing texts. 
Those were applied to the Corpógrafo, a corpus in Portuguese language [40] 
containing texts in the medical domain. 

In one of the few studies dedicated to extract glossaries from texts in Portuguese, 
Del Gaudio and Branco [16] applied a rule based grammar on a corpus of 33 
documents (like thesis, articles, and tutorials). They choose to extract three kinds of 
definitions: (i) those using the verb ser (“to be”), e.g., “FTP é um protocolo para 
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transferir arquivos pela internet” (“FTP is a protocol to transfer files in the Internet”), 
(ii) definitions using other verbs, e.g., “Uma ontologia pode ser descrita como uma 
caracterização formal de objetos” (“An ontology can be described as a formal 
definition for objects”), and (iii) definitions by using of punctuation marks, such as 
“TCP/IP: um protocolo usado para a troca de informações entre computadores” 
(“TCP/IP: a protocol used for the information interchange among computers”. They 
reached a precision of 14% and a recall of 86% in comparison to manually annotated 
testing set. The high recall is justified since the intention was recovering as many 
candidates to definitions as possible, to subsidize a further manual inspection. 

On the other hand, most of the studied works found a low precision because, along 
with the valid definitions, there are linguistic constructions that seem to be definitions 
but are not. For example, “inflation was the hardest economical problem for our 
country in 1991” is not a definition for “inflation”. In order to improve the precision 
some authors, such as Fahmi and Bouma [19] and Westerhout and Monachesi [43], 
select definition candidates that are filtered by means of a supervised ML technique. 
In the same sense, Alarcón et al [1] developed a methodology that not only extracts 
definition patterns but also filters out non-definitions. They worked on a corpus in 
Spanish language that includes technical texts from many fields, annotated by means 
of part-of-speech tagging. The definitional contexts were classified as (i) simple 
verbal (e.g., to define, to mean) and (ii) compound verbal, that also includes a 
grammar particle such as a preposition or an adverb (e.g., to consist in). The filtering 
of non-definitions was also based on rules, defined after identification of non-
definitional contexts. By this way, they improved significantly the precision: from 
29% to 100% considering each definitional pattern. The recall ranged from 87% a 
100% and the F-measure was not reported. 

Unlike previous work that built rules from manual inspection of the most common 
syntactical forms of definitions, Borg et al [8] approached the problem by applying a 
genetic algorithm (GA) and a genetic programming (GP) technique. Six categories of 
definitions were considered. Methodologically, they innovated by evolving weights 
associated to functions applied to sentences. In a later work [9], they extended this 
proposal by combining both, GA and GP approaches. They evaluated the proposals 
per se and in combination. For GA alone, the best results reached an F-measure de 
0.57, a precision of 70% and a recall of 56%. For the GP approach, the best results 
were 0.30, 25% and 36%, respectively. The combined process includes: (i) creation of 
an annotated training set; (ii) application of GP to learn simple characteristics useful 
to distinguish definitions from non-definitions; (iii) use of GA to approximate the 
weights for these rules; and (iv) application of these rules and weights in a tool for 
definitions classification. 

Rigutini et al [34] presented a system for automated generation of crossword 
puzzles, including a component for definition extraction. They used, as a corpus, 
articles from the Italian Wikipedia. For POS tagging, they applied a support vector 
machine trained on Treebank, an Italian language annotated corpus [26]. 

Del Gaudio and Branco [17] approached the DE as a binary classification problem 
of textual periods as being or not a definition. They considered the definitions 
containing the verb ser (“to be”). The corpus LT4eL, which contains e-Learning texts 
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in many languages, including Portuguese, was used in the experiments. The 100 most 
frequent n-grams (with n varying from 1 to 4) were extracted from the POS tags, 
among 1.360 definitions in this corpus. The results were improved in comparison with 
their previous work [16], reaching an F-measure of 0.77. 

Navigli and Velardi [30] proposed an approach based in word lattices for DE. The 
technique extracts not only definition but also hyperonym relations. Initially, some 
patterns are created based in some training phrases, keeping words which have very 
frequent use (e.g., “and”, “the”, usually called stop words) and replacing the 
remaining words by their respective part-of-speech tags. These patterns form the basis 
for building the word lattices that are used to extract the definitions. A set of 
annotated phrases from Wikipedia were used as corpus for training and testing, while 
a set of web pages from ukWaC [22] was chosen as a testing corpus. A precision of 
98% was obtained on the Wikipedia corpus and 94% on the ukWaC corpus dataset. 
Recall was 60% for the Wikipedia testing set and over 75% for the ukWaC one.  

4 Methodology 

Development of this work benefited from the availability of open source tools (e.g., 
the Natural Language Toolkit – NLTK [25]),  that do implement many of the 
techniques often used at most phases in the typical NLP pipeline, such as text 
segmentation and part-of-speech tagging of words. 

Portuguese language legal texts were chosen for this work due to availability of 
manually annotated definitions (i.e. a glossary). Another reason for this choice is the 
fact that there have been a few research efforts in the NLP community to meet these 
conditions (Portuguese language and laws domain). 

This work followed these steps: (i) pre-processing, (ii) segmentation of paragraphs, 
sentences, and texts elements like words and punctuation (also called tokenization), 
(iii) part-of-speech tagging, (iv) extraction of characteristics relevant to ED, (v) 
classifier training, (vi) classifier application, and (vii) classifier evaluation. 

The methodology applied is based in the ones from Westerhout and Monachesi 
[43] and Del Gaudio and Branco [16] that privilege the recall over precision in order 
to find definition candidates. The candidates are chosen when the n feature extraction 
functions (FEF) are applied to form an n-dimensional vector for each sentence in the 
corpus. Those sentences with no positive values in at least one vector cell are 
immediately discarded in order to reduce the search space.  

Unlike Del Gaudio e Branco [16], the definition candidates are not presented to 
specialists for manual inspection. Rather, they are filtered by means of an SVM 
classifier aiming at improving the precision, as done by Westerhout and Monachesi 
[43]. The FEF were defined by specialists, instead of using some (semi) automatic 
process (such as the GP used by Borg et al. [9]). If this approach was used, the 
classification of text and the calculation of the F-Measure (the fitness function) for the 
whole corpus at each individual generation would supposedly be very costly. The 
main reason for this is that the corpus processed has a substantially larger volume of 
sentences. So, the chosen course of action was to use only predefined FEF. 
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4.1 The Experimentation Corpus 

The Brazilian Collection of Telecommunication Laws (BCTL) [6] was used as corpus 
for training and evaluation of the glossary generation process. The corpus has 1,940 
reference documents that were used by specialists in order to manually extract the 
definitions included in the glossary. For each entry in the glossary, four information 
items are identified (see Figure 1), (i) the definiendum, (ii) an optional definition 
context, (iii) the definiens, and (iv) the source document. The glossary contains 2,097 
definitions (definiens) for 1,757 terms (definienda). This difference happens due to 
the fact that some terms have more than one meaning. The glossary files were 
available in DocBook and PDF formats and the source documents in PDF. Those had 
been used by the specialists to manually extract the definitions and were also stored in 
the corpus. The existence of definitions pointing to documents not included in the 
corpus required two possible courses of action: either identifying the documents 
related to the definitions and retrieving the missing documents from an external 
source, or ignoring the orphan definitions. Due to the obvious cost involved in the 
first option, the second course of action was decided upon. For that end, a filter was 
applied to remove those definitions. After filtering, 1,797 definitions remained for 
1,534 terms. 

 

Fig. 1. Example of a glossary entry
1
 in BCTL 

Another difficulty was the existence of definitions related to multiple textual 
periods, a problem already reported by Przepiórkowski et al [33]. Such a difficulty 
was surpassed by taking only the first sentence and discarding any further ones. The 
rationale for this decision is the fact that, generally speaking, the information lost 
would be irrelevant, since usually the remaining periods refers to additional 
explanatory information. 

                                                           
1 Translation: 

Public Administration (General Law of Public Procurement) 
1. Direct and indirect administration by the government, states, Federal District and 
municipalities, including those involving legal entities of private law under the control 
of the government and foundations instituted or maintained by it (Law No. 8,666 of 
21/06/1993). 

Administração Pública (Lei Geral de Licitações) 
1. Administração direta e indireta da União, dos Estados, do Distrito Federal
e dos Municípios, abrangendo inclusive as entidades com personalidade
jurídica de direito provado sob controle do poder público e das fundações
por ele instruídas ou mantidas [Lei nº 8.666, de 21/06/1993] 

Context 

Definiens 

Definiendum 

Source 
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Moreover, many definitions in the glossary do not correspond strictly to the text  
in the documents. Sometimes different pronouns are used, modifications in the 
punctuations are done or even orthographic corrections are applied. In other cases, the 
definiens is complemented with other relevant information that, although not in  
the definition, occurs in the text. As the manual solution for these problems would 
also be laborious and expensive, a filter was again applied, now for removing those 
definitions whose definiens did not match exactly with the original text. After this 
second filtering, 1,549 definitions remained for 1,329 terms. 

Notice that some definitions existing in the corpus were not included, for some 
reason, in the glossary (possibly for being out of scope or otherwise considered 
irrelevant for the glossary building task). Two examples of these definitions are 
Contractor (whoever is hired to provide a service for a part) and Hirer (the part which 
contracts a service) existing in the General Law of Public Procurement [11]. 
Definitions like these could be found by the extractor but are marked as non-
definitions in the gold standard, making training and evaluation harder. Finally, 
agreement between annotators was not a consideration documented on this glossary’s 
building process. The difference of opinions that usually happens among specialists is 
usually a factor that influences the evaluation outcome, as also noted by 
Przepiórkowski et al [33] and Borg [9]. 

4.2 Pre-processing 

This phase starts by reading the DocBook XML file from the reference glossary and 
extracting its entries. This is done by separating each term, its context (if it is the 
case), definition text and source document reference. 

Next, it was necessary to convert the documents that make up the corpus into a 
plain text format in order to enable its processing. So, each textual period was 
annotated, considering only those found in the glossary as belonging to the definitions 
class. This processing aims at gathering, in a single data structure, all reference 
definitions of the gold standard. This is the structure that would later be used for 
training and evaluation. Finally, the filtering mentioned in the previous section was 
applied. 

4.3 Segmentation 

The documents texts are then segmented by paragraph, by using regular expressions 
specific for detecting not only paragraph marks, but also the beginning of a new 
structured block of a legislation element.  Many of the documents in the corpus are 
laws or norms that follow (albeit not strictly) the Complementary Law No. 95 [12], 
containing articles, items, etc. So, it was possible to determine a set of regular 
expressions to separate these blocks. Next, the Punkt algorithm, written by Kiss and 
Strunk [23] and implemented in NLTK, was applied to segment the corpus in periods 
and words. After that, a total of 6,120,832 tokens, including words and punctuation, 
became part of the corpus. 
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4.4 Part-of-Speech Tagging 

The words in each sentence were POS tagged by applying a tagger trained in the 
Portuguese annotated MAC-MORPHO corpus [4]2. This corpus was chosen as it is 
one of few in the Brazilian variant of the Portuguese language to contain part-of-
speech annotations and to have sufficient amount of words to be used as training set 
for a tagger. This choice also defines a set of POS tags (e.g. “N” for noun, “V” for 
verb, and “PREP” for preposition). The corpus was divided into two segments; one 
containing 70% of the sentences intended to be used as training set for the tagger and 
the other with the remaining of the periods, for performance testing. Next, the 
construction of the tagger is described. 

Many taggers available in NLTK were combined in sequence, chained in a back 
off tagger combination, in which the tagging task is relayed to the next tagger, 
whenever a tag cannot be determined. The set of taggers used were based in trigrams, 
bigrams, unigrams, affixes, and regular expressions, as shown in Figure 2. The tagger 
based in affixes was trained by considering the substrings corresponding to the three 
last characters of each word. The chaining order was chosen on the basis of 
experimentation with all possible permutations that reveals the order with the highest 
accuracy. In the following step, a Brill tagger [13], a transformation based supervised 
learning algorithm was applied to improve the tagger performance. 

 

 
Fig. 2. POS tagger pipeline 

This tagger was evaluated against the MAC-MORPHO corpus training set, 
reaching an accuracy rate of 90.44%. For the sake of comparison, a Hidden Markov 
Model based tagger was applied to the same corpus, obtaining only 57.56% of 
accuracy. Next, these results are discussed in face of other works related to POS 
tagging. 

The same phenomenon of disagreement among different manual annotators, 
referring to DE and mentioned in session 3, was also observed in the case of POS 
tagging as reported by Marcus [27]. According to Marques and Lopes [28], the 
expected consistence level among tagging done by people is 98%. The best results 
found in automated POS tagging for the Portuguese language are 97.09%, found by 

                                                           
2  The MAC-MORPHO corpus was built by NILC at the University of São Paulo, based upon 

news texts from the Folha de São Paulo newspaper. It is part-of-speech annotated with 
manually reviewed tags and contains 1,167,183 words. The corpus is available on the Lácio-
Web catalog [5] at http://www.nilc.icmc.usp.br/lacioweb/corpora.htm. 

Backoff combination 

Brill tagger 

Trigrams Bigrams Unigrams Affixes Regular 
expressions 
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Branco and Silva [10] with a tagger based in Brill transformations, although using a 
different corpus and set of tags. In this sense, Aluísio et al [5] reached 90.74% of 
accuracy in MAC-MORPHO corpus with a Brill tagger, similar to the one used in the 
present study. 

The trained tagger was, then, applied to the BCTL corpus. As this corpus was not 
part-of-speech annotated, it was not possible to evaluate the accuracy degree of this 
process. However, this was the only feasible way to develop the study, taking into 
account that it was not possible to manually review these POS tags. Considering that 
the implemented tagger reaches results similar to other ones found, which also use 
MAC-MORPHO, sufficiently good results can be expected when applying it to the 
aim of DE in the BCTL. It should be noted, however, that a quantitative evaluation of 
the tagger performance on BCTL will not be possible without a manual review. 

4.5 Feature Extractors 

For a given textual period d, a Feature Extraction Function (FEF) returns a numeric 
value that quantifies some text feature of d. This feature can be, for example, the 
presence, absence, or combination of certain words or POS tags. The codomain of a 
FEF, considering the DE task, is binary, indicating whether or not a text is a 
definition. 

The FEF are manually defined rules, based on the observation of some samples 
existing in the training corpus. Some of these are: (i) presence of verb ser (“to be”), in 
any conjugation form, followed by an article, (ii) presence of the punctuation symbol 
“:” or the “–” and its position in the sentence, (iii) presence of the expressions 
“define-se como” (“is defined as”), “entende-se como” (“is understood as”) or 
“denomina-se” (“is called”).  

As shown by Alarcón et al [1], the consideration of negative characteristics can be 
useful for filtering non-relevant contexts. The following feature functions fulfill this 
purpose: (i) presence of the word não (“not”) before some form of verb ser (“to be”) 
in any of its conjugation forms and (ii) presence of word tampouco (“neither”). After 
training, these features can be expected to weight opposite to those found for 
affirmative features. 

Regarding the use of definitional patterns and negative patterns filtering, this 
approach is similar to the one in Alarcón et al [1]. The adoption of some definitions 
categories using the verb ser (“to be”) and the use of other verbs and punctuation 
symbols follows the work of Del Gaudio e Branco [16]. 

4.6 Training 

The corpus was divided into training (70%) and testing (30%) sets. Let l be the 
amount of sentences in the training set. The definition candidate sentences are 
associated to Xi, i ∈ [1, l], n-dimensional vectors. These are formed by the results of n 
feature functions applied to each sentence Pi, and the binary class value to which it  
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belongs, meaning whether it is or not a definition. Thus, there are vectors Xi = [f1(Pi), 
…, fn(Pi)] and the answers D(Pi) = 1 if Pi is a definition, or 0 otherwise, where fj(P) 
means, for instance, whether or not P contains the verb ser (“to be”) followed by an 
article, e.g. “é um” (“is a”), “é o” (“is the”), “são os” (“are the”). Those vectors and 
corresponding answers in the training set were used for training an SVM classifier. 
This project used the Orange free software machine learning tool [18], which in turn 
uses the libsvm library [14]. 

4.7 Classification 

The trained classifier is then applied to the testing set. Consider m < l the amount of 
sentences on the testing set. The SVM classifier outputs m binary values, one for 
each test sentence, which form an m-dimensional result vector R(Pi). Those that 
have a value of 1 mean that the corresponding sentence was classified as a 
definition. Likewise, those with a value of zero attest that the respective sentence 
was not considered to be a definition by the classifier. Thus, a draft glossary is 
obtained by selecting the sentences from the test set which corresponding value in 
the classifier response is one. 

At this stage only the testing set sentences were used, since the intention was to be 
able to evaluate quantitatively the results. However, if one's objective was to just 
build a glossary from natural language texts, and where no previous manual 
annotations are present (thus making any automated accuracy measurement 
effectively impossible), it would be interesting to apply the classifier to the whole 
corpus and then proceed to a manual review. 

5 Results 

The classifier result vector R(Pi), which contains the binary values (definition or 
not a definition) obtained for each sentence Pi in the test corpus by applying the 
SVM classifier, is then compared to the respective gold standard vector D(Pi),  
with the canonical values obtained from the reference glossary. The  
classification is considered correct in instances where the class determined by the 
classifier matches the reference class. Then precision, recall and F-measure are 
calculated. 

The imbalanced dataset problem, as mentioned by Del Gaudio and Branco [17], 
was found in this experiment. There were 1,314 (2%) positive samples and 66,046 
(98%) negative ones. Therefore, a random sampling of 1,314 negative samples was 
performed, in order to equalize sample quantities and improve classifier 
performance. This course of action was successful, obtaining 73,5% accuracy, 
75,6% de precision, 69,6% de recall and 0.72 F-measure. The absolute and relative 
quantities of hits and misses for the positive and negative samples are shown on 
Table 1. 
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Table 1. Confusion matrix for the classifier results 

Predicted 
Actual 

Negative Positive 

Negative 305 (38.7%) 89 (11.3%) 

Positive 120 (15.2%) 275 (34.9%) 

 
Upon inspecting samples of false negative results, it was not possible to pinpoint a 

reason for those samples not being included as definitions. Also, no obvious patterns 
were identified that could result in feature extraction tuning to improve recall. On the 
other hand, examining false positive samples revealed a few samples that might have 
been overlooked by the domain experts who initially built the glossary. Examples can 
be found on Table 2. 

While these results cannot be directly compared to the approaches listed in the 
literature review, considering limitations due to different corpora and metrics 
used in each of them, it can be noticed that values are close to the ones  
obtained by Del Gaudio and Branco [17], which used a similar approach (0.67 in 
F-measure).  

Nonetheless, it can be observed that the definitions extracted by the process can be 
quite useful in building a glossary, after some manual review process is conducted. 
This process would certainly be much less costly than a totally manual extraction of 
definitions from a large volume of texts. 

Table 2. Examples of results generated 

Extracted 
definitions  

• “Rede Externa: é o segmento de Rede de Telecomunicações suporte ao STFC, 
que se estende do PTR, inclusive, ao Distribuidor Geral de uma Estação 
Telefônica;” 
"External Network: is the segment of Telecommunication Network which 
supports the PSTN and extends from the PTR, including to the General 
Distributor of a Telephone Station," 

• “Unidade Operacional - UO é a unidade descentralizada, subordinada ao 
Escritório Regional que compõe a estrutura da Anatel;” 
"Operating Unit - OU is a decentralized unit, subordinated to the Regional 
Office that composes the structure of Anatel;" 

False 
negative 

• “Prestadora do SMP: entidade que detém autorização para prestar o SMP;” 
"SMP Provider: entity that has authority to provide the SMP" 

False 
positives 

• “Período de Coleta: mensal.” 
"Collection Period: Monthly." 

• “Termo de Autorização - ato administrativo vinculado que faculta a 
exploração de STFC, no regime privado, quando preenchidas as condições 
objetivas e subjetivas necessárias.” 
"Authorization Form - binding administrative act which provides the STFC 
exploitation, in the private regime, when the objective and subjective necessary 
conditions are attended." 
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6 Conclusion and Future Efforts 

During this work, a method was developed for extracting definitions in Portuguese 
language texts, by benefiting from the available free software libraries for NLP and 
for machine learning. Results compatible to similar studies were obtained. 

As could be observed in literature, there are scant works on DE applied to 
Portuguese language texts, and none of them deals with the Brazilian dialect 
specifically, neither do they handle legal domain texts. 

The main results obtained here, namely the definitions extracted by this processes, 
can be used as input for a manual review which would produce a glossary. 

It has to be noticed, however, that it was not possible, during this work, to 
experiment with all the DE approaches found in literature. That would not be feasible 
in a single study. Rather, this can be seen as a starting point for further works that 
explore DE, some of which shall be suggested as follows. 

This paper also did not consider the identification of component parts of 
definitions, as did Alarcón et al [2,3]. A future work might consider identifying those 
and other possible component parts of definitions, depending on their type [41]. Also 
it is not explored here the effects that noun phrase structures might have in identifying 
definitions or their component parts. 

Considering the relative scarcity of POS-tagged Portuguese language texts, and the 
considerable size (more than 6.1 million tokens) of the BCTL corpus, a manual 
review of the automated POS tags generated as a byproduct of this work, would result 
in a valuable asset for NLP in this language. 

A future work might also apply a similar approach to Brazilian Portuguese texts in 
domains other than legal texts, since none of the applied techniques are domain-
specific. 
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Abstract. Multiple classifier systems (MCSs), or simply classifier ensembles, 
which combine the outputs of a set of base classifiers, have been recently 
emerged as a method to develop a more accurate classification system. There 
are two fundamental issues relating to constructing an ensemble of classifiers. 
The first one is how to construct a set of the base classifiers in such a way that 
their ensemble can be a successful one; and the second is how to combine a set 
of base classifiers. This paper deals with the first important issue of ensemble 
creation. In the paper, a new method for combining classifiers is proposed. The 
main idea is heuristic retraining of classifiers. Specifically, in the new method 
named Combinational Classifiers using Heuristic Retraining (CCHR) which 
proposes a new way for generating diversity in ensemble pool, a classifier is 
first run, then, focusing on the drawbacks of this base classifier, other classifiers 
are retrained heuristically. Experimental results show that the MCSs using the 
proposed method as the constructor of ensemble components outperform those 
using those using another method as the constructor of ensemble components in 
terms of testing accuracy. 

Keywords: Classifier Fusion, Heuristic Retraining, Neural Network Ensemble. 

1 Introduction 

Nowadays, usage of recognition systems has found many applications in almost all 
fields [2], [4], [14] and [17-25]. Many researches are done to improve their 
performance. Most of these algorithms have provided good performance for specific 
problem, but they have not enough robustness for other problems. Because of the 
difficulty that these algorithms are faced to, recent researches are directed to the 
combinational methods that have more power, robustness, resistance, accuracy and 
generality. Although the accuracy of the classifier ensemble is not always better than 
the most accurate classifier in ensemble pool, its accuracy is never less than average 
accuracy of them [9]. Multiple Classifier Systems (MCSs) have often been 
outperforms a single classifier system in many pattern classification problems and 
many studies have shown it theoretically and experimentally. Roli and Kittler [28] 
articulate that the rationale behind the growing interest in multiple classifier systems 
(MCSs) is that the classical approach to design a pattern recognition system, which 
focuses on the search for the best individual classifier, has some serious drawbacks. 
The main drawback is that the best individual classifier for the classification task at 
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hand is very difficult to identify, unless deep prior knowledge is available for such a 
task [3]. In addition, Roli and Giacinto [9] express that it is not possible to exploit the 
complementary discriminatory information that other classifiers may encapsulate with 
only a single classifier. It is worth-noting that the motivations in favor of MCS 
strongly resemble those of a “hybrid” intelligent system. The obvious reason for this 
is that MCS can be regarded as a special-purpose hybrid intelligent system. 

It is an ever-true sentence that "combining the diverse classifiers any of which 
performs better than a random results in a better classification performance". 
Generally in design of combinational classifier systems, the more diverse the results 
of the classifiers, the more appropriate final result. Diversity is always considered as a 
very important concept in classifier ensemble methodology. It is considered as the 
most effective factor in succeeding an ensemble. The diversity in an ensemble refers 
to the amount of differences in the outputs of its components (classifiers) in deciding 
for a given sample. Assume an example dataset with two classes. Indeed the diversity 
concept for an ensemble of two classifiers refers to the probability that they may 
produce two dissimilar results for an arbitrary input sample. The diversity concept for 
an ensemble of three classifiers refers to the probability that one of them produces 
dissimilar result from the two others for an arbitrary input sample. It is worthy to 
mention that the diversity can converge to 0.5 and 0.66 in the ensembles of two and 
three classifiers respectively. Although reaching the more diverse ensemble of 
classifiers is generally handful, it is harmful in boundary limit. It is very important 
dilemma in classifier ensemble field: the ensemble of accurate/diverse classifiers can 
be the best. It means that although the more diverse classifiers, the better ensemble, it 
is provided that the classifiers are better than random. 

An Artificial Neural Network (ANN) is a model which is to be configured to be 
able to produce the desired set of outputs, given an arbitrary set of inputs. An ANN 
generally composed of two basic elements: (a) neurons and (b) connections. Indeed 
each ANN is a set of neurons with some connections between them. From another 
perspective an ANN contains two distinct views: (a) topology and (b) learning. The 
topology of an ANN is about the existence or nonexistence of a connection. The 
learning in an ANN is to determine the strengths of the topology connections. One of 
the most representatives of ANNs is MultiLayer Perceptron. Various methods of 
setting the strength of connections in an MLP exist. One way is to set the weights 
explicitly, using a prior knowledge. Another way is to 'train' the MLP, feeding it by 
teaching patterns and then letting it change its weights according to some learning 
rule. In this paper the MLP is used as one of the base classifiers. 

Decision Tree (DT) is considered as one of the most versatile classifiers in the 
machine learning field. DT is considered as one of unstable classifiers. It means that it 
can converge to different solutions in successive trainings on same dataset with same 
initializations. It uses a tree-like graph or model of decisions. The kind of its 
knowledge representation is appropriate for experts to understand what it does [27]. 

The authors believe that Combinational methods usually result in the improvement 
of classification, because classifiers with different features and methodologies can 
cover drawbacks of each other. Kuncheva using Condorcet theorem has shown that 
combination of classifiers can usually operate better than single classifier. It means if 
more diverse classifiers are used in the ensemble, then error of them can considerably 
be reduced. Different categorizations of combinational classifier systems are 
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represented in [10], [28]. Valentini and Masouli divide methods of combining 
classifiers into two categories: generative methods, non-generative methods. In 
generative methods, a set of base classifiers are created by a set of base algorithms or 
by manipulating dataset [9]. This is done in order to reinforce diversity of base 
classifiers. Generally, all methods which aggregate the primary results of the fixed 
independent classifiers are non-generative. 

Neural network ensembles as an example of combinational methods in classifiers 
are also becoming a hot spot in machine learning and data mining recently [26]. Many 
researchers have shown that simply combining the output of many neural networks 
can generate more accurate predictions than that of any of the individual networks. 
Theoretical and empirical works show that a good ensemble is one where the 
individual networks have both accuracy and diversity, namely the individual networks 
make their errors on difference parts of the input space [6], [8]. 

In this paper, a new method for combining classifiers is proposed. The main idea is 
heuristic retraining of classifiers. Specifically, in the new method named 
Combinational Classifiers using Heuristic Retraining (CCHR) which proposes a new 
way for generating diversity in ensemble pool, a classifier is first run, then, focusing 
on the drawbacks of this base classifier, other classifiers are retrained heuristically. 
Each of these classifiers looks at the data with its own attitude. The main 
concentration in the retrained classifiers is to leverage the error-prone data. So, 
retrained classifiers usually have different votes about the sample points which are 
close to boundaries and may be likely erroneous. Experiments show significant 
improvements in terms of accuracies of consensus classification. This study also 
investigates that focusing on which crucial data points can lead to more performance 
in base classifiers. Also, this study shows that adding the number of all “difficult” 
data points like boosting method, does not always cause a better performance. The 
experimental results show that the performance of the proposed algorithm 
outperforms some of the best methods in the literature. So empirically, the authors 
claim that forcing crucial data points to the training set as well as eliminating them 
from the training set can yield to the more accurate results, conditionally. 

2 Background 

In generative methods, diversity is usually made using two groups of methods. One 
group of these methods obtains diverse individuals by training classifiers on different 
training set, such as bagging [1], boosting [9], [30], cross validation [8] and using 
artificial training examples [13]. More details about these methods will be appeared in 
section 2. 

Another group of methods for creating diversity employs different structures, 
different initial weighing, different parameters and different base classifiers to obtain 
ensemble individuals. For example, Rosen [29] adapted the training algorithm of the 
network by introducing a penalty term to encourage individual networks to be 
decorrelated. Liu and Yao [12] used negative correlation learning to generate 
negatively correlated individual neural network.  

The third group is named selective approach group where the diverse components 
are selected from a number of trained accurate networks. For example, Opitz and 
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Shavlik [16] proposed a generic algorithm to search for a highly diverse set of 
accurate networks. Lazarevic and Obradoric [11] proposed a pruning algorithm to 
eliminate redundant classifiers. Navone et al. [15] proposed another selective 
algorithm based on bias/variance decomposition. GASEN proposed by Zhou et al. 
[31] and PSO based approach proposed by Fu et al. [5] also were introduced to select 
the ensemble components. In the rest of this paper, a new method to obtain diverse 
classifiers is proposed which uses manipulation of dataset structures. 

Inspired from boosting method, in this paper a new sort of generative approaches 
is presented which creates new training sets from the original one. The base 
classifiers are trained focusing on the crucial and error prone data of the training set. 
This new approach which is called “Combination of Classifiers using Heuristic 
Retraining, CCHR” is described in section 2 in detail. In fact, the question of “how 
to create a number of diverse classifiers?” is answered in that section. Section 3 
addresses the empirical studies in which we show the great accuracy and robustness 
of CCHR method for different datasets. Finally, section 4 discusses the concluding 
remarks. 

2.1 Artificial Neural Network 

A first wave of interest in ANN (also known as 'connectionist models' or 'parallel 
distributed processing') emerged after the introduction of simplified neurons by 
McCulloch and Pitts in 1943. These neurons were presented as models of biological 
neurons and as conceptual components for circuits that could perform 
computational tasks. Each unit of an ANN performs a relatively simple job: receive 
input from neighbors or external sources and use this to compute an output signal 
which is propagated to other units. Apart from this processing, a second task is the 
adjustment of the weights. The system is inherently parallel in the sense that many 
units can carry out their computations at the same time. Within neural systems it is 
useful to distinguish three types of units: input units (indicated by an index i) which 
receive data from outside the ANN, output units (indicated by an index o) which 
send data out of the ANN, and hidden units (indicated by an index h) whose input 
and output signals remain within the ANN. During operation, units can be updated 
either synchronously or asynchronously. With synchronous updating, all units 
update their activation simultaneously; with asynchronous updating, each unit has a 
(usually fixed) probability of updating its activation at a time t, and usually only 
one unit will be able to do this at a time. In some cases the latter model has some 
advantages. 

An ANN has to be configured such that the application of a set of inputs produces 
the desired set of outputs. Various methods to set the strengths of the connections 
exist. One way is to set the weights explicitly, using a priori knowledge. Another way 
is to 'train' the ANN by feeding it teaching patterns and letting it change its weights 
according to some learning rule. For example, the weights are updated according to 
the gradient of the error function. For further study the reader must refer to an ANN 
book such as Haykin's book on theory of ANN [7]. 



 A Heuristic Diversity Production Approach 651 

2.2 Decision Tree Learning 

DT as a machine learning tool uses a tree-like graph or model to operate deciding 
on a specific goal. Decision tree learning is a method commonly used in data 
mining. The goal is to create a model that predicts the value of a target variable 
based on several input variables. An example is shown on the right. Each interior 
node corresponds to one of the input variables; there are edges to children for each 
of the possible values of that input variable. Each leaf represents a value of the 
target variable given the values of the input variables represented by the path from 
the root to the leaf. 

A tree can be "learned" by splitting the source set into subsets based on an attribute 
value test. This process is repeated on each derived subset in a recursive manner 
called recursive partitioning. The recursion is completed when the subset at a node all 
has the same value of the target variable, or when splitting no longer adds value to the 
predictions. 

In data mining, decision trees can be described also as the combination of 
mathematical and computational techniques to aid the description, categorization and 
generalization of a given set of data. 

2.3 K-Nearest Neighbor Algorithm 

k-nearest neighbor algorithm (k-NN) is a method for classifying objects based on 
closest training examples in the feature space. k-NN is a type of instance-based 
learning, or lazy learning where the function is only approximated locally and all 
computation is deferred until classification. The k-nearest neighbor algorithm is 
amongst the simplest of all machine learning algorithms: an object is classified by 
a majority vote of its neighbors, with the object being assigned to the class  
most common amongst its k nearest neighbors (k is a positive integer, typically 
small). If k = 1, then the object is simply assigned to the class of its nearest 
neighbor.  

As it is obvious, the k-NN classifier is a stable classifier. A stable classifier is the 
one converge to an identical classifier apart from its training initialization. It means 
the 2 consecutive trainings of the k-NN algorithm with identical k value, results in 
two classifiers with the same performance. This is not valid for the MLP and DT 
classifiers. We use 1-NN as a base classifier in the paper.  

3 Proposed Method 

The main idea of the proposed method is heuristically retraining of MLPs on different 
sets of data. In this method, base MLPs are trained on some possible permutations of 
3 datasets named: TS, NS, and EPS. They are abbreviation for Train Set, Neighbor 
Set and Error-Prone Set, respectively. In the next step, the results of all these base 
classifiers are combined using simple average method. 
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3.1 Preparing Different Sets from the Main Dataset 

Firstly, a simple Multi Layer Perceptron is trained on TS. Then, using this neural net 
(MLP), the data which may be misclassified are recognized. This work is done for 
different perspectives of training-test datasets. It means that it is tried to detect all 
error-prone data on TS. It can be implemented using leave-one-out technique and 
Cross-Validation.  

In cross-validation which is also called the rotation method, an integer K 
(preferably a factor of N) is chosen and the dataset is randomly divided into K subsets 
of size N/K. Then, a classifier is trained on dataset-{i-th subset of the dataset} and 
evaluated using i-th subset. This procedure is repeated K times, choosing a different 
part for testing each time. When N=K, the method is called the leave-one-out or U-
method.  

Table 1. Different data combinations and reasons of their usages 

Num TS Resultant Classifier 
1 TS Creation of base classifiers 
2 TS+NS Classification by complex boundaries with more 

concentration on crucial points and neighbor of errors 
(NS) 

3 TS+EPS+NS Classification by complex boundaries with more 
concentration on error prone(EPS) and crucial 

points(NS) 
4 TS-EPS+NS Classification by simple boundaries with more 

concentration on crucial points 
5 TS+EPS Classification by complex boundaries with more 

concentration on error prone points (EPS) 
6 TS-EPS Classification by very simple boundaries 

 
In this paper, the dataset is divided into three partitions: training, evaluation and 

test sets. The leave-one-out technique is applied to train set for obtaining the Error-
Prone Set, EPS. As it is mentioned, using leave-one-out technique an MLP on TS-
{one of its data} is trained and evaluate whether that MLP misclassifies that out data 
or not. If it is misclassified we add it to EPS. As it is obvious, we run this work in 
number of items in training set. If training dataset is very large, the cross-validation 
technique can be used instead of leave-one-out technique, too. 

In this study, the cross-validation technique is applied to {train set + validation 
set} for deriving the neighbor set, NS. Whereas the cross-validation is an iterative 
technique, the K-1 subset is considered to be as train set and the one subset as 
validation set, for each iteration. The errors in validation set are added to error set. 
In the next step, for each instance of error set, the nearest neighbor instance  
which belongs to the same label of that instance is found. This neighbor set is 
named NS. 
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NS: Neighbor Set, NS={}; 
EPS: Error Prone Set, EPS={}; 
Program CCHR 
 1. NS=FindNS();  //calculating NS 
 2. EPS=FindEPS();  // calculating EPS 
 3. Train 6 MLPs according to Table 1. 
 4. Combine the results using simple average. 
End. 

Fig. 1. The proposed CCHR algorithm 

3.2 Creating an Ensemble of Diverse Classifiers 

The EPS and NS are obtained from previous section. In this section some MLPs are 
trained based them. The more diverse and accurate base classifiers, the better results 
in final. So, some combinations as shown in Table 1 are used to create diversity in our 
ensemble. The used permutations and the reasons of their usage are shown in Table 1. 
Training of MLPs, using the combinations in Table 1, results in the classifiers that 
each of them concentrates on a special aspect of data. This can result in very good 
diversity in the ensemble.  

In this paper, 6 MLPs are trained using different data according to Table 1. Their 
results are used in our classifier ensemble. Our proposed algorithm is shown in Fig 1.  

3.3 Combining Classifiers 

After creating diverse classifiers for our classifier ensemble, the next step is finding a 
method to fuse their results and make final decision. The part of making final decision 
is named combiner part. There are many different combiners. Combination method of 
base classifier decisions depend on their output type. Some traditional methods of 
classifier fusion which are based on soft/fuzzy outputs are as below: 

Majority vote: assume that we have k classifiers. Classifier ensemble vote to class j 
if a little more than half of base classifiers vote to class j. 

Simple average: the average of results of separate classifiers is calculated and then 
the class that has the most average value is selected as final decision. 

Weighted average: it is like simple average except that a weight for each classifier 
is used for calculating that average. 

In this paper, the simple average method is used to combine their results. 

4 Experimental Results 

This method is evaluated on two standard datasets: Wine and Iris respectively in Table 2 
and 3. All the results presented are reported over 10 independent runs. Result of each of 
classifiers is reported on 30%, 50%, 70% and 30%, 50% of Iris and Wine as training set, 
respectively. Tables 2 and 3 show the method 5 that is trained on {TS+EPS} is relatively 
more robust than other methods. This method is concentrated on error-prone data. 

Table 4 shows the result of performance of classification using our method and 
traditional methods comparatively. 



654 H. Parvin et al. 

Table 2. Average results on Iris dataset 

Train 
set 

Classifier number as Table 1 CCHR 
1 2 3 4 5 6 

70% 95.01 95.20 95.20 94.97 95.37 95.07 95.97 
50% 95.95 95.75 95.87 95.89 96.24 95.78 96.60 
30% 93.57 93.26 93.17 93.64 93.99 93.48 95.22 

 
As it is obvious from Table 4, recognition ratio is improved considerably. Because 

of low number of features and records in Iris, the improvement is more significant on 
Wine dataset. 

Table 3. Average results on Wine dataset 

Train 
set 

Classifier number as Table 1 CCHR 
1 2 3 4 5 6 

50% 91.58 91.64 92.66 91.98 93.77 91.29 96.74 
30% 88.72 88.91 89.31 88.23 88.83 88.60 93.76 

Table 4. CCHR vs. other methods 

Iris Wine Classifier 
Type 30% 50% 70% 30% 50% 

93.37 95.95 95.01 88.72 91.58 MLP 
95.11 94.73 95.05 68.73 71.36 KNN 
95.22 96.60 95.97 93.76 96.74 CCHR 

Table 5. CCHR vs. other ensemble methods 

 
Wine Iris 

Train 30% Train 50% Train 70% Train 30% Train 50% Train 70% 
KNN 69.31 69.26 69.22 94.86 95.20 95.32 
MLP 88.72 91.58 93.09 93.37 95.95 95.01 

Simple 
Ensemble 

92.70 94.05 95.41 94.77 96.00 95.03 

Random 
Forest 

88.32 93.37 95.56 91.52 94.67 96.22 

Arc-X41 96.4 96.13 96.42 94.86 96.07 95.33 
Arc-X42 95.52 95.73 96.22 95.33 96.20 96.07 
CCHR 93.76 96.74 96.56 95.22 96.60 95.97 

 
Table 5 shows the results of performance of classification accuracy of CCHR 

method and other traditional methods comparatively. These results are average of the 
ten independent runs of the algorithm. In this comparison, the parameter K in K-
Nearest Neighbor algorithm, KNN, is set to one. Also, the average accuracy of KNN 
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method is reported over the 100 independent runs by randomly selecting a part of data 
as the training set, each time. To validate the CCHR method with harder benchmarks, 
an ensemble of simple MLPs is also implemented. These MLPs have the same 
structural parameters of the base MLPs of CCHR, i.e. two hidden layer with 10 and 5 
neurons respectively in each of them. Like what is in the CCHR method, the voting 
method is chosen for combining their results. 

The CCHR algorithm is compared with the two state of the art combination 
methods: random forest and boosting. Here, the ensemble size of the random forest is 
21. The ensemble size for Arc-X41 is 5 classifiers. While the ensemble size for Arc-
X42 is 11 classifiers. 

5 Conclusion 

This paper deals with the important issue of ensemble creation. In the paper, a new 
method for combining classifiers is proposed. The main idea is heuristic retraining of 
classifiers. Specifically, in the new method named Combinational Classifiers using 
Heuristic Retraining (CCHR) which proposes a new way for generating diversity in 
ensemble pool, a classifier is first run, then, focusing on the drawbacks of this base 
classifier, other classifiers are retrained heuristically. The main interesting conclusion 
of this paper is that emphasizing on the boundary data points, as boosting algorithm is 
not always very good. Although, boosting of the boundary data points in many cases 
is good, there are some cases of datasets where elimination of such points is better. 
The Monk’s problem is one of such cases which deleting error-prone data leads to 
better results. Also, in data mining tasks which deal with huge data, the small size of 
ensemble is very interesting which is satisfied in the CCHR method as well. 
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Abstract. Currently, most of the information digitally available is presented in 
textual form and it is largely acknowledged that, in many fields, the advance of 
knowledge may strongly benefit from this source of information. The treatment 
of this vast amount of texts by means of Text Mining (TM) techniques has 
produced interesting information in fields like Competitive Intelligence and 
Bibliometry that need to make sense from textual descriptions of facts. In this 
paper we approach the problem of taxonomy generation from texts, a common 
need from a large set of scientific disciplines. Taxonomy generation refers to 
building a hierarchical structure that organizes concepts in a knowledge 
domain. We applied TM techniques to help experts in Pedology in building 
taxonomy from redundant soils descriptions. The motto of the application is the 
fact that, in the early eighties, different organizations mapped and described 
equivalent classes of soils from Brazilian savannas, generating redundant 
descriptions with different class labels. There were produced 28 soil maps that 
covered 4,101 descriptions of soil classes. This profusion of redundant soil 
descriptions clearly represents a Babel Tower that makes difficult tasks like 
environment management and food production. The proposed process is based 
in clustering analysis and runs on the soil descriptions, performing a successive 
refinement of the abstractions found in soil descriptions. The method builds a 
frame that shows, for each cluster formed, the prototype (a representative word 
vector) and the soil descriptions related to that cluster. The results have been 
analyzed by a team of experts as input information to the laborious reasoning 
process involved in building concepts from the semantic relations among the 
soil descriptions. Without a help like the present process, the experts would 
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have to compare visually at least 4,101 × 4.100 × … × 1 soil descriptions to 
define the clusters, what is much more laborious. 

Keywords: Text Mining, Taxonomies, Soil Science 

1 Introduction 

Most of the information currently available in digital form in the organizations is 
represented by texts. In face of the complexity involved in the modern economy [3], 
private companies, government, and research institutions are aware about the 
importance of relations that can emerge from this vast amount of information. Thus, a 
significant effort has been made to deal with these sets of texts in order to make sense 
from them. 

Taxonomy generation refers to building a hierarchical structure that organizes 
concepts in a knowledge domain. For long, taxonomies have enabled people to deal 
with properties related to categories. For example, an animal taxonomy allows one to 
identify different kinds of animals and adopt specific relationship to each class.  

In this paper, the problem of defining taxonomies from a set of texts is approached. 
The aiming is to provide insights to experts in a specific knowledge domain that can 
help them in understanding the underlying concepts. A real-world problem in the 
Pedology field is approached, focusing in the soil taxonomy of the Cerrado biome (as 
the Brazilian savannah is known). The problem arose when, in the early eighties, 28 
regional institutions in Brazil had specified, separately, a map with soil classifications 
in the Cerrado biome (for its own region) using the Brazilian System of Soil 
Classification. Considering that soil types appear indistinctly in any region, the result 
of this independent classification is that many of these classes were differently 
described and labeled along the regions. As a matter of fact, for these classes, 
although using the same classification system, the regional experts had arranged the 
descriptors differently, beyond creating distinct labels for the specified classes. In this 
paper a method to help the soil experts in generating a satisfactory unified taxonomy 
from these already existing taxonomies is presented. 

The method, based in clustering analysis, runs on the soil descriptions, 
performing a successive refinement of the abstractions found in this set of soil 
descriptions. A frame representation for each cluster is generated, showing the 
prototype (a representative word vector) and the soil descriptions within that 
cluster. It involves the cyclic application of the following steps: (i) generate 
configurations of clusters; (ii) interaction with the domain experts to analyze the 
configurations; and (iii) rebuild the configurations on the basis of the experts´ 
analysis. A stop criterion is defined for each class as the moment when a set of 
original classes is considered as a unique class, under the knowledge of the 
involved specialists. It is expected that overcoming the difficulties brought by this 
profusion of redundant soil descriptions for the Cerrado biome will lead to 
improvements in the natural resources management. 
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2 Soil Classes in the Cerrado Biome 

The Cerrado biome corresponds to 23% of Brazil area (Figure 1), taking 2 million 
km² of extension. The agricultural development, mainly in this region, is responsible 
for the economical achievements of Brazil in the last three decades. The natural 
resources management of this ecosystem requires a sound knowledge on soil 
properties in order to achieve and maintain a sustainable development of that biome. 

 

Fig. 1. Brazilian Cerrado [4] 

The Brazilian System of Soil Classification (SBCS) [2] is based on the Soil 
Taxonomy [7], a classification system developed by United States Department of 
Agriculture (USDA) between 1951 and 1975 that uses a set of taxonomic keys along 
with all words necessary for its aiming. This system accounted for the requirement, 
from the research community, that research communications related to a specific soil 
could be referred to similar soils (in terms of formation or origin) from other regions 
[1,5,6]. The taxonomic classes of soils are defined by properties that can be 
quantitatively evaluated. Some of these properties are: (i) depth, (ii) color, (iii) 
rupture-resistance class, (iv) texture, (v) structure (vi) cation-exchange activity, (vii) 
base saturation, (viii) mineralogy, (ix) amount of organic matter, and (x) amount of 
soluble salts [8]. See, for example, the description textura argilosa (for the texture 
property, meaning clayey texture) in the examples shown in Table 2. SBCS is a 
taxonomic system based in the American framework that includes six levels: 
(i) Order, (ii) Suborder, (iii) Great Group, (iv) Subgroup, (v) Family, and (vi) Series. 
These measures appear textually in the classes descriptions. 
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According USDA [8], to use the soil taxonomy system, a user should classify a soil 
according its properties by using the so called “Key to Soil Orders”. The standard 
words prescribed by this classification system enable one to specify the classes 
descriptions, respecting the six levels mentioned above. The amount of suborders, 
great groups, and subgroups by order, in the Brazilian System of Soil Classification, 
is shown in Table 1.  

As previously mentioned, the concept of “keys” were applied differently to the 
same Cerrado soil classes, leading to an uncontrolled redundancy and turning harder 
the overall soil management process and the research in Pedology. Table 2 shows two 
equivalent soil classes generated in different institutions. 

Table 1. Categories1 of soil in the Brazilian System of Soil Classification [2] 

Order 
Number of 

Suborder Great Group Subgroup 
01. Alissolos 2 5 12 
02. Argissolos 4 10 85 
03. Cambissolos 3 17 69 
04. Chernossolos 4 10 31 
05. Espodossolos 2 6 27 
06. Gleissolos 4 15 53 
07. Latossolos 4 22 90 
08. Luvissolos 2 5 23 
09. Neossolos 4 18 59 
10. Nitossolos 2 7 22 
11. Organossolos 4 9 42 
12. Planossolos 3 10 44 
13. Plintossolos 3 8 28 
14. Verissolos 3 11 40 

Total 14 153 625 

Table 2. Two near equivalent classes generated with different labels 

Labels in 
different 

maps 
Classes descriptions 

PVD7 

PODZOLICO VERMELHO-AMARELO DISTROFICO argila de atividade 
baixa textura argilosa LATOSSOLO VERMELHO-AMARELO 
DISTROFICO textura argilosa e LATOSSOLO VERMELHO-ESCURO 
DISTROFICO textura argilosa floresta relevo plano e suave ondulado. 

PE6 

PODZOLICO VERMELHO-AMARELO EUTROFICO argila de atividade 
baixa textura argilosa PODZOLICO VERMELHO-AMARELO 
DISTROFICO argila de atividade baixa textura argilosa e LATOSSOLO 
VERMELHO-ESCURO DISTROFICO textura argilosa floresta relevo 
suave ondulado. 

                                                           
1  We chose to keep in Portuguese the Brazilian names for the categories and the descriptions in 

order to make them coherent with the examples shown in the case study. 
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It can be observed that the descriptions are not totally equivalent, but can be 
aggregated into a more abstract level like, for example, “PODZOLICO VERMELHO-
AMARELO DISTROFICO argila de atividade baixa textura argilosa e LATOSSOLO 
VERMELHO-ESCURO DISTROFICO textura argilosa floresta relevo plano suave 
ondulado”. 

3 Material and Methods  

3.1 Preparing the Data 

By the time of the classes creation, experts defined two description schemes: the single 
units and the mapping units (exemplified in Figure 2). The first refers to a pure class 
description, i.e., a description that corresponds to a unique soil, while the latter includes 
two or more simple units, representing the occurrence of more than one soil class in a 
unit. It was found 1,069 single units and 3,032 mapping units. The possible types of 
mapping units are: (i) Classes with the symbol “+” indicating the join of two classes; (ii) 
Classes with the word ambos (in Portuguese, meaning “both”) indicating the description 
of two classes, composing a mapping unit; (iii) Classes with no association signal: may 
contain more than one soil class but no identification of composition is present. 

 
Mapping Unit Single Units 

LATOSSOLO VERMELHO-AMARELO 
DISTRÓFICO A fraco e moderado textura 
média + LATOSSOLO VERMELHO-
AMARELO eutrófico A fraco e moderado 
textura média relevo plano e suave 
ondulado 

LATOSSOLO VERMELHO-AMARELO 
DISTRÓFICO A fraco e moderado textura 
média 

LATOSSOLO VERMELHO-AMARELO 
eutrófico A fraco e moderado textura média 
relevo plano e suave ondulado 

Fig. 2. Examples of mapping and single units 

The 1,069 single and the 3,032 mapping units were extracted (by means of a human 
effort for typing them) from the 28 soil maps available. The soil descriptions were named 
as the concatenation of the information source (the map produced by the institution that 
generated the classification) and the class name (see Figure 3). The distribution of soil 
classes, single units, and mapping units for each map can be seen in Table 3. 
 

 

Fig. 3. Steps in data preparation 

1st Level:  
Map 

2nd Level: 
Class label 

3th Level: 
Class Description 

Examples 
AREIAS QUARTZOSAS 
ÁLICAS A moderada fase 

cerrado subcaducifólio relevo 
plano e suave ondulado 

 
Map01.AQd1 

Map01  
Soils from Brasilia, DF 
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Table 3. Number of classes, single units, and mapping units in the soil maps 

Map 
id # classes # single 

units 
# mapping 

units  Map 
id # classes # single 

units 
# mapping 

units 

01 58 42 16  15 180 179 1 
02 38 38 0  16 89 6 83 
03 68 68 0  17 107 16 91 
04 60 60 0  18 76 44 32 
05 40 40 0  19 208 7 201 
06 67 67 0  20 102 9 93 
07 40 18 22  21 107 15 92 
08 241 14 227  22 66 66 0 
09 66 39 27  23 32 26 6 
10 190 5 185  24 72 72 0 
11 162 7 155  25 57 44 13 
12 301 38 263  26 87 87 0 
13 300 9 291  27 76 14 62 
14 339 6 333  28 872 33 839 

 
The proposed method takes both single and mapping units and generates a frame in 

which it is possible to identify single units contained within a mapping unit or even 
clusters of single units. In this study, text mining techniques were used to identify the 
relationships of repetition, equivalence, and composition among the descriptions. The 
pre-processing activity proceeded by standardizing the nomenclature of classes 
descriptions, adopting a basic lowercase letters representation for all texts. 

After the separation and standardization of the classes descriptions, two final 
adjustments were necessary: (i) the elimination of graphical signals from Portuguese, 
since the TM tool did not recognize these signals (it was removed the accents, the 
cedilla, back ticks and other special characters), and (ii) the replacement of plural 
forms by singular ones. Since the TM tool does not use stemming, but pure words 
instead, it was necessary to adopt exactly the same form for the words variation (e.g. 
soil and soils had to be standardized to soil). 

3.2 The Clustering Approach 

We applied the Best-Star algorithm as implemented by Wives et al. [9] for grouping the 
texts. The algorithm works as follows. First, the more discriminant features are extracted 
from the texts by: (i) removing the stop words (prepositions, articles, numerals, etc.) and 
(ii) calculating the importance of each remaining word for each document, given by the 
absolute frequency of this word divided by total amount of words in the document. After 
that, a vector with the most important words (according to a user defined threshold) is 
created to represent the document. These vectors are used to calculate the similarity 
between each pair of documents. A symmetric matrix is built from these similarities, 
each cell containing the similarity between the texts corresponding to the row and the 
column of this cell. The overall process is shown in Figure 4:  
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Fig. 4. The overall clustering process 

Step 1:  refers to the choice of the relevant terms for each document. The relevance 
of a term is given by the mentioned frequency calculation from which the 
most important terms for each document is obtained.  

Step 2:  here, the similarity is calculated for each pair of texts, saving the results in 
the corresponding matrix cells.  

Step 3:  corresponds properly to the core of Best-Star algorithm and is responsible for 
the formation of groups from the similarity matrix, considering the similarity 
parameter specified by the user. The algorithm compares each pair of texts 
and allocates the ones that satisfy the similarity parameter in the same cluster. 
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However, during the process, if a text previously allocated to a cluster 
happens to be more similar to other group, the algorithm reallocates it, 
assuring that each document will remain along with the most similar group. 

3.3 Forming the Text Classes 

The class formation process requires an expert analysis over the clusters frames, arranged 
as shown in Figure 5. Taking into account that each mapping unit possibly represents a 
cluster, we proceeded the clustering process into two general steps: (i) first, an exhaustive 
cyclic clustering process of the 1,069 single units and (ii) considering each mapping unit 
as a centroid for a definitive cluster, we grouped the clusters from single units around it. 
Many mapping units remained alone, with no single units connected. Also, many clusters 
from single units did not have a mapping unit to be connected to. 

 

Fig. 5. The frame representation of a cluster composition 
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− LATOSSOLO VERMELHO-AMARELO DISTROFICO A fraco e moderado 

textura media 
− LATOSSOLO VERMELHO-AMARELO eutrofico A fraco e moderado textura 

media relevo plano e suave ondulado 
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Cluster 
[23] 

Map 
09LVD17

LATOSSOLO VERMELHO-
AMARELO DISTROFICO A 
fraco e moderado textura media 
relevo plano e suave ondulado 

01% - E 
TEXTURA 
SUAVE 
RELEVO 

Map 
15LVD4 

LATOSSOLO VERMELHO-
AMARELO distrofico e alico A 
fraco e moderado textura media 
relevo plano e suave ondulado. 

 

R
13

C
15
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Cluster 
[86] 

Map 
16LED2 

LATOSSOLO VERMELHO-
ESCURO distrofico textura 
argilosa relevo plano e suave 
ondulado e LATOSSOLO 
VERMELHO-AMARELO 
distrofico textura argilosa. 

01% - E 
LATOSSOLO 
TEXTURA 
DISTROFICO 

Map 
03LVD2 

LATOSSOLO VERMELHO-
AMARELO distrofico textura  
argilosa e LATOSSOLO 
VERMELHO-ESCURO 
distrofico textura argilosa 
floresta relevo suave ondulado. 

 

...
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The first step, generation of clusters from the single units, was repeated until the 
creation of new groups has stopped. In each cycle of this process, the clusters with the 
biggest diversity of classification sources (called heterogeneous clusters) were 
considered well defined single unit clusters. We considered these clusters as well 
defined because it is not expected to have redundancy among descriptions from the 
same source, but rather, more coherence. The descriptions in the clusters formed with 
descriptions from the same classification (called homogeneous clusters) source 
returned to a new cycle of clustering. The criteria to adjust the similarity parameter 
for the clustering algorithm were based on to the number of clusters formed. After 
analyzing the initial results and in accordance with the advice of experts, the 
recommended number of clusters in each cycle should range from 70 to 80. 
According to this criterion, the similarity parameter had to be tuned down for each 
cycle, after the tenth cycle. Also, after meeting the minimum similarity, the amount of 
clusters decayed until the unitary groups (a group with only one description) start 
forming. 

The descriptions inside the heterogeneous clusters were stored into a container 
called “useful descriptions”, while the other ones were reintroduced into the 
clustering process. The database containing the useful descriptions can be used to 
generate new classes for the unified taxonomy, possibly along with a mapping unit. 

4 Results and Discussion 

After 25 clustering cycles, the possibility of forming new groups of heterogeneous 
clusters had been already exhausted. The results were stored in three repositories:  
(i) Database of Clusters, containing all well-defined clusters generated at each step; 
(ii) Database of Results, containing the list of clusters generated in a given step;  
(iii) Database of Reports, containing a report on the most relevant terms within a 
given cluster. For each group generated in the steps are registered terms of greater 
weight and relevance within the grouping. 

It was formed 151 homogeneous clusters and, even relaxing the degree of 
similarity below 10%, the composition of the clusters did not vary and, therefore, 
there was no formation of new heterogeneous groups. This situation indicates that 
there are no repeated descriptions in the remained set of texts. At the 25th cycle, 441 
descriptions remained not grouped (say, unitary homogeneous groups). Also, 628 
heterogeneous clusters were generated. The graphical representation of clusters 
(Figure 5) allows the experts to figure out what descriptions must be considered to 
create new levels of aggregation. Notice that is not always required to have a mapping 
unit in the frame, but it happened in most case. Some frames have only single units 
and even some descriptions remained with no frame associated. 

Departing from these frames, a judgment process involving the expertise of 
specialists is carried out. During this process, the descriptions may be rearranged 
according to the experts opinion. By this way, the creation of a unified map is in 
course. 
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5 Conclusions and Future Work 

The main conclusion we can draw from our research comes from the observation of 
the relation between the used technique and the kind of text processed. Since we used 
a word-base TM technique over a well behaved set of texts, we generated effective 
structures that are helping experts in dealing with categorization of those texts. We 
consider the input set of texts as well-behaved due to the fact that, no matter the 
source of the descriptions, all of them were built on the same basic schema, the 
Brazilian System of Soil Classification. It assures that any expert that described a kind 
of soil used the same key words. 

In practical terms, the completion of the work is going to take more time, since it 
requires a laborious task from experts to analyze each frame and propose a new class 
for the set of descriptions inside the frame. Although this great effort required, it is 
much smaller than the comparison of all pairs of description to figure out those that 
can be joined in the same class. 

As a future work, it is expected to have the unification of the redundant soil 
descriptions plotted in a unique map. 
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Abstract. The most common use of fuzzy taxonomies in mining generalized 
association rules occurs in the pre-processing stage, through the concept of ex-
tended transaction. A related problem is that extended transactions lead to the 
generation of huge amount of candidates and rules. Beyond that, the inclusion 
of ancestors may to generate redundancy problems. Besides, it is possible to see 
that the works have only assumed the total relation between database items and 
taxonomy nodes. The total relation occurs when all structure items have an 
equivalent representative item in the dataset, and vice-versa. Furthermore, the 
works have been directing for the question of mining fuzzy rules, exploring lin-
guistic terms, but few approaches have explored new steps of the mining 
process. In this sense, this paper proposes the extended FOntGAR algorithm, an 
algorithm for mining generalized association rules under all levels of fuzzy on-
tologies, where the relation between database items and ontology items do not 
need be total. In this work the generalization is done during the post-processing 
step.  

Keywords: Key words: Generalized Association Rules, Fuzzy Ontologies, 
Fuzzy Taxonomies, Post-Processing, Redundancy. 

1 Introduction 

The mining association rules, introduced in [1], is one of the tasks in data mining. 
Traditional algorithms of association generate their rules based only on database 
items, producing an excessive amount of rules. In this sense, some algorithms use 
taxonomies for obtain generalized rules, in order to facilitate the user’s analysis. The 
mining generalized association rules was introduced by [2] and [3].  

According to [2], when taxonomy ancestors are inserted into database the  
transactions of the same are called extended transactions. Then, from such extended 
transactions, it is applied an algorithm for extract the final set of rules, which can be 
composed of traditional rules and generalized ones. This methodology can be advan-
tageous, however, the inclusion of ancestors results the generation of many candidate 
itemsets, and it is extremely necessary the use measures for eliminate redundancies, 
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because the algorithm ends up generating redundant patterns On the other hand,  the 
work [4] says that the post-processing stage can to produce few candidates and rules, 
becoming more advantageous. Moreover, the post-processing eliminates the need of 
to use measures for prune redundant rules, since the process is done based on the 
traditional patterns generated. 

However, in many applications of the real world ontologies and taxonomies may 
not be crisp, but fuzzy [5], because these applications do not have classes of objects 
with pertinence criteria precisely defined [6]. In this context, Wei and Chen [5] intro-
duced the use of fuzzy taxonomies. They considered the partial relationships possibly 
existing in taxonomy, where an item may partially belong to more than one parent 
item. For instance, tomato may partially belong to both fruit and vegetable with dif-
ferent degrees. However, Lee [7], highlights the existence of  two different types of 
structures, fuzzy concept hierarchies and generalization hierarchies of fuzzy linguistic 
terms. In the first, a concept may have partial relationship with several generalized 
concepts, and the second is a structure in which upper level nodes represent more 
general fuzzy linguistic terms. Considering this, Wei and Chen thus defined a fuzzy 
taxonomic structure and considered the extended degrees of support, confidence and 
interest measures for mining generalized association rules.  

Moreover, we want to emphasize that, regardless of the context (fuzzy or crisp), 
the works in mining generalized association rules simply ignore the fact of the rela-
tion between database and taxonomy items does not need be total. In the total relation, 
all database items have a corresponding one in the taxonomic structure, and vice-
versa. On the other hand, assuming a partial relation, some dataset items may not be 
present in the structure leaves, and in the same way some leaf nodes may not be 
present in the database. In addition, the works have being directed to improve me-
thods for obtain generalized fuzzy association rules, which are the ones composed by 
linguistic terms, but few of them have directed efforts for improve the mining genera-
lized rules under fuzzy concept hierarchies. 

Other significant problem is that the stage of the mining process has being little 
explored. Thus, this paper presents the extended FOntGAR algorithm, for mining 
generalized association rules using fuzzy ontologies where the relation data-
base/ontology is not total, and the relationships of specialization/generalization varies 
in the interval [0,1]. The generalization is made during the post-processing stage, and 
can to occur in all levels of fuzzy ontologies. The paper is organized as follow: Sec-
tion two shows some related works. Section three presents the extended FOntGAR 
algorithm. The section four presents the experiments, and the section five shows the 
conclusions. 

2 Related Work 

A generalized rule is an implication of the form A → B, where A ⊂ I, B ⊂ I, A ∩ B 
= 0 and no item in B is an ancestor of any item in A. There are many works using 
crisp taxonomic structures, and such works explore the structures in different stages 
of the algorithm processing. The most common phases of use are the pre-processing 
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and the post-processing. In the pre-processing the generalized rules are obtained 
through extended transactions, which are generated before the pattern generation. On 
the other hand, in the post-processing the generalized rules are obtained after the gen-
eration of the traditional rules, through a sub-algorithm that uses some generalization 
methodology based on the patterns generated.      

In [8], the mining is made using an efficient data structure. The goal is to use the 
structure for find rules between items in different levels of a taxonomy tree, under the 
assumption that the original frequent itemsets and association rules were generated in 
advance. Thus, the generalization occurs during the post-processing step. Also related 
to the post-processing, [4] proposed the GARPA algorithm. The algorithm, unlike 
what was proposed by [2], do not inserts ancestor items in the database transactions. 
The generalization was done using a method of replacement in the rules. This process 
obtains a final set of patterns composed by some ones that could not be generalized 
and generalized rules. Bay Vo and Bac Le [9] present a new algorithm for mining 
generalized association rules. This work is not included in the fuzzy context, but 
crisp. The authors develop an algorithm that scans the database one time only and 
uses a Tidset to compute the support of generalized itemset. A tree structure is devel-
oped for store the database used for mining frequent itemsets. 

Most of the works using the fuzzy logic, in mining generalized rules, are mainly 
focused in to obtain generalized fuzzy association rules, which are the ones composed 
by fuzzy linguistic terms, such as young, tall, and others. In such approaches are used 
crisp taxonomies and the linguistic terms are generated based on fuzzy intervals, nor-
mally generated through clustering. Besides, these works are directed to explore quan-
titative or categorical attributes. In this context we can to point, for example, the 
works [10], [11], [12], [13] and [14].  

In relation to the fuzzy concept hierarchies, according to Wei and Chen [5], the de-
gree  which any node y belongs to its ancestor x can be derived based upon the 
notions of subclass, superclass and inheritance, and may be calculated using the max-
min product combination. Specifically,  max: min  (1)

Where l:    is one of the paths of attributes x and y, e on l is one of the edges on 
access l,  is the degree on the edge e on l. If there is no access between x and y,   0 [5]. 

The degree of the extended support (Dsupport) is calculated based on this . If a 
is an attribute value in a certain transaction t   T, T is the transaction set, and x is an 
attribute in certain itemset X, then, the degree  can be viewed as the one that the 
transaction {a} supports x. Thus, the degree that t supports X may be obtained as fol-
lows:  min max  (2)

Furthermore, an ∑  operator is used to sum up all degrees that are associated 
with the transactions in T, in terms of how many transactions in T support X: 
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      (3)

Thus, the support of a generalized association rule X → Y, let X  Y = Z ⊆ I, can be 
obtained as follows, where | | is the total of transactions in the database: 

    / | |  (4)

Similarly, the confidence (X → Y), called Dconfidence, can be obtained as follows:      /   (5)

Angryk and Petry [16] investigate the application of fuzzy hierarchies to mining multi-
level knowledge from large datasets via an attribute-oriented approach. Cai CH et al. 
[12] proposed a fuzzy multiple-level mining algorithm for extracting implicit know-
ledge from transactions stored as quantitative values. The proposed generalized fuzzy 
mining algorithm was based on Srikant and AgrawalÊs approach, and the items may be 
from any level of the given taxonomy. Chiu et al. [10] proposed a mining algorithm for 
discovering generalized fuzzy association rules from transaction database, based on the 
hierarchical relationships and cluster-based fuzzy sets tables. Differently than [5], they 
do not consider taxonomies with partial relationships, but they are interested in how 
separate the clusters in fuzzy sets, obtaining fuzzy association rules.  

The work [17] introduces an algorithm to update the discovered frequent genera-
lized itemsets. As well as both [5] and our work, the paper [17] also explores fuzzy 
taxonomies with partial membership degrees, however, the taxonomy  of items cannot 
be kept unchanged, some items may be reclassified from one hierarchy tree to another 
for more suitable classification, for example. In [17] generalized rules are obtained like 
proposed in [2], where is made the use of extended transactions, as well as [5] and 
[18]. On the other hand, Some works, like [19] and [20] are directed to the semantic of 
the data mined. They use ontologies for extract associations of similarity existing be-
tween items of the database. These relations are represented in the leaves of ontology, 
and the authors say that the ontologies used are fuzzy; however, except by inclusion of 
relations of similarity, we can say they are crisp in essence, since the specializa-
tion/generalization degrees are constant 1, like crisp ontologies. The work [20] is an 
extension of [19], and the main differences are the introduction of a redundancy treat-
ment and a step of generalizing non-frequent itemsets. However, both algorithms are 
limited, since generalizes at only one level of ontology (leaf nodes to parents). 

Thus, as was demonstrated, there are few works exploring fuzzy concept taxono-
mies. Besides, the works are inserted in the line of mining generalized fuzzy associa-
tion rules, which is a concept different, since the rules are obtained, most of the time, 
with the utilization of linguistic terms. Other important point is that the works consid-
er only the total relation among database items and taxonomic structure items. Be-
sides, it is possible to see a bias, which is the realization of the generalization process 
as presented in [2], exploring fuzzy taxonomies during the pre-processing stage, 
through extended transactions.  
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In this sense, we have two motivations for generalize during the post-processing: 
First: it is the reduction of the amount of rules generated, since previous work show 
that this is possible. Second motivation: it is the elimination of redundancy problems 
without the use of interest measures, which are, in general, very subjective. The re-
dundancy problem is commonly derived from the use of extended transactions. How-
ever, when fuzzy taxonomies are used during the post-processing, the calculating of 
both support and confidence must be extended to the fuzzy context. In this sense, the 
quantity of database scans realized during the calculus must be checked, since it may 
affect the runtime of the algorithm.  

3 The Extended FOntGAR Algorithm  

The aim of the extended FOntGAR (extended Fuzzy Ontology-based Generalized 
Association Rules Algorithm) is to post-process a set of specialized association rules 
(AR) using fuzzy ontologies, in order to obtain a reduced non-redundant and more 
expressive set of generalized rules, considering the partial relation between database 
and ontology. Figure 3.1 illustrates all steps of the extended FOntGAR algorithm. The 
steps colored in grey are the main points of our algorithm.  
 

 

Fig. 3.1. Steps of the extended FOntGAR 

3.1 Ideas Used in the Proposed Algorithm 

The process of generating traditional association rules is based on Apriori [21], and as 
an mining association rule algorithm, it needs of an user-provided minimum support 
and minimum confidence parameters to run. Moreover, it needs of a minGen and a 
side parameters: 
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• minsup, which indicates the minimum support; 
• minconf, which represents the mininum confidence; 
• minGen, which represents the minimum quantity of   descendants in different 

specialized rules; 
• side, which represents the side to be generalized; 
 
The minsup, minconf and minGen parameters are expressed by a real value in the interval 
[0,1]. The side parameter is expressed by a string value left, right or lr, indicating the gene-
ralization side. The generalization can be done on one side of the rule (antecedent or  
consequent) or both sides (lr: left and right side). While the left side indicates relations 
between classes of items and specialized items, the side right indicates relations between 
the specialized items and classes of items. The side lr indicates relations between classes. 

The generalization is made through a sub-algorithm that uses a methodology of 
grouping and replacement in the rules. In this methodology, two or more rules are 
grouped in order to be replaced by a unique generalized rule. Several groups can be 
generated, and the grouping is done based on the parameter side and on the fuzzy 
ontology. In this case, when compared, two or more rules having identical parents, in 
the side of generalization, are grouped in a same group. Is important to say a group is 
generated only if two or more rules can be grouped, and as several groups may be 
generated, various generalized rules may be obtained. During the grouping, the ances-
tors analyzed are the immediate ones of items present on rules in question, which are 
the ancestor presents in the current level of generalization. 

When the parameter side is left or right, rules having the same elements in the 
contrary side of generalization, and elements with identical parents in the generaliza-
tion side are placed in a same group. For example, supposing ontology of bread and 
milk, where bread is a breadA, breadB, breadC, breadD, breadE, and milk is a milkA, 
milkB milkC. Suppose the side was set with right and the traditional rules milkA → 
breadA, milkA → breadB, milkA → breadC. As all rules have the same elements in 
antecedent side (contrary side of generalization) and the parents of consequent items 
(side of generalization) is the same, these rules will be grouped together. When the 
parameter side is lr, rules having items with the same parents in both antecedent and 
consequent sides will be grouped together. For example, considering the traditional 
rules milkA → breadA, milkB → breadB, milkC → breadC, as all rules have the same 
parents in both antecedent and consequent side, these rules will be grouped together. 

An important point is that generalized rules can be generated without the uses of 
all descendants of an ancestor. In this sense, to avoid an over-generalization, a set of 
specialized rules contained in a group can be substituted by a more general rule only 
if a minGen parameter [20] was satisfied. Consider the minGen value is 0.6 (60%), 
and the side is lr, the rule milk → bread will be generated even if there is no rule for 
each kind of bread and milk in the current group, but only if 60% of descendants of 
bread and milk are present in this set of rules.  Assuming that a generalized rule con-
tains summarized information and represents a general knowledge, the analysis of the 
rule milk → bread could be affected, since it does not cover all kinds of bread and 
milk, thus, the use of minGen could to produce semantic loss. In this sense, in order to 
guide the user’s comprehension, the algorithm show the items which have not partici-
pate in the generalization process. For example, suppose the item breadE is not 
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present in the specialized AR set, the generalized rule are shown as milk → bread  
(-breadE), indicating that the item breadE did not compose the generalization. 

However, apart from such ideas, the algorithms supports situation where de rela-
tion between database items and ontology leaves are partial. In this sense, the uses of 
mingen was adapted to the new explored concept, for instance, assume that in the 
used ontology milk is represented by 5 (five) types of milk, , , , 

 e , and in the used dataset there are only 4 (four) types of milk, , 
, , . In this sense, the item  will never occur in the rules, 

because the mining is made in the data and not in the structure. Thus, when to verify 
if the minGen is satisfied must be considered that 100% of milk descendants are, 

, , , , without include , because the same do not is part 
of the actual context. Thus, to facilitate the process of structure items identification 
that really are part of the database, assisting the minGen verification process, the  
algorithm extracts from the ontology a taxonomy where all items are present in the 
dataset. So, all times the minGen is checked the mentioned taxonomy is verified.  

In this research, to represent fuzzy ontologies we follow the meta-ontology proposed 
in [22], which is an upper ontology as it represents fuzzy constructs to be inherited 
and/or instantiated by specific domain ontologies. Such ontology is based on OWL DL 
[23], a W3C recommendation supported by several reasoners and application program-
ming interfaces used to develop ontology-based applications. Figure 3.2 illustrates how 
to model a fuzzy class, considering an example of domain ontology that inherits and 
instantiates fuzzy constructs of the upper ontology.  Instances are colored in grey, fuzzy 
constructs are identified by the fuz: prefix and domain-specific ontology elements con-
tain the veg: prefix. Instances of the fuz:FuzzyConceptMembership class are responsi-
ble for associating domain ontology individuals that have a membership degree 0<μ<1 
to their correspondent fuzzy classes. In the Figure 3.2, the veg:tomato individual has a 
membership degree Fruit(tomato) = 0.7, expressing that veg:tomato belongs to the 
veg:Fruit class with a fuzzy degree. 

 

 

Fig. 3.2. The fuzzy meta-ontology 
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3.2 The Extended FOntGAR Step by Step 

First, the ontology reasoner is used to infer the membership degrees of the leaves in 
relation to the ancestors, through the Equation 1. These degrees are stored in a data 
structure. The steps of data scanning, generating candidates and generating rules are 
done similarly to the Apriori. At end of generating rules we have a set of specialized 
rules, which will be used on the generalization treatment. However, during the first 
scanning in the database, the algorithm converts the same from the horizontal format 
to vertical format, including also the ontology ancestors in the conversion. This al-
lows an immediate access to occurrences of an element. After the initial scan the algo-
rithm uses the database items to extract the taxonomy where the relation between 
ontology items and dataset items is total. That structure is created only to facilitate the 
minGen verification. The Figure 3.3 illustrates a taxonomy extracted from ontology 
with more items.  

Then, the generated rules and the side of generalization are passed for a groupin-
gRules function, which is responsible to do the grouping treatment. Posteriorly, for 
each group generated, all rules in a group are represented by a more general rule, and 
for each group the minGen parameter is checked. Besides, it is verified if antecedent 
∩ consequent = 0 and if no consequent item is ancestor of any antecedent item. If 
such verifications are satisfied the calculus of support is made. If the general rule is 
not frequent, then the generalization do not occurs, but if the general rule is frequent, 
the rules of the corresponding group are replaced by the same, and it is inserted in the 
result. After that, if there are generalized rules, the same are used in the next level of 
generalization, and if this situation is true for all next levels, the generalization 
process will be done until one level below the ontology root. However, if there is no 
generalized rule at a certain level will be impossible to generalize in the next levels, 
and when this happens, the generalization process is concluded. Finally, after the 
generalization treatment, the algorithm enters its final stage, which is the results  
generation. In this step extended FOntGAR shows to the users all generalized rules 

 

 

Fig. 3.3. Taxonomy extract from an ontology with more items in relation to the database 
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3.3 Calculating the Degrees of Support and Confidence 

Considering the fuzzy taxonomy of Figure 3.4, Fruit → Meat is a generalized rule 
and {Fruit, Meat} is their itemset format. The support is calculated based on the sum 
of all degrees of transactions that support simultaneous occurrences of {Fruit, Meat}. 
However, {Fruit, Meat} is obtained and known only during the post-processing. 
Then, for obtain the degree of each transaction it would be necessary a new scanning 
in the database. As many generalized rules may be generated, the quantity of new 
scanning also may be huge, and depending on the quantity of rows of the database, 
the performance of the algorithm would be affected. In extended FOntGAR we use 
two data structures (Figure 3.4 and Figure 3.5) to allow the calculating of support 
avoiding additional scan. Such structures are composed by keys and values. In Figure 
3.4, a key is an item of the database or ancestor of the ontology.  Each key points a 
value, which is a vector storing the identifiers of the database transactions where the 
key appear. 

 

Fig. 3.4. Data structure used for store items and ancestors 

 

Fig. 3.5. Data structure used for store de degrees of transactions 
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The equation used in the calculus of support is derived from the Equation 2 (sec-
tion two). So, if we partitioned the same in two subparts (Part 1 and Part 2), we have: 

• Part 1 = max    
• Part 2 = min    .  

As said, we can have many generalized rules, but we don’t know what will be  
generated. So, the itemset format of each may be any X = { , … , }, where X is the 
generalized rule, and , … ,  are items of the rule.  

In this way, first we do the computation of Part 1, which is the degree that each 
transaction t supports an ancestor x. Based on the results of Equation 1, found at  
beginning of the algorithm, these degrees are calculated and stored in a data structure 
(Figure 3.5), where a key is the ancestor x (which will be present in generalized 
rules), and each key points a value, which is a vector storing the degrees mentioned. 
Thus, since the result of Part 2 correspond to min operator for the degrees related to 
any rule { , … , }, we use the stored degrees of , … ,  for calculating the Part 2, 
obtaining the support of any generalized rule.             

An important point is that if 0 the transaction does not supports , then 
the degree  is not stored in the vector. Thus, each vector linked in a key of the 
Figure 3.4 has the same quantity of positions of the vector pointed by the same key of 
the Figure 3.5. Besides, in such vectors, the values of correspondent positions are 
related. For example, through Figure 3.4 we can see the key Fruit is present in three 
transactions, T1, T2 and T4. Then, from the Figure 4.5 we can infer the degree which 
T1, T2 and T3 support Fruit is 1, 0.7 and 0.7, in the same order. 

Now, consider an example about how calculate the support of the rule Fruit → 
Meat: First, the algorithm uses the structure shown in the Figure 3.4 for verify the 
quantity of transactions in the intersection of values stored in vectors of these keys, 
since it represents all simultaneous occurrences of Fruit and Meat on the dataset 
transactions. Figure 3.6 illustrates this idea. In this case we have two occurrences of 
{Fruit, Meat}. Then, in relation to each key, the algorithm uses the positions of these 
transactions in Figure 3.4 to found the degree which each transaction supports these 
ancestors. Such degrees are present in the same positions of the vectors linked at Fruit 
and Meat on the Figure 3.5. In this case we have: Fruit: 0.7/T2, 0.7/T4; Meat: 0.6/T2, 
1/T4, which are results of Part 1. Based on these degrees, we use Part 2 to calculate 
the , where X is {Fruit, Meat}. 

For T2 we have:  min    1 min 0.7, 0.6 0.6 

For T4 we have:  min    1 min 0.7, 1 0.7 

So, according to Equation 3, we have 0.6 + 0.7 = 1.3. Furthermore, the Equation 4 is 
used to calculate the support, which is 0.21. Although we presented a specific exam-
ple, the process applies to any rule. 
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Fig. 3.6. Representation of idea used in the calculating of support 

Several approaches using data structure similar to Figure 3.4, the work [9] cited 
previously is an example. Some works call it of database in a vertical format, since 
they use the database items. However we are also considering the inclusion of ances-
tor items. Is important to say that this structure allows an indexed access to data, un-
like what happens in the database scans.  

4 Experiments 

This section shows some experiments performed to validate the algorithm. A real 
dataset was used. The dataset (DB-1) contains information about Years of study, Race 
or ethnicity and Sex, and was provided by Brazilian Institute of Geography and Statis-
tics (IBGE). DB-1 contains 10000 transactions with 12 distinct items.  

A fuzzy ontology, called Ont-1 ontology, was created. The Ont-1 was constructed 
contained one level of abstraction, except by the root, and the average value of specia-
lization/generalization degrees was 0.8. The ontology was modeled in OWL (Web 
Ontology Language) and the Jena Framework was used to allow navigation through 
ontology concepts and relations. We also included the concept of partial relation be-
tween database items and ontology items.  

In order to compare and illustrate the performance of extended FOntGAR, the ex-
periments were carried out with respect to a major aspect. With the DB-1, the 
GARPA algorithm [4] under a corresponding crisp taxonomy, NARFO [20] under a 
corresponding crisp ontology and extended FOntGAR algorithm under the Ont-1 
were run. The purpose was to show what the effect of fuzzy extensions could be. In 
this comparison, 2 experiments were conducted.  
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4.1 Comparisons 

In such comparisons we performed 2 experiments with the real data and taxonomic 
structure mentioned above, changing a different parameter in each experiment. The 
experiments were done with default values of parameter, except for the one being 
varied. By default, minsup = 0.02, minconf = 0.4 and mingen = 0.2. The side of gene-
ralization was set to lr in all algorithms. 

Number of transactions 
In the Figure 4.1, the vertical axis is the average of scanning time per transaction 

(in milliseconds) in relation to the first scan in the database. Here was compared the 
first scan on NARFO and the first scan on extended FOntGAR. We varied the number 
of transactions from 2000 to 10000. From Figure 4.1, it is possible see that the gap 
between extended FOntGAR, and NARFO show that the scanning with fuzzy ontolo-
gies is more time consuming than scanning with crisp ontologies. There are two rea-
sons. First, the membership degree calculation demands more time. Second, the data 
structures generation contributes for increase the runtime. However, we can see that 
the gap tends keep stable with the increase of the number of transactions. This show 
that the computational complexity is linear with the number of transactions, which is 
the same as the crisp algorithm. The difference between the two curves turns to be 
constant. 

 

Fig. 4.1. Verification of the reading time per transaction 

Minimum degree of support  
In the Figure 4.2 we changed the minimum degree of support from 0.05% to 0.2%. 

The vertical axis is the total execution time in seconds. Notably, with the increase of 
minsup, the runtime of both extended FOntGAR and GARPA decreases. The reason 
is when the minsup increases the amount of traditional rules decrease, and conse-
quently a minor quantity of rules are post-processed. However, we can see that 
GARPA consumes more time than extended FOntGAR. The reason is that GARPA 
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demands more time during the calculating of support, because a new scan in the data-
base is made for each generalized rule obtained. So, depending on the quantity of 
rules and rows of the dataset, the runtime can be very high. On the other hand, the 
data structures avoid the necessity of new scans in the database, decreasing the run-
time. 

 

Fig. 4.2. Comparison in relation to the runtime, varying the minsup 

5 Conclusions and Future Works 

This paper proposes the extended FOntGAR algorithm, an algorithm for mining gene-
ralized association rules under all levels of fuzzy ontologies, including the concept of 
partial relation between database items and ontology nodes. The experiments show 
that when it is used fuzzy ontologies a complete scan in the database may be more 
time consuming, but the gap tends keep stable with the increase of the number of 
transactions. However, the total execution time of extended FOntGAR is faster than a 
crisp approach, and the main reason is the quantity of scans in the database, per-
formed during the calculus of support. Thus, the data structures created in extended 
FOntGAR avoid the necessity of new scans during the calculating of support, allow-
ing a more efficient access to data and decreasing the runtime. 

This work presents several contributions. First and main, it is the introduction of 
the concept of partial relation between database items and taxonomy items. The litera-
ture shows that the most related works do not use that concept, and as introduced by 
[2], they also are focused only in to obtain fuzzy rules with linguistic terms. Thus, our 
algorithm makes an important improvement on the state of the art. Another important 
contribution is that extended FOntGAR generates non-redundant rules without use 
pruning measures, since the generalized rules are obtained based on the traditional 
rules, and the same, when generalized, are not included in the result. We presented 
our solution for the calculus of support on the post-processing stage, when using 
fuzzy taxonomic structures. It is also an important contribution, since solves the prob-
lem of scans in the database and improves the runtime of the algorithm.    
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For future works we are doing some improvements in the extended FOntGAR al-
gorithm. We are including user’s preferences, and the introduction of context in fuzzy 
ontologies. Considering that all items of the database are indexed, we will to index 
only the items necessary for the calculus of support. So, the structures will be proba-
bly generated after the generalized rules generation. 
 
Acknowledgments. This work has been supported by FAPESP (Sao Paulo State  
Research Foundation), CNPq (National Council for Scientific and Technological 
Development) and CAPES (Brazilian Federal Funding Agency for Graduate  
Education Improvement). 

References 

1. Agrawal, R., Imielinski, T., Swami, A.: Mining association rules between sets of items in 
large databases, Washington, DC, USA, pp. 207–216 (1993) 

2. Srikant, R., Agrawal, R.: Mining Generalized Association Rules. Presented at the Proceed-
ings of the 21th International Conference on Very Large Data Bases (1995) 

3. Han, J., Fu, Y.: Discovery of Multiple-Level Association Rules from Large Databases. 
Presented at the 21 VLDB Conference, Zurich, Switzerland (1995) 

4. Carvalho, V.O.D., Rezende, S.O., Castro, M.D.: Obtaining and evaluating generalized as-
sociation rules. In: 9th International Conference on Enterprise Information Systems, ICEIS 
2007, Funchal, Madeira, June 12-16, pp. 310–315 (2007) 

5. Wei, Q., Chen, G.: Mining generalized association rules with fuzzy taxonomic structures. 
In: 18th International Conference of the North American Fuzzy Information Processing 
Society, NAFIPS 1999, pp. 477–481 (1999) 

6. Zadeh, L.A.: Fuzzy sets. Information and Control 8, 338–353 (1965) 
7. Lee, J.-H., Lee-Kwang, H.: An Extension of Association Rules Using Fuzzy Sets. Pre-

sented at the 7th International Fuzzy Systems Association World Congress, Prague, Czech 
(1997) 

8. Wu, C.-M., Huang, Y.-F.: Generalized association rule mining using an efficient data 
structure. Expert Systems with Applications 38, 7277–7290 (2011) 

9. Vo, B., Le, B.: Fast Algorithm for Mining Generalized Association Rules. International 
Journal of Database Theory and Application 2, 1–12 (2009) 

10. Hung-Pin, C., Yi-Tsung, T., Kun-Lin, H.: A Cluster-Based Method for Mining Genera-
lized Fuzzy Association Rules. In: First International Conference on Innovative Compu-
ting, Information and Control, ICICIC 2006, pp. 519–522 (2006) 

11. Mahmoudi, E.V., Sabetnia, E., Torshiz, M.N., Jalali, M., Tabrizi, G.T.: Multi-level Fuzzy 
Association Rules Mining via Determining Minimum Supports and Membership Func-
tions. In: 2011 Second International Conference on Intelligent Systems, Modelling and 
Simulation (ISMS), pp. 55–61 (2011) 

12. Cai, C.H., Fu, A.W.C., Cheng, C.H., Kwong, W.W.: Mining Association Rules with 
Weighted Items. In: International Database Engineering and Application Symposium, pp. 
68–77 (1998) 

13. Hong, T.P., Lin, K.Y., Wang, S.L.: Fuzzy data mining for interesting generalized associa-
tion rules. Fuzzy Sets and Systems 138, 255–269 (2003) 

14. Lee, Y.-C., Hong, T.-P., Wang, T.-C.: Multi-level fuzzy mining with multiple minimum 
supports. Expert Systems with Applications: An International Journal 34, 459–468 (2008) 



 Exploring Fuzzy Ontologies in Mining Generalized Association Rules 681 

15. Adomavicius, G., Tuzhilin, A.: Expert-driven validation of rule-based user models in per-
sonalization applications. Data Mining and Knowledge Discovery 5, 33–58 (2001) 

16. Angryk, R.A., Petry, F.E.: Mining Multi-Level Associations with Fuzzy Hierarchies. In: 
The 14th IEEE International Conference on Fuzzy Systems, Reno, NV, pp. 785–790 
(2005) 

17. Wen-Yang, L., Ming-Cheng, T., Ja-Hwung, S.: Updating generalized association rules 
with evolving fuzzy taxonomies. In: 2010 IEEE International Conference on Fuzzy Sys-
tems (FUZZ), pp. 1–6 (2010) 

18. Chen, G., Wei, Q.: Fuzzy association rules and the extended mining algorithms. Informa-
tion Sciences - Informatics and Computer Science: An International Journal 147, 201–228 
(2002) 

19. Escovar, E.L.G., Yaguinuma, C.A., Biajiz, M.: Using Fuzzy Ontologies to Extend Seman-
tically Similar Data Mining. Presented at the 21 Brazilian Symposium on Databases, Flo-
rianópolis, Brazil (2006) 

20. Miani, R.G., Yaguinuma, C.A., Santos, M.T.P., Biajiz, M.: NARFO Algorithm: Mining 
Non-redundant and Generalized Association Rules Based on Fuzzy Ontologies. In: Filipe, 
J., Cordeiro, J. (eds.) ICEIS 2009. LNBIP, vol. 24, pp. 415–426. Springer, Heidelberg 
(2009) 

21. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules. Presented at the 
Conference on Very Large Databases (VLDB), Santiago, Chile (1994) 

22. Yaguinuma, C., Santos, M., Biajiz, M.: Fuzzy Meta-ontology for Representation of Impre-
cise Information in Ontologies. Presented at the II WOMSDE (2007) 

23. Smith, M.K., Welt, C., McGuinness, D.L.: W3C Proposed Recomendation: OWL Web 
Ontology Language Guide (Dezembro 2, 2004) 



B. Murgante et al. (Eds.): ICCSA 2012, Part III, LNCS 7335, pp. 682–697, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

BTA: Architecture for Reusable Business Tier 
Components with Access Control 

Óscar Mortágua Pereira1, Rui L. Aguiar1, and Maribel Yasmina Santos2 

1 DETI, Instituto de Telecomunicações, University of Aveiro 
3810-193 Aveiro, Portugal 
{omp,ruilaa}@ua.pt 

2 Centro Algoritmi, University of Minho 
4800-058 Guimarães, Portugal 
maribel@dsi.uminho.pt  

Abstract. Currently, business tiers for relational database applications are 
mostly built from software artifacts, among which Java Persistent API, Java 
Database Connectivity and LINQ are three representatives. Those software 
artifacts were mostly devised to address the impedance mismatch between the 
object-oriented and the relational paradigms. Key aspects as reusable business 
tier components and access control to data residing inside relational databases 
have not been addressed. To tackle the two aspects, this research proposes an 
architecture, referred to here as Business Tier Architecture (BTA), to develop 
reusable business tier components which enforce access control policies to data 
residing inside relational databases management systems. Besides BTA, this 
paper also presents a proof of concept based on Java and on Java Database 
Connectivity (JDBC). 

Keywords: reuse, component, business tier, databases, access control. 

1 Introduction 

Object-oriented and relational paradigms are simply too different to bridge 
seamlessly, leading to a set of difficulties informally known as impedance mismatch 
[1]. Impedance mismatch derives from the diverse foundations of both paradigms and 
has been an open issue for more than 50 years [2]. To tackle impedance mismatch, 
several solutions have been devised, including Call-Level Interfaces (CLI), Embedded 
SQL, object-to-relational mapping techniques (O/RM), language extensions and 
persistent frameworks. These solutions are used to build business tiers aimed at 
dealing with and hiding all the complexity of the translation between the two 
paradigms. In spite of their key relevance to build business tiers, these solutions do 
not address two aspects: 1) reusability – they are not tailored to develop reusable 
business tiers components [3] and 2) security – they do not provide any access control 
mechanism to data residing inside relational  database  management systems 
(RDBMS). Next, a deeper analysis on both aspects is presented. 
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Reusability 
Current solutions were mainly devised for tackling the impedance mismatch by providing 
a wide set of services to that end. Business tiers have not been foreseen as reusable 
components. Listing 1 resorts to JDBC [4], LINQ [5] and JPA [6] to prove it. The same 
CRUD expression is used (Select top 10 o.cleintId, SUM(o.value) from Orders o Group 
By o.clientId) in the three cases. Components would enforce a clear separation between 
the development process of business tiers and the development process of application tiers. 
Listing 1 shows that programmers, for all the three cases, play two roles: business tier 
developer role and application tier developer role. They play the former role when they 
write CRUD expressions and source code to execute them (line 1-8; 12,13,15,16;  
21-23,26-28). They play the latter role when they handle application data (line 5,6; 13-16; 
22-28). Current solutions were not devised to avoid this tangling of roles.  

 
// JDBC 
1. String sql=”Select top 10 o.clientId, SUM(o.value)...”; 
2. Statement st=conn.createStatement(); 
3. ResultSet rs=st.executeQuery(sql); 
4. while (rs.next()){ 
5.    clientId=rs.getInt(“clientId”); 
6.    value=rs.getFloat(“value”); 
7.    // ... more code 
8. } 
9. 
10. 
11. //LINQ 
12. String sql=”Select top 10 o.clientId, SUM(o.value)...”; 
13. IEnumerable<Top10Orders> ord=db.ExecuteQuery<Top10Orders>(sql); 
14. foreach (Top10Orders o in ord) { 
15.     clientId=o.clientId; 
16.     value=o.value; 
17.     //... mode code 
18. } 
19.  
20. // JPA 
21. String sql=”Select top 10 o.clientId, SUM(o.value)...”; 
22. Query qry=entityManager.createNativeQuery(sql); 
23. List result=qry.getResultList(); 
24. for (int n=0; n<result.size(); n++) { 
25.     Object ord=result.get(n); 
26.     Object[] fields=(Object[]) ord; 
27.     clientId=(Integer) fields[0];   // read clientId 
28.     increment=(Double) fields[1];   // read value 
29.     // ... more code 
30. } 

Listing 1. Examples with JDBC, LINQ and JPA 

Security 
Access control may be defined as being the enforced security policies which, for each 
database object schema (usually tables and views), control which users have access to 
them and the specific types of actions they are allowed to execute. For example, a user 
User may be allowed to issue Select and Update expressions on an object schema 
OSchema but not Insert and Delete expressions on the same object schema. 
Additionally, if necessary, it is possible to enforce a fine-grained access control at 
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column and at row levels. At the column level, the User may read a set of attributes but 
not another set from the same OSchema. At the row level, database administrators may 
resort to other mechanisms such as triggers and Virtual Private Databases [7]. In spite 
of being a key issue, current solutions do not address access control policies. 
Programmers of business tiers are free to write any CRUD expression. From Listing 1, 
we may see that programmers encode CRUD expressions inside strings (line 1,12,21) 
and order their execution (line 3,13,22) without any restriction. In reality, access control 
policies are mostly defined and enforced inside RDBMS. They are suited to control the 
access but not to control the information CRUD expressions they may get, this way 
opening a security gap. Listing 2 presents two CRUD expressions to justify this 
premise. Both CRUD expressions need exactly the same access control permissions: 
read columns clientId and value. The first CRUD expression basically retrieves raw data 
while the second CRUD expression retrieves critical statistical information. Access 
control mechanisms of RDBMS do not take into consideration the type of information 
being retrieved, this way opening a security gap. This situation may be overcome by 
controlling the CRUD expressions programmers of business tiers may use. 

 
1. -- SQL 1
2. Select o.clientId, o.value 
3.   from Orders o 
4.    Where o.date between '2011-01-01' and '2011-12-31’ 
5.  
6. -- SQL 2 
7. Select top 10 o1.clientId, SUM(o1.value)-SUM(o2.value) as value 
8.   from Orders o1, Orders o2 
9.   where o1.clientId=o2.clientId and 
10.        o1.date between '2011-01-01' and '2011-12-31' and 
11.        o2.date between '2010-01-01' and '2011-12-31' 
12.  group by o1.clientId 
 

Listing 2. CRUD expressions to exemplify the security gap 

To tackle these situations, this paper presents an architecture, herein referred to as 
Business Tier Architecture (BTA), to develop reusable business tier components that 
enforce access control mechanisms to data residing inside RDBMS. These issues are 
addressed by: 1) developing business tier components as independent software 
artifacts to support one or more business areas (accounting, warehousing, orders, 
etc.); 2) by deploying CRUD expressions at runtime to address specific users’ needs 
and 3) in compliance to established security policies. Reusability is addressed by 1) 
and 2) and security is addressed by 3). Fig. 1 shows a block diagram of a database 
application  built from a  reusable  business tier  component derived  from  BTA. The 
component is completely decoupled from  the application tier and CRUD expressions 
have been already deployed, at runtime, by a reliable entity. Reliable entity is any 
software artifact running under the supervision of database administrators or other 
personnel on their behalf. 

Throughout this paper, all examples are based on Java, JDBC [4] and T-SQL [8] 
(SQL Server). The presented code may not execute properly, since we only show the 
relevant parts for the points under discussion. 
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Fig. 1. Block diagram of a database application 

This paper is structured as follows: section 2 presents the related work; section 3 
presents the BTA; section 4 presents a proof of concept; section 5 presents a brief 
discussion and, finally, Section 6 presents the conclusion. 

2 Related Work 

Related work will be evaluated by grouping it into three categories: impedance 
mismatch approach, security approach and aspects approach. 

 
Impedance mismatch approach 
Several solutions have been devised to improve the development process of business 
tiers mainly for tackling the impedance mismatch. From those solutions, two 
categories have had a wide acceptance in the academic and commercial forums. 
Object-to-Relational mapping (O/RM) tools [9, 10] (LINQ [5], Hibernate [11], Java 
Persistent API (JPA) [6], Oracle TopLink [12]) and Low Level API (JDBC [4], 
OBDC [13], ADO.NET [14]). Other solutions, such as  embedded SQL [15] (SQLJ 
[16]), have achieved some acceptance in the past. Others were proposed but without 
any general known acceptance: Safe Query Objects [17] and SQL DOM [18]. We will 
pick up one solution from each of the two main categories to assess them against the 
target of this research. O/RM tools and Low Level API have been already used in 
Listing 1 to support the premises about their lack of a component perspective and lack 
of security. Therefore, we will focus on some additional aspects about O/RM tools. 

O/RM tools were devised to create in the object-oriented paradigm static 
representation models of relational database schemas. The static model is built in a 
first stage, eventually by a database administrator, and then programmers start the 
development process. The basic artifacts of the static representation are classes 
(entities), each one representing a database table. Through these entities, programmers 
may read data from tables, update data, insert new data and, finally, delete existing 
data, conveying the same result as the execution of native SQL statements. These four 
operations are intrinsic to entities not being possible to configure which should or 
which should not be made available for each table. To extend O/RM capabilities, they 
support several additional techniques. Among them the support for proprietary (HQL 
for Hibernate, JPQL for Java Persistent API, language extensions for LINQ) and 
native query languages is emphasized, as shown in Listing 1. All this easiness is 
against their capability of being used as components (it is not possible to separate the 
business tier and the application tier development processes) and against their 
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capability to cope with access control policies (there is no way to control the CRUD 
expressions being executed).  

Low Level API were devised to feature high performance and ability to fully 
comply with SQL expressiveness. CRUD expressions are encoded inside strings 
before being executed on RDBMS. Low Level API provide a set of interfaces not 
only to execute any SQL statement, but also to manage local memory structures that 
keep data returned from Select statements. Through these local memory structures, 
programmers, similarly to entities of O/RM tools, may read data, insert new data, 
update and delete data.  There is no way to avoid it. Once again, this easiness is 
against Low Level API to promote their capability of being used as components (it is 
not possible to separate the business tier and the application tier development 
processes) and against their capability on providing access control policies (there is 
no way to control the CRUD expressions to be executed). 

 
Security approach 
SELINKS [19] is a programming language in the type of LINQ and Ruby on Rails 
which extends Links [20]. SELINKS is focused on dealing with access control and, 
thus, it does not address the componentization aspect, conveying a similar behavior as 
LINQ does. Regarding access control, security policies are coded as user-defined 
functions on RDBMS. Through a type system named Fable, it is assured that sensitive 
data is never accessed directly without first consulting the appropriate policy 
enforcement function. RDBMS run policy functions to check, at runtime, which type 
of actions users are granted to perform, not addressing this way the security gap here 
presented. Moreover, queries are only statically checked, regarding the enforcement 
of the policies to be checked at runtime. At development and compile time, 
developers are not aware about the impact of the enforced policies but only aware of 
the existence of access control policies. This means that developers only after running 
the CRUD expressions have feedback about the successful or the unsuccessful 
execution. With BTA, programmers cannot order the execution of CRUD expressions 
that are not aligned with the enforced access control policies. 

Jif [21] extends Java with support for information access control and also for 
information flow control. Jif enforces access control by providing labels to be inserted 
in-line with the source code of the host programming language to express security 
policies. Thus, regarding componentization, Jif does not enforce any architecture to 
that end. Regarding the implemented access control policies, they do not address the 
key issue of the security gap because they are mainly focused on the access to 
information and not to what may be done with the information. An advantage is that 
the access control mechanisms are enforced at compile time and at runtime. A 
disadvantage is that, at development time, programmers will only be aware of 
inconsistencies after running the Jif compiler, which is not as efficient as the strategy 
followed by BTA. 

Rizvi et al. [22] approach relies on views to filter contents of tables and 
simultaneously to infer and check at runtime the appropriate authorization to execute 
any CRUD expression. The process is transparent and CRUD expressions are rejected 
if they do not have the appropriate authorization. This would overcome the security 
gap but authors have not assured the completeness of the inference rules. Besides, 
there are some additional disadvantages: 1) the inference rules are complex and time 
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consuming; 2) security enforcement is transparent, so users do not know that their 
queries are run against views; 3) programmers cannot statically check the correctness 
of queries which means they are not aware of access control policies at development 
and at compile time. Regarding the reusability, it is not addressed because the 
enforcement is completely implemented by views in the RDBMS. 

Differential-privacy [23] has had significant attention from the research 
community. It is mainly focused on preserving privacy from statistical databases. It 
really does not directly address the points here under discussion. The interesting 
aspect is Frank McSherry’s [24] approach to address differential-privacy: PINQ - a 
LINQ extension. The key aspect is that the privacy guarantees are provided by PINQ 
itself not requiring any expertise to enforce privacy policies. PINQ provides the 
integrated declarative language (SQL like, from LINQ) and simultaneously provides 
native support for differential-privacy for the queries being written. 

 
Aspects approach 
Aspect-oriented programming [25] (AOP) community considers persistence as a 
crosscutting concern [26]. Several works have been presented but none addresses the 
points here under consideration. The following works are emphasized: [27] is focused 
on separating scattered and tangled code in advanced transaction management; [26] 
addresses persistence relying on AspectJ; [28] presents AO4Sql as an aspect-oriented 
extension for SQL aimed at addressing logging, profiling and runtime schema 
evolution. It would be interesting to see an aspect-oriented approach for the points 
herein under discussion, mainly for the access control. 

3 Business Tier Architecture (BTA) 

BTA objective is to promote the development of reusable business tier components 
that enforce access control mechanisms to data residing inside RDBMS, herein 
known as Business Tier Components (BTC). To achieve this goal, BTA provides 
three key interfaces: IAdm through which reliable entities manage, at runtime, the set 
of CRUD expressions to be made available; IUser through which users may access to 
BTC internal functionalities such as the execution of CRUD expressions and, finally, 
BTI (Business Tier Interface), responsible for providing services to support one or 
more business areas and, therefore, to manage the execution of CRUD expressions. 
Fig. 2 presents a general BTC instance with the 3 main interfaces. In a), the BTC has 
no CRUD expressions yet. In b), CRUD expressions (CE1, CE2,…,CEn) haved been 
deployed and are managed by BTI. 

 

 

Fig. 2. General BTC instance without a) and with b) CRUD expressions 
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Before entering  the  detailed  presentation, two  common  relational  concepts are 
introduced: relation is a data structure returned from a relational database through a 
Select statement; tuple is a row of one relation. 

3.1 Interfaces 

Each BTC implements three main interfaces:  
 

• BTI: this interface manages the execution of CRUD expressions; 
• IAdm: manages the set of CRUD expressions available in each BTC; 
• IUser: this interface is used by application tiers to instantiate artifacts aimed 

at managing the execution of CRUD expressions. 
 

Business Tier Interfaces 
BTI are used by application tiers to deal with the execution of CRUD expressions. 
Application tiers need to ask for the execution of queries and need also to access to 
the returned data (Select statement). CRUD expressions have four distinct types: 
Insert (Create), Select (Read), Update (Update) and Delete (Delete) expressions. Each 
CRUD expression type demands specific services and therefore specific interfaces. To 
tackle this situation, BTI comprises four interfaces, herein known as CRUD 
Interfaces, each one aimed at managing one type of CRUD expression: ISelect, 
IUpdate, IInsert and IDelete for Select, Update, Insert and Delete expressions, 
respectively. On composing these CRUD Interfaces, it came clear that the methods 
could be organized in smaller interfaces, herein known as Service Interfaces, each one 
representing coherent and disjoint functionalities. For example: 1) Update and Delete 
expressions return an integer indicating the number of affected rows; 2) local memory 
structures need methods to provide scrolling on their tuples; 3) every CRUD 
expression needs a method to trigger its execution. Thus, in order to organize the 
presentation of all CRUD Interfaces the presentation begins with the Service 
Interfaces from which the final CRUD Interfaces are built. 

Service Interfaces 
Each Service Interface represents a coherent functionality needed to manage the 
execution of one or more types of CRUD expressions. Service Interfaces are 
presented in Fig. 3 and then individually explained. 
 
IExecute is associated  with  all types  of  CRUD  expressions. It  provides   a   single 
method to invoke the execution of CRUD expression. This method may be invoked as 
often as necessary with the same or with different values for its arguments. 
 

 

 

Fig. 3. Service Interfaces 
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      execute: this method executes the underlying CRUD expression. 
                returns: void. 
                params: comprise all  runtime  parameters  used  in   conditions  inside   the  
                              underlying CRUD expressions. In order  to generalize  its  usage  
                              it may be implemented as  an array of  objects as follows:           

 
void execute(Object[] params) {
    ... 
     for (int n=0;n<params.length;n++) 
          ps.setObject(n+1,params[n]); 
     ... 
} 

                           ps.setObject is used to set runtime parameters of CRUD expressions  
                           as the ones below presented for id and value: 
 

Select *  
From Table 
Where id=? and value>? 

 
IResult is associated to Update and Delete CRUD expressions and is used to collect 
the number of effected rows as consequence of their execution. 
      getNAffectedRows: this   method   returns   the   number  of  affected  rows as the  
                                      consequence of  the query execution: Update or   Delete.                                      
            returns: the number of affected rows. 

 
IScroll is used only with Select expressions. It may comprise other scrollable methods 
depending on the particular implementation. We have defined the only one that is 
mandatory. 
      moveNext: this  method  moves  the  cursor  one  tuple  forward  and points to the 
                         next available tuple. 
           returns: Boolean (true – there is next tuple, false – otherwise). 
            
ISet interface is used to set the runtime values for the attributes used on Insert and 
Update expressions.  
      Set: this  method  sets  the  runtime values  for  the  attributes  used  on  Insert  and  
             Update     statements.  Although    each    CRUD  expression   may   have   its 
             particular attributes, this method has an independent signature. 
             returns: void. 
             attrib: attrib  comprises all the  values to be  used  for the  attributes. It is a  
                      single object  and  it  may  have   several  different  implementations.        
                      The previous presented case for execute method may also be directly  
                      used in this case. 
 
IGet interface comprises one getter method for each individual attribute of the BTI. 
There are as many methods as the possible different attributes of all returned 
relations. Each method’s signature is strictly related to a returned attribute. The 
presented interface suggests that attributes attrib_1, …, attrib_n are returned from the 
host database and their data type in the host programming language are DT1,…,DTn, 
respectively. The following queries are supported by the IGet interface, provided their 
SQL data types are in accordance with the ones defined in the IGet interface. 
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Select attrib_1, attrib_3, attrib_7 from Student ...
Select attrib_10, attrib_1, attrib_30 from Course ... 

 

Fig. 4. shows a case for a general IGet Service Interface. It comprises a set of 
methods, one for each attribute (attrib 1, attrib 2, …, attrib n), to address the needs for 
one or more business areas. Each Select expression uses a sub-set of those methods. 

 

 

Fig. 4. General IGet Service Interface 

CRUD Interfaces 
 
CRUD Interfaces are presented in Fig. 5. They are four, one for each type of CRUD 
expression: Select, Insert, Update and Delete. Next, we will thoroughly explain the 
composition of each CRUD Interface. 

 

 

Fig. 5. CRUD Interfaces 

ISelect: Select expressions are managed by the ISelect interface which comprises 
three Service Interfaces: 1) IExecute to execute Select statements and to set the 
runtime values of their parameters, 2)  IGet to read the attributes of the returned 
relation and  3) IScroll to scroll on the returned relation. 

 
IInsert: Insert expressions are managed by the IInsert interface which comprises two 
Service Interfaces: 1) IExecute to execute Insert statements and set the runtime values 
of their parameters and 2) ISet to set runtime values for the attribute list. 

 
IUpdate: Update expressions are managed by the IUpdate interface which comprises 
three Service Interfaces: 1) IExecute to execute Update statements and set the runtime 
values of their runtime parameters, 2) ISet to set the runtime values of the attribute list 
to be updated and 3) IResult to get the number of updated rows in the host table as 
consequence of the query execution. 
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IDelete: Delete expressions are managed by the IDelete interface which comprises 
two Service Interfaces: 1) IExecute to execute Delete statements and set the runtime 
values of their parameters and 2) IResult to get the number of deleted rows in the host 
table as consequence of the query execution. 
 

Each CRUD Interface is implemented by a class herein known as Business Tier 
Entity (BTE): BTE_S, BTE_I, BTE_U and BTE_ D for ISelect, IInsert, IUpdate and 
IDelete, respectively. Each BTE type manages all CRUD expression of its type.  
IInsert, IUpdate and IDelete are generalizable and usable on all BTC, leading to a 
comfortable situation where BTE_I, BTE_U and BTE_D are reused by all BTC. 
Thereby, only BTE_S needs to be rewritten for each BTC release. This derives from 
the fact that ISelect comprises the IGet Service Interface which is responsible for the 
customization of each BTC release, regarding the attributes to be supported by the 
business areas being addressed. 
 
IAdm 
IAdm interface is used by reliable entities to manage the set of CRUD expressions to 
be made available in each running BTC instance. Through this interface, CRUD 
expressions may be inserted, updated and removed at runtime from the internal pool 
of BTC. Fig. 6 presents a simplified IAdm class diagram.  

 

+addCRUD(in crud : string(idl), in crudId : long(idl), in crudType : long(idl))
+updateCRUD(in crud : string(idl), in crudId : long(idl))
+removeCRUD(in crudId : long(idl))

«interface»
IAdm

 

Fig. 6. Simplified IAdm class diagram 

      addCRUD: this method inserts a new CRUD expression into the pool. 
            returns: void. 

       crud: CRUD expression to be kept. 
       crudId: unique Id. 
       crudType: type of CRUD expression. 
 updateCRUD: this method updates a CRUD expression. 
       Return: void. 
       crud: new CRUD expression to be kept. 
       crudId: id of CRUD expression to be updated. 

      removeCrud: this method removes a CRUD expression from the pool. 
            Returns: void. 
            crudId: CRUD expression to be removed. 

 

Other methods are also necessary such as those to define the connection with the host 
database server. Those methods are out of scope of this paper. 
 
IUser interface is used by application tier developers to instantiate BTE, herein 
known as Business Tier Workers (BTW). Fig. 7 presents the IUser class diagram. 
There is one method for each type of CRUD expression. 
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      createBTW_S: this  method  creates  a  Business Worker of  type ISelect. 
            returns: ISelect. 
            crudId: CRUD expression identification. 
      createBTW_I: this  method  creates  a  Business Worker of  type IInsert. 
            returns: IInsert. 
            crudId: CRUD expression identification. 
      createBTW_U: this  method  creates  a  Business Worker of  type IUpdate. 
            returns: IUpdate. 
            crudId: CRUD expression identification. 
      createBTW_D: this  method  creates  a  Business Worker of  type IDelete. 
            returns: IDelete. 
            crudId: CRUD expression identification. 

 

 

Fig. 7. Simplified IUser class diagram 

3.2 Architecture 

Key blocks of BTA have been presented in a scattered way: CRUD Interfaces, IAdm 
and IUser. In the next step, it is necessary to aggregate them in a way to address the 
two main objectives of BTA: component reutilization and access control. There are 
several approaches to achieve those objectives.  

Fig. 8 presents a simplified class diagram for a possible BTA: 
 

• IBTC is an interface that aggregates IAdm and IUser; 
• the entry point is the public static method login (with authentication) which 

returns IBTC interface (IAdm for reliable entities and IUser for users); 
 

 

Fig. 8. Class diagram for BTA 
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• BTC implements IBTC; 
• one BTE for each CRUD Interface; 
• each BTE receives, at instantiation time, the CRUD expression to be 

managed and a connection object to the host database. 

4 Proof of Concept 

A proof of concept has been devised based on Java and JDBC for SQL Server 2008. 
To promote a more dynamic use of BTC, the configuration process was put inside an 
external component, herein known as CONFIG. The start up and running sequences 
are as follows: 

 
• users try to login using the static method login from BTC; 
• BTC creates an instance of itself; 
• BTC instance loads and instantiates CONFIG at runtime using reflection; 
• If user authentication is valid,  

o BTC instance is configured by CONFIG with the CRUD 
expressions to be made available to that user; 

o BTC returns IUser interface; 
• Otherwise: 

o a null reference is returned. 
 

Fig. 9 partially shows a BTE_S implementation. At instantiation time, the CRUD 
expression is compiled (line 22) using a preparedStatement [29]. Before being 
executed (line 28), all the parameters are set (line 26-27) for the CRUD expression. 
From now on, attributes may be read (line 32,36) and programmers may scroll (line 
40) on the local memory structure (ResultSet). 

Fig. 10 shows a BTC configuration process where each user gets permission to 
execute a pre-defined set of CRUD expressions. In this case, the user had already 
been authenticated and assigned to a group sharing the same set of CRUD 
expressions. Group identification is used to collect all CRUD expressions 
associated with that group (line 44) and to send them to the BTC instance (line  
45-48). 

Fig. 11 partially shows the use of a BTC instance from the programmers’ point of 
view. He tries to login (line 29) and to get access to the IUser interface. In the 
meanwhile, as previously explained, CONFIG is instantiated by BTC and the 
configuration process of BTC is triggered. If authentication is correct (line 30), a 
BTW is instantiated (line 31) to manage the CRUD expression identified by orderId 
(Select * from Orders where orderId=?). If orderId is not a valid CRUD expression 
identification, an exception will be raised (not shown). CRUD expression is executed 
on invoking the method execute with an argument (line 32). If a tuple is returned (line 
33), attributes are read (line 34-36). 
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Fig. 9. BTE_S example 

 

Fig. 10. Configuration process of a BTC 

 

Fig. 11. BTC from programmers’ perspective 

5 Discussion 

BTA and a proof of concept have been presented. There are five aspects that deserve 
some additional brief discussion: applicability, life-cycle, reusability, access control 
policies and achievements of BTA. 
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Applicability: the presented case study uses JDBC, leading to an easy 
implementation. This easiness is extended to other software artifacts suited to handle 
CRUD expressions, such as ODBC and ADO.NET. This has been confirmed by a 
component built with ADO.NET. Things are not so obvious with O/RM tools. O/RM 
tools are mostly oriented to handle database tables as entity classes. Nevertheless, 
CRUD expressions may also be handled by O/RM but that is not the focus of O/RM. 
Therefore, in our opinion, BTC should be implemented using Low Level Interfaces 
instead of O/RM. 

Life-cycle: all BTC releases share most of the source code. The only exception is 
the BTE_S which is responsible for the IGet Service Interface implementation. If IGet 
is carefully planned for the business areas to be addressed, maintenance of BTC is 
confined to the set of CRUD expressions. CRUD expressions are edited and 
maintained outside BTC and are deployed to BTC at runtime. This approach allows 
the definition of new CRUD expressions and the updating of existent CRUD 
expressions without the need to proceed with any maintenance of BTC. Moreover, 
users may be added, removed and their pool of CRUD expressions may also be 
updated. Thus, BTA promotes BTC to evolve and adapt to new situations without 
requiring any maintenance in its core component. 

Reusability: moving the configuration process to an external component promotes 
the reusability of BTC. Each running instance may manage a different set of CRUD 
expressions this way allowing a clear adaptation to each user profile. 

Access control policies: access control policies have not been addressed. The 
access control mechanisms here presented may derive from any of the known access 
control policies: discretionary [30], mandatory [31, 32] and role based [33, 34]. 

Achievements: BTA has two main goals: reusability of business tier components 
and access control to data residing inside RDBMS. Reusability has been achieved by 
BTA by promoting the building of BTC as separated and independent software 
artifacts that are configurable an adaptable at runtime for each user – each user 
(identified by username and password) gets a customized set of CRUD expressions he 
may use. Access control has been achieved by defining for each user which CRUD 
expressions are in compliance to access control policies, and logically which actions 
and which information, he may execute in data residing inside RDBMS. 

6 Conclusion 

In this paper BTA has been presented. It addresses access control policies to data 
residing inside RDBMS and also reusability of business tier components. These 
objectives have been achieved: 
 

• Reusability of business tier components: 
o the development process of BTC is completely decoupled from the 

development process of application tiers; 
o BTC are configured at runtime, set of CRUD expressions to be 

supported, promoting and leveraging their capability for being reused; 
• Access control: 

o each user of BTCs is authenticated by username and password; 
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o each user may only use a set of CRUD expressions, deployed at 
runtime, supervised by reliable entities. 

 
A proof of concept has been presented based on Java. BTC may be easily devised 
based on other Low Level Interfaces such as ODBC and ADO.NET. In spite of being 
possible to be used, O/RM are not the elected options to build BTC.   

It is expected that the outcome of this research may contribute to open new 
perspectives to devise reusable business tiers components, implementing access 
control policies to data residing inside RDBMS. 
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Abstract. In this paper, we explore the usage of the well-known Planning  
Domain Description Language (PDDL) to model the argumentation-based  
negotiation planning. Particularly, we analyse how to define a problem planning 
for argumentation plan generation by using the PDDL language. Finally, we 
present a case study to illustrate our work, and analyse the pros and cons of this 
approach. 
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1 Introduction 

In a previous work, we have presented a novel approach for argumentation-based 
negotiation planning (Monteserin and Amandi, 2011). In multi-agent environments, 
negotiation is a fundamental tool to reach agreements among agents with conflictive 
goals. 

In argumentation-based negotiation approaches (Kraus et al., 1998; Rahwan et al., 
2003; Ramchurn et al., 2003; Amgoud et al., 2007; Geipel and Weiss, 2007), agents 
are allowed to exchange some additional information as arguments, besides the 
information uttered on the proposals. Thus, in the context of the negotiation, an 
argument is seen like a piece of information that supports a proposal and allows an 
agent (a) to justify its position of negotiation, or (b) to influence the position of 
negotiation of other agents. 

In every conflictive situation where it is needed to negotiate, in real life as well as 
in a system composed of multiple agents, the ability to plan the course of action that it 
will be executed to resolve the conflict, allows the negotiator to anticipate the 
problems that it could find during the interaction, and also, to analyze anticipated 
solutions of the conflict in order to avoid or minimize its problematic effects. It is 
worth noticing that this anticipation is also useful to evaluate in advance several plans 
in order to choose the most profitable to the negotiator. 

We have shown that planning aids in this task (Monteserin and Amandi, 2011). 
Planning algorithms are able to provide a plan of action that, when it is executed on 
the specified initial state, it allows the agent to achieve an expected final state. Then, 
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an agent can model the argumentation process as a planning problem and obtaining 
so, an argumentation-based negotiation plan. In this kind of plan the actions represent 
the arguments that the agent will use during the argumentation process, in order to 
persuade its opponents, and so, to reach a profitable agreement.  

It is worth to remark that the arguments generated by the agent must be determined 
taking into account its mental state, which is composed of beliefs, goals, and 
preferences over type of arguments, among others. For this reason, it is necessary that 
the planning algorithm and the planning problem description support preferences. 

In this paper, we explore the usage of the well-known PDDL standard (Ghallab et 
al., 1998; Gerevini and Long, 2005) to model the argumentation-based negotiation 
planning. Particularly, we analyse how to define a problem planning for 
argumentation plan generation by using the PDDL language. Finally, we present a 
case study to illustrate our proposal. 

The paper is organized in the following way. Section 2 shows the argumentation 
process as a valid problem to be solved with planning. Section 3 describes the PDDL 
language. Section 4 shows how the argumentation problem is modelled by using 
PDDL. Section 5 analyses the usage of PDDL preferences to generate argumentation 
plans. In Section 6, a case study is presented. Section 7 discusses the pros and cons 
about the usage of PDDL in argumentation-based negotiation planning. Finally, in 
Section 8, concluding remarks are presented. 

2 Defining an Argumentation Process as a Planning Problem 

In this section, we explain how the argumentation process may be modelled as a 
planning problem in order to obtain an argumentation plan (Monteserin and Amandi, 
2011). We define an argumentation plan as a partial order sequence of arguments that 
allows the agent to reach an expected agreement when it is uttered in a specified 
conflictive situation. In simpler terms, an argumentation plan will determine how the 
agent must perform the argumentation process during a given negotiation. That is, for 
instance, to establish the set of arguments and the order in which they should be 
presented to the counterparts in order to achieve an agreement. 

For this, we will describe the main characteristic of an argumentation process, 
some mechanisms of a planning algorithm (those relevant to our proposal), and define 
conceptually a planning problem. Then, we will match every component of the 
argumentation process with its corresponding one in a planning problem. With the 
purpose of facilitating the understanding, in Figure 1 a graphical representation of this 
idea is showed. 

First, we start depicting the argumentation-based negotiation scenario. When an 
agent detects a conflict, it can access to information about this conflict and the context 
of the conflict before the negotiation begins. By definition, the conflict that will 
generate the negotiation is rooted in the conflictive interest that the involved agents 
have, and these conflictive interest are represented, for example, in the mental states 
of such agents. Thus, the information that the agent can access before starting the 
negotiation process includes: self-information (agent’s mental state, such as beliefs, 
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preferences and goals), information about its opponents (in realistic situations agents 
have only incomplete information about their opponents, because agents have some 
private information about its state that is unavailable to the other agents), and 
information about the conflict context (relevant knowledge about conflict and its 
resolution and historic information about past negotiations). 

 

(b) Solution of a planning problem, where a1.. an ∈ A
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(c) Argumentation process as a planning problem
 

Fig. 1. Graphical representation of an argumentation process as a planning problem 

Henceforth, we will call negotiation information to the available information to be 
used by the agent during the negotiation.  

As we introduced earlier, agents can exchange arguments in order to justify their 
proposals, to persuade their opponent, and to reach an expected agreement. In contrast 
to agents without this argumentative ability, an argumentative agent, in addition to 
evaluating and generating proposals, must be able to (a) evaluate incoming arguments 
and update its mental state as a result; (b) generate candidate outgoing arguments; and 
(c) select an argument from the set of candidate arguments (Ashri et al., 2003). Thus, 
we can say the argumentation process is composed of the evaluation of outgoing 
arguments and the generation and selection of incoming arguments. To achieve this, 
the agent starts the argumentation process, and takes every decision concerned with 
this process on the basis of negotiation information. In other words, this information 
is part of the input of the evaluation, generation and selection of arguments. Also, we 
observe that the agent uses the argumentation process, combined with the proposal 
evaluation and generation, to reach an agreement in order to resolves an initial 
conflictive situation (See Figure 1.a). 

In this work, we focus on incoming arguments; that is the generation and selection 
of arguments: 

− Arguments generation is related to the generation of candidate arguments to 
present to a counterpart. For this end, rules for creation of arguments are defined 
(e.g. Kraus et al., 1998; Ramchurn et al., 2003). Such rules specify conditions for 
the argument generation. So, if the condition is satisfied in the negotiation context, 
the argument may be generated and it becomes a candidate argument. 
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− Arguments selection is concerned with selecting the argument that should be 
uttered to a counterpart from the set of candidate arguments generated by the 
arguments generation process. Once candidate arguments have been generated, 
then the arguments selection mechanism must apply some policy, in accordance 
with the agent’s mental state, to select the best argument. Policies are varied, they 
can order all arguments by their severity and select first the weakest (Krauss et al., 
1998); take into account the trust or reputation of the counterpart (Ramchurn et al., 
2003); among other. 
 

On the other hand, a planning algorithm is used to find a plan of action. In our 
approach, a plan is a partial order sequence of actions which, when it is executed in 
any world satisfying the initial state description, will achieve a desired final state 
(Weld, 1994). Conceptually, a planning problem is defined as a tree-tuple <i, f, A>, 
where: 

− i (initial state) is a complete description of the world, in which the plan will be 
executed. 

− f (final state) describes the agent’s goals. In other words, it describes where the 
agent wants to arrive by executing the plan. 

− A (actions) is the set of available actions to build a plan. For each action its 
precondition and effects are defined. Thus, so that an action can be added to the 
plan, its preconditions must be satisfied, and it is assumed that, with its later 
execution, the world will be modified by the effects. 

These pieces of information are the input of a planning algorithm. Internally, the 
planner will search for a plan, and it will use its input for that. There is one 
mechanism in a planning algorithm that is important for our proposal: the action 
selection mechanism. This mechanism chooses which action will be added to the plan 
in a particular iteration of the algorithm. 

Now, we are in condition of explaining how the argumentation process may be 
modelled as a planning problem. In this direction, we outline how each input of the 
planning problem must be defined in order to generate argumentation plans: 

− Initial state: the conflict is the beginning point of argumentation, and it is described 
in the negotiation information. To put it differently, the initial state describes the 
world where the conflict takes place. 

− Final state: the agent’s goal in a conflictive situation is to reach an expected 
agreement; therefore, this is the argumentation process’ goal too. Thus, the final 
state represents the expected agreement, which is a proposal generated by the 
agent. Hence, the obtained argumentation plan will support the expected agreement 
in the same way as an argument supports a proposal. 

− Actions: as we described above, a rule for argument generation defines the 
condition to create an argument, so we can think that the argument is the effect of 
the rule. For that reason, we can define actions to generate arguments with the 
same rules patterns, where the action preconditions are the condition to generate an 
argument and the action effect represents the argument. Furthermore, we define 
actions that outline the possible opponent’s responses in order to represent the 
effects causes by argument acceptances. 
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Moreover, we must emulate in the planner both argument generation and selection 
mechanisms. For that, we describe how both mechanisms are present in the planner: 

− Argument generation: since the rules to generate arguments can be seen as actions 
in a plan, when the planner establishes what actions might be added to the plan, 
checking its preconditions and its effects in view of the current state and the  
expected final state of the world, implicitly, it will be generating the candidate  
arguments. 

− Argument selection: for the same reason explained above, the action selection 
mechanism of the planner emulates the argument selection. But, an important  
consideration to take into account is that the action selection mechanism in a 
traditional planning algorithm is implemented as a nondeterministic function, and 
does not consider the preferences stored in the agent’s mental state. In contrast, the  
selection of arguments is made on the basis of these preferences. Therefore, we 
need to define PDDL preferences to emulate this mechanism. 

All in all, the argumentation in a negotiation process can be modelled as a planning 
problem representing the main characteristic of this process as inputs and mechanisms 
of a planning algorithm. 

3 The PDDL Language 

The Planning Domain Description Language (PDDL) was first proposed by Drew 
McDermott for the First International Planning Competition in 1998 (Ghallab et al., 
1998). The language was based on Lisp syntax, using a structure based on the widely 
used variants of STRIPS notations. Establishing a common standard language has had 
a similar impact on planning research as the introduction of standards in other areas of 
research: it opens the route to stronger collaboration, exchange of tools, techniques 
and problems and provides a platform for comparative evaluation of approaches 
(Geverini et al., 2009).  

PDDL has been extended in several stages, in order to capture more expressive 
variants. The significance and impact of these changes is described below, in Section 
3.1. Next, Section 3.2 introduces the use of soft constraints and preferences in the 
PDDL language.  

3.1 A Brief Review of PDDL 

This section contains a short overview of PDDL. The key details of syntax and  
semantic of PDDL can be found in Fox and Long (2003) and Hoffmann and  
Edelkamp (2005).  

PDDL allows actions to be described in terms of pre- and post-conditions. The  
expressive levels of the language are associated with tags that are used to label  
domain files: the addition of a tag to a domain file indicates that the domain may use 
the corresponding syntax layer of the language. Preconditions can be simple 
conjunctions of atoms (or literals, if negative preconditions are allowed), or even 
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arbitrary formulae (if quantification and ADL are allowed). Postconditions can 
contain, add and delete effects and may use conditional effects, if allowed, and also 
quantification. 

To give an example of the language the one presented by Ghallab et al. (1998). 
This example considers the problem of transportation of objects using a briefcase 
whose effects involve both universal quantification (all objects are moved) and 
conditional effects (if they are inside the briefcase when it is moved). The domain is 
described in terms of three action schemata. PDDL encapsulates these schemata by 
defining the domain and listing its requirements. 

(define (domain briefcase-world) 
(:requirements :strips :equality :typing :conditional-effects) 
(:types location object) 
(:constants (B - object)) 
(:predicates (at ?x - object ?l - location) 
(in ?x ?y - object)) 
... 

A domain's set of requirements allow a planner to quickly tell if it is likely to be able 
to handle the domain. For example, this version of the briefcase world requires 
conditional effects, a keyword (symbol starting with a colon) used in a :requirements 
field is called a requirement flag; the domain is said to declare a requirement for that 
flag. All domains include a few built-in types, such as object (any object), and 
number. Most domains define further types, such as location and object in this 
domain. A constant is a symbol that will have the same meaning in all problems in 
this domain. In this case, B (the briefcase) is such a constant. 

Inside the scope of a domain declaration, one specifies the action schemata for the 
domain. 

(:action mov-b 
:parameters (?m ?l - location) 
:precondition (and (at B ?m) (not (= ?m ?l))) 
:effect (and (at b ?l) (not (at B ?m)) 
  (forall (?z) 
   (when (and (in ?z) (not (= ?z B))) 
              (and (at ?z ?l) (not (at ?z ?m))))))) 

This specifies that the briefcase can be moved from location ?m to location ?l, where 
the symbols starting with question marks denote variables. The preconditions dictate 
that the briefcase must initially be in the starting location for the action to be legal and 
that it is illegal to try to move the briefcase to the place where it is initially. The effect 
equation says that the briefcase moves to its destination, is no longer where it started, 
and everything inside the briefcase is likewise moved. 

PDDL2.1 (Fox and Long, 2003) extended the language to include number-valued 
fluents (with a corresponding requirements tag). A variant of these was included in 
the original PDDL specification, but had not been adopted. Two other important 
extensions were added in PDDL2.1, both relying on the use of numbers: plan metrics, 
which can be used to specify the way in which plans are to be evaluated in a specific 
problem instance, and durative actions. Durative actions are actions that execute over 
an interval of time. PDDL2.1 plan describes a trajectory of states, where states are 
valuations on the propositional and metric variables of the problem. The initial state is 
as specified for the planning problem. Transitions are caused by happenings, which 
are the collections of instantaneous actions that occur at the same time points. 
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PDDL2.2 (Edelkamp and Hoffmann, 2004) extended the language still further, 
adding axioms, which allow derived propositions to be inferred from the satisfaction 
of logical formulae in a state, and timed initial literals, which specify effects that are 
triggered at predetermined times during the execution of the plan.  

3.2 Soft Constraints and Preferences 

For the Fifth Planning Competition, PDDL was extended to include two important 
new features (Geverini and Long, 2005; Geverini and Long, 2006). The first is the 
ability to express goals that apply not only to the final state of the trajectory of states 
visited by a plan, but also to the intermediate states. These goals take the form of 
trajectory constraints, familiar from work on temporal logics. The second extension is 
the ability to express soft constraints, or preferences. Both of these extensions to the 
language are motivated by the desire to see planning bridge the gap between research 
and application. 

A soft constraint is a condition on the trajectory generated by a plan that the user 
would prefer to see satisfied, but is prepared to accept might not be satisfied because 
of the cost involved, or because of conflicts with other constraints or goals. In 
PDDL3.0 are introduced quantitative preferences. An example of the expressions we 
wish to capture is the following: “We prefer that every fragile package is insured 
while it is loaded in a vehicle”. 

(:constraints 
  (and (forall (?p - package) 
               (preference P1 (always (implies (and (fragile ?p) (loaded ?p)) 
               (insured ?p))))) ...)) 

This example illustrates the power of combining preferences and trajectory 
constraints (Geverini et al., 2009). 

4 Definition of the Argumentation Plan Problem Using PDDL 

The negotiation information, such as the conflict context, the possible agreements, the 
amount of implicated agents and the agents’ mental states, changes from one 
negotiation to another. However, some characteristics of the negotiation process do 
not change; like for example, the types of argument the agent can use, the rules to 
generate them and its preconditions and effects. Thus, the actions, which generate the 
arguments, will be the same in each negotiation, whereas the initial and final states 
should be defined for each one. In the following sections, we show how the general 
predicates that are part of the negotiation language, how the initial and final states are 
built, and the actions for argument generation are defined by using PDDL. 

4.1 Negotiation Language 

As defined by Monteserin and Amandi (2011), the agent utilises a simple negotiation 
language L to define the planning problem. This language is composed of predicates 
that represent the information that the agent has in its mental state and information 
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about the negotiation context. According to the PDDL syntax, we first define the 
types that will be used during the problem definition: 

− agent: it represents an agent that is participating in the negotiations. 
− action: it represents an action that can be performed by an agent. 
− goal: it represents a goal that can be pursued by an agent. 
− level: it represents a level that some agent or negotiation attribute can take. 
− iam: it is a subtype of agent. It represents the agent that is executing the planner. 

The basic predicates of L expressed in PDDL are the following: 

− (bel-impl ?x ?p ?q): it represents the fact that agent ?x believes that performing 
action ?p, goal ?q can be fulfilled. 

− (bel-fulf ?a ?z ?q ?r): it represents the fact that agent ?x believes that in the 
past ?z fulfilled goal ?g by performing action ?a. 

− (isgoal ?x, ?g): agent ?x pursues goal ?g. Agent ?x has ?g in its goals. 
− (prefer ?x ?g1 ?g2): ?g1 and ?g2 are ?x’s goals, and ?x prefers to fulfil ?g1 over 

?g2. 
− (cando ?x ?a): agent ?x can perform action ?a. It means that agent ?x has the 

resources to perform action ?a, or that another agent has committed to perform it. 
− (do ?x, ?a): agent ?x will perform action ?a. 
− (pastpromise ?x ?y ?p): ?x promised execute action ?p to ?y, but has not 

fulfilled it yet. 
− (wasgoal ?x ?g): ?x pursued goal ?g in the past. 
− (did ?x ?a): ?x performed action ?a in the past. 
− (conf ?x ?l): the trust in ?x reach a level ?l, where ?l can be low, medium or high. 

(opposite ?g1 ?g2): goal ?g1 is opposite to goal ?g2. 

We assume that the negotiation information is expressed in L.  

4.2 Initial and Final States 

As mentioned before, to generate argumentation plans the initial state i must describe 
the world where the conflict takes place. This is the negotiation information, where 
the information about the conflict is represented. Therefore, the initial state will be  
defined as the negotiation information, and since this information changes from one 
negotiation to another, the initial state will also vary according to the negotiation 
problem. 

On the other hand, the final state f represents the state of agreement where the 
agent wants to arrive through the argumentation. Consequently, the predicates that 
form this state will depend on the kind of agreement that the agent can reach. In this 
work, we have considered agreements about task execution, but it is also possible 
another one. For example, if the expected agreement is that agent ag1 accepts to 
perform action alpha, the final state should include (do ag1 alpha). However, if our 
agent only wants to persuade ag1 that performing action alpha, goal g1 can be 
fulfilled, the final state might be expressed as (bel-impl ag1 alpha g1). 
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In addition, according to the PDDL specification, it is possible to have some 
variables on the final state, in order to instantiate them conveniently. For example, the 
final state may be composed of (exists (?x - agent) (do ?x alpha)), where ?x 
will be instanced with an opponent that the agent can persuade by executing alpha. 
So, after executing the planner, the agent will obtain the arguments that should utter 
and the opponent who it should negotiate with.  

4.3 Actions 

In order to represent the argument generation in the planning, the actions of the plan 
represent the arguments that the agent can utter to other counterparts. Before defining 
these actions, we briefly introduce the argument types that the agent can generate in 
the argumentation-based negotiation context. Three general argument types are 
defined in the literature about argumentation-based negotiation: appeals, rewards and 
threats (Rahwan et al., 2003). Appeals are used to justify a proposal; rewards to 
promise a future recompense; and threats to warn of negative effects if the 
counterpart does not accept a proposal. 

Next, for each argument type, we will present the actions to generate it, according 
to the axioms defined in the framework of Kraus et al. (1998). We distinguish 
between two general structures of actions: create-argument actions and accept-
argument actions. The first depict the argument generation such as in rules, whereas 
the second represent the counterpart’s acceptance of the argument. Thereby, we 
define several create-argument actions to generate the same argument type, but we 
must only define one accept-argument action, whose precondition is the set of 
arguments, to reflect the argument effect in the current state, when the effect of each 
argument is the same. As PDDL does not support different structure definitions for a 
same predicate, we must use a disjunctive precondition (or) to group all the 
arguments with the same effects in an individual accept-argument action. 

 
Appeals. Varying the premises of the appeals, we can define several of them: to past 
promise, counterexample, to prevailing practice, to self-interest and trivial appeals. 

Moreover, we separate the appeals in two parts. The first subgroup includes 
appeals so that our opponents perform a given action. These are: 

− Appeal to prevailing practice 

(:action create-prev-pract-appeal 
;Description: it proposes an action execution using as justification  
historic information about a third agent. Agent ?y believes that if it 
performs ?a, it should not fulfill ?g (?h), but agent ?x has historic 
evidence (wasgoal and did) that deny this belief. 
:parameters (?x - iam ?y ?z - agent ?a - action ?g ?h - goal) 
:precondition (and (not(= ?x ?y)) (not(= ?x ?z)) (not(= ?z ?y)) (isgoal 
?y ?g) (bel-impl ?y ?a ?h) (wasgoal ?z ?g) (did ?z ?a) (opposite ?g ?h)) 
:effect (appeal-prev-pract ?x ?y ?z ?a ?g) ) 

− Counterexample 

(:action create-counterexample-appeal 
;Description: it is similar to the previous appeal, but the historic 
information is about its opponent. 
:parameters (?x - iam ?y - agent ?a - action ?b - action ?g - goal ?h - goal) 
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:precondition (and (not(= ?x ?y)) (not(= ?a ?b)) (isgoal ?y ?g) (did ?y 
?b) (bel-impl ?y ?b ?h) (opposite ?g ?h)) 
:effect (appeal-counterexample ?x ?y ?a ?b) ) 

− Appeal to past promise 

(:action create-past-prom-appeal 
;Description: it is used to generate appeals to past promises that the 
opponent did not fulfill. 
:parameters (?x - iam ?y - agent ?a - action) 
:precondition (and (not(= ?x ?y)) (pastpromise ?y, ?x ?a)) 
:effect (appeal-past-prom ?x ?y ?a) ) 

− Appeal to self-interest 

(:action create-self-interest-appeal 
;Description: it allows the agent to generate appeals to self-interest 
where the proposed action implies a profit to ?y. 
:parameters (?x - iam ?y - agent ?a - action ?g - goal) 
:precondition (and (not(= ?x ?y)) (isgoal ?y ?g) (bel-impl ?x ?a ?g) 
(cando ?y ?a)) 
:effect (appeal-si ?x ?y ?a ?g) ) 

 

As mentioned above, we need to define an accept-argument action whose 
preconditions include all the appeals with the same effects: 

(:action accept-appeal 
;Description: it represents the acceptance of the appeal by opponent. The 
effects include: the agent's compromise to perform ?a, and the capacity 
of agent ?x to count on that execution (cando ?x ?a)). 
:parameters (?x - iam ?y ?z - agent ?a ?b - action ?g - goal) 
:precondition (or (appeal-counterexample ?x ?y ?a ?b) (appeal-past-prom 
?x ?y ?a) (appeal-si ?x ?y ?a ?g) (appeal-prev-pract ?x ?y ?z ?a ?g)) 
:effect (and (do ?y ?a) (cando ?x ?a)) ) 

The second subgroup includes appeals in order that own opponent believes a given 
belief: 
− Appeal to prevailing practice (justification) 

(:action create-prev-pract-j-appeal 
;Description: it uses historic information (bel-fulf ?x ?z ?g ?a) about a 
third agent ?z as justification. 
:parameters (?x - iam ?y ?z - agent ?a - action ?g - goal) 
:precondition (and (not(= ?x ?y)) (not(= ?x ?z)) (not(= ?z ?y)) (bel-fulf 
?x ?z ?g ?a)) 
:effect (jappeal-prev-pract ?x ?y ?a ?g ?z) ) 

− Counterexample (justification) 

(:action: create-counterexample-jappeal 
;Description: it is similar to the previous appeal, but the historic 
information is about ?y. 
:parameters (?x - iam ?y ?z - agent ?a ?b - action ?g - goal) 
:precondition (and (not(= ?x ?y)) (bel-fulf ?x ?y ?g ?a)) 
:effect (jappeal-counterexample ?x ?y ?g ?a) ) 

− Trivial appeal for bel-impl belief (justification) 

(:action create-trivial-impl-jappeal 
;Description: it is the simplest justification. ?x leads ?y to believe a 
self belief "bel-impl". 
:parameters (?x - iam ?y - agent ?a - action ?g - goal) 
:precondition (and (not(= ?x ?y)) (bel-impl ?x ?a ?g)) 
:effect (jappeal-trivial-impl ?x ?y ?a ?g) ) 

Notice that we need to define one trivial appeal for each kind of belief defined in L. 
For this reason, we must also define one accept-argument action for each kind of  
belief, due to the fact that the belief is the effect of such actions. 



708 A. Monteserin, L. Berdún, and A.A. Amandi 

− Appeal acceptance 

(:action accept-j-appeal-impl 
;Description: it represents the acceptance of the appeal by the opponent. 
Therefore, ?y believes the belief "bel-impl". 
:parameters (?x ?y ?z - agent ?a - action ?g - goal) 
:precondition (and (jappeal-prev-pract ?x ?y ?a ?g ?z) (jappeal-
counterexample ?x ?y ?g ?a) (jappeal-trivial-impl ?x ?y ?a ?g)) 
:effect (bel-impl ?y ?a ?g) ) 

 
Rewards. Different actions related to the promise of future rewards can be defined. 
We show a general action to generate this kind of argument below: 

− Simple reward 

(:action create-reward 
;Description: ?x proposes to ?y the execution of ?p in exchange for 
execution of ?r. 
:parameters (?x - iam ?y - agent ?p ?r - action ?g - goal) 
:precondition (and (not(= ?x ?y)) (isgoal ?y ?g) (bel-impl ?y ?r ?g) 
(cando ?y ?p) (cando ?x ?r)) 
:effect (reward ?x ?y ?p ?r) ) 

− Reward acceptance 

(:action accept-reward 
;Description: it represents the acceptance of rewards. Consequently, ?y 
undertakes to execute ?p in exchange for the execution of ?r by ?x. As in 
the acceptance of appeals, ?x obtains the ability to execute ?p. 
:parameters (?x ?y – agent ?p ?r - action) 
:precondition (reward ?x ?y ?p ?r) 
:effect (and (do ?y ?p) (do ?x ?r) (cando ?x ?p)) ) 

Threats. We define the most general threats, but others may be defined varying its 
preconditions. 

− Simple threat 

(:action create-threat 
;Description: ?x threatens ?y in the following way: if ?y does not 
perform ?p, ?x will perform ?t, because ?t contradicts a goal ?g 
preferred by ?y. 
:parameters (?x - iam ?y – agent ?p ?t - action ?g ?h ?i ?j - goal) 
:precondition (and (not(= ?x ?y)) (isgoal ?y ?g) (isgoal ?y ?h) 
 (cando ?x ?t) (cando ?y ?p) (prefer ?y ?g ?h) (bel-impl ?x ?t ?i) 
 (opposite ?g ?i) (bel-impl ?x ?p ?j) (opposite ?h ?j)) 
:effect (threat ?x ?y ?p ?t) ) 

− Threat acceptance 

(:action accept-threat 
;Description: this represents the acceptance of a threat. ?x will not 
perform ?t if ?y performs ?p. 
:parameters (?x - iam ?y - agent ?p ?t - action) 
:precondition (threat ?x ?y ?p ?t) 
:effect (and (do ?y ?p) (not (do ?x ?t)) (cando ?x ?p)) ) 

Note that other actions may be defined varying preconditions and effects. 

5 PDDL Preferences for Argumentation Plan Generation 

Rahwan et al. (2003) consider the argument selection like the essence of the strategy 
in argumentation-based negotiation. This mechanism consists of selecting the next  
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argument to be uttered from the set of candidate arguments, which might be uttered. 
The agent decides which argument to select on the basis of, for instance, the type of 
argument and the opponents that it must persuade contemplating, to this end, the 
argument strength (Kraus et al., 1998) or the trust in its opponents (Ramchurn et al., 
2003). Thus, if there are two different candidate arguments, the agent will select one 
by applying some policy to determine which one should be uttered. 

In this context, to generate argumentation plans, the planning algorithm must take 
into account the argument selection policy of the agent. In our work, we represent this 
policy into the agent’s mental state as preferences over actions and goals. So, if the 
agent prefers to utter appeals instead of threats, in the agent’s mental state the create-
argument actions for appeals will have a higher preference level than the create-
argument actions for threats. Moreover, these preferences can change in accordance 
with other factors, such as the opponent’s trust. For example, as in the work of 
Ramchurn et al. (2003), when the opponent’s trust is low, the agent can prefer to use a 
strong argument (e.g. a threat), whereas when the trust is high, to use a weak 
argument (e.g. an appeal). 

Some proposals from the Fifth International Planning Competition IPC-5 (Baier et 
al., 2007; Baier et al., 2006; Edelkamp et al., 2006) were useful to address our work. 
These algorithms consider constraints and preferences during the planning process 
based on an extension of the language PDDL (Gerevini and Long, 2006). PDDL3 
preferences are highly expressive. However, they are solely state centric, identifying 
preferred states along the plan trajectory (Sohrabi et al., 2009). 

For example, it is possible to specify a preference about an effect of an action, e.g. 
a preference about the state in which the predicate (do ?x ?a) is true, but not about 
the way in which this effect is achieved. Consequently, it is not possible specify 
preference among different actions with the same effect, at least in a direct way. 

An alternative to define this kind of preferences is to indicate an effect that 
represents the action executed. Thus, we add a predicate without parameters to the 
effect of each create-argument action, which represents the argument generated. For 
example, in the action create-prev-pract-appeal, we add a predicate appealPP, and add 
the following preference in the problem definition: (preference p-appealpp (not  

(appealPP))). Finally, we add a plan metric to penalize the preference violation: (* 20 
(is-violated p-appealpp)). With this metric, we indicate that if the appeal to 
prevailing practice is added to the argumentation plan the penalization cost is 20. 
Following this idea, we can emulate the argument selection mechanism described by 
Kraus et al. (1998), where the preference over arguments is given by the argument 
strength, taking into account the appeals as the weakest argument, and threats as the 
strongest argument. To do this, we define the following preferences: (preference p-
appealpp (not (appealPP))) (preference p-appealc (not (appealC))) (preference p-

appealpstp (not (appealPstP))) (preference p-appealsi (not (appealSI))) 

(preference p-jappealpp (not (jappealPP))) (preference p-jappealc (not 

(jappealC))) (preference p-jappealtr (not (jappealTr))) (preference p-rewardp (not 

(rewardP))) (preference p-threatp (not (threatP))). 
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Also, we define the following metrics: (:metric minimize (+  (* 20 (is-

violated p-appealpp)) (* 20 (is-violated p-appealc)) (* 20 (is-violated p-

appealpstp)) (* 20 (is-violated p-appealsi)) (* 20 (is-violated p-jappealpp)) (* 20 

(is-violated p-jappealc)) (* 30 (is-violated p-jappealtr)) (* 40 (is-violated p-

rewardp)) (* 60 (is-violated p-threatp))) 

Thus, argumentation plans without threat will be preferable to plans with this kind 
of argument. 

Moreover, we can add preferences to the precondition of a create-argument action, 
in order to define the context in which the argument should be generated. For 
example, as mentioned above, when the opponent’s trust is low, the agent can prefer 
to use a threat (Ramchurn et al., 2003). To represent this priority, we add (preference 
p-trust (exists (?l - level) (and (conf ?y ?l) (= ?l low)))) to the precondition of 
the create-threat  action. Then, if the ?y’s trust is low the preference will not be  
violated and there will not be penalization. 

It is worth to notice that the agent can modify the existing preferences and add 
more general ones (e.g. by agents), as long as it keeps obtaining useful information 
from its opponents. 

6 Case Study 

In this section, we show a case study about the utilization of PDDL planning for  
the generation of argumentation plans. For this, we use the planning algorithm  
MIPS-XXL introduced by Edelkamp et al. (2006). 

Given the agents ag1, ag2, ag3 and ag4 on a competitive environment, ag1 should 
reach an agreement with some opponent in order to perform the action a5, since this 
action is needed to fulfilling one of its goals. Agent ag1 knows that ag2, ag3 and ag4 
are agents; a1, a2, a3, a4, a5 and a6 are actions; and g1, g2 and g3 are goals. 
Additionally, ag1 knows the following negotiation information: (isgoal ag1 g1) 

(cando ag1 a1) (cando ag1 a6) (bel-impl ag1 a5 g1) (bel-fulf ag1 ag4 g2 a4) (bel-

impl ag1 a4 g2) (isgoal ag2 g2) (cando ag2 a2) (cando ag2 a5) (isgoal ag3 g3) 

(cando ag3 a3) (cando ag3 a4) (bel-impl ag3 a1 g3); as well as its preferences about 
the arguments (as we described in Section 5). Thus, this information composes the 
initial state of the planning problem, and the final state is composed of the predicate 
(exists (?x - agent) (do ?x alpha)), which represents the agreement that ag1 expects 
to reach, due to the need of performing a5 in order to fulfil g1. Finally, the actions of 
the planner have been defined in Section 4.3. 

The resultant argumentation plan is the following: 0: (create-prev-pract-j-appeal 
ag1 ag2 ag4 a4 g2). 1: (create-reward ag1 ag3 a4 a1 g3). 2: (accept-j-appeal-impl 

ag1 ag2 ag4 a4 g2). 3: (accept-reward ag1 ag3 a4 a1). 4: (create-reward ag1 ag2 a5 

a4 g2). 5: (accept-reward ag1 ag2 a5 a4). 

Observing the plan, we can see the actions that represent the arguments, which ag1 
should utter during the argumentation process. Firstly, ag1 should use an appeal to 
prevailing practice in order to lead ag2 to believe that the execution of a4 implies to 
reach the goal g2. And secondly, ag1 should persuade ag3, using a reward, to carry out 
the execution of a4 in order to offer it to ag2 in exchange of a5. 



 Analysing the PDDL Language for Argumentation-Based Negotiation Planning 711 

The preferences of PDDL provide a useful versatility to planning. For example, an 
alternative plan could be built to solve the previous problem. In this alternative plan, 
the appeal to prevailing practice is replaced by the trivial appeal, since ag1 also knows 
that if action a4 is performed, goal g2 is fulfilled (bel-impl ag1 a4 g2). However, 
this plan is not preferable since the preferences indicate that the penalization of using 
a trivial appeal is bigger than the penalization of using an appeal to prevailing 
practice. Consequently, if ag1 decrease the penalization of the metric p-jappealtr to 
10, the planner will prefer the trivial appeal instead of the previous one. 

7 Discussion: Pros and Cons of Using PDDL  
for Argumentation-Based Negotiation Planning 

After analysing the PDDL language to model argumentation-based negotiation 
planning, we can distinguish some pros and cons of this approach. One of the 
advantages of using PDDL is that is a well-known standard, which has been tested in 
complex environments. Consequently, we count with a wide range of planners that 
can be used by the agent that need to plan its argumentation. However, few planners 
implement the PDDL3.0 features (plan constraints and preferences) completely. One 
of these planners is MIPS-XXL, which was applied in the case study. 

Despite the good expressivity of PDDL, some predicates related to the agent’s 
mental state and argument locutions cannot be declared, at least without loss clarity. 
This is because PDDL does support neither nested predicates nor different structure 
definitions for the same predicate. For this reason, we need to define different belief 
structures (bel-impl and bel-fulf), and consequently, different create-argument 
actions, such is the case of the trivial appeals. Similarly, we have to define a different 
predicate for each type of appeal and use a disjunctive precondition to join them in a 
same accept-argument. 

In regards to the preferences definition, it is possible specify a preference about an 
effect of an action, but not about the way in which this effect can be achieved. 
Consequently, it is not possible specify preference among different actions with the 
same effect, at least in a direct way. An option to define this kind of preferences is 
indicate an effect that represents the action execution. For these reason, we have to 
add a predicate without parameters to the effect of each create-argument action, to 
represent the generated argument. 

In summary, PDDL gives all the alternatives to generate argumentation plans for 
argumentation-based negotiation. However, certain peculiarities of the language lead 
to the necessity of defining additional predicates and actions that add confusion to the 
problem definition. 

8 Conclusions 

We have analysed how to define a problem planning for argumentation plan  
generation by using the PDDL language. We explained how the argumentation  
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process, during the negotiation, may be modelled as a planning problem using PDDL 
in order to obtain an argumentation plan. 

To illustrate this analysis, we have presented a case study that showed how an 
argumentation problem can be defined using PDDL and how an argumentation plan 
can be generated by using a PDDL planner. 

Finally, taking into account the pros and cons discussed above, we conclude that 
the standardization of the argumentation-based negotiation planning using PDDL 
allows us to be easily assimilated by the community and adapted to different domains. 
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Abstract. A phenomenon not so recent is the substantial increase in
popularity and use of online social networks. With that has emerged a
new way to find information online: the social query, which consists of
posting a question in a social network and wait for responses from close
friends. Usually, a question is posted to be visible to everyone, but we be-
lieve that this is not the best way: there will be the possibility of receiving
several responses (including wrong), keep receiving answers where there
is no need, do not receive answers, etc. The query router problem con-
sists of finding the most able individual in the personal social network
of the questioner. This work presents an algorithm to Routing Ques-
tions in Twitter. The model was validated through its predict capacity
and the results shows that its recommendations match in half cases only
when combined with a technique to enrich the information present in the
question.

Keywords: Social Query, Routing Algorithm, Social Network, Twitter.

1 Introduction

A phenomenon not so recent, but perceived with greater intensity in last two
years, is the substantial increase in popularity and use of online social networks.
The Facebook1, for instance, is the most visited website actually, surpassing even
Google2 [23]. On these virtual environment, people with common characteristics
meet each other and discuss topics of mutual interest. The social networks was
designed initially only to allow interaction between people. They have evolved
and today are used for different purposes, e.g., for the distribution of games or
the announcement of products between users.

Another interest phenomenon is a new way to find information online which
born in Community Question & Answer Sites (Q&A Sites) and was extended to

1 http://facebook.com
2 http://google.com.br
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usual social networks: the social query, which consists of posting a question in a
social network and wait for responses from close friends [15].

In social networks like Twitter3, for example, the social query, appears as a
valid alternative, in some cases, to find answers online [19].Usually, a question
is posted to be visible to everyone. However, we believe that this is not the best
way. After posting a question that will be visible to everyone there are some
possible scenarios, e.g., receiving several responses, including wrong or continue
to receive responses when no longer needed. Moreover, there is the possibility of
potential responders may never see the question, thus they will never answer it.

One solution to this problem is the routing of questions, which consists of
identifying what is the user connected to the questioner is more able to provide
the correct answer and direct the question just for him (query router) [3] Such
recommendation is characterized by the intimacy implicit between the ques-
tioner and the holder of knowledge; because they are direct connect in the social
network [19].

However, decide to whom to direct the question is not a trivial task. When
you choose the wrong individual can spend a long time to get a response, you
can get one wrong answer or the chosen one can simply ignore the question.
Thus, the technical problem of this research consists in identify the individual
from the personal social network of the questioner who is better able to respond
correctly and timely the question and direct it only for him/her. In this respect,
this work proposes an algorithm for Routing Questions, which can be understood
as a technique of recommendation that identifies the better able individual using
various criteria (knowledge, social aspects, availability, etc.). We use the Weight
Product Model (WPM), a strategy for making decisions with multiple criteria,
to qualify the aptitude of all candidates [14].

The Routing algorithm proposed was designed to work in the Twitter, but
it can be easily adapted to any context of other social networks. Previous work
applies Routing algorithm in small social network developed only for Q&A and
to offer support to the algorithms. The differential of our work is (1) we start
proposing a model in a pre-existent and very popular social network and (2) we
lead with the problem as a problem of decision making with multiple criteria,
instead as a probabilistic problem like some most part of previous work.

Another pertinent question is how evaluating a Query Routing algorithm?
There is no an evaluation technique common to the entire academic community
and the majority of researches that deals with personalized recommendation
present a qualitative evaluation, which difficult the comparison among the dif-
ferent algorithms [9]. However, assuming that the initial goal of a recommenda-
tion technique is to predict something that will interest someone [12], we decide
to evaluate the proposal on the perspective of their predictive ability. Does the
proposed Routing algorithm make recommendations that will reflect the events
of the real world? Does the proposed Routing algorithm can predict who will
answer questions posted openly on Twitter? With this purpose was validated
the following hypotheses:

3 http://twitter.com

http://twitter.com
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– H0,1: The proposed Routing algorithm cannot predict the events of the real
world at least 50% of trials;

– Ha,1: The proposed Routing algorithm can predict the events of the real
world at least 50% of trials.

To evaluate the validity of these hypotheses, we designed an experiment where
some posted questions on Twitter were monitored and recorded who answered
them. Then, the necessary information was passed to the algorithm and a list
of recommendations with the most able was requested. The list of recommen-
dation was compared with the users who really answer the question. Next, we
calculate the hit rate (recall) obtained, aiming to study the validity of the cited
research hypotheses. Importantly, the objective of the proposed algorithm is not
predict who will respond, but indicate who respondents are more likely. We have
assumed that who answer the question automatically must be considered one of
the fittest and therefore possibly the Routing algorithm should indicate him/her
as a recommendation.

In Twitter, the users can post message with until 140 characters, i.e., the
questions that users have posted are subject to this limitation. Manipulate short
questions is a hard task, because there is a need for terms that characterize well
the topic of the question [6]. For this reason, the same experiment was performed
using a synonymy expansion in question before it be passed to the algorithm.
Thus, it is expected to obtain a recall rate equal to or greater than the recall
rate of the first method, since the expansion terms have the ability to prioritize
the most relevant results, according with Ramalho and Robin [17].

To evaluate the effectiveness of the proposed Routing algorithm combined
with the synonymy expansion, we consider the following hypotheses:

– H0,2: The proposed Routing algorithm combined with the synonymy expan-
sion in question cannot predict the events of the real world at least 50% of
trials;

– Ha,2: The proposed Routing algorithm combined with the synonymy expan-
sion in question can predict the events of the real world at least 50% of
trials.

Finally, to evaluate if the combination of Routing algorithm proposed with
synonymy expansion produces a recall rate higher than the simple Routing al-
gorithm, we consider the following hypotheses:

– H0,3: The combination of the Routing algorithm with the synonymy
expansion do not produces a recall rate higher than the same technique
without expansion;

– Ha,3: The combination of the Routing algorithm with the synonymy expan-
sion produces a recall rate higher than the same technique without expan-
sion.

The study was conducted with nine persons who publish twenty nine questions
and involved the processing of a graph composed for 1201 users, 131.962 messages
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and 2.047.305 links between users. The analysis over the recall rate indicated that
the Routing algorithm combined with the synonymy expansion reached the level
expected (50%), but the simple technique did not reach, i.e., the hypotheses
H0,1 and Ha,2 and was accepted. Furthermore, the recall rate of both techniques
were compared and the obtained conclusion is that the technique with synonymy
expansion present results statically better than the simple technique (without
expansion), confirming the hypothesis Ha,3. In our opinion, these results make
clear the need for methods that improve the analysis of the content of the
question.

The remainder of this paper is organized as follows. Section 2 provides an
overview of related work concerning previous studies that deal with social net-
works focused on finding resources on the Web. Section 3 presents the social
network Twitter and discusses about the reasons that led us to choose it as
context of this research. Section 4 describes the model, the characteristics that
should be considered when we discuss about the capability of a candidate and
how we measure these. Section 5 presents the Weight Product Model (WPM), as
a model adopted in our approach for finding the best candidates. Section 6 de-
scribes the experiment and results used for validating our proposal; and, finally,
Section 7 offers conclusions and discusses some future work.

2 Related Work

We decided to split this section into four parts. The first Subsection (2.1) presents
researches that deal with the act of publishing questions on the web. The sec-
ond Subsection (2.2) presents researches about Expertise Finding using multiple
criteria. The third Subsection (2.3) presents studies that specifically address the
query router problem either in conventional social networks (like Twitter or Face-
book) or CQA Sites. Finally, the Subsection (2.4) presents the main differences
between the previous work and our proposal.

2.1 About the Act of Publish Question in the Web

The fact is that search engines are not always the best way to find information
on Web. To some needs of information are better solved by people, for instance,
personal questions, recommendations, opinions, advices and high contextualized
questions [6]. An alternative to this kind of questions are the CQA Sites as
AnswerBag 4 and the Yahoo! Answers 5, which consists in virtual communities
where users post and answer questions voluntarily. After posting a question,
the user waits for answers of others users, who usually are unknown to him.
But, people prefer ask questions to their close friends in social networks than to
unknown persons in CQA Sites [18].

Regarding to the explicit action of publishing a question on social networks,
Morris, Teevan and Panovich [15] present important statistics that confirm this

4 http://www.answerbag.com
5 http://answers.yahoo.com

http://www.answerbag.com
http://answers.yahoo.com
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as a viable strategy to get answers online. In their study case, 93.5% of users
received answer to their questions after post them and these responses, in 90.1%
of cases, were provided within one day. Paul, Hong and Chi [16] conduct a
similar study using only Twitter, they conclude that, in this specific context,
only a few part of questions posted receive answers (18.7%) and that the fact
of receive or do not is intrinsically connected to the amount of followers of the
questioner. However, questions posted in Twitter normally be answered quickly,
in their study 67% of the responses come within the range of 30 minutes and
95% within the range of ten hours. We believe these findings are result mainly
of the features of Twitter: when a user post questions to all followers, only a
portion of his/her followers will view and a smaller portion will respond (as will
be detailed in Section 3). Thus, users with more followers are more likely to get
answers, because there is a larger viewing of their messages. And, with respect
to agility in respond receiving, this is mainly due to the nature of Twitter as a
real-time social network.

However, we believe that these results could be improved applying the routing
questions: identifying an expert on the subject of the question, the answer could
come faster and with higher quality. Horowitz and Kamvar [6] established a
correlation between social query and the village paradigm: when an individual
in a village looking for information, before consult the libraries, he turns first to
the most intelligent people he knows.

2.2 About Expertise Finding

In fact, the problem that this paper aims to address can be understood as an
Expertise Finding Problem. However, usually the Expertise Finding involves a
context much large of candidates. The work proposed in this paper deals with the
detection of specialists in much smaller subset of the entire social network (the
set of friends/followers of the questioner) and thus the conditions under which a
friend is marked as a specialist in each case differ because of the context that is
analyzed ,i.e., the Expertise Finding addressed here is personalized. Moreover,
usually Expertise Finding involves only the discovery of who owns knowledge
about a given topic, while (as will be presented in Section 4) the algorithm
proposed here involves multiple criteria.

Sarda et al. [18] deals with the identification of experts in Orkut6 using two
criteria: knowledge and confidence. However, this work has focused on the min-
ing of expert opinion about products and not necessarily on the resolution of
questions. Smirnova and Balog [20] propose a Recommendation Technique to
identify experts using two criteria: knowledge gain (calculate using Bayes Theo-
rem) and contact time (the calculation will vary with the type of social network,
but is distance, though some metric, between the questioner and the expert).
However, we believe that the model for contact time (which would be the time
needed to receive answers) proposed in this work is not consistent with reality,
because it not measures the availability of the other user to provide the answer.

6 http://orkut.com

http://orkut.com
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2.3 About Routing Questions

The query router consists of an algorithm of recommendation (or a technique)
that objectives find an expert present in a group and direct a question to
him/her [21]. In [2], Banerjee and Basu presented a probabilistic and decen-
tralized model for the routing questions problem. This means that there is not
an entity that makes all decisions and the Routing algorithm works based on
the probability of actions taken in past be repeated. Other work is the [5] that
presents a centralized model: the iLink is a global entity that decides who will
receive the questions and, in some cases, is also able to offer answers.

Some examples of systems that implement a model of query router are the
Aardvark [6], a social network that belongs to Google, Q-Sabe [1], an academic
tool for exchange of information focused on education. Both systems consist of
CQA Sites where users publish questions (questioners) that are directed to other
users (respondents) and these can choose to answer or ignore the question, and
AskWho [13], a plugin to Facebook which aims present friends of the questioner
as possible answers to a question.

2.4 About the Differential of Our Research

The researches of Andrade et al. [1], Davitz et al. [5] and Horowitz and Kamvar [6]
propose query router techniques and developed environments where they works.
Our research follows the reverse path. We propose a Query Router algorithm
that works in a pre-existent and popular social network: the Twitter, one of
most popular social networks currently and which, apparently, will benefit of
our technique. In [13] is presented a plugin to Facebook, but AskWho do not
use any special technique to match friends, consisting only in a search engine
which compare the content of the question with the friends. The differential our
research in relation to the works cited is that we take as our starting point a
specific and popular social network and we build our model to fit in the context of
this network. Moreover, our model inherits characteristics of other related work,
like trust model and friendship. We presented these concepts of a way that they
can be easily adaptable in other contexts. We believe that the query router
problem can be treated as a multi-criteria decision making problem, instead
a probabilistic problem considered by previous work. For this reason, another
differential of our research is the solution of the model using WPM, a strategy for
making decisions with multiple criteria, considered adequate for the amount of
variables involved [22] and that also allows a dynamic evolution of our technique
trough the addition of new criteria.

In [21], we present our Formal Model do the Query Router Problem to the
context of Twitter. The work that will be presented below shows our model
in an algorithm form, easily compressive and which exposes new features and
adaptations of the technique.
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3 Twitter

Twitter is a kind of microblog, a variant of the blogs that have some type of
limitation of the content, where users can tweet (post a message) on any topic
using 140 characters [4]. In less than three years, Twitter gained such popularity
that became the microblog with the largest number of users [4] and awakening
the interest of the scientific community about it [8,11]. In January 2010 the
microblog counted more than 73 million users and in March, month in which it
completed four years, reached the mark of 10 billion posted messages [4].

Via Twitter users can follow other users and can be followed by other users. In
the context of Twitter, to follow a user means exposing publicly interest in the
content posted by him. Among the reasons that lead a user to follow another one
are admiration, friendship and reciprocity, for example. In addition, the user may
want to follow other user by considering that content posted by him is relevant.
The tweets (posts) may or may not be publics and any user is allowed to refer
to others within a tweet. Because of these features many users use the microblog
as a public chat [7].

When a user publish a public question in the Twitter, if it will not be answered
quickly the chances of be visualized and answered in future are lowest because
the question will down in timeline of followers of him. After publish a question,
probably, not all users who follow the questioner will see the question. Among the
users that visualize, only a few will provide an answer and there is no guarantee
that any of these answers will satisfy the information needs of the questioner.
Some users will not provide an answer because, as the question was posted for all
followers, they do not feel an obligation to help. And as time passes, the chances
of that question be viewed and consequently answered in the future are lower,
because it will fall positions on the timeline of the followers of the questioner.

We believe that when a tweet (question) is directed previously to someone the
probability of it be visualized are much larger, because the user mentioned can
filtrate the messages which mention him/her. When a user mention other user,
the user mentioned, immediately, receive an email inform about the message.
There is the possibility of the mentioned user disable these notifications, but
any user can filter their mentions, as already commented. Given these facts,
we believe that direct the question to someone, practically, guarantees that the
message will be visualized, but there is no guarantee that the message will be
answered, either on the quality of the response.

Appears evident that to direct a question increases the probability of it be
visualized, while the probability of it be good answered depends to who it will
be directed. A Formal Model to Query Router in Social Networks consists in a
recommendation algorithm (technique) that analyses the information available
on social network to infer who the user most able to respond the question. In
Figure 1 is illustrated the query router process working.

The question is formulated without a mention. The Query Router algorithm
(or Routing algorithm) analyzes the information about the followers of the ques-
tioners and ranks them according to aptitude to answer the question. The algo-
rithm adds a mention in the question. In Figure 1 the question is being directed
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Fig. 1. Using the Query Router algorithm to Tweet a Question

to only one follower (the yellow user), but, as the algorithm ranks all user, will
be possible send it to the n followers in bests positions.

In the next section, will be presented the Formal Model to Query Router,
which is the proposal of this work.

4 Formal Model

Informally, the problem that the model proposes to solve is given a question
posted by a user (questioner), find among his followers that user with the char-
acteristics:

1. Knows the answer: if we direct the question to a follower who has no knowl-
edge on the subject of some question, the quality of the response will be low
and probably will not satisfy the information needs of the questioner;

2. Has the trust of the questioner: if we direct the question to a follower who
has no confidence of the questioner, regardless of the answer, probably, the
questioner could not believe in the responder and prefer continue to receive
answers from other followers;

3. Provides the answer quickly: if we direct the question to a follower who
does not access the social network often, a long time can spend until the
questioner get your answer;

Thus, we need find a way to decide who user has the best combination of these
three characteristics. Next, we will detail our Formal Model to Routing Questions
in the Context of the Social Network Twitter.

4.1 The Social Network

The Twitter is a social network defined by the tuple T = (U,R), where U =
{u1, u2, u3, ..., u|U|} is a set of social network users and R corresponds to the set
of relationships as ri,j between two users i and j, where i ∈ U and j ∈ U . In
the specific context of Twitter the relationships are not necessarily reciprocal, so
ri,j �= rj,i. The existence of relationship ri,j means that the user i is a follower
of the user j.
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An user u has these sets as attributes: Followersu, Followingu and Mu. The
set Followersu ⊂ U−u contains all user x with whom u maintains a relationship
of form rx,u. The set Followingu ⊂ U−u contains all user x with whom u main-
tains a relationship of form ru,x. The set Mu = {mu,1,mu,2,mu,3, ...,mu,|Mu|
consists of all messages (tweets) posted by the user u. Each message mu posted
by u has the following attributes: dmu (corresponds the date that the message
mu was posted by the user u) and smu (corresponds the string that represents
the message content).

4.2 Problem Definition

The problem is to find a user fu ∈ Followersu that has a higher probability of
answering a question qu that requires the knowledge kfu,q and was published by
user u in form of a messagemu. The calculation of this probability, called pqu,fu ,
takes into account three abstract concepts:

1. kfu,q: knowledge of fu in relation to the question qu;
2. tu,fu : trust of u on the user fu;
3. afu: activity of fu in social network.

So the problem can be summarized in find a user fu ∈ Followersu whose tuple
(kfu,q,tu,fu ,afu) maximizes the probability pqu,fu , i.e., the user that has the best
tuple (kfu,q,tu,fu ,afu).

The details of how we believe that these concepts are quantified are described
with in [21]. Bellow, we present our Model in an algorithm form, to make easier
understand it.

5 The Routing Algorithm

Figure 2 illustrates the pseudo code of the Routing algorithm used to qualify
candidates.

First, it is verified the need of make or not make the synonymy expansion
(line 1). The variable DEFAULT AMOUNT (line 2) limits the max amount of
synonyms that should be added to each word.

After synonymy expansion part, we calculate the attributes of each follower
of the questioner: knowledge (line 6), trust (line 7) and activity (line 8). We
define knowledge as an expertise that some user has about a topic. In social
networks the knowledge of a user u is direct related with the content posted by
him: Mu [5,6]. Trust is a measure that quantifies the faith that a user has over
the information posted by another user (credibility) [19] and in our model is cal-
culated based on friendship and similarity. The activity level corresponds to the
frequency with the user post new tweets [21]. Calculate the tuple (kfu,q,tu,fu ,afu)
for any user fu ∈ Followersu is a simple task, but compare the tuples of two
different users and decide which user is the best qualified to answer the question
is not always a trivial task.
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Fig. 2. Routing Algorithm

This way, as we already have commented, we consider that as a problem of
decision making with multiple criteria (or multi-criteria decision making) and
trying to find the best tuple among users fu ∈ Followersu, after calculate the
attributes of each follower, we used the Weight Product Model (WPM) as a
method for making decisions because it is the most appropriate for the conditions
and context presented (dependence up to three variables) [22] (start in line 13).

The values RELEVANCE KNOWLEDGE LEVEL(line 23), RELEVANCE
TRUST LEVEL (line 24) and RELEVANCE ACTIVITY LEVEL (line 25) are
called factors of importance, must be set according to user need and their sum
must results in 1, i.e., (A+B+C+... = 1) [14]. When the user wants to prioritize
the speed of response (to get answers quickly) he must establish a high value
for the factor RELEVANCE ACTIVITY LEVEL, in case the user wishes to
prioritize the answers from friends (because it requires a very personal response)
he must establish a high value for the factor RELEVANCE TRUST LEVEL
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and, finally, when the user wants to prioritize the knowledge that his friends
have about the domain of the question (to find good answers) it must establish
a high value for the factor RELEVANCE KNOWLEDGE LEVEL.

Still about WPM we use a variable called comparison to compare users in
pairs. If comparison > 1, then f1 is superior to f2 and we put 1 in position
(f1, f2) of the matrix and 0 in position (f2, f1) (line 32). If comparison < 1,
then f2 is superior to f1 and we put 1 in position (f2, f1) of the matrix and 0 in
position (f1, f2) (line 34). If comparison = 1, then f1 is equivalent to f2 and we
put 1 in position (f1, f2) of the matrix and 1 in position (f2, f1) (lines 28 and
29). But in our approach we use a little confidence interval to decide. For this
reason, we use in pseudo code the symbols to express: ∼= (near), ∼> (a little
larger) and ∼< (a little smaller).

We summarize the amount of victories of each user (start in line 26) and after
compare all user we order them according with the number of victories (line 37).
At the end, this ordered list also represents the relevance order of each user and
it is returned as a solution of the algorithm (line 39).

We decided to address the problem as a multi-criteria decision making be-
cause it makes the algorithm easily expandable. The addition of new criteria,
for example reciprocity [10] or the latency time (time between the last message
and the current instant), requires only: (1) the addition of its calculation to each
follower, (2) its usage in the ratios that calculates the value of the compari-
son (start in line 23) and (3) the calibration of the factors of relevance of each
criteria.

6 Evaluation and Results

This section describes the details of evaluation process and then discusses how
validation of the Routing algorithm proposed in this paper was performed. Ad-
ditionally, the obtained results were reported.

6.1 Methodological Aspects

To validate the Routing algorithm proposed was draw an experiment whose
objective was to ascertain its ability to reflect, trough recommendations, what
happened in real world. For the research, nine people posted on Twitter 29
questions which were answered by 44 users. These questions are designed by the
participants themselves, were visible to all followers and anyone that wanted to
could answer it. Each question was considered a trial, being the input variables:
the question (q), the user information (u) and the list of users who responded on
Twitter (real responders). For each question was requested to Routing algorithm
a list of recommendation (recommended responders). The list of recommended
users was then compared with the list of users who answered the question in the
real world and we analyze the recall rate obtained. As already commented, in
order to analyze the benefits that the synonymy expansion would bring in the
Routing algorithm, the same experiment was performed only passing in different
an extended version of the question.
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The study was conducted with nine persons who publish 29 questions and
involved the processing of a graph composed for 1201 users, 131.962 messages
and 2.047.305 links between users. All information used in research may be
available by contacting any of the authors. To conduct the study, the proposed
Routing algorithm was implemented in Java, for extracting data from the social
network we used Twitter Streaming API7, for application of Natural Language
Processing (NLP) techniques was used BrazilianAnalyser8, that belongs to the
Lucene API, the thesaurus used for the synonym expansion was from the website
“Thesaurus da Ĺıngua de Portuguesa do Brasil”9.

6.2 Results and Discussion

In Figure 3 is showed the amount of true positive obtained by the Routing
algorithm proposed in that the size of list of recommendations grows for the two
versions compared (with and without synonym expansion). The horizontal axis
represents the size of the list of recommendations and the vertical axis the total
number of true positive within the 44 possible.

Fig. 3. Amount of True Positive of the Routing Algorithm.

Looking at Figure 3, apparently the combination with the expansion tech-
nique achieved better performance than a simple Routing algorithm (without
synonymy expansion). Moreover, in both situations, even with a list of twenty
five recommendations for each question, we do not match all 44 users. Even so,

7 https://dev.twitter.com/docs/streaming-api
8 http://lucene.apache.org/core/old versioned docs/versions/3 0 0/api/

contrib-analyzers/org/apache/lucene/analysis/br/BrazilianAnalyzer.html
9 http://alcor.concordia.ca/~vjorge/Thesaurus/

https://dev.twitter.com/docs/streaming-api
http://lucene.apache.org/core/old_versioned_docs/versions/3_0_0/api/contrib-analyzers/org/apache/lucene/analysis/br/BrazilianAnalyzer.html
http://lucene.apache.org/core/old_versioned_docs/versions/3_0_0/api/contrib-analyzers/org/apache/lucene/analysis/br/BrazilianAnalyzer.html
http://alcor.concordia.ca/~vjorge/Thesaurus/
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the true positive score using 10 recommendations (P@10) was consided positive,
being respectively 40% (18/44) and 50% (22/44) to a simple Routing algorithm
and for the combination with the synonymy expansion. For this reason we choose
this size to continue the investigation.

Using ten recommendations (P@10), the recall rate of the Routing algorithm
without synonymy expansion for each one of the twenty nine trial was, in order:
0%; 30%; 100%; 100%; 0%; 0%; 0%; 100%; 100%; 50%; 0%; 100%; 0%; 0%; 100%;
0%; 0%; 50%; 0%; 100%; 0%; 100%; 50%; 0%; 0%; 100%; 50%; 100%; 100%. We
can see many of the recall values are most extreme; this happen because most of
the questions posted (59%) was answered by only one person. In this situation,
is only possible to obtain a recall 0 (0%) or 1 (100%). To evaluate if the Routing
algorithm hit at least 50% of cases, each trial where happen at least one true
positive (recall > 0) was considered as one and the cases where no match (recall
= 0) will be considered zero. Thus, the percentage of success obtained was 55%
(16/29). To analyze whether this value is statistically significant was performed
a one-tailed binomial test where he obtained a p-value of 0.3555 for α = 0.05.
This means that there is no significance to accept Ha,1. Thus, H0,1 was the
first hypothesis accepted for this work, i.e., the Routing algorithm proposed,
statistically, did not get successes by more than half of the trials.

Using ten recommendations (P@10), the recall rate of the Routing algorithm
with synonymy expansion for each one of the twenty nine was, in order: 50%;
30%; 100%; 100%; 100%; 100%; 100%; 100%; 100%; 50%; 0%; 100%; 0%; 0%;
100%; 100%; 0%; 50%; 0%; 100%; 0%; 100%; 50%; 0%; 0%; 100%; 0%; 100%;
100%. Thus, using the same adaptation before, the percentage of success ob-
tained by the Routing algorithm combined with the synonymy expansion was
69% (20/29). To analyze whether this value is statistically significant was per-
formed a one-tailed binomial test where was obtained a p-value of 0.03071 for
α = 0.05. This means that the hypothesis Ha,2 was accepted, i.e., the Routing
algorithm combined with the synonymy expansion obtained successes in more
than half of the trials.

Finally, the successes rates of each trial were compared to analyze if the tech-
nique with synonymy expansion is superior. Initially, a study was conducted
aiming to verify the normality of the recall rates of both distributions using the
Shapiro-Wilk Test which resulted in a p-value 6.582e-06 for combination tech-
nique and 4.73e-06 for the technique without the expansion. This means that
both distributions are not normal. Then, using the Wilcoxon Signed Rank Test,
we check if the distribution of recall rates by the Routing algorithm combined
with synonymy expansion is superior to technique without expansion. The result
was a p-value of 0.03299 to a α=0.05, what means that the hypothesis Ha,3 also
was accepted, i.e., the Routing algorithm proposed combined with a synonymy
expansion obtained recall rates better than the same Routing algorithm without
expansion.

The results showed that the combination of the Routing algorithm with the
synonymy expansion got successes rates in more than half of the trials; however
it is considered that such results are no so expressive. To examine whether the
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recall rate for each trial (P@10) was superior to 50% was carried out again the
Wilcoxon Signed Rank Test. This time, the p-value was 0.5981 for the recall
distribution without synonymy expansion and 0.4007 for the Routing algorithm
with synonymy expansion. These p-values indicate that the average value of
successes per trial is not 50%. This negative result, in particular, is due to the
high variance in success rates (many extreme values) and the statistical test did
not guarantee a reliable range for the average of successes rate per trial. This
raises the following question: why have so many successes rates equal to 0%?
During the study, it was noted that the proposed task was naturally difficult.
When posting a question that is visible to all, the questioner is held hostage of
various random factors such as, for example, anyone who see the question might
want (or not) answer it, if the question is not viewed by anyone quickly chances of
someone to answer it in the future are smaller, people we never expect an answer
can answer, or, e.g., if the perfect individual according to the Routing algorithm
never see the question because of other random reasons (e.g., tired, blackout, did
not pay the Internet bill and the service was suspended) he/she never answer
it. However, it the study results was considered very positive, because being
the main propose of this work to infer who are the best candidates to answer a
particular question, the fact that the recommendation match with what happens
in the real world consists of a predictive validity of the conceptual model, but
little refers to the quality of the recommendation. Thus, we credit the negative
trials (where the successes rate was 0%) mainly to the random factors mentioned
above.

7 Conclusion

This paper presented a proposal for a Query Routing algorithm to Twitter. The
purpose of this Routing algorithm is to find, among the followers of a given user
(questioner), the individual most able to provide the answer. The differential of
this research compared to the work here described is due to the fact that we take
as our starting point a social network that does not fit into the category of Q&A
Site, but where the users usually publish questions. Furthermore, the Routing
algorithm was developed with facilities to be easily adaptable to the context of
other social networks and to be also easily expansible. Finally we presented the
model solution by using the WPM. To validate the proposed Routing algorithm
a case study was performed where it was evaluated its ability to predict who
would answer a question in the real world.

This study indicated that only when combined with a technique of expanding
the synonymic, the Routing algorithm gets hit by more than half of the trials.
This combination, when compared with the same technique without expansion,
was more efficient even with respect to the rates of correct answers for each
test. These results demonstrate that the proposed routing policy can still be
improved.

An immediate future work includes a qualitative evaluation of the recommen-
dations by the own questioner, besides we want increase our predict rate to 75%
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of trials. Another interesting further research is a study on which factor is most
important on the recommendation of experts: knowledge (kfu,q), trust (tu,fu)
or activity (afu); and if its importance depends on the type/topic [15] of ques-
tion or another particular factor. We also proceed an investigation to establish
whether the direction of questions to a user (or a small number of users) is more
effective than post the question to all followers. Furthermore, aiming to improve
the results obtained by Routing algorithm we can apply semantic web techniques
or analyze the insertion of Bayes Theorem to calculate the probability based on
the same criteria or (when the algorithm is available to Twitter community) to
implement the idea presented in [20] and [13], which shows to questioner a list
of recommendations and him/her takes autonomy to decide to who will direct
the question.
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Abstract. Automatically building a model of the different goals un-
derlying a workflow is very important for an organization’s memory
since we will be able to capture the implicit knowledge that is hosted
in the employees. The automatic recognition of the goal that motivates
an employee to execute a particular sequence of tasks is crucial to deter-
mine what tasks are expected to be performed next in order to achieve
that goal within the dynamics of the organization. Furthermore, an early
recognition of the employee’s goal can also prevent deviations in his/her
behavior from the expected behavior by providing personalized assis-
tance. In this article we propose a model to capture regularities in the
activities carried out by employees of an organization when they are
pursuing different goals. An experimental evaluation was conducted in
order to determine the validity of our approach and promising results
are reported.

Keywords: goal recognition, process mining, organizational memory.

1 Introduction

Knowledge is a very important value of any organization. Properly manage
knowledge is crucial because a large part of it is volatile since it is hosted on
individuals. This fact produces what is known as Corporate Amnesia [16], a
problem characterized by the regular loss of knowledge and experience of the
organization. All these skills and experience that characterizes the “know how”
of any organization is called Organizational Memory.

Both corporate amnesia and organizational memory are part of a new vo-
cabulary associated with a larger discipline known as Knowledge Management.
Knowledge Management comprises a range of practices used by organizations to
identify, create, represent and distribute knowledge.

The organizational memory comprises the documentation of the organization,
objects or artifacts that are stored in the library or online database of the cor-
poration and that can be used by employees familiar with the specific events
and experiences of the organization. The physical evidence is known as explicit
knowledge while the evidence which is hold by the employees is known as implicit
knowledge. Both types of knowledge are important for efficient decision making,
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to learn from past experiences and to try to replicate successful situations and
avoid repeating past mistakes.

In this article we analyze the use of Variable Order Markov models to capture
regularities in the activities carried out by employees of an organization when
they are pursuing different goals. This model is built from the observation of
the tasks that an employee performs and the goal that motivates the execution
of those tasks. A learning algorithm is then executed to build a model of the
tasks necessary to achieve different goals enabling this knowledge to persist in
the organization, contributing to the organizational memory. Finally, this can
be used to detect the goal that an employee has at any time and it will help to
identify deviations from expected behavior.

This article is organized as follows. Section 2 presents some background of
workflow mining and goal recognition. Section 3 describes some related work in
both areas. Section 4 presents the proposed approach to perform goal recognition
in process models and Section 5 describes the experiments performed to validate
our approach. Finally, in Section 6 we present our conclusions.

2 Workflow Mining and Goal Recognition

The increasing use of technology to align the business processes of an organiza-
tion towards the same goal has made a strong trend towards process-oriented
information systems, which have a whole infrastructure to support such business
processes. Despite all the advantages obtained from the use of these systems, the
continuing growth and dynamics of organizations make business processes grow
in number and complexity, resulting in an increasing difficulty to support its
design and its rapid adaptation to changes. To help overcome these problems, a
research area known as workflow mining [1] has emerged. Taking data from the
results of the execution of processes, which are derived from the execution logs,
workflow mining is based on applying different data mining techniques to obtain
additional knowledge such as building a new model of a given process in order to
compare it to the original process, detecting deviations from the original process
or improving the process definition itself.

In this context, the automatic recognition of the goal that motivates an em-
ployee to execute a particular sequence of tasks is crucial to determine what
tasks are expected to be performed next in order to achieve this goal within the
dynamics of the organization. An early recognition of the employee’s goal can
prevent deviations of his/her behavior from the expected behavior by providing
personalized assistance.

The term that has been introduced to describe the process of inferring the
intentions of a subject based on the tasks that she performs in a given environ-
ment is plan recognition. There are currently two main approaches to the prob-
lem of plan recognition: consistency approaches and probabilistic approaches.
Consistency approaches [15,17] aim at reducing the set of candidates intentions
by eliminating those that can not be explained by the tasks performed by the
subject. On the other hand, probabilistic approaches [8,12,6,11,13,3,4] explicitly
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accounts for the uncertainty associated with the subject’s intentions and enables
to create a probabilistic ranking of the possible intentions the subject might have
in a given moment. Both approaches can lead to accurate predictions under the
assumption that the plan library is complete and correct. However, probabilistic
approaches can find the most probable intention if the observations at a specific
time can lead to more than one possible intention while consistency approaches
can not decide between them and must wait for a unique intention consistent
with the subject’s actions in order to take a decision.

Plans libraries are domain dependent and usually a domain expert encodes
them manually. This task is tedious and prone to errors, and does not consider
the fact that different employees can achieve a specific goal through different
paths. For this reason the automatic acquisition of plan libraries is desired.

A similar situation occurs with the vast majority of workflow management
systems (WMS) that have been created in the past and that are designed for
static and structured processes to be executed in a stable environment. However,
the environments in which processes are inserted nowadays create a situation
in which workflows can be applied in highly dynamic scenarios. On the other
side, processes have grown to a large scale and its life cycle has shortened due
to the increasing complexity of the work itself and to the current dynamics
of organizations. For this reason it can be inferred that designing processes is
a hard task which demands too much time and, furthermore, they are always
discrepancies between the process designed and the actual process.

Techniques used in workflow mining aim at redesigning, re-engineering and
restructuring processes are carried out after analyzing the patterns detected at
run-time. The mining process is based on extracting information from the execu-
tion of processes and automatically deriving a model which explains the events
recorded in the workflow’s logs. All workflow systems keep the result of the exe-
cution of its processes in log files. Therefore all information associated with these
processes are recorded in those logs, such as the tasks performed, the people who
performed such tasks, and the start and end time of each task. The knowledge
discovered by applying process mining techniques is used in different ways to
improve the original processes and to adapt them to the current scenarios.

The main difference between the process mining approach and the approach
proposed in this article is that we will not focus on obtaining an explicit design
of the underlying workflow. Instead, we seek to obtain a model of the tasks
involved in the underlying workflow in order to detect the goal that motivates
the execution of those tasks. With this information available, the system will be
able to provide personalized assistance in the execution of those tasks and also
to detect behaviors that do not fit the expected flow of activities.

3 Related Work

Cook and Wolf investigated the mining of processes in the context of software
engineering processes. In [10] three methods for process discovery are described:
one using neural networks, one using an algorithmic approach and the third
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using a Markovian approach, concluding that the latter two methods are more
effective. The algorithmic approach builds a finite state machine where states are
fused if its possible behavior in the following k steps is identical. The Markovian
approach uses a mixture of algorithmic and statistical methods and has the
fundamental advantage of being robust in the presence of noise. The difference
between the approach presented in this article and the Markovian approach
proposed by Cook and Wolf is that the latter used Markov chains of first and
second order, while we use variable order Markov models that are able to model
both short and long time dependencies, depending on the statistical information
contained in the logs.

Wen et. al [20] presented an algorithm based on two types of events that indi-
cate the beginning and completion of tasks. This information is used to explicitly
detect parallelism. Together with the causality information obtained from the
activities log, they derive relationships between tasks which are then used to cre-
ate a Petri net modeling the underlying process. The proposed algorithm, called
β-algorithm, is an extension of the α-algorithm proposed in [2], solving some of
the limitations of the latter such as the detection of short cycles. A disadvantage
of this approach is that it is not probabilistic. That is, the model obtained is
able to model different paths to follow to comply with a given process, but it
is not able to model which of these paths is more likely to be executed by the
employee. Furthermore, this approach is not robust to the presence of noise in
the training data.

The two studies described above focus on building a model of the activities
corresponding to a workflow and not on the on-line detection of the goal that
motivates an employee to perform a set of tasks. This line of work corresponds to
the area of goal (or plan) recognition. In this direction we consider the prediction
of the goal of a subject as an inherently uncertain task. That is why we seek
for a knowledge representation capable of capturing and modeling this kind of
uncertainty. Non-probabilistic approaches [15,17] have the disadvantage of not
being able to decide to what extent the observed evidence supports any particular
hypothesis about the goal of the subject. This is an important consideration so
as to generate a probabilistic ranking with the different possible explanations for
a set of actions performed by the subject. Bayesian networks and Markov models
are two of the most used representations that deal with this type of information.

Bayesian networks have been used successfully in previous studies of goal
recognition [8,3]. While it is possible to achieve good results using this knowledge
representation, learning Bayesian networks from logs is expensive and requires
training examples with a constant number of tasks. However, this is not the
case when we look at the tasks performed by an employee in an organization.
Furthermore, there may be different ways to meet a goal and each of these
ways may require the execution of a different number of tasks. These problems
are often treated using a sliding window with a fixed size so as to segment
the activities log, but this introduces fictional examples that can result in an
incorrect detection of the causalities among the activities.
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There are other two fundamental problems in using Bayes networks as a rep-
resentation of knowledge in this domain. The first is that the result of the prop-
agation of evidence in the network is not sensitive to the order in which the
activities are observed. This means that if the sequence of activities performed
by an employee is entered into the network in a totally different order, the result
of the evidence propagation would be exactly the same. The second problem is
that Bayesian network, by definition, are not capable of representing cycles.

On the other hand, Blaylock and Allen [5,6] studied the use of Markov models
of first and second order and hidden Markov models for goal recognition in the
domain of a Linux system. They defined the problem of goal recognition as a
classification problem in which given a sequence of observations, the algorithm
searches for the goal that more probably explain those observations.

Markov chains of first order can be derived without any prior knowledge of the
model’s structure, but the Markov assumption is not realistic in the domain of
process mining. Markov chains of higher order have the disadvantage of having
an exponential growth in the state space as the order of the model increases to
capture longer time dependencies. For this reason we propose to use variable
order Markov models, which extend Markov chains of fixed order by allowing
the number of random variables that determine each state of the model depend
on different specific contexts. These contexts represent sequences of previous
observation assuming that future states are independent of past states earlier
this context.

4 Proposed Approach

4.1 Learning a Workflow’s Goals Model from Examples

Markov models are a natural way of modeling sequences of events observed along
time. In its simplest form, a Markov chain is a stochastic process with the Markov
property. Having the Markov property means that, given the present state, future
states are independent of the past states. In other words, the description of the
present state fully captures all the information that could influence the future
evolution of the process. Future states will be reached through a probabilistic
process instead of a deterministic one. At each step the system may change
its state from the current state to another state, or remain in the same state,
according to a certain probability distribution. The changes of state are called
transitions, and the probabilities associated with various state-changes are called
transition probabilities.

Markov chains of fixed order are a natural extension in which the future state
is dependent on the previous m states. Although this extension is beneficial for
many domains, there are some main drawbacks in the use of these models. First,
only models with very small order are of practical value since there is an expo-
nential grow in the number of states of Markov chains as their order is increased.
Second, for sequences of tasks performed by an employee to achieve a given goal,
the probability of the next performed task is not always determined by the same
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fixed number of previous tasks. There is usually a variable length previous “con-
text” that determines the probability distribution of what the employee may
perform next.

Hidden Markov Models are an alternative way of modeling natural sequences.
Although these models are a powerful and popular representation, there are
theoretical results concerning the difficulty of their learning [18].

Variable Order Markov (VOM) models arose as a solution to capture longer
regularities while avoiding the size explosion caused by increasing the order of the
model. In contrast to the Markov chain models, where each random variable in a
sequence with a Markov property depends on a fixed number of random variables,
in VOM models this number of conditioning random variables may vary based
on the specific observed realization, known as context. These models consider
that in realistic settings, there are certain realizations of states (represented
by contexts) in which some past states are independent from the future states
conducting to a great reduction in the number of model parameters.

Algorithms for learning VOM models over a finite alphabet Σ attempt to
learn a subclass of Probabilistic Finite-state Automata (PFA) called Probabilis-
tic Suffix Automata (PSA) which can model sequential data of considerable
complexity. Formally, a PSA can be described as a 5-tuple(Q,Σ, τ, γ, π), where
Q is a finite set of states, Σ is the task universe, τ : Q×Σ → Q is the transition
function, γ : Q×Σ → [0, 1] is the next task probability function, where for each
q ∈ Q,

∑
σ∈Σ

γ(q, σ) = 1, π : Q → [0, 1] is the initial probability distribution over

the starting states, with
∑
σ∈Σ

π(q) = 1.

A PFA is a PSA if the following property holds. Each state in a PSA M is
labeled by a sequence of tasks with finite length in Σ∗ and the set of sequences S
labeling the states is suffix free. Σ is the domain task universe, that is the finite
set of tasks that the employee can perform in the domain. A set of sequences S
is said to be suffix free if ∀s ∈ S, Suffix∗(s) ∩ S = {s}, where Suffix∗(s) =
{si, · · · , sl|1 ≤ i ≤ l} is the set of all possible suffixes of s, including the empty
sequence e. For every two states q1 and q2 ∈ Q and for every task σ ∈ Σ, if
τ(q1, σ) = q2 and q1 is labeled by a sequence s1, then q2 is labeled by a sequence
s2 that is a suffix of s1 · σ.

In contrast to m-order Markov models, which attempt to estimate conditional
distributions of the form Pr(σ|s), with s ∈ ΣN and σ ∈ Σ, VOM algorithms
learn such conditional distributions where context lengths |s| vary in response
to the available statistics in the training data. Thus, PSA models provide the
means for capturing both large and small order Markov dependencies based on
the observed data. In [4] an algorithm for learning such models in an incremental
way is proposed.

Learning a workflow model from activities logs has the main advantage that
we do not need any additional information about the domain being modeled
more than the tasks that can be performed in the domain. We will be able to
learn regularities in the employees’ behavior just by analyzing the trace examples
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observed in the logs. In the following section we describe how we use PSA’s
models to perform goal recognition.

4.2 Recognizing an Employee’s Goals withing a Workflow

To perform goal recognition, we build a PSA model for each different goal in
the domain. By having a separate model for each goal, we will be able to track
several goals that are being pursued simultaneously by the employee.

Conventionally, to compute the probability assigned by a PSA k to a given

sequence of observations, we should compute PPSAk
(r) =

N∏
i=1

γ(si−1, ri), where

γ(si−1, ri) is the probability value assigned in state si−1 to the observed task
ri, and will select the PSA that assigns the maximum probability as the PSA
corresponding to the employee’s intention. However, as the employee continues
performing tasks, the total cumulative probability value assigned by each PSA
will become smaller and smaller as we are multiplying values in the range (0, 1].
Furthermore, we must consider the uncertainty related to the moment in which
the employee starts a new plan to achieve a new goal. We will face with a
continuous stream of tasks and we should be able to recognize changes in the
employee’s current goal. Moreover, the goal recognition process should not be
affected by the execution of noisy tasks. The problem we are facing is not a
classical problem of classification as we do not predict a “class” (goal) after
observing a complete sequence of tasks. In this domain, we should be able to
predict the most probable employee goal after each performed task, and the limit
between sequences of tasks corresponding to different goals might be fuzzy.

To tackle this problem we use an exponential moving average on the predic-
tion probability γ(s, σ) at each step in each PSA as the predicted value for each
corresponding employee goal. Moving averages are one of the most popular and
easy to use tools to smooth a data series and make it easier to spot trends. An ex-
ponential moving average (EMA) [14] is a statistic for monitoring a process that
averages the data in a way that gives less and less weight to data as time passes.
The weighting for each step decreases exponentially, giving much more impor-
tance to recent observations while still not discarding older observations entirely.
By the choice of a weighting factor 0 ≤ λ ≤ 1, the EMA control procedure can
be made sensitive to a small or gradual drift in the process. Alternatively, λ may
be expressed in terms of N time periods, where λ = 2

N+1 .
EMAt expresses the value of the EMA at any time period t. EMA1 is set to

the a priori probability of the first observed task σ. Then, the computation of
the EMA at time periods t ≥ 2 is done according to equation 1

EMAt = λγPSAi(s, σ) + (1 − λ)EMAt−1 (1)

The parameter λ determines the rate at which older probabilities enter into the
calculation of the EMA statistic. A value of λ = 1 implies that only the most
recent measurement influences the EMA. Thus, a large value of λ gives more
weight to recent probabilities and less weight to older probabilities; a small
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value of λ gives more weight to older probabilities. The value of λ is usually set
between 0.2 and 0.3 [14] although this choice is somewhat arbitrary and should
be determined experimentally.

To sum up, the goal recognition process works as follows: as the user performs
activities in the application at issue we keep making the corresponding state
transitions in each PSA and computing the exponential moving average of the
transition probability of the performed tasks given each PSA. At each step, we
will own a probabilistically ranked set of PSAs which correspond to the most
probable goals the user may have at each moment.

5 Experimental Evaluation

5.1 Experiment Set-Up

Process logs corresponding to real-world business process are hardly available.
Harder to get are process logs in which different goals have been identified and
associated with the corresponding log traces. For these reasons, we have tested
our technique with a simulated scenario, as in [19] and [9]. The main benefit of
using simulation is that properties such as noise can be controlled. We defined
five different workflows using PLG [7], a framework that enables the generation
of random business processes according to some specific user-defined parameters.
The generated workflows represent five different goals that the employees can
pursue by performing the same set of 18 activities. Figure 1 shows the Petri net
representation of one of the workflows used in the experiment and Table 1 shows
some statistics for the five process’s goals used in the experiment.

Fig. 1. Petri net representation of the workflow for one of the goals used in the exper-
iment

Next, for each workflow, we use PLG to generate 100 traces and filtered out
duplicate traces. Finally, we trained five different VOM models to be used in the
experiments. In the following section we present the goal recognition performance
using this dataset.
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Table 1. Statistics for the processes used in the experiment

G1 G2 G3 G4 G5
Number of AND patterns 0 2 2 1 1
Number of XOR patterns 3 1 1 2 1

Number of loops 4 2 0 1 1
Maximum number of AND branches 0 3 2 3 2
Maximum number of XOR branches 3 3 2 3 2

Total number of activities 18 18 12 18 11

5.2 Goal Recognition Performance

We evaluated our approach in terms of online accuracy and convergence, defined
as follows:

– Online accuracy. For a certain goal, online accuracy is defined as the num-
ber of time-steps in which the employee’s current goal was the most prob-
able goal divided by the number of performed tasks. In other words, if
we assume that the recognizer makes predictions after each observed task,
the online accuracy of a sequence Seq = σ1, σ2, ..., σN for a given goal q
is computed as accuracyonline(q, Seq) =

∑N
i=1 bestq(σi)

N , where bestq(σi) ={
1 if q(σi) = qbest(σi)
0 otherwise

, q(σ) is the resulting EMA value assigned by PSA

q after observing the task σ given the previous context, and qbest(σ) is the
highest resulting EMA value assigned by all PSAs after observing task σ
given the previous context

– Convergence. When applied to a specific goal, this criterion indicates the
average percentage of observations after which a recognized goal converges
to the correct answer. It measures how fast the recognition process of a
goal converges to the correct answer. If the algorithm predicted correctly
the actual employee’s goal from the time-step t to the time-step corre-
sponding to the last performed task, then the convergence is computed as
convergence(q, seq) = N−t+1

N , with not bestq(σt−1) and bestq(σj), ∀j t ≤
j ≤ N . The time-step t is called convergence point.

We ran our experiments by doing a leave-one-out cross validation over the col-
lected logs for each workflow. We tested different values for the smoothing con-
stant, ranging from 0.1 to 1.0 with intervals of 0.1. Figure 2 shows the resulting
average values for the five workflow’s goals.

We obtained better convergence and online accuracy with a value of λ = 0.2.
This is equivalent to a (smoothed) sliding window on the last nine observed
actions (remember that λ can be expressed as λ = 2

N+1 , where N is the number
of last actions that concentrate the highest weights in the EMA computation). As
expected, accuracy is higher than convergence in all cases since the recognizer is
often “confused” at the beginning of the observed sequence of tasks, making some
good and bad predictions until it finally converges. With λ = 0.2 convergence is
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Fig. 2. Accuracy and convergence for different values of the smoothing constant λ

Fig. 3. Comparison with fixed-order and hidden Markov models

reached on average when only 30% the sequence has been observed, confirming
our hypothesis that the smoothing constant enables an earlier detection of the
user’s current goal.

In order to compare these results with competing approaches, we performed
the same experiments using fixed-order Markov models and Hidden Markov mod-
els. Figure 3 shows a comparison of online accuracy and convergence obtained
for Markov models of order 1, 2 and 5 (indicated as 1-Markov, 2-Markov and
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5-Markov in Figure 3, respectively), HMM with 2, 3 and 5 hidden states (in-
dicated as HMM-2, HMM-3 and HMM-5 in Figure 3, respectively), and those
obtained with VOM models with EMA smoothing (VOMM+EMA).

We can see that VOM models outperformed fixed order Markov models and
HMM for the two metrics considered. There is an increase in convergence as
we use a longer context for fixed-length Markov models. However, using fixed
contexts longer than two does not improve online accuracy. On the other hand,
HMM gave the worst results and trend to keep similar average performance
when we vary the number of hidden states. By using VOM models with EMA
smoothing we obtained 81.16% online accuracy and 69.33% convergence, an
improvement of 5.23% and 17.96% respectively as compared to 2-Markov and
5-Markov, which resulted to be the best competing models for each metric.
This confirm our hypothesis that VOM models enables a better modeling of the
sequences of tasks needed to achieve different goals within a workflow, keeping
short contexts when possible but using longer contexts when they give a better
prediction than a shorter context.

6 Conclusions

In this article we addressed the problem of building a model of the different goals
that an employee can pursue within the workflow of an organization. This model
is automatically built from example sequences of tasks performed to achieve each
goal. This fact is very important to the organizational memory of a company
since we will be able to capture the implicit knowledge that is hosted in the
employees in the form of a model representing how different goals are commonly
achieved by them.

We found that Variable Order Markov models are a good alternative for cap-
turing regularities in the employees’ behavior in their task of accomplishing
different goals. VOM models extend the well-known Markov chains by making
variable the order of the model. In this way, longer order contexts are used only
if they enable better predictions than shorter contexts. We also proposed the
use of an exponential moving average for smoothing the predicted probabilities
in order to better capture the underlying tendency in the goal followed by the
employee.

Finally, we evaluated the proposed approach in a simulated scenario with five
different goals. We conclude that our approach facilitates an early and accurate
prediction of the employee’s goal, when only 30% of the length of the sequence to
achieve a given goal has been observed. We obtained an improvement of 5.23%
in online accuracy and 17.96% in convergence compared to Markov modes of
second and fifth order, respectively.

One limitation of our approach is that we need example sequences of tasks
representing how different goals in the workflow are achieved. Workflow logs are
rarely tagged with this kind of information. Expressiveness is also reduced since
we are not reconstructing the underlying workflow of a log. Nevertheless the
graphical representation of the VOM model in the form of a PSA can give us an
idea of contexts of tasks that determine the different transitions in the model.
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Finally, VOM models are sensitive to the number of actions in the training
sequences. On the one hand, if the provided training sequences are too short, we
cannot take advantage of the variable order part of our models, since there is
not enough statistical information to learn about. In this case, VOM models will
be equivalent in performance to fixed order Markov models. On the other hand,
if the model for a given goal is trained using short sequences and the model for
another goal is trained with longer sequences containing the same symbols, the
first model will be predicted after observing the same sequence of actions. This
happens because the probability mass is distributed among fewer contexts and
the corresponding goal will be predicted with higher values. A similar problem
occurs with the EMA computation. If sequences are too short, the memory of
the model will not be activated and using a smoothing constant with higher
values can lead to better prediction results.
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Abstract. Technological advancement has enabled improvements in the tech-
nology of sensors and satellites used to gather climate data. The time series 
mining is an important tool to analyze the huge quantity of climate data. Here, 
we propose the Sequential Association Rules from Time series - SART method 
to mine association rules in time series that keeps the information of time be-
tween related events through an overlapped sliding-window approach. Also the  
proposed method  mines association rules, while the previous ones produce 
frequent sequences, adding the semantic information of confidence, which was 
not previously defined by sequential patterns. Experiments were conducted with 
real data collected from climate sensors. The results showed that the proposed 
method increases the number of mined patterns when compared with the tradi-
tional sequential mining, revealing related events that occur over time. Also, the 
method adds the semantic information related to the confidence and time to the 
mined patterns. 

Keywords: sequential association rule, time series data mining, sliding  
window. 

1 Introduction 

Human knowledge comes from historical and current observations that are analyzed 
for decision making. Thus, the study of time series is important for the prediction and 
identification of possible patterns that occur in the flow of time. Time Series are gen-
erated and studied in several areas such as economy, health, telecommunication, 
weather, geosciences and more recently in remote sensing. One of the fields that em-
ploy time series analysis is the Agrometeorology. Climatology and agrometeorology 
researchers are interested in finding sets of related events. For example, they wish to 
relate the impact of a temperature change in the production of sugarcane. 
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With the development and the improvement of the data acquisition technology, 
climate data from surface stations,  remote sensors, weather radars or sensor network 
have been increased, generating terabytes of data to be analyzed.  Data mining is the 
computation area responsible for the developing of automatic or semi-automatic tech-
niques to analyze the gathered data. A very important area in the data mining is the 
mining of association rules that concerns to the search for relations of occurrences 
among items in a database. The traditional association analysis is intra-transactional, 
since it reveals only relations among items that occurred in the same transaction.  On 
the other hand, when working with time series, the association rules should be inter-
transactional. The inter-transactional association rules comprises in patterns relating 
items occurrence over one or more transactions. In this sense, intra-transaction rules 
are a subset of the inter-transaction ones [16]. 

When working in the climate domain, if the classical association rule mining is 
employed, it is possible to obtain rules relating events at the same time. For instance, 
“in a given moment, if the temperature is low, then the precipitation is low”. That rule 
associates items found in the same transaction, so it is intra-transactional. One of the 
problems of it is that it cannot capture the time evolution between the climate pheno-
mena, such as, “if in this month the temperature is high, then in the next month the 
precipitation will be high”.  The last rule is an example of an inter-transactional rule 
and the major advantage of it is the possibility of finding patterns along a period  
of time. 

Often, in the analysis of patterns, meteorologists and agrometeorologists use statis-
tical models based on principal components analysis, cluster analysis, frequency dis-
tribution, geostatistics, non-parametric statistics, among others.  However, there are 
few specific data mining techniques for climate and remote sensing databases [7]. 

This paper proposes a new method, named SART - Sequential Association Rules 
from Time series - to mine association rules in time series sequences. The rules are 
mined employing a sliding window that allows the mining of patterns relating event 
occurrences over time. The method broadens the exploratory power of the sequential 
methods of association rule mining, including the time dimension in the search 
process. The experiments show that our proposed method produces semantically  
richer patterns and in larger number, when compared to the traditional sequential 
association mining.  

The paper is organized as follows. Section 2 presents a review of the literature  
regarding sequential analysis and inter-transactional association rules. In Section 3, 
describes the proposed method. In Section 4 presents the experiments. Finally,  
Section 5 presents the conclusions and future work. 

2 Background and Related Work 

Association Rules were proposed by Agrawal et Al. [1] to solve the problem of  
discovering sets of items that frequently occur together in transactions of a database. 

Let , … ,   be a set of literals, called items or candidates. A set  
is called itemset. An itemset  with  elements is called itemset-k. Let  be a table 
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with tuples  involving elements that are subsets of I. The tuple  supports an itemset 
, if  . An association rule is an expression of the form , where  and  

are itemsets.  is called body or antecedent and  is called head or consequent of the 
rule . The support of an itemset  is the ratio between the number of tuples in 

 that support  and the total number of tuples of  . The confidence of a rule 
 is the proportion of tuples containing X that also contains Y. The problem of 

association rule mining, as it was firstly stated, involves finding rules that satisfy the 
constraints of minimum support (minsup) and minimum confidence (minconf) speci-
fied by the user. 

Traditional association rule mining techniques relate data items disregarding the 
sequence of their occurrences. However, when analyzing climate data  it is necessary 
to consider the sequence of items occurrence. In this sense, sequential pattern mining 
was introduced in [2] as a problem of finding sequences of item occurrences derived 
from the association rule mining problem. In the last decade, techniques have been 
proposed to discover sequential patterns in temporal data [2,4,5]. Most of the earlier 
algorithms for sequential pattern mining are based on the Apriori property [17]. The 
Apriori property states that any sub-pattern of a frequent pattern (a pattern that satis-
fies the restriction of minimum support) must also be frequent. Apriori-like algorithms 
adopt a multiple-pass candidate generation-and-test strategy. In order to reduce the 
time taken to generate candidates, algorithms based on pattern growth were devel-
oped.  In this sense, most algorithms of sequential association rules mining are based 
on Apriori or on pattern growth approaches [8].   

The GSP algorithm [4], which is based on Apriori, iteratively counts the occur-
rences of candidate sequences (potential frequent sequences), requiring as many data-
base scans as the longest frequent sequence of the database.  The SPADE algorithm 
[9] is also based on Apriori. It adopts a vertical data format where the original prob-
lem is decomposed into smaller sub-problems that can be solved in main-memory 
using lattice search techniques. Another example of Apriori-based algorithm is FITI 
[11], which identifies inter-transactional patterns formed by extended-items. Hu [13] 
introduces a multi-time-interval sequential pattern, which reveals the time-intervals 
between all pairs of items in a pattern. He proposes an Apriori-based algorithm called 
MI-Apriori. 

In [6] E-Apriori and EH-Apriori were proposed. As previously reported in [10], the 
most costly operation are  (identification of the set of frequent itemsets of size 1) 
and  (identification of the set of frequent itemsets of size 2) iterations, i.e., and 

 dominate the total cost of mining. A large number of    elements results in a 
large number of itemsets to process   (set of candidate itemsets – potential fre-
quent itemsets of size 2). In order to build a smaller set , EH-Apriori adopts a hash-
ing  technique similar to the one  proposed in [10] to filter out unnecessary candidate 
two-extensive itemsets in advance, so all possible two-extensive itemsets are inserted 
into the Hash table.   

The PrefixSpan [5] algorithm explores a pattern-growth approach and adopts a di-
vide-and-conquer strategy. The database is recursively projected into a set of smaller 
projected databases based on the current sequential pattern. The sequential patterns 
are grown in each projected database by exploring only locally frequent fragments. 
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The main idea of PrefixSpan is: any frequent subsequences can always be found by 
growing frequent prefixes. Given a sequence database S the PrefixSpan algorithm can 
be defined in a recursive sequence of steps [5]: 

PrefixSpan(α, i, S|α) 

1. Scan S|α once, find the set of frequent items b such that 

─ b can be assembled to the last element of α to form a sequential pattern; or  
─ <b> can be appended to α to form a sequential pattern. 

2. For each frequent item b, append it to α to form a sequential pattern α’, and output 
α’; 

3. For each α’, construct α’-projected database S|α’, and call PrefixSpan(α’, 
i+1,S|α’). 

The major advantage of PrefixSpan is that it does not require the candidate generation 
step as the Apriori-like approaches, reducing the computation cost of successive scans 
in the database. PrefixSpan mines projected databases. In this study, our database is a 
long continuous sequence. Thus, we adapted the PrefixSpan algorithm to mine a con-
tinuous sequence database.   

Few PrefixSpan-based algorithms have been proposed. Examples of them are 
FreeSpan [14], I-PrefixSpan[15] and MI-PrefixSpan [13]. FreeSpan [13] creates pro-
jected databases based on the current set of frequent patterns without a particular or-
dering (i.e., growth direction), whereas PrefixSpan projects databases by growing 
frequent prefixes. FreeSpan is based on the following property: if an itemset  is 
infrequent, any sequence whose projected itemset is a superset of  cannot be fre-
quent. FreeSpan mines sequential patterns by partitioning the search space and pro-
jecting the sequence subdatabases recursively based on the itemsets.  Yet, the general 
idea of I-PrefixSpan [15]  is to use a data structure to reduce the execution time and 
memory usage.  Lee and Wang [18] proposed a method for mining frequent inter-
transaction patterns consisting of two phases: the first one is prepared with two data 
structures, called a dat-list, which stores the information of items used to find the 
frequent inter-transaction patterns and an ITP-tree. The ITP-tree stores the frequent 
patterns discovered. In the second phase, the algorithm calls ITP-Miner (Inter-
Transactions Patterns Miner) to mine all frequent inter-transaction patterns.  

In general, algorithms of sequential pattern mining reveal patterns from event se-
quences, considering just the relation of order among the events but not the time in-
terval taken among them. Moreover, algorithms of sequential pattern mining reveal 
frequent itemset sequences and not association rules. When working in climate do-
main, the time between events should be taken into account, since time is an essential 
feature to characterize climate phenomena. Also, it is important to preserve the rela-
tion of cause and consequence that exists in association rules to enhance the analysis 
of climate changes. In this paper, we propose to adapt a sequential pattern mining 
technique to work in times series analysis, allowing the mining of sequential associa-
tion rules taking into account the time resolution between the events and the confi-
dence of the mined rules. 
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The proposed method pre-processes time series using a sliding window approach 
producing sequences. The sequences are submitted to the mining algorithm, which is 
an adaptation of PrefixSpan. This adaptation employs a new support measure that  
computes the items occurrences regarding time series sequences. The method defines 
a new measure of confidence that quantifies the strength of a sequential association 
rule. In addition, the method incorporates in the mining algorithm the rule generation 
step and the calculus of the confidence measure, allowing the mining of association 
rules, which was not previously implemented in sequential pattern mining  
approaches. 

3 Proposed Method: Sequential Association Rules from Time 
Series (SART) 

We propose a new method, called Sequential Association Rules from Time series - 
SART, to mine sequential patterns from time series. The proposed method and the 
definitions employed to understand it are given, as follows. 

A unidimensional time series sequence S is defined as a sequence of pairs , , with i = {1, …, n}: , , … , , , … , , , where  and each  
is an event, i.e. the value of attribute a at time . 

A multidimensional time series sequence S is a sequence of sets of events in the 
format … , , with i = {1, …,n}, where , …   are events that occurs 
at the time value . A multidimensional time series sequence S is defined as: … , , … , … , , … , … , , where 

, 
Since the SART method works using a sequential approach, its first step consists of 

transforming an input time series S in a database D of data sequences. This is per-
formed using a sliding window approach, as described below. 

A window w of an n-dimensional time series S is a block of events that occurs in a 
continuous interval, starting at time ts and ending at time te such that events ts and te 
belongs to S. The size d= |w| is the number of consecutive sets of events … ,  occurred at time ti kept by the window, 0 ≤ d < n. A sliding window 
W[j] at position j of the time series S is a walking window that scans sub-sequences 
Sj⊂S, starting at time ts. Two consecutive sliding windows Sj and Sj+1, 0 ≤ j<n, may 
overlap, i.e. Sj  Sj+1= S’ | S’⊂ Sj and S’⊂ Sj+1. The size v= |Ss|, 0 ≤ v <d is called over-
lap size.  Recall that the overlap size should be smaller than the window size in order 
to keep the sliding of the window. For the proposed method, we considered constant 
the window size d and the overlap size v.  The number of time measures walked at 
each step of the sliding window is s = d-v. Therefore, we can define a sliding window 
W[j] at the position j of a time series sequence S as a subsequence Sj: 

W[j] = Sj = [(aj,bj,…,tj), (aj+1,bj+1,…,tj+1),…,.(aj+d,bj+d,…,tj+d)], j=sk, k=1..n/s. 
The first step of SART is to process the time series S producing sequences Sj,  

employing two input parameters: the window size d and the overlap size v. 
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Let an itemset X be a set of database items that occurs simultaneously. An itemset 
sequence is defined as  P= < (X1), …,(Xi),..., (Xm) >, where m ≥ 1 and Xi is the ith  
itemset occurred in time order. An itemset is delimited by parentheses. If an itemset 
has only one element (itemset-1), it can be represented without the parentheses nota-
tion. In a sequence P, the time order between itemsets occurrences is: the itemset Xi 
occurs before Xi+1. 

The second step of SART consists of finding frequent itemset sequences P. An 
itemset sequence is frequent if it satisfies minimum support minsup. The support of 
an itemset sequence P is defined as: | |1 | | (1)

where |D| is the number of sequences from the database D, | | is the number of oc-
currences of the itemset sequence P in the database D, v is the overlap size of the 
sliding window approach that map the time series S in sequences Sj.  
    We define a sequential association rule generated from the itemset sequence P = < 
(X1), (X2), …,(Xi),..., (Xm) > as an expression of the form: 

 
X1 Z, where Z= <(X2),..., (Xm)>, and Xi occurs before Xi+1 

 
The rule X1Z indicates that, if the starting sequence itemset X1 occurs, than the re-
maining of the itemset sequence Z tends also occurs. A sequential association rule 
relates the starting itemset of a sequence to the subsequent ones.  

To the best of our knowledge, there are no approaches in the literature that calcu-
lates the confidence measure for sequential association rules. However, the confi-
dence measure is an important indication of the statistical strength of the rule. We 
define the confidence of a sequential association rule X1Z as:   1Z Z  (2)

The confidence measures the probability of the subsequence of itemsets Z occurs after 
X1. Since the itemset X1 is the set of events that triggers Z, the confidence, as stated by 
Equation 2, is also called the trigger-confidence of the rule. 

The third step of SART consists of finding strong rules from the frequent se-
quences produced in the second step. The strong rules are the ones that satisfy the 
minimum confidence input threshold minconf. To perform this, each frequent 
itemset sequence P = < (X1), (X2), …,(Xi),..., (Xm) > is employed  to generate  
the rules X1 Z,  where Z= <(X2),..., (Xm)>, and the confidence of it is  
calculated according to Equation 2. The method outputs the strong rules and eli-
minates the non-strong ones. Algorithm 1 describes the steps of the proposed 
method SART. 
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Algorithm 1. Method SART 

Input: multidimensional time series S=[(a1,b1,...,m1,t1),…,(an,bn,...,mn,tn)], window size d, over-
lap size v, minimum support minsup, minimum confidence minconf 
Output: set R of strong sequential association rules X1Z 

Step 1: Scan the time series S using the sliding window 
W[j] producing the set W of time series sequences  
 1 for k=1 to n/s 
 2 s=d-v; j=s×k 
 3    W[j] = Sj =  [(aj,bj,…,tj), (aj+1,bj+1,…,tj+1),…,. 
(aj+d,bj+d,…,tj+d)] 
 4  W = Wj 
Step 2: Find the set F of frequent itemset sequences from 
W 
 5 for each itemset sequence P ⊂  
 6  calculate sup(P) according to Eq.(1) using PrefixSpan 
 7 F = P | P ⊂   sup(P) minsup 
Step 3:Find the set R of strong association rules from F 
 8 for each itemset sequence P ⊂  F 
 9    generate a rule of the form X1Z, where Z = 
<(X2),..., (Xm)> 
 10    calculate conf(X1->Z) according to Eq. (2) 
 11 R = X1Z |conf(X1Z)  minconf 
 12 return R 

 
The first step of the method (see Algorithm 1, lines 1 to 4) produces sequences 

from time series using a sliding window approach that divides the time series in se-
quences. Each sequence has the sequence of itemsets occurred in a window of dura-
tion d and overlap v. This step has low computational cost because the time series is 
scanned once. 

The second step (see Algorithm 1, lines 6 to 7) consists in determining the frequent 
sequences. This step is the most computational expensive one, since it generates the 
candidate sequences and determines the support of them. In this step, we employed 
the pattern-growth PrefixSpan [5] approach with an adaptation in the support count-
ing. Our approach takes into account the overlap produced in the process of mapping 
time series in sequences (Step 1 of SART, see Algorithm 1, lines 1 to 4) and  
employs a different way of support counting expressed in Equation 1. 

The third step of SART (see Algorithm 1, lines 8 to 12) consists in generating as-
sociation rules from the frequent itemset sequences found in step 2 and determining 
the confidence of them (see Equation 2).  The method output the set of all strong 
rules found, i.e. the ones that satisfy the minimum confidence threshold. 
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The method SART broadens the previous sequence pattern mine methods since it: 

─ produces rules, while the previous ones produce only frequent sequences; 
─ add the semantic information of confidence, which was not previously defined 

by sequential patterns; 
─ adapts the support counting to the mining of time series using a sequential ap-

proach. 

Several experiments were conduct in order to evaluate the applicability of the  
proposed method. Three of the most representative ones are described in the next 
section. 

4 Experiments 

We implemented the method SART in Java. The experiments were taken on a Pen-
tium Core i7, 2.8 GHZ computer with 8GB of RAM and a SATA hard disk.  We 
performed the experiments employing agrometeorological time series. Prior to apply-
ing the SART mining method, the time series values, which are continuous, were 
discretized. The discretization process was performed using the Omega algorithm [3].  
Omega is a supervised discretization algorithm, which creates data intervals avoiding 
data inconsistencies and having linear computational cost. 

We tested three configurations of sequential mining of the climate time series. In 
all the configurations, the input data were previously discretized by Omega. The con-
figurations are detailed as follows: 

• Configuration 1 - PrefixSpan: the sequential association rule mining algorithm 
PrefixSpan was applied over the discretized dataset; 

• Configuration 2 - PrefixSpan (v= V1, d= V2): the sequential association rule mining 
algorithm PrefixSpan was applied over the discretized dataset previously processed 
to generate sequences. The sequence generation was performed using the Step 1 of 
SART (see Algorithm 1, lines 1- 4). The values v = V1 and d = V2 are the input of 
overlap size and window size of the sequence generation process; 

• Configuration 3 - SART (v= V1, d= V2): the method SART (see Algorithm) was 
entirely applied to mine the discretized dataset. The values v = V1 and d = V2 are 
the input of overlap size and window size of the method. 

4.1 Experiment 1 

In this experiment, we employed the Araraquara dataset. The dataset Araraquara was 
collected from the Brazilian System of Agrometeorological Monitoring (Agritempo - 
http://www.agritempo.gov.br/). It contains agrometeorological data monthly collected 
from Araraquara, a Brazilian city in the São Paulo State, comprising values of precipi-
tation, maximum temperature (Tmax), minimum temperature (Tmin), NDVI (Norma-
lized Difference Vegetation Index) and WRSI (Water Requirement Satisfaction  
Index). 
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Table 1. Example of data from Araraquara dataset 

 
The Araraquara dataset was submitted to Omega for discretization. Table 2 shows 

the data from Table 1 discretized by Omega.  

Table 2.  Meteorological data discretized by Omega algorithm 

 

We submitted the Araraquara dataset to the mining of sequential patterns according 
to the three configurations described in the beginning of the section. We varied the 
minimum support (minsup) input to the values 3%, 5%, 10%, 15% and 20% and com-
pared the patterns and the number of patterns mined using the traditional sequential 
pattern mining (Configurations 1 and 2) and the SART method. In order to have a fair 
comparison, we employed the minimum confidence (minconf) input as zero, since the 
configuration 1 and 2 does not employ the minimum confidence values to mine rules. 
Figure 1 shows the graph of number of mined patterns. 

 

Fig. 1. Number of patterns mined for the Araraquara dataset varying the support 
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In Configuration 1, the original time series was submitted to PrefixSpan. Employ-
ing minsup=3%, 106 patterns were generated. Increasing minsup to 5%, 10%, 15% 
and 20%, the respective values of 32, 11, 7 and 3 patterns were generated. 

In Configuration 2, PrefixSpan works with the sequence generation process. The 
new sequences generated leads to increase the number of sequences and the total 
number of tuples, thus, increasing the number of patterns generated. Employing min-
sup= 3%, 5,535 patterns were generated. Increasing minsup to 5%, 10%, 15% and 
20%, the respective values of 774, 155, 54 and 31 patterns were generated. 

In Configuration 3, SART was applied using different settings for the parameter v 
(overlap size).  Given parameters (d = 3; v = 1), employing minsup= 3%, 774 pat-
terns were generated. Increasing minsup to 5%, 10%, 15% and 20%, the respective 
values of 774, 155, 54 and 31 patterns were generated. It was obtained a larger num-
ber of patterns in relation to the Configuration 1, but less than the Configuration 2, 
where the parameters were applied with the traditional measure of support and many 
patterns became accepted because of the reduction in the number of tuples resulted by 
the sequence generation process. 

To examine the influence of overlap on the number of rules, this parameter has 
been set to v= 2 on the SART method. Employing minsup= 3%, 247 patterns were 
generated. Increasing minsup to 5%, 10%, 15% and 20%, the respective values of 83, 
12, 5 and 2 patterns were generated. The results show a reduction in the number of 
patterns mined with the increase in the overlap size. This occurs because of the sup-
port calculation (see Equation 1) that compensates the tuple replication generated by 
the increase in the overlap size. 

An example of a mined pattern using Configuration 1 (PrefixSpan over the discre-
tized dataset) is: 

 
Tmax[25.60-26.89[  NDVI[0.30-0.50[,  support=15%, 

 
This pattern means that when the maximum temperature is between 25.60oC and 
26.89oC, NDVI is between 0.30 and 0.50, and these items occur in 15% of the dataset. 
Employing the Configuration 3 (SART method over the discretized dataset previously 
processed to generate sequences), using d =3 and v =1, the same pattern is generated 
with the support = 18%, obtaining a small difference in the value. This indicates that 
the sequence generation and support counting processes performed by SART do not 
significantly change the values of itemset counting regarding tuple occurrences. 
 

An example of pattern extracted in Configuration 2 is follows:  
 

(WRSI[0.99-1.00[), (NDVI[0.50-0.63[), (NDVI[0.50-0.63[), support=22% 
 

This second pattern means that the frequent sequence of values WRSI = [0.99 -1.00[, 
NDVI = [0.50- 0.63[ and NDVI  = [0.50-0.63] occurs in 22% of the dataset. General-
ly, Configuration 2 presents higher support values for itemsets because of the reduc-
tion in the number of tuples in the database (106 to 41) after applying the first step of 
SART. 
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After entirely performing SART (Configuration 3, using d=3 and v=1), the follow-
ing rule was mined: 

(Prec[0.00-1.10[ Tmax[25.60-26.89[) (NDVI[0.30-0.50[ WRSI[0.25-0.56[), 
(NDVI[0.30-0.50[), support = 4%, confidence = 57% 

This rule means that: 
"If the Precipitation is between 0.00 and 1.10mm and the maximum temperature is 

between 25.6 and 26.8 ºC,   then, a month later, NDVI is between 0.30 and 
0.50 and WRSI is between 0.25 and 0.56, and, a month later, the NDVI value remains 
the same". 

Observe that SART (Configuration 3) output rules, as an expression of trigger 
itemset and consequence itemset sequence, and not just frequent itemsets, as the out-
put of the Configurations 1 and 2.  

4.2 Experiment 2 

In this experiment, we employed the Piracicaba dataset. This dataset was collected 
from Embrapa, which is a public research institution under the Ministry of Agricul-
ture, Livestock and Supply. The dataset Piracicaba has three attributes, being each one 
the average value of: monthly minimum temperature (tmin), monthly maximum tem-
perature (tmax) and monthly rain (precipitation). The dataset contains the values of 
the attributes measured for a period of 48 years for Piracicaba, a Brazilian region in 
the State of São Paulo. 

This experiment was subjected to Configurations 1, 2 and 3 described in the begin-
ning of this section, applying different set of parameters of windows size and overlap 
(d = 12; v = 11),  whereas finding patterns occurring in a period of 1 year. 

Figure 2 shows the number of patterns generated by PrefixSpan (Configuration 1) 
and the SART method (Configuration 3) for different input values.  PrefixSpan (Con-
figuration 1) mined 11 patterns setting minimum support minsup= 3%. Two patterns 
with two items stand out:  

• (Tmin[14.94-15.46[Prec[0.52-6.63[),support= 4%; 
• (Tmin[17.06-17.43 [Prec[0.52-6.63 [),support= 4%.  

These patterns indicate that the occurrence of minimum temperature values between 
14.94 and 17.43 are associated with rainfall between 0.52 and 6.63mm. 

Applying Configuration 2 to the experiment, we obtained 190 patterns with support 
= 3%. As previous experiment, the number of patterns is increased by the reduction of 
the total number of tuples caused by running the first step of SART. 

Running Configuration 3 (SART), we set  the values of window size and over-
lap to cover 12 months, but in this case, due to the small variation in precipitation 
values along the year, many of the rules that were generated had associated rainfall 
over the months. For example, the rule "(Prec[0.52-6.63[)(Prec[0.52-6.63[),…, 
(Prec[0.52-6.63[),over nine months of the year, with support= 4% and confidence 
= 50%" was mined by SART (d = 12, v = 11). The rule means "if the Precipitation 
is between 0.52 and 6.63 mm  then, for the next 8 months, the Precipitation 
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value remains in the same interval". This is an example of rule obtained because  
of the coarse granularity of data interval generated by the discretization  
process.  

The number of patterns mined by SART, as show in Figure 2, increases with the 
increase in the window size d. This occurs because of increasing d, we enlarge the 
maximum size of the itemset sequences that are mined by the method. Employing 
d=12 means that the method analyze 12 months of consecutive events to mine  
patterns. 

Fig. 2. Number of patterns mined for the Piracicaba dataset varying the support 

4.3 Experiment 3 
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vided by Cepagri (Center for Weather and Climate Research Applied to Agriculture ) 
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Table 3. Number of patterns generated for Configurations 1, 2 and 3 by applying different 
values of support over dataset Piracicaba-Productivity 

 

Fig. 3. Number of patterns generated for Configurations 1, 2 and 3 by applying different values 
of support over dataset Piracicaba-Productivity  
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Comparing rules (a) and (b)  generated from  this data set, it is possible to notice that 
an increase of about 1 degree in the minimum temperature produces a decrease of 
productivity in the next months. 

The experiments shows that method SART produces rules, while the previous ones 
produce only frequent sequences, adding the semantic information of confidence, 
which was not previously defined by sequential patterns. This important because a 
rule has an important relation of cause and consequence that a frequent pattern does 
not bring. Also, the method adapts the support counting to the mining of time series 
and adds the time information about the related events that occur in a rule. 

5 Conclusions and Further Research 

In this paper we proposed a new method called SART for mining sequential patterns 
in time series using a sliding window approach. Our proposed method SART broaden 
the previous sequence pattern mine methods, producing rules, while the previous ones 
produce only frequent sequences. The method adapts the measure of support to work 
with time series using a sequential approach. Also, the method defines the confidence 
measure (the trigger-confidence) for a sequential pattern.  The experiments showed 
that the method mines a larger number of patterns when compared with the tradition 
association rule mining, revealing associations regarding itemset occurrences over the 
time.  Also, the mined association rules and their confidence values bring more  
semantic information, than the frequent itemset sequences mined by the previous 
methods. In addition, the time information between the rule itemsets broadens the 
applicability and semantic information of the mined patterns. 

For future research, we consider conducting larger series of real world data and  
developing a visual data mining tool to present the rules in a visual grid to obtain an 
overview of their distribution through the measures of support and confidence,  
introducing useful filter tools to increase the cognition gain during the mined patterns 
analysis. 
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Prieto, Iñaki I-529



764 Author Index

Proma, Wojciech IV-576
Prudêncio, Ricardo B.C. III-562

Qadir, Junaid III-352
Qaisar, Saad Bin III-339, III-352,

III-407
Quintela, Bárbara de Melo I-675, I-691,

I-707

Ragni, Mirco I-723
Raja, Haroon III-368, III-407
Rajasekaran, Sanguthevar I-161
Rak, Jacek IV-498
Ramiro, Carla I-29
Rampini, Anna II-397
Rasekh, Abolfazl II-275
Re, Nazzareno I-738
Renhe, Marcelo Caniato II-712
Resende, Rodolfo Ferreira IV-632
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