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Preface

Networks composed of interacting, communicating, and co-operating processes
provide powerful models for understanding the behavior of complex systems. The
explosive development of the Internet in the last decade has made them pervasive in
all aspects of our lives. It has also made possible their emergence as new models
for applying computational techniques for solving and providing understanding
for old problems with new insights. As such they often provide the framework
for new methodologies that lead to better decision making in many fields such as
transportation, communication, health, finance, and social engineering. Solving the
many emerging problems in this area has required the collaboration of researchers
from fields as diverse as mathematics, computer science, biology, economics,
sociology, management science, and engineering.

Papers included in this volume originate from participants in a sequence of
seven workshops on mathematics of networking (FP-NETS) I organized on behalf
of Mitacs in the period 2010–2012. One important area of Mitacs research was
the mathematical study and analysis of complex systems as this relates to and is
inspired by the study and research and development of information technologies
in the scientific and engineering communities. A major idea underpinning many of
Mitacs’ past research projects was also related to that of dynamic network analysis
whereby interacting communicating entities process, exchange, and compute in
order to attain optimal design goals. Applications can be found in all scientific
and engineering areas: from wireless communication to network security, from
cooperative and large-scale computing to social networking, and from financial
analysis and risk assessment to cyber-warfare and understanding of war.

Overall, it appears that the networking field is somewhat siloed, with research
approaches to problems in one type of networks, say biological, having common
elements with those in linguistic networks. For example, many questions can be
rephrased as shortest path problems, routing problems, max flow problems, min
cost flow problems, etc., and heuristic techniques developed in one sub-area may be
applicable in others. At the same time, networking often transcends the scientific
boundaries of traditional fields like biology, economics, physics, and computer
science. For example, commonalities are easily found in the study of the formation
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of cellular systems by biologists, the origins of company networks by economists,
alignment of atoms by physicists, and design of networks of computers by computer
scientists.

In general, we are also interested in exploring how to organize and facilitate
information acquisition, processing and acting in a large-scale system using adaptive
techniques and local, sometimes restricted, channels of communication. One of
the most powerful tools to emerge from the study of networking is computational
methodologies that allow the testing and exploration of a wider range of more
realistic models that may include dynamic parameters such as noise, motion,
locality, etc. At the same time, models developed have been enriched by a vast
wealth of applicable mathematical methodologies ranging from probability theory
and statistics to graph theory, from combinatorial optimization to mathematical
analysis and PDEs, from number theory to algebra, and from distributed computing
to mechanism design that find applications in networking. The goal of this focus
period on networking was to highlight application areas relevant to network
analysis, identify new mathematical research areas that may provide insights, and
enable cross-fertilization of ideas.

The focus period FP-NETS: Focus Period on Recent Advances in Networking or-
ganized and coordinated conferences, problem solving workshops, summer schools,
plenary talks, and industrial academic panel discussions in selected, key areas
of networking. The aim was to organize and run events pertinent to networking,
promote the cross-fertilization of new ideas, as well as to support the participation of
leading experts, faculty members, postdocs, and students from Canadian universities
and international partner organizations. Activities included (1) tutorials that brought
students and interested researchers up to speed, (2) invited talks by leaders in the
field that illuminated state-of-the-art problems, (3) contributed talks by researchers,
(4) panel discussions that elaborated and discussed important issues transcending
current research problems, and (5) industrial and interdisciplinary exchanges. It
also provided several opportunities for academics to brainstorm with research end
users and identify relevant open problems. The outcome from each conference and
workshop included the identification of open problems and ideas suitable for further
exploration and collaboration. The focus period ended with a problem-solving
interdisciplinary workshop with selected participants from all the networking
workshops to interact and share expertise and ideas on important problems in
networking.

Overall, the focus period FP-NETS attempted to provide a diverse and com-
prehensive forum to all interested researchers for understanding the most recent
advances and developments in this important area. In particular, there were activities
in the following networking themes: (1) Wireless Networking and Mobile Comput-
ing, (2) Network Security and Cryptography, (3) Social Networks, (4) Internet and
Network Economics, (5) Biological Networks and Systems Biology, (6) Financial
Networks and Risk Assessment, as well as a Problem solving workshop which
concentrated on the solution of open problems resulting from the workshops. The
current proceedings represent only samples of extensive discussions and scientific
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presentations from three of these workshops, namely, Financial Networks, Network
Security and Cryptography, and Social Networks.

Needless to say, organizing all these events would have not been possible without
the support and encouragement I received from several people and organizations.
First of all, in the last 14 years, my involvement with Mitacs (when it managed an
NCE grant for research in the mathematical sciences) has been pivotal in shaping
and enhancing my evolving understanding of the nature and beauty of mathematics.
Mitacs has been a truly transformative organization in its efforts to change the
mathematical culture not only in Canada but globally. The scientific discussions
with the other members of the Research Management Committee shaped my
mathematical focus. My interactions with Arvind Gupta have been inspirational.
The logistical support and efficiency of Olga Stachove were always truly amazing.

Nilima Nigam and Rebeccah Marsh were very helpful in the initial stages of the
planning while Michael Lynch was always present in supporting and guiding all the
organizational aspects of the events. Also many thanks to Oscar Morales Ponce for
helping to integrate the electronic files into a single volume.

Ottawa, ON, Canada Evangelos Kranakis
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Chapter 1
Mathematical Modeling of Systemic Risk

Hamed Amini and Andreea Minca

1.1 Introduction

Since the onset of the financial crisis in 2007, more than 370 of the almost 8,000
US banks insured by the Federal Deposit Insurance Corporation have failed. By
comparison, between 2000 and 2004 there were around 30 failures and no failures
occurred between 2005 and the beginning of 2007.

The subject of this chapter is the mathematical modeling of such episodes of
default contagion, by which an economic shock causing initial losses and defaults
of a few institutions is amplified due to complex financial linkages, leading to large
scale defaults.

Drawing a parallel with single name credit risk models we can distinguish
between two classes of default contagion models.

The first approach is represented by reduced form models. Here one regards firms
as an ensemble of names in a portfolio and models the probability of defaults in
this portfolio [15, 20, 25, 28, 42]. Defaults occur according to the arrival times of
a marked point process, where the mark determines the loss in the portfolio upon
default. Clearly, capturing contagion effects depends in reduced form models on the
ability of the underlying point process to exhibit clusters.

The second approach is that of structural models of default risk. Here, one
models specifically the economical linkages leading to contagion, building on the
representation of the financial system as a network of counterparties with interlinked
balance sheets. The main types of financial distress that cause financial failure
are illiquidity and insolvency. Illiquidity occurs when the liquidity reserves at a
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certain time cannot cover the payment obligations at that time, whereas insolvency
means that the total value of a bank’s liabilities exceeds the total value of its assets.
Propagation of financial distress can be modeled via domino effects: a shock (which
may be a liquidity shock or a loss in the value of total assets) affecting balance
sheets of a few institutions will propagate due to interconnectedness to neighboring
institutions and may possibly affect an important fraction of the financial system.
The acknowledgement of bank’s interconnectedness and the associated contagion
mechanisms has led to an increased advocacy to account for network effects when
discussing regulatory requirements [12, 30, 31], be it for liquidity or capital.

The difference between these classes of models lies primarily in the information
set available to the modeler. Structural models of contagion rely on a large set of
information on balance sheets and the interrelations between those balance sheets.
On the other hand, reduced form models rely on a much smaller information set, for
example the market information. Therefore, the scope of these two classes of models
is different. First, as argued in [34], for pricing and hedging of derivatives, the
relevant set of information is the market information, since this set of information
is used by market participants to determine prices. In this case, the reduced form
modeling is appropriate. On the other hand, the relevant set of information available
to a regulator is much more detailed, containing information on the composition
of balance sheets, the degree of interconnectedness of each bank, etc. As such, for
regulatory purposes – for example identifying sets of banks which pose the highest
systemic risk, setting regulatory minimal ratios of liquidity and capital, rendering a
network resilient to contagion – the network approach is natural.

These regulatory purposes are precisely the motivation of our work. Looking at
the financial system as a network in which nodes are financial institutions and edges
the linkages identified above, the central question regards the impact of the network
features on the magnitude of contagion: is the underlying topology and the local
properties of the nodes (i.e., balance sheets) such that the initial distress of several
institutions can propagate to a large fraction of the system, or on the contrary the
network is resilient, and the distress propagation will die out quickly?

For large networks (financial networks consist of several thousands of nodes),
answering such questions by an exhaustive analysis of distress contagion is not
possible. On the other hand, thanks to their size, such networks may be modeled
by random graphs having the same asymptotic behavior and for which quantitative
results on the spread of epidemics can be shown. Empirical studies like [10, 16] for
interbank exposure networks, or [43] for interbank payment flows have pointed out
the heterogenous nature of such network’s features. First, both the in and out-degree
of a node – its number of in-coming and out-going links – are characterized by a
power law tail distribution. This is known as the scale-free property. Second, the
weights on the edges – receivables or exposures – are deeply heterogenous.

The economics literature on domino effects in an economy of interlinked firms
goes back to Kiyotaki and Moore [35], Hellwig [32] and Allen and Gale [3]. In [35],
the authors investigate how liquidity shocks propagate across small entrepreneurial
firms that lend and borrow from one another. They do not model the precise linkages
in this network, but rather the behavior of a typical agent. Hellwig [32] points out
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the overall maturity mismatch of the financial system as a whole. Take the example
of a firm i that funds a fixed-interest instrument with maturity i+ 1 by issuing an
instrument with maturity i. For this firm alone, the maturity mismatch is small.
Place now firm i in a chain of n firms, where firm i borrows from firm i− 1 with
maturity i−1 and lends firm i+1 with maturity i+1: The overall maturity mismatch
scales linearly with the size of the system! Allen and Gale [3] model specifically
a network of banks. Based on equilibrium models on stylized networks like the
complete network and circular networks, this study points out the crucial role played
by the network structure in the trade off between risk sharing and contagion. In the
same sense, Stiglitz et al. [6] investigate the impact of connectivity on the spread of
financial insolvency on a regular graph.

Building on economics literature [1, 11, 21] that described the mechanisms of
contagion in the recent crisis, we consider a stylized network model which accounts
for different types of linkages and in which one can model illiquidity cascades,
insolvency cascades and price feedback effects. Indeed, insolvency cascades have
been extensively investigated in the literature; Sect. 1.2.2 reviews the different conta-
gion models and the assumptions of the respective approaches. Meanwhile, models
that place the two types of cascades in relation have been lacking. Sections 1.2.3
and 1.2.4 attempt to fill this gap.

The rest of the chapter is organized as follows. Section 1.2 describes the
economical mechanisms that can lead to a system level contagion like the financial
crisis we have witnessed. We identify different types of linkages that transmit
financial distress across institutions. In Sect. 1.2 we introduce a detailed model of
balance sheets, that allows for joint modeling of insolvency and illiquidity cascades
on the financial network. In Sect. 1.3 we introduce a weighted random graph model
that will serve us as underlying model of a financial network. We finally give
asymptotic results on the size of a default cascade. These results can be applied
to several channels of distress propagation.

1.2 Financial Linkages and Contagion

The financial system acted during the recent financial crisis as an amplificator
of initial losses in one asset class, mortgage backed securities, to losses that
threatened the functioning of the system as a whole and spilled out into the global
economy. The underlying mechanisms may be understood as modern counterparts
of bank runs.

In the classical version of a bank run, depositors worried about the solvency
of a bank, rush to withdraw their funds. The bank, unable to satisfy the liquidity
withdrawals, fails and in turn, due to interconnectedness in the financial system,
brings down other financial institutions with it, and also companies, which in
absence of credit are unable to function. Bank runs have the following ingredients:
an institution that holds debt with short maturity (like deposits that can be withdrawn
at any moment), assets with long maturity (like long term loans) and depositors that
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are uninsured. Whereas classical bank runs have no longer occurred in the US since
the introduction of federal insurance after the Great Depression (which eliminated
the last ingredient above), the recent crisis can be deemed as a “modern bank run”.

Modern bank runs are complex and several mechanisms are at work. First, as
explained in [1, 11, 21], modern financial institutions, depending more and more
on short term financing via money markets, face a run from short-term lenders.
These may decide to withdraw their funding, for example in anticipation of their
own future needs of liquidity or because of counterparty risk. Even if a bank can
still obtain funding of its less liquid assets, such funding bears the risk of increasing
haircuts (the difference between the book value of the asset and the funding obtained
when using it as collateral). Second, banks may face large liquidity demands, for
example in the form of margin payments on outstanding derivatives. Such cases
may be deemed as “margin runs” and arise from large jumps in the mark-to-market
values of the derivatives. Credit default swaps are particularly prone to large jumps,
even in absence of default of the reference entity. One can cite the example of
leverage buyouts, i.e. the acquisition of a company using a significant amount of
borrowed money, when the spreads of the acquiring company suffer large jumps.
Third, when an illiquid portfolio of a defaulted bank is sold on the market, there is a
price feedback effect on the portfolios of other banks holding similar assets. This can
be seen as a shock that fragilizes the capitalization of the whole financial system.
When the capital position of a bank no longer can withstand losses, it becomes
insolvent. Its counterparties, with their already fragile capital positions, write off
their exposures to the defaulted bank and in turn they may become insolvent, leading
to a potential insolvency cascade.

The channels of contagion described above create systemic risk, defined as the
risk that an initial shock is amplified by the way institutions respond and further
transmit it to other institutions, such that the overall effect on the system goes largely
beyond the initial shock. These contagion mechanisms rely on intricate network
effects: financial institutions are interlinked by their mutual claims, be it on their
balance sheets or not. Distress may propagate to neighboring institutions in a way
depending solely on the local properties of the network.

The first kind of links are represented by cash flows between institutions,
including margin calls and short term funding that is withdrawn. A node B is a out-
neighbor of a node A if B has an immediate payment obligation to A (conversely
we say that A is an in-neighbor of B). Depending on the set of out-neighbors that
cannot meet their payment obligations, node A may become illiquid. But then, node
A cannot meet its own payment obligations to its in-neighbors and so on. So the
state of ‘illiquidity’ can spread in the network.

The second kind of links are balance sheet exposures of financial institutions to
one another. By exposure we understand the expected loss on outstanding claims
in case of counterparty default. A node B is a out-neighbor of a node A if A has a
positive exposure to B. Depending on the set of out-neighbors in default, node A
may in turn become insolvent if its capital buffer cannot withstand the losses due
to direct exposures to these out-neighbors, and in this case the state of ‘insolvency’
may spread.
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We identify a third kind of links, that do not represent direct claims, but relations
of similarity between portfolios of banks. A node B is said to be a neighbor of node
A if they hold similar assets in the portfolio. When node B becomes illiquid, its
illiquid assets that were funded in the interbank market are sold at fire sale prices.
When the liquidated portfolio is large, there are important price effects on the assets
comprising that portfolio. Therefore, the value of the portfolio of any neighbor A
will be negatively impacted. This last kind of linkages produce losses have similar
economic effects as direct claims, while the size of the losses they induce can even
be much larger.

1.2.1 Financial Networks

At a given point in time, a cross section of the financial system reveals a set of
n financial institutions (banks) that are interlinked by their mutual claims. This
cross section may thus be modeled by a weighted directed graph g = (v,e), on the
vertex set v = [1, . . . ,n], where for any two institutions i and j, e(i, j) represents
the maximum loss related to direct claims incurred by i upon the default of j. We
will call e(i, j) the exposure of i to j, and this may include any kind of interbank
loans of short or long maturities, or derivatives contracts, but also deposits held in
custody by a dealer bank. If e(i, j) > 0, we also say that j has a liability or negative
exposure to i.

In some cases, interbank contracts are placed under a netting agreement. Such an
agreement specifies that, in case of default of one counterparty, the claims will net
out. For example, if party j owes party i $100M and party i owes party j $50M, then
if those claims are placed under a netting agreement, the exposure of i to j is equal
to $50M. From now on, we will understand exposures as exposures after netting if
they are placed under such an agreement.

Another issue is the fact that some interbank exposures are collateralized with
cash of cash equivalents, in the sense that the party with negative exposure posts
collateral to its counterparty. When this collateral is deposited in a margin account,
it is available to the party receiving it for its own purposes, so we will consider that
the exposure e(i, j) is net of collateral.

In addition to these interbank assets and liabilities, a bank holds a portfolio of
non-interbank assets x̃(i) and liabilities, such as deposits D(i). Since we considered
exposures net of collateral, we consider then that collateral received by bank i and
placed in a margin account is included in x̃(i). The reason for this is that, from a
modeling point of view, receiving collateral against an exposure is equivalent to
having reduced that exposure.

The total interbank assets of i are given by A(i) = ∑ j e(i, j), whereas L(i) =
∑ j e( j, i) represents the total interbank liabilities of i.

We denote by c̃(i) the Tier I + Tier II capital of bank i which is the institution’s
buffer that absorbs losses.

Table 1.1a displays a stylized “balance sheet” of a financial institution i.



8 H. Amini and A. Minca

Table 1.1 Stylized balance sheet before and after shock
(a)

Net worth
Interbank assets c̃(i)
A(i) = ∑ j e(i, j) Deposits

D(i)

Other assets Interbank liabilities
x̃(i) L(i) = ∑ j e( j, i)

Assets Liabilities

(b)

ε(i) – loss on capital
Net worth

Interbank assets c(i) = (c̃(i)− ε(i))+
A(i) = ∑ j e(i, j) Deposits

D(i)
ε(i) – loss on assets

Other assets Interbank liabilities
x(i) = x̃− ε(i) L(i) = ∑ j e( j, i)

Assets Liabilities

Now consider that a shock ε(i) affects the non-interbank assets x̃(i).
As shown in Table 1.1b, the shock ε(i) is first absorbed by the capital c̃(i) . By

the limited liability rule, the capital becomes

c(i) := (c̃(i)− ε(i))+ = max(c̃(i)− ε(i),0) (1.1)

after the shock. A bank is solvent while its (Tier I and Tier II) capital is positive,
i.e., c(i)> 0. An insolvent bank defaults.

From now on, we refer as time 1 to the time immediately after the shock. Our
reference balance sheet is given then given by Table 1.1b.

1.2.2 Insolvency Cascades

A defaulted bank i is liquidated and the proceeds are redistributed among creditors.
Let us denote by R(i) the recovery rate for the debt of bank i: This represents the
ratio of debt that is recovered. For simplicity, we disregard debt seniority and assume
that all creditors lose a fraction 1−R(i) of their total exposure. If this loss is greater
than their capital, then, in turn, some creditors may become insolvent and so on.
It is clear that the impact of defaults on other institutions is highly dependent on
recovery rates.

We now describe several cases treated in the literature and, for each case, we
discuss its assumptions.

Case 1: Orderly liquidation. The model introduced by Eisenberg and Noe [22]
endogenizes recovery rates. The model has been conceived for payment systems, in
which assets and liabilities alike are short term.

When applying this model to a network of interbank exposures rather than a
network of cash-flows, one should acknowledge the following implicit assumptions.
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Assumption 1.1 (Orderly liquidation).

(i) All assets are liquid and demand for them is perfectly inelastic, i.e., during the
liquidation of the portfolio there is no effect on its price.

(ii) There exists a clearing mechanism that redistributes the proceeds of defaulted
banks among their creditors proportionally to their outstanding debt.

Let us denote by (L∗(i))i∈v the effective payable liability after all insolvent
banks have been liquidated and the proceeds redistributed among creditors. Under
assumptions of orderly liquidation, [22] show that L∗ can be obtained as a solution
of the fixed point equation y = H(y), with the mapping H given by:

(y(i))n
i=1

H−→ (max{L(i),x(i)+∑
j

y( j)
e(i, j)
L( j)

−D(i)− y(i)})n
i=1. (1.2)

If a fixed point L∗ to the mapping H given by Eq. (1.2) exists, then it defines the
set of insolvent banks by

{i | L∗(i)< L(i)}.
Eisenberg and Noe [22] proved that there exists a fixed point of the mapping

above. They also show the uniqueness under some supplementary conditions that
we briefly discuss. Let C−(i) denote the set of nodes reaching i by a directed path
in the graph (v,e). Then uniqueness holds if, and only if, for every node i,

(i) No node in C−(i) has a liability to a node outside this set, and,
(ii) C−(i) has positive net external assets, i.e., ∑ j∈C−(i) x( j) > ∑ j∈C−(i) D( j).

One example where these conditions hold is where the financial network is
strongly connected: there is a directed path between any pair of two nodes. In this
case, for all i, C−(i) = v. The first condition above is trivially satisfied, while the
second condition is equivalent to

∑
j

x( j)−D(i)> 0,

which can be interpreted as the positivity of the total equity in the system.
The recovery rate R(i) := L∗(i)

L(i) can be understood as the recovery rate under

orderly liquidation: all external assets have been liquidated at their book value x(i)
and the interbank assets of a defaulted bank have been redistributed at face value
among the holders of the bank’s liabilities according to the proportionality rule.

A crucial observation related to this model is the fact that, while initial losses
are redistributed in the system, potentially causing subsequent defaults, there exists
no mechanism that amplifies them.

This is the most likely cause for which some simulation studies conducted by
central banks (see the survey by Upper [44] and the references therein) and based
on this model dismiss the danger of contagion.
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Case 2: The long term horizon. As Cifuentes et al. [13] point out, liquidation
generally has feedback effects on the mark-to-market value of external assets. The
fixed point of the mapping H given by Eq. (1.2) (assuming its uniqueness) depends
on the external assets x. In reality, the mark-to-market values of x are affected by
portfolios of external assets sold while liquidating insolvent banks. The model in
[13] drops the second part of Assumption 1.1 and incorporates price feedback effects
into the insolvency cascade. The resulting equilibrium point gives the long term
recovery rates for the debt of defaulting firms.

Case 3: The short term horizon. In the short term, it has been argued in [16]
that under assumptions of distressed liquidation, given below, recovery rates for
exposures net of collateral can be approximated by zero. A non-exhaustive list of
works investigating this model is [4–6, 26, 29].

Assumption 1.2 (Distressed liquidation).

(i) The insolvency cascade happens over a short time horizon.
(ii) A clearing mechanism that redistributes a bank’s assets among creditors does

not exist in the short term.

We consider the capital sequences given exogenously . We let D0 the set of initial
defaults. Unlike in the previous cases, the set of initial defaults may be specified
exogenously as a superset of the set of initially insolvent nodes:

D0 ⊇ {i ∈ v | c(i) = 0}, (1.3)

allowing thus to account for defaults due to mechanisms other than insolvency.
The default of j induces a loss equal to e(i, j) for its counterparty i. If this loss

is greater then i’s capital, then i defaults. The set of nodes which become insolvent
due to their exposures to initial defaults is

D1(e,c) = {i ∈ v | c(i)< ∑
j∈D0

e(i, j)}, (1.4)

and generally Dr represents the set of nodes defaulting in round r due to exposures
to nodes defaulted in rounds 0, . . . ,r− 1.

Definition 1.1 (Insolvency cascade). Starting from the set of fundamental defaults
institutions D0 ⊇ {i ∈ [1, . . . ,n] | c(i) = 0}, define Dk(e,c) for k = 1, . . . ,n− 1, as
the set of institutions whose capital is insufficient to absorb losses due to defaults of
institutions in Dk−1(e,c):

Dk(e,c) = {i | c(i)< ∑
j∈Dk−1(e,c)

e(i, j)}. (1.5)

It is easy to see that, if the size of the network is n, the cascade finishes at most in
n− 1 rounds. The final set of defaults is given by Dn−1(e,c).
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To fix ideas, let us consider a simple example of a contagion starting by the
default of node a on the graph illustrated in Fig. 1.1. In this simple example,
contagion finishes in three rounds, node b defaults in the first round while nodes
c and d default in the second round.

In the sequel, we will work under the zero recovery assumption.

1.2.3 Illiquidity Cascades

So far we discussed insolvency cascades that start from a set of exogenous initial
bank defaults in a context where all balance sheets were observed at time 1 after
an exogenous shock. The purpose of this section is to endogenize this shock as
well as the emergence of initial defaults as resulting from other distress propagation
mechanisms.

This brings us to the period before the shock, time 0. A snapshot of a bank’s
balance sheet before the shock has been shown in Table 1.1a. We now draw more
detail into the balance sheet by decomposing assets according to their liquidity and
maturity.

1.2.3.1 Distinguishing Short-Term and Long-Term Claims

The non-interbank assets x̃(i) are decomposed into highly liquid assets, that we
assimilate to cash m(i), and an illiquid portfolio for which the mark-to-market value
at time 0 is given by φ(i). Thus,

x̃(i) = m(i)+φ(i).

The illiquid portfolio is assumed to be funded by collateralized short term debt.
However, debt cannot finance 100% of the illiquid portfolio. The difference between
the market value of the illiquid asset and the value as collateral is called “haircut”
and is funded by equity [11]. It follows that the exposure e(i, j) of i to j includes
the funding f (i, j) of j’s illiquid portfolio. Denoting by H(i) the haircut applied to
i’s illiquid assets, we have that

φ(i)(1−H(i)) =∑
j

f ( j, i). (1.6)

We let s(i, j) be the cash flow at time 0 from j to i. This may be a loan arriving
at maturity, margin calls on derivatives, coupon payments or other contractual cash
flows payable at time 0.
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Two cases are of particular interest:
First, the due cash-flows may be related to a shock in haircuts. If there is a

(positive) jump in the haircut of bank i at time 0, equal to ΔH(i), it follows that the

liquidity outflow of bank i includes ΔH(i)
1−H(i) ∑ j f ( j, i). The situation where haircuts

jump to 100% is equivalent to the situation where there is a run of short term
creditors on bank j and its illiquid asset becomes unusable [11]. Such types of
cascades, where runs of short term creditors prompt banks to hoard on liquidity,
have been investigated in [27].

Second, the liquidity outflow of a bank i may be related to collateral demands
from counterparties on OTC derivatives. The liquidity outflow in this case may be
particulary large if a bank has net unidirectional positions with negative mark-to-
market. A famous example is the failure of AIG in 2008, who had large net seller
positions on CDS contracts.

We can write the net interbank liquidity outflow of bank i as the difference
between the total liquidity outflow and the total liquidity inflow of bank i:

Δm(i) =∑
j

s( j, i)−∑
j

s(i, j). (1.7)

Table 1.2b shows a balance sheet of a bank, where these details have been added.
We consider that banks with low liquidity have no incentive to sell the illiquid

portfolio on the market in a fire sale rather than funding it [19] and that, at our
observation time 0, the funding capacity of illiquid portfolios has been attained.
Otherwise said, we are in the phase after balance sheets have expanded. Thus, no
supplementary liquidity enters the market, but rather banks, anticipating difficulties
ahead, start hoarding on liquidity and applying higher margins.

In this case, the liquidity condition of bank i is given by

m(i)−Δm(i)≥ 0. (1.8)

Remark 1.1. Let us compare our liquidity Condition (1.8) with the liquidity
condition given in the literature that investigates illiquidity due to withdrawal of
short term funding alone. If a bank i suffers a liquidity shock in the form of an
increase in haircuts (with the convention that haircuts increase to 1 at full funding
withdrawal), we have s(i, j) = ΔH(i)

1−H(i) f ( j, i). Condition (1.8) becomes

�

Fig. 1.1 Contagion on a toy financial network. Links represent exposures net of collateral. Nodes’
labels represent capital buffers. (a) Bank a defaults exogenously. This is called a fundamental
default. (b) First round of defaults: bank bs capital cannot withstand the loss due to the exposure
to a. Bank d writes down the exposure to a from its capital. (c) Second round of defaults: banks c
and d default due to their respective exposures to b. Bank e writes down the exposure to b from its
remaining capital. (d) Round 4: no other defaults occur. Bank e writes down the exposure to c and
d from its remaining capital, and bank f writes down its exposure to d from its capital. Contagion
ends here
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Table 1.2 Balance sheet with short-term and long-term claims
(a)

Net cash outflow
Δm(i) Interbank inflows

Interbank outflows ∑ j s(i, j)
∑ j s( j, i)

(b)

Interbank assets Net worth
∑ j e(i, j) c(i)
including Deposits

Short term collateralized lending D(i)
∑ j f (i, j)
Liquidity Interbank liabilities

m(i) ∑ j e( j, i)
Illiquid assets Short term collateralized borrowing

φ(i) ∑ j f ( j, i)
Assets Liabilities

mt(i)− ΔH(i)
1−H(i)∑j

f ( j, i) > 0, which can be written as

mt(i)+ (1−H(i)−ΔH(i)) ·φ(i)>∑
j

f ( j, i).

The second inequality is obtained by applying Eq. (1.6). This condition is equivalent
to the absence of a run of short term creditors in [38].

1.2.3.2 Cash Flows and Illiquidity Cascades

If a bank j is illiquid because it does not satisfy Condition (1.8), i.e.,

m(i)−Δm( j)< 0,

then we will call this bank fundamentally illiquid. If there exists a set of fundamen-
tally illiquid banks, than an illiquidity cascade might ensue. Indeed, the net liquidity
outflow Δm(i) was given in Eq. (1.7) as if all due liquidity inflows were actually
received. But if a counterparty of i, say j, is illiquid, then it will default on its due
payments to i. As such, the liquidity inflow of bank i must in fact be diminished by
s(i, j). But in this case, bank i may turn illiquid. We can now define an illiquidity
cascade similarly to the insolvency cascade in the short term given by Definition 1.1.
Keeping the same notations as in Definition 1.1, the final set of illiquid banks is
given by

Dn−1(s,m−Δm),
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A B C . . . D

Fig. 1.2 Chains of intermediaries in OTC markets (Source: Cont and Minca [14])

while the total liquidity net outflow is given by

Δm̃(i) = Δm(i)+ ∑
j∈Dn−1(s,m−Δm)

s(i, j). (1.9)

Note that this liquidity net outflow appears in the balance sheet of the bank
under the form of profit and loss, so it is immediately deduced (or added in case
it is negative) from capital. Such network effects, are investigated in [14] in the
context of OTC derivatives cash flows. Consider for example an institution A that
buys protection from an institution B. Institution B will hedge its exposure to the
default of the reference entity by buying protection from an institution C, and so on,
until reaching an institution D which is a net seller of protection. This is pictured
in Fig. 1.2. All the intermediary institutions appear well hedged and have little
incentive to keep a large liquidity position. On the other hand, margin calls may
be particulary large following jumps in the spread of the reference entity. If the end
net seller of protection defaults, then there is potential of domino effects along the
aforementioned chain of intermediaries.

1.2.4 Liquidation and Price Feedback Effects

Upon the default of bank j, the holders of its secured debt liquidate the portfolio of
illiquid assets. This might trigger important price feedback effects [11, 17].

Consider that there is a finite set of assets on the market whose prices before the
distressed selling are given by (Sk)k≥1. Then the portfolio of bank j can be written
as a vector product φ( j) = S ·β( j), with β( j) the positions vector of bank j.

Following [17], we let λ specify the vector of market depths: The price of asset
k moves by 1% when the net supply is equal to λ

100 .
Due to liquidations, the price of asset k becomes

S′k = Sk

(
1− 1

λk
∑

j∈Dn−1(s,m−Δm)

βk( j)

)
. (1.10)

This change in price induces a change in the value of the portfolio of bank i

φ′(i) =∑
k

βk(i)S
′
k = φ(i)− ∑

j∈Dn−1(s,m−Δm)

βk(i)∑
k

βk( j)Sk
1
λk

= φ(i)− ∑
j∈Dn−1(s,m)

ρ(i, j), (1.11)
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where the quantity

ρ(i, j) :=∑
k

βk(i)βk(i)Sk
1
λk

(1.12)

can be understood as the impact on the portfolio of i of liquidating the portfolio of j.
As we have seen in the previous subsection, the illiquidity cascade starting from

several banks that default on their payables leads to a final set of illiquid banks given
by Dn−1(s,m−Δm).

Now, taking into account the price feedback effects, we have that for every bank
i, there will be a supplementary capital loss equal to ∑ j∈Dn−1(s,m−Δm)ρ(i, j). The
shock ε(i) from Sect. 1.2.1 is now endogenized:

c(i) = c̃(i)−Δm(i)− ∑
j∈Dn−1(s,m−Δm)

(ρ(i, j)+ s(i, j)). (1.13)

The set of banks Dn−1(s,m−Δm) can be seen as the fundamental set of defaults at
time 1 when we consider the insolvency cascade.

An important observation is the effective appearance of the exposures ρ(i, j),
which contrary to all other exposures encountered so far, are not related to
contractual claims. A bank i has a hidden exposure to j because they hold similar
assets in their portfolio. These exposures reveal themselves at liquidation time and
are likely to just as sizeable, or probably even more than exposures related to
contractual claims [2].

We have thus seen that distress propagates in a financial network through a
sequence of mechanisms. Starting from a liquidity shock, banks may become illiq-
uid. The initial illiquidity and default on payments may transmit to counterparties,
which in absence of receivables from their illiquid counterparties cannot meet their
payments and default. A cascade of illiquidity may thus ensue. At the end of this
cascade, we obtain a set of illiquid banks. At this point, liquidation of the portfolios
belonging to defaulted banks generate a loss in the capital of all banks holding
similar assets, irrespective of them having direct claims on defaulted banks or not.
With the set of fundamental defaults given by the set of illiquid banks and the
shock on the capital arising from fire sales of illiquid bank’s portfolios, we have the
premises for an insolvency cascade. This is pictured in Fig. 1.3. It is then obvious
that a necessary condition for the financial network to be resilient to the initial
shocks is that both the network of payments s endowed with the liquidity buffer
m−Δm and the network e endowed with the capital buffer c, considered after a
shock coming from fire sales, are resilient to contagion.

1.3 Random Financial Network Models

We have shown in the previous section that various channels of distress propagation
– insolvency, illiquidity and price feedback effects – may be modeled as some
kind of network epidemics, in the web of interbank exposures, interbank short term
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Fig. 1.3 Financial distress propagation

lending, the network of derivative cash flows or the network describing the degree
of similarity between banks’ portfolios. Generally, financial networks consist of
several thousands of nodes, so an exhaustive analysis of distress propagation in such
large networks is not possible. On the other hand, thanks to their size, the behavior
of cascades on financial networks can be studied using a probabilistic approach: we
can introduce a random network of which the financial network is a typical sample
and analyze, under some mild conditions, the cascading behavior of this random
counterpart. The question is then what type of random graphs are suitable models for
financial networks. Empirical studies like [10,16] for interbank exposure networks,
or [43] for interbank payment flows have pointed out the heterogenous nature of
these network’s features. First, both the in and out-degree of a node – its number of
in-coming and out-going links – are characterized by a power law tail distribution.
More precisely, µ+(k), defined as the probability that a node chosen uniformly
at random has a number k of incident links, is such that for a parameter γ > 0,
µ+(k) ∼ k−γ for k larger than a given constant. A similar empirical result holds for
the out-degree. This is known as the scale-free property and is a property shared with
a plethora of other networks, arising in completely different contexts [39]. Second,
the weights on the edges – receivables or exposures – also have skewed distributions.

These networks are structurally different from the classical Erdős-Rényi random
graphs [23]. Indeed, in the classical random graphs, each pair of nodes is linked
with probability p independently of everything else. If p = c/n, the sequence of
degrees has an asymptotic Poisson distribution of average c, which is a homogenous
distribution. In order to account for the scale free properties of real networks,
Newman et al. [40, 41] proposed to use as an underlying graph model the so called
random graph with fixed degree distribution. Some of the properties of this random
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graph had been previously investigated by Molloy and Reed [36, 37]. Their version
of the model is in fact different from [40, 41] in the sense that they look at graphs
with prescribed degree sequences rather than prescribed degree distributions. The
sequences of degrees can be any integers that satisfy certain conditions.

So ideally, we are interested in (uniformly chosen) random graphs having a
prescribed degree sequence. But it is difficult to directly examine these random
graphs, so instead, we introduce a model that produces a multigraph with the
prescribed degrees, and which, when conditioned on simplicity of the multigraph,
becomes uniform over all simple graphs with the prescribed degree sequence. This
random multigraph is called the configuration model (or ‘CM’). The configuration
model was originally developed by Bender and Canfield [7] and Bollobás [8] as a
mean for generating a random graph with a prescribed sequence of vertex degrees
(its earliest applications were in the study of random regular graphs).

For n ∈ N, let (di)
n
1 be a sequence of non-negative integers such that ∑n

i=1 di is
even. By means of the configuration model, we define a random multigraph with
given degree sequence (di)

n
1, denoted by G∗(n,(di)

n
1) as follows. To each node i,

we associate di labeled half-edges. All half-edges need to be paired to construct
the multigraph, this is done by randomly matching them. When a half-edge of i is
paired with a half-edge of j, we interpret this as an edge between i and j. The graph
G∗(n,(di)

n
1) obtained following this procedure may not be simple, i.e., may contain

self-loops due to the pairing of two half-edges of i, and multi-edges due to the
existence of more than one pairing between two given nodes. Note that G∗(n,(di)

n
1)

does not have exactly the uniform distribution over all multigraphs with the given
degree sequence; there is a weight with a factor 1/ j! for every edge of multiplicity j,
and a factor 1/2 for every loop. However conditional on the multigraph G∗(n,(di)

n
1)

being a simple graph, we obtain a uniformly distributed random graph with the given
degree sequence, which we denote by G(n,(di)

n
1).

One specific example is when the degrees are all equal, in which case we speak
of a random regular graph.

Although the classical model of Erdős-Rényi cannot capture the properties of
real networks, the most important finding in the seminal papers [23, 24] – namely
the fact that many graph properties undergo a phase transition with a rather small
change in the parameters [33] – has been shown to have corresponding results on
the configuration model.

If we denote by ER(n,c/n), the Erdős-Rényi random graph of size n where edges
are present independently with probability c/n, the following result holds [9]: If
c < 1 then with high probability (i.e., with probability tending to 1 as n→∞), every
component of ER(n,c/n) has order O(logn). If c > 1 then with high probability
(w.h.p.) ER(n,c/n) has a component with (α(c)+ o(1))n vertices, where α(c)> 0,
and all other components have O(logn) vertices.

So, with a slight increase in the average connectivity (which is the only parameter
governing the law of Erdős-Rényi random graphs), we pass to a regime where a
giant component (i.e., a connected component representing a positive fraction of the
vertices) exists. In the case of G(n,(di)

n
1), the corresponding question of the exis-

tence of a giant component was answered by Molloy and Reed [37] who show that
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under some regularity conditions on the degree sequence (such as the convergence
of the empirical degree distribution to some finite-mean probability distribution µ)
G(n,(di)

n
1) contains a giant component w.h.p. if and only if ∑k µ(k)k(k− 2)> 0.

Now consider the case of a simple epidemics on the random graph ER(n,c/n).
Assume that each infected node with probability p infects its neighbours. The
question of whether it is possible for a single node to infect a positive fraction of
all nodes, is in fact equivalent to the existence of a giant component in the random
graph ER(n, pc/n). Indeed, it is easy to see that the random graph ER(n, pc/n) has
the same distribution as the random graph obtained from ER(n,c/n) by removing
any edge with probability 1− p independently of everything else. (The model
in which edges are removed independently with a given probability is known
as bond percolation.) Then the spread of the above epidemics on the random
graph ER(n,c/n) presents a phase transition stemming from the emergence of the
giant component in the random graph ER(n, pc/n): with a slight increase in the
‘contagiousness’ p of the infection we pass to a regime where a single node can
infect a positive fraction of the network.

It is clear from this simple example that the dynamic properties of networks, e.g.,
the spread of epidemics, are closely related to their geometrical properties, e.g., does
a giant component exist.

Bearing this in mind, we turn our attention to the configuration model. The
version of Molloy and Reed [36] has been extended by Cooper and Frieze [18]
to allow for prescribed sequences of directed degrees. This model has been further
extended in [4] to allow for a prescribed sequences of weights, while relaxing the
conditions on the degree sequence given in [18]. The Weighted Configuration Model
will be the basis of our model of financial network, on which we will study distress
propagation.

Definition 1.2 (Weighted Configuration Model). Given a set of nodes [1, . . . ,n]
and a degree sequence (d+

n ,d−n ), we associate to each node i two sets, H+
n (i)

representing its out-going half-edges and H−
n (i) representing its in-coming half-

edges, with |H+
n (i)| = d+

n (i) and |H−
n (i)| = d−n (i). Let H+

n =
⋃

i H+
n (i) and H−

n =
⋃

i H−
n (i). A prescribed set of weights En(i) with |En(i)| = d+

n (i) is assigned in an
arbitrary order to i’s out-going half edges. A configuration is a matching of H+

n
with H−

n . To each configuration we assign a graph. When an out-going half-edge of
node i is matched with an in-coming half-edge of node j, a directed edge from i to
j appears in the graph. The configuration model is the probability space in which
all configurations, as defined above, have equal probability. We denote the resulting
random directed multigraph by G∗n(d−n ,d+

n ), shown in Fig. 1.4.

The previous definition does not account directly for dependence between the
weight of an edge and the node in which the edge ends, which may be unrealistic in
applications.

Fortunately, we can easily extend the previous model in this sense. The intuition
behind our construction can be given by rephrasing the Pareto principle: 20% of the
links carry 80% of the weights. Therefore, we will distinguish between two types of
links, type A and type B. In applications, we will think of links of type A as those
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Fig. 1.4 Weighted configuration model

representing a small fraction of links but carrying the largest weights. We can pre-
scribe, for each node the proportion of in-coming and out-going edges of each type.

We can now define Two-Tier Weighted Configuration Model.

Definition 1.3 (Two-Tier Weighted Configuration Model). Let (d+
n ,d−n ) a pre-

scribed sequence of in and out-degrees. For every node i, its d+
n (i) in-coming links

are partitioned into d+,A
n (i) links of type A and d+,B

n (i) links of type B:

d+
n (i) = d+,A

n (i)+ d+,B
n (i). (1.14)

Similarly, the out-going half edges are partitioned, for any node i, into d−,An (i) links
of type A and d−,Bn (i) links of type B, with d−n (i) = d−,An (i)+ d−,Bn (i). We assume
the following conditions: ∑n

i=1 d+,A
n (i) = ∑n

i=1 d−,An (i) =: mA and ∑n
i=1 d+,B

n (i) =

∑n
i=1 d−,Bn (i) =: mB, where we denoted by mA and mB the total number of links

of type A and type B respectively. We let FA : RmA

+ → [0,1] and FB : RmB

+ → [0,1]
the joint probability distributions functions for links of type A and B respectively.
The probability distribution functions FA and FB are assumed to be invariant under
permutation of their arguments. The random graph is generated then as follows:

• Draw mA random variables from the joint distribution FA. Assign these ex-
changeable variables in an arbitrary order to the out-going half edges of type A;

• Generate the weighted subgraph of links of type A by from the Weighted
configuration model with prescribed degree sequence (d+,A

n (i),d−,An (i))n
i=1;

• Proceed similarly for the links of type B.

1.4 Asymptotic Analysis of Default Cascades

We overview here the main results which were given in the context of insolvency
cascades in financial networks in [4], but can be used for other types of cascades
on a network. We consider a directed network in which nodes can be in one of
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two states, say 0 and 1. Starting from a set of nodes initially in the state 1, other
nodes switch to state 1 according to the weighted influence of their neighbors and a
personal threshold.

More precisely, we define the network wn on the vertex set v = {1, . . . ,n},
whereby wn(i, j) weighs the influence of node j on the state of node i. Each node
i has a threshold qn(i) which determines its capacity to withstand the influence of
other nodes. Denoting by X( j) ∈ {0,1} the state of a node j, node i switches to state
1 the first time the following condition is met

∑
j

X( j)wn(i, j) > qn(i). (1.15)

The out-neighbors of a node i are given by the set of nodes having an influence on i
and its in-neighbors are given by the set of nodes on which i has an influence. Their
respective numbers represent node i’s out-degree d+

n (i) := #{ j | wn(i, j) > 0} , and
respectively in-degree d−n (i) := #{ j |wn( j, i)> 0}. The empirical distribution of the
degrees is given by

µn( j,k) :=
1
n

#{i : d+
n (i) = j,d−n (i) = k}.

We assume that the degree sequences d+
n and d−n satisfy the following regularity

conditions.

Assumption 1.3. For each n ∈ N, d+
n = {(d+

n (i))n
i=1} and d−n = {(d−n (i))n

i=1} are
sequences of nonnegative integers with ∑n

i=1 d+
n (i) = ∑n

i=1 d−n (i), and such that, for
some probability distribution µ( j,k), the following hold.

1. The degree density condition: the proportion µn( j,k) of nodes with degree ( j,k)
tends to µ( j,k), i.e.,

µn( j,k)
n→∞→ µ( j,k)

2. Finite expectation property: ∑ j,k jµ( j,k) = ∑ j,k kµ( j,k) =: λ ∈ (0,∞);
3. Second moment property: ∑n

i=1(d
+
n (i))2 +(d−n (i))2 = O(n).

We turn now our attention to the role of continuous weights and thresholds in
the spread of the epidemics. We denote by Σw(i) the set of permutations of i out-
neighbors and let τ ∈ Σw(i) specify the order in which i out-neighbors switch to
state 1. Then Condition (1.15) is equivalent to saying that node i switches to state 1
precisely after a certain number of its out-neighbors have switched to state 1, where
this number is given by

Θ(i,w,q,τ) := min{k≥ 0,
k

∑
j=1

w(i,τ( j)) > q(i)}. (1.16)

The map Θ gives the discretized thresholds that govern the spread of epidemics.
We let

pn( j,k,θ) :=
#{(i,τ) | 1≤ i≤ n, τ ∈ Σen , d+

n (i) = j, d−n (i) = k, Θ(i,wn,qn,τ) = θ}
nµn( j,k) j!

,

(1.17)
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for which we make the following assumption:

Assumption 1.4. There exists a function p : N3 → [0,1] such that for all j,k,θ ∈N

(θ≤ j)
pn( j,k,θ)n→∞→ p( j,k,θ).

Definition 1.4 (Contagious links). We say that a link is ‘contagious’ if it repre-
sents an influence on a node larger than its threshold.

It is easy to see that pn( j,k,1) represents the proportion of ‘contagious’ links leaving
nodes with degree ( j,k). The limit p( j,k,1) also represents the fraction of nodes
with degree ( j,k) that switch to 1 as soon as one out-neighbor has switched to 1.

We now define the random network with prescribed degree and weights.

Definition 1.5 (Random network ensemble). Let Gn(wn) be the set of all weighted
directed graphs with degree sequence (d+

n ,d−n ) such that, for any node i, the set
of weights is given by the non-zero elements of line i in the matrix wn. On a
probability space (Ω,A ,P), we defineWn as a random network uniformly distributed
on Gn(wn).

Then for all i = 1, . . . ,n,

{Wn(i, j), Wn(i, j)> 0}= {wn(i, j), wn(i, j) > 0} P− a.s.

#{ j ∈ v, Wn( j, i) > 0}= d+
n ( j), and #{ j ∈ v, Wn(i, j) > 0}= d−n (i).

We denote by αn(Wn,qn) the set of defaults at the end of the cascade generated
by the set of nodes {i | qn(i) = 0}.

The following theorems give the asymptotic behavior of this quantity.

Theorem 1.5. Define the function

I(π) :=∑
j,k

kµ( j,k)
λ

j

∑
θ=0

p( j,k,θ)P(Bin( j,π)≥ θ), (1.18)

where Bin( j,π) denotes a binomial variable with parameters j and π.
Consider a sequence of weights and thresholds {(wn)n≥1,(qn)n≥1} satisfying

Assumptions 1.3 and 1.4 and the corresponding sequence of random matrices
(Wn)n≥1 defined on (Ω,A ,P) as in Definition 1.5. Let π∗ be the smallest fixed point
of I in [0,1], i.e.,

π∗ = inf{π ∈ [0,1] | I(π) = π}.
1. If π∗ = 1, i.e., if I(π)> π for all π ∈ [0,1), then asymptotically all nodes switch

to state 1:
αn(Wn,qn)

p→ 1.

2. If π∗ < 1 and furthermore π∗ is a stable fixed point of I (I′(π∗) < 1), then the
asymptotic fraction of nodes in state 1 at the end of the cascade satisfies:
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αn(Wn,qn)
p→∑

j,k

µ( j,k)
j

∑
θ=0

p( j,k,θ)P(Bin( j,π∗)≥ θ).

Definition 1.6 (Resilience measure). We define as the resilience measure the
following function of the network’s features, which takes values in (−∞,1]:

1−∑
j,k

jk
λ

µ( j,k)p( j,k,1).

Theorem 1.6. Under Assumptions 1.3 and 1.4;

• If the resilience measure is positive, i.e.,

1−∑
j,k

jk
λ

µ( j,k)p( j,k,1) > 0, (1.19)

then for every ε> 0, there exists Nε and ρε such that if the initial fraction of nodes
in state 1 is smaller than ρε, then P(αn(Wn,qn)≤ ε)> 1− ε for all n≥ Nε.

• If the resilience measure is negative, i.e.,

1−∑
j,k

jk
λ

µ( j,k)p( j,k,1) < 0, (1.20)

then there exists a connected set Cn of nodes representing a positive fraction of
the network, i.e., |Cn|/n

p→ c > 0 such that, with high probability, any node in the
set switching to state 1 activates the whole set: for any sequence (qn)n≥1 such
that {i,qn(i) = 0}∩Cn �= /0,

liminf
n
αn(Wn,qn)≥ c > 0.

These results can be applied to the following current issues in finance:

• The problem of short term funding in money markets; the weights are represented
by short term funding, i.e., f (i, j) and the thresholds are represented by the
liquidity reserves m(i) (see Table 1.2b). Banks that do not satisfy condition (1.8)
withdraw any of the funds they lent on the market [27], and thus other banks may
become illiquid.

• The problem of margin calls in over the counter markets; the weights are rep-
resented by derivatives payables and the thresholds are represented by liquidity
reserves. This problem is investigated in [14]

• The problem of insolvency cascades, in which weights represent exposures and
the threshold the capital. This problem is investigated in [4] and the above results
are given in this context.
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Conditions for stability of random networks with respect to contagion had been
anticipated in the literature [26, 45], using mean field approximations or heuristic
methods, in terms of the expected size of a cascade starting from a randomly chosen
node, where the expectation was taken over the law of the random graph with given
degree distribution. The results in [4] represent stronger statements: the final fraction
of defaults is shown to converge in probability as the size of the network tends to
infinity, to a limit which depends explicitly on the fundamentals of the model: degree
sequence, interbank exposures, capital ratios, liquidity reserves, payables, short term
debt etc. All this is crucial if one wants to identify and monitor the nodes posing the
largest systemic risk in a given network.
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Chapter 2
Systemic Risk in Banking Networks
Without Monte Carlo Simulation

James P. Gleeson, T.R. Hurd, Sergey Melnik, and Adam Hackett

Abstract An analytical approach to calculating the expected size of contagion
events in models of banking networks is presented. The method is applicable to
networks with arbitrary degree distributions, permits cascades to be initiated by the
default of one or more banks, and includes liquidity risk effects. Theoretical results
are validated by comparison with Monte Carlo simulations, and may be used to
assess the stability of a given banking network topology.

2.1 Introduction

The study of contagion in financial systems is currently very topical. “Contagion”
refers to the spread of defaults through a system of financial institutions, with each
successive default causing increasing pressure on the remaining components of
the system. The term “systemic risk” refers to the contagion-induced threat to the
financial system as a whole, due to the default of one (or more) of its component
institutions, and it has become a familiar term since the failure of Lehman Brothers
and the rescue of AIG in the autumn of 2008.

Interbank (IB) networks in the real world are financial systems that range in size
from dozens to thousands of institutions [6,26,28]. An IB network may be modelled
as a (directed) graph; the nodes or vertices of the network are individual banks,
while the links or edges of the network are the loans from one bank to another. Such
systems are vulnerable to contagion effects, and the importance of studying these
complex networks has been highlighted by Andrew Haldane, Executive director of
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Financial Stability at the Bank of England in his speech [15], in which he posed
the following challenge: ‘Can network structure be altered to improve network
robustness? Answering that question is a mighty task for the current generation of
policymakers’.

The study of complex networks has advanced rapidly in the last decade or so,
with large-scale empirical datasets becoming readily available for a variety of social,
technological, and biological networks (see [19, 23, 24] for reviews). By virtue of
their size and complexity, such networks are amenable to statistical descriptions
of their characteristics. The degree distribution pk of a network, for example,
gives the probability that a randomly-chosen node of the network has degree k,
i.e., that it is connected by k edges to neighbours in the network. While classical
random graph models of networks [10] have Poisson degree distributions, many
empirical networks have been found to possess “fat-tailed” or “scale-free” degree
distributions, where the probability of finding nodes of degree k decays as a power
law in k (pk ∝ k−β) for large k, in contrast to the exponential decay with k of the
Poisson distribution [23].

This structural (topological) aspect of real-world networks has important impli-
cations for dynamical systems which run on the nodes of the network graph, see
Barrat et al. [3] for a review. For example, the rate of disease spread on networks
depends crucially on whether or not they have fat-tailed degree distributions. As
a consequence, there is considerable interest in the effect of network structure on
a range of dynamics. Cascade-type dynamics occur whenever the switching of a
node into a certain state increases the probability of its neighbours making the
same switch. Examples include cascading failures in power-grid infrastructure [22],
congestion failure in communications networks [21], the spread of fads on social
networks [27], and bootstrap percolation problems [5], among others [17]. Building
on earlier work on the random field Ising model of statistical physics [7], the
expected size of cascades has recently been determined analytically for a range of
cascade dynamics and (undirected) network topologies [13, 14]. Our goal in this
paper is to extend and develop these methods for application to default contagion
on (directed) interbank networks.

Although the importance of network topologies has been recognized for many
years in the finance and economics literature (e.g., [1]), it is only following the
publication of empirical studies for large-scale interbank networks [6,9,26,28] that
theoretical models have moved beyond small networks and simple topologies. In
this paper we focus on “deliberately simplified” models for contagion on interbank
networks exemplified by those of Gai and Kapadia [11] (“GK” for short) and of Nier
et al. [25] (“NYYA” for short), which have attracted significant recent attention [16,
18]. We develop an analytical approach to calculating the expected size of contagion
events in networks of a prescribed topology.

The calculation is “semi-”analytical because it requires the iteration of a
nonlinear map to its fixed point, but it nevertheless offers significantly faster
calculation than Monte Carlo simulation. This reduces the computational burden
of interbank network simulations, hence making network theory more useful for
practical applications. Moreover, the analytical approach gives insights into the
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mechanisms of contagion transmission in a given network topology, and enables
formulas relating critical parameter values to be derived.

Our work extends the seminal paper of May and Arinaminpathy [18] by moving
beyond their assumption that every bank in the network is identical (i.e., that all
banks have the same numbers of debtors and creditors). As shown by May and
Arinaminpathy, this “mean-field” assumption gives reasonably accurate results for
Erdös-Rényi random networks, which have independent Poisson distributions for
in- and out-degrees. This means that each bank in such a network is similar to
the “average” bank. However, real-world banking networks often have fat-tailed
degree distributions [6], meaning that there is a significant probability of finding a
bank with in-degree (or out-degree) very different to the mean degree. To analyze
contagion on such networks we need to move beyond the mean-field assumption.
Moreover, unlike May and Arinaminpathy, our formalism allows us to consider how
the extent of the contagion is affected by the size of the bank which initiates the
cascade, and so to inform the question of which banks are ‘too big to fail’.

The remainder of this paper is structured as follows. In Sect. 2.2 we review
the models of GK and NYYA. Sections 2.3 and 2.4 develop a general theoretical
framework for analyzing such models, while in Sect. 2.5 we compare the results of
our analytical approach with full Monte-Carlo simulations, and discuss conclusions
in Sect. 2.6. Three appendices give details of several results that are not crucial to
the main flow of the paper.

2.2 Models of Contagion in Banking Networks

We consider simplified models of banking networks, as introduced by GK and
NYYA. As noted in May and Arinaminpathy [18], such “deliberately oversim-
plified” mathematical models are caricatures of real banking networks, but may
nevertheless lead to useful insights. These model networks can be considered as
generated in two steps. First, a “skeleton” structure of N nodes (representing banks)
and directed edges (to represent the interbank positions) is created. This structure
should be a realization from the ensemble of all possible directed networks which
are consistent with the joint probability p jk (the probability that a randomly chosen
node has j in-edges and k out-edges). We choose the following convention for
the direction of edges: an arrow on an edge representing an interbank position
(“loan” for short) points from the debtor bank to the creditor bank, see Fig. 2.1.
This convention ensures that shocks due to defaults on loans travel in the direction
of the arrows on the edges. Thus p jk is the probability that a randomly-chosen bank
in the system has j debtors (or, more strictly, that it has j asset loans, since multiple
links are possible) and k creditors (strictly speaking, k liability loans).

In the second step, each node (bank) of the skeleton structure is endowed with a
balance sheet and the edges between banks are weighted with loan magnitudes.
This process is performed in such as way as to ensure the banking system so
represented is fully in equilibrium (i.e., assets exceed liabilities for each bank) in
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Fig. 2.1 Skeleton structure of the network locality of bank i. Bank i is in the ( j,k) = (3,2) class,
since it has three debtors and two creditors in the interbank (IB) network

the absence of exogenous shocks. Once the banking networks are generated, the
cascade dynamics can be implemented to examine the effects of various types
of shocks. In Monte Carlo implementations, each step of the process (skeleton
structure/balance sheets/dynamics) is repeated many times to simulate the ensemble
of possible systems. The most common output from such simulations is the expected
fraction of defaulted banks in steady-state (i.e., when all cascades have run their
course) for the prescribed p jk network topology.

We stress that this two-step procedure is only one of many possible alternatives
for generating an ensemble of random networks. However, it is easily explained
and reproducible by other researchers, and proves amenable to analysis. As a
“deliberately oversimplified” model of the true complexities of banking networks,
it is not suitable for calibration to real network data in its current form, but
may nevertheless provide a starting point for improving our understanding of the
interplay between network topology and default contagion cascades.

2.2.1 Generating Model Networks

We first discuss the creation of the skeleton structure for N banks (or nodes)
consistent with a prescribed p jk distribution. It is usually assumed that N is large
(indeed theoretical results are proven only in the N → ∞ limit), but in practice
values of N as low as 25 have been successfully examined (see Results section).
In each realization, N pairs of ( j,k) variables are drawn from the p jk distribution.
For each pair ( j,k), a node is created with j in-edge stubs and k out-edge stubs. Then
a randomly-chosen out-stub is connected to a randomly-chosen in-stub to create a
directed edge of the network. This process is continued until all stubs are connected.
Note it is possible under this process for multiple edges to exist between a given
pair of nodes, or for a node to be linked to itself, but both these likelihoods become
negligibly small (proportional to 1/N) as N →∞. Note also that interbank positions
are not netted, so directed edges may exist in both directions between any two nodes
of the banking network.
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Fig. 2.2 Schematic balance sheet of banks in the ( j,k) = (3,2) class

The second step of the network generation process, the creation of balance sheets
for each bank node, can vary considerably from model to model. In both the GK
and NYYA models, the balance sheet quantities of a node depend on its in-degree
(number of debtors) j and out-degree (number of creditors) k; we collectively refer
to all banks with j debtors and k creditors as the “( j,k)-class”. The total assets a jk

of a ( j,k)-class bank are the sum of its external assets e jk (such as property assets),
and its interbank assets, i.e., the sum of its j loans to other banks, see Fig. 2.2. The
liabilities side of the balance sheet is composed of the interbank liabilities (sum of
the k loans taken from other banks) and customer deposits. The amount by which
the total assets exceed the total liabilities is termed the net worth of the bank, and is
denoted c jk for banks in the ( j,k) class. Within both the GK and NYYA models the
net worth c jk is assumed (in the initial, shock-free, state) to be proportional to the
total assets a jk of the bank:

c jk = γa jk, (2.1)

where the constant of proportionality γ is termed the “percentage net worth” or
“capital reserve fraction”. Note that shareholders’ funds and subordinated debt
are not considered here as useful to the loss absorption capacity; thus only three
categories (interbank, customer deposits, and capital) appear on the liabilities side
of the balance sheets.

An important difference between the GK and NYYA models is in how they
assign values to loans, see Fig. 2.3. Recall the number of loans is determined by
the number of directed edges in the skeleton structure of the first step, but there
remains considerable freedom in allocating the weight to each edge. In the GK
model (Fig. 2.3a), each bank is assumed to have precisely 20 % of its assets as
interbank assets, and all in-edges to a ( j,k)-class node (i.e. all asset loans of a ( j,k)
bank) are assigned equal weight 0.2/ j (in units where the total assets of every bank
equals unity):

a jk = 1, e jk = 0.8 for all ( j,k) classes. (2.2)

This case represents a maximum-diversity lending strategy, where banks give loans
of equal size to all their debtors [11].
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Fig. 2.3 Loan sizes in each of the models for a bank in the ( ji,ki) class. In the GK model, all
asset loans are of size 0.2/ ji; liability loans are determined endogenously (by the random linking
of in-stubs to out-stubs described in Sect. 2.2.1). In the NYYA model, every loan in the network is
of equal size w. (a) GK model. (b) NYYA model

Table 2.1 Summary of main balance sheet quantities within the GK and NYYA models
(see Gai and Kapadia [11] and Nier et al. [25] for details)

GK NYYA

Total assets of a ( j,k)-class bank a jk = 1 a jk = ẽ+wmax( j,k)
Net worth of a ( j,k)-class bank c jk = γa jk c jk = γa jk

Size of asset loans of ( j,k)-class bank 0.2
j w

External assets of ( j,k)-class bank e jk = 0.8 e jk = ẽ+wmax(0,k− j)

In the model of NYYA, on the other hand, the same weight w is assigned to all
directed edges in the network (Fig. 2.3b). A ( j,k)-class node therefore has interbank
assets of jw, and interbank liabilities of kw. To ensure all banks are initially solvent,
NYYA describe a process for distributing a pool of external assets over the banks
(see Nier et al. [25] for details). As a consequence, the resulting total assets and
external assets may respectively be written as

a jk = wmax( j,k)+ ẽ, e jk = a jk− jw for all ( j,k) classes, (2.3)

where ẽ is related to the pool of external assets. The balance sheet quantities and
their definitions within the two models considered are summarized in Table 2.1.

2.2.2 Contagion Mechanisms

Having generated the banking system via the network skeleton structure and balance
sheet allocations, the dynamics of cascading defaults can then be investigated.
Recall that the banks’ balance sheet have been set up so that the system is initially
in equilibrium, i.e., total assets for each bank equals its total liabilities plus its
net worth. The effect of an exogenous shock is simulated, typically by setting
to zero the external assets of one (or more) banks. The shocked bank(s) may be
chosen randomly from all banks in the simulation, or a specific ( j,k)-class may
be targeted—the latter case allows us to investigate the impact of the size of the
initially shocked bank upon the final cascade size (see Results section). The initial
exogenous shock is intended to model, for example, a sudden decrease in the market
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value of the external assets held by the bank. The decrease may lead to a situation
where the total liabilities of the bank now exceed the total assets: in this case, the
bank is deemed to be in default As a consequence, the bank will be unable to
repay its creditors the full values of their loans; the loans from these creditors to
the defaulted bank are termed “distressed”. The creditors (in network terminology,
the out-neighbors of the original “seed” bank) experience a shock to their balance
sheets at the next timestep due to writing-down the value of the distressed loans. If
at any time the total of the shocks received by a bank (i.e. the total losses to date
on its loan portfolio) exceeds the net worth of the bank, then its liabilities exceed
its assets, and it is deemed to be in default. The defaulted bank then passes shocks
to its creditors in the system, and so the cascade or contagion may spread through
the banking network. Timesteps are modelled as being discrete, with possibly many
banks defaulting simultaneously in each timestep, and with the shocks transmitted
to their creditors taking effect in the following timestep.

The mechanism of shock transmission is treated differently by GK and by
NYYA, and this is an important distinction between the models.

2.2.2.1 Shock Transmission in the GK Model

In the GK model, defaulted banks do not repay any portion of their outstanding
interbank debts because the timescale for any recovery on these defaulted loans
is assumed to exceed the timescale of the contagion spread in the system. Con-
sequently, all creditors of a bank which defaulted in timestep n receive, at timestep
n+1, a shock of magnitude equal to the total size of their loan to the defaulted bank.
If multiple banks defaulted at timestep n, then a bank which is a creditor of several
of these will receive multiple shocks at timestep n+ 1. Specifically, if the creditor
bank is in the ( j,k) class, then it receives a total shock of size 0.2µ/ j, where µ is the
number of its asset loans which defaulted at timestep n (since each loan is of size
0.2/ j, see Table 2.1). This process of shock transmission continues until there are
no new defaults, at which point the cascade terminates.

2.2.2.2 Shock Transmission in the NYYA Model

The NYYA model allows for the possibility of non-zero recovery on defaulted loans.
Suppose the total shock received by a ( j,k)-class bank from all its defaulted debtors
is of size σ, and this shock is sufficient to make the bank default, i.e., σ > c jk.
The amount σ− c jk by which total liabilities now exceed total assets for the bank
is distributed evenly among the k creditors of the bank, with the proviso that no
creditor can lose more than the size w of its original loan (recall every loan in the
NYYA system is the same size w, see Table 2.1). Thus the shock transmitted to each
creditor of the defaulted bank is

min

(
σ− c jk

k
,w

)
. (2.4)
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As in the GK model, shocks transmitted from banks which default at timestep n
will affect the creditor banks at timestep n+ 1, and a cascade of banks failures may
ensue. This cascade mechanism bears some resemblance to the “fictitious default”
cascade used by Eisenberg and Noe [8] (“EN” for short) to determine the clearing
payment vector in a system with defaults, see Appendix A. However, the NYYA
cascades are not identical to the EN cascades. When a bank defaults in the NYYA
model, it transmits a once-off shock to each of its creditors, but then plays no further
role in the dynamics of the system. In particular, any shocks received by this bank
subsequent to its default do not affect its creditors. In contrast, the EN clearing
algorithm effectively requires defaulted banks to transmit newly-received shocks to
their creditors. Although the EN algorithm is not the main focus of this paper, we
present in Sect. 2.5 (see Figs. 2.5a and 2.6a) numerical results for the fraction of
defaults in EN cascades. The results are qualitatively similar, though not identical,
to those obtained using the NYYA contagion dynamics, the difference being most
notable in cases where a large fraction of the network is in default.

2.2.3 Liquidity Risk

In both the GK and NYYA dynamics, it is possible to include liquidity risk effects
in a simple fashion. Suppose that at timestep n, a fraction ρn of all banks in the
system have already defaulted. It is plausible that the market value of external assets
(e.g., property) will be adversely affected by the weakened banking system. A bank
needing to liquidate its external assets may, for example, find it difficult to realise
the full value in a “fire sale” scenario. To model the effects of this system-wide
effect, we assume that at timestep n the external assets of a ( j,k)-class bank are
marked-to-market as

e jk exp(−αρn) . (2.5)

The liquidity risk parameter α measures the influence of the system contagion
upon asset prices; note when α = 0 the external asset values are constant over
time, but for α > 0 the asset values decrease with increasing contagion levels. This
effect is included in the dynamics of the GK and NYYA models by subtracting
the quantity e jk [1− exp(−αρn)] from the net worth c jk of the ( j,k)-class banks.
Thus, for example, banks default in the NYYA model if the incoming shock s is
bigger than c jk − e jk [1− exp(−αρn)] (the fire-sale adjusted net worth), and the
shock transmission equation (2.4) is generalized to

min

(
σ− c jk + e jk [1− exp(−αρn)]

k
,w

)
, (2.6)

for α ≥ 0. A similar modification applies in the GK model. Interestingly, if α is
sufficiently large, the liquidity risk effect can lead to banks defaulting even if they
receive no shocks from debtors, because their net worth is obliterated by the fall
in market value of their external assets. Consequences of this are explored in the
Results section.



2 Systemic Risk in Banking Networks Without Monte Carlo Simulation 35

2.2.4 Monte Carlo Simulations

The steps needed to study the models using Monte Carlo simulation are now
clear. In each realization a skeleton structure for a network of N nodes with joint
in- and out-degree distribution p jk is first constructed. Then balance sheets are
assigned to each node, consistent with the specific model chosen (see Table 2.1).
The cascade of defaults initiated by an exogenous shock to one (or more) banks
proceeds on a timestep-by-timestep basis, following the dynamics of either the zero
recovery (GK) or non-zero recovery (NYYA) prescription for shock transmission.
When no further defaults occur, the fraction of defaulted banks (the “cascade
size”) is recorded, and then another realization may begin. When a sufficiently
large number of realizations are recorded, the average cascade size (and potentially
further statistics, i.e., the variance, of the cascade size) may be calculated in a
reproducible (up to statistical scatter) manner. Monte Carlo simulations of this type
were implemented in GK and NYYA; our focus in the remainder of this paper is on
analytical approaches to predicting the average size of cascades, and so avoiding the
need for computationally expensive numerical simulations.

2.3 Theory

In this section we derive analytical equations which allow us to calculate the
expected fraction of defaults in a banking network with a given topology (defined
by p jk). Like related approaches for cascades on undirected networks [13, 14], the
method is only approximate for finite-sized networks because it assumes the N →∞
limit of infinite system size. However, in practice we find it nevertheless gives
reasonably accurate results for networks as small as N = 25 banks (see Sect. 2.5).

2.3.1 Thresholds for Default

We begin by defining the threshold level Mn
jk as the maximum number m of

distressed loans that can be sustained by a ( j,k)-class bank at timestep n without the
bank defaulting at timestep n+1. If a ( j,k)-class bank has m defaulted debtors, with
m > Mn

jk, then it will default in the subsequent timestep, otherwise it will remain
solvent. As we show below, the GK model is easily expressed in terms of thresholds,
but thresholds can be defined for the NYYA model only under an approximating
assumption.

In the GK model a bank in the ( j,k) class has total assets of unity (a jk = 1), net
worth of c jk = γa jk = γ, and each distressed loan carries a shock of 0.2/ j. In the
absence of a liquidity risk (fire sale) factor, the ( j,k) bank would then default if the
sum of the shocks it receives from its m defaulted debtors exceeds its net worth,
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i.e., if 0.2m/ j > γ, giving Mn
jk = �5 jc jk, where �· is the floor function (returning

the greatest integer less than or equal to its argument). Liquidity risk may also be
included in models of this type by appropriately reducing the effective net worth,
and we can write the threshold levels in their most general form as

Mn
jk = min

{
j,max

{
�5 jc jk− 5 je jk

(
1− e−αρ

n
)
,−1

}}
. (2.7)

Here e jk is the value of external assets for ( j,k)-class banks, α is the liquidity
risk parameter introduced in Sect. 2.2 and we constrain Mn

jk to be between −1 and
j. Note that this expression for Mn

jk is constant over time n if α= 0, and is decreasing
in time if α is positive and ρn is increasing.

In the NYYA model the size of the write-down shock on a newly-distressed
loan depends on how large the shock received by the debtor bank was compared
to its net worth. This means that there will, in general, be a distribution of shocks
of various sizes in the system, and this distribution will change in time. Denoting
the distribution of shock sizes by Sn(σ)—so that at timestep n a randomly-chosen
distressed loan (i.e. an out-edge of a defaulted bank node) carries a shock of size σ
with probability Sn(σ)—we would require m-fold convolutions of Sn(σ) to correctly
describe the shock received by a bank with m distressed asset loans (as the sum of
m independent draws of shock values from Sn(σ)). It is clearly desirable to find
a simple parametrization of Sn(σ) to make the model computationally tractable,
even at the loss of some accuracy. With this in mind, we approximate the true
value of the shock received by a bank with m distressed loans at timestep n by
msn, where sn is the average shock on all distressed loans in the system at that
timestep. Effectively we are replacing the true distribution S(σ) of shock sizes by
a delta function distribution: Sn(σ) �→ δ(σ− sn), where sn is the average shock
sn =

∫
σSn(σ)dσ; in other words, every distressed loan at timestep n is assumed

to have equal recovery value w− sn. This approximation turns out to work rather
well because in cases where many debtors are in default, the total shock received
by a creditor is well approximated by m times the average shock. However we will
also show examples (in the Results section) where the approximation of the shock
distribution Sn(σ) by a delta function leads to less accurate results.

Using this approximation, the NYYA threshold levels are:

Mn
jk = min

{
j,max

{
� 1

sn

[
c jk− e jk

(
1− e−αρ

n
)]
,−1

}}
. (2.8)

The time dependence of the thresholds in this case is due to both liquidity risk
(α> 0), and to the time-varying nature of the (mean) shock size sn. In Appendix B
we derive an iteration equation for sn, consistent with the general model (2.12) and
(2.13) below and based on the approximation of the true shock size distribution by
a delta function.
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2.3.2 General Theory

We consider ( j,k)-class banks, of which there are approximately N p jk in any given
network realization (for sufficiently large N). Each bank in the ( j,k) class has j
debtors, each of which may be either solvent or in default at a specific time. Given
that a bank is in the ( j,k) class, we define un

jk(m) as the probability that the bank
(1) is solvent at timestep n and (2) has m distressed asset loans (due to the default
of the corresponding debtors in earlier cascades). According to its definition, the
sum of un

jk(m) over all m gives the fraction of ( j,k)-class banks which are solvent
at timestep n:

j

∑
m=0

un
jk(m) = 1−ρn

jk, (2.9)

where ρn
jk denotes the fraction of ( j,k)-class banks which are in default at timestep

n. In a slight abuse of mathematical terminology we will refer to un
jk(m) as a

“distribution”, but note from (2.9) that the sum of un
jk(m) over all m is not unity.

We consider how the states of the banks change from timestep n to timestep n+1,
and update the un

jk(m) distribution accordingly. The update occurs in two stages:
first a “node update” stage, where the states of the banks are updated, followed by an
“edge update”, where the un

jk(m) distribution is updated to give un+1
jk (m). In the node

update stage, banks in the ( j,k) class default if their number of distressed loans m at
timestep n exceeds their threshold Mn

jk (see Sect. 2.3.1). Thus the newly defaulting
fraction of ( j,k)-class banks is made up of those who were previously solvent but
now have m values above threshold. These newly defaulted banks increase the total
default fraction of the ( j,k) class by the amount:

ρn+1
jk −ρn

jk =
j

∑
m=Mn

jk+1

un
jk(m). (2.10)

Each newly defaulted ( j,k)-class bank is a debtor of k other banks in the system
and correspondingly triggers k newly-distressed loans: this is the edge update stage
between timestep n and timestep n+1. The number of newly-distressed loans in the
network due to defaults in the ( j,k) class of banks is approximately N p jkk(ρn+1

jk −
ρn

jk) (since there are N p jk such banks, each newly-defaulted with probability ρn+1
jk −

ρn
jk, and each with k creditors). Summing over all classes gives

N∑
j,k

kp jk

(
ρn+1

jk −ρn
jk

)
(2.11)

as the number of newly-distressed loans in the system. The total number of loans
which were not distressed at timestep n is similarly calculated as N∑ j,k kp jk(1−
ρn

jk). So the probability that a previously-undistressed loan will be distressed at
timestep n+ 1 is given by
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f n+1 =
∑ j,k kp jk

(
ρn+1

jk −ρn
jk

)
∑ j,k kp jk

(
1−ρn

jk

) =
∑ j,k kp jk∑

j
m=Mn

jk+1 un
jk(m)

∑ j,k kp jk∑
j
m=0 un

jk(m)
. (2.12)

Consider a ( j,k)-class bank which remains solvent and has exactly m distressed
asset loans at timestep n + 1. This bank was also solvent at timestep n and had
some number � ≤ min(m,Mn

jk) of distressed asset loans at timestep n. Amongst
the remaining j− � asset loans of this bank, exactly m− � of the loans must have
become newly distressed due to the debtor bank having defaulted in the first stage
of the update: this happens independently to each of the j− � loans with probability
f n+1. If we introduce the convenient notation Bk

i (p) for the binomial probability(
k
i

)
pi(1− p)k−i, the probability that a ( j,k)-class bank remains solvent and has

exactly m distressed asset loans at timestep n+ 1 can be written as

un+1
jk (m) =

min(m,Mn
jk)

∑
�=0

B j−�
m−�

(
f n+1)un

jk(�). (2.13)

Equations (2.12) and (2.13) together define the updating of the state variables
u jk(m) and f in terms of the u jk(m) distribution at timestep n. Given the initial
condition—for instance, if a randomly-chosen fraction ρ0 of all banks are initially
subject to default-causing shocks, this is u0

jk(m) =
(
1−ρ0

)
B j

m
(
ρ0
)
—it is straight-

forward to iterate the system given by (2.12) and (2.13) forward through the discrete
timesteps until it converges to a steady state. The total fraction of defaulted banks in
the system at timestep n is given by summing (2.9) over all ( j,k) classes:

ρn = 1−∑
j,k

p jk

j

∑
m=0

un
jk(m), (2.14)

and the steady-state value of this quantity (as n→ ∞) is reported for various cases
in Sect. 2.5 below.

In Sect. 2.4 we prove that a certain class of models, including GK, admits an
exact reduction of the system described here to just two state variables. In the GK
model, and for the case where a fraction ρ0 of the banks are chosen at random to be
the seed defaults, the fraction of bank defaults ρn and the fraction of edge defaults
gn are given by the recurrence

ρn+1 = ρ0 +
(
1−ρ0)∑

j,k

p jk

j

∑
m=Mn

jk+1

B j
m (gn) (2.15)

gn+1 = ρ0 +
(
1−ρ0)∑

j,k

k
z

p jk

j

∑
m=Mn

jk+1

B j
m (gn) , (2.16)

with the initial condition g0 = ρ0.
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For the NYYA model, we use the mean-shock-size approximation discussed in
Sect. 2.3.1, so the thresholds Mn

jk are given by Eq. (2.8). Then the iteration equation
for sn (see Appendix B), along with Eqs. (2.12) and (2.13), gives us a system of
equations for un+1

jk (m), f n+1, and sn+1 in terms of the values of these quantities
at the previous timstep. Results for both models are compared with Monte Carlo
simulations in Sect. 2.5.

2.4 Simplified Theory

In this section we show that the iteration of the system defined by Eqs. (2.12)
and (2.13) in order to obtain the expected fraction of defaulted banks (as given by
Eq. (2.14)) may be dramatically simplified in certain cases. A sufficient condition for
this simplified theory to exactly match the full theory of Eqs. (2.12) and (2.13) is:

Condition 1. For every ( j,k) class with p jk > 0, the threshold level Mn
jk is a non-

increasing function of n.

This condition holds if the threshold levels for each ( j,k) class are constant, or
decreasing with time, as in the GK model. For the NYYA model, cases where the
shock size decreases over time may have thresholds Mn

jk which increase with n, and
so this model does not satisfy Condition 1.

2.4.1 Simplified Theory for GK

Focussing now on the GK model, whose thresholds (2.7) satisfy Condition 1, we
claim that at timestep n, the distribution for the number m of distressed loans of
solvent banks is a binomial distribution, at least for m values below the threshold:

un
jk(m) =

(
1−ρ0

jk

)
B j

m (gn) for m≤Mn
jk, (2.17)

and the fraction of distressed edges is

gn =∑
j,k

k
z

p jkρn
jk. (2.18)

Here ρ0
jk is the initially defaulted fraction of ( j,k)-class banks and ρn

jk is the
defaulted fraction of ( j,k)-class banks at timestep n. For the case m > Mn

jk, the
values un

jk(m) are slightly more complicated in form: they are given by the update
Eq. (2.13) for level n, with the right-hand side given using (2.17) at the level n− 1.
As we show below, the result (2.17) is sufficient to determine the expected fraction
of defaulted banks at any timestep n.
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To prove our claim, we use an induction argument, showing that if the sub-
threshold distribution at timestep n is assumed to take the form (2.17) and (2.18)
then the distribution at timestep n+ 1 (as given by Eq. (2.13) of the full theory)
is also of the form (2.17) and (2.18). Substituting for un

jk(�) in (2.13) using (2.17)
yields

un+1
jk (m) =

(
1−ρ0

jk

)min
(

m,Mn
jk

)
∑
�=0

B j−�
m−�

(
f n+1)B j

� (g
n) . (2.19)

To satisfy (2.17) at timestep n+ 1 we need only consider values of m between 0
and Mn+1

jk , and by Condition 1 we have Mn+1
jk ≤Mn

jk, so that 0≤ m≤Mn+1
jk ≤Mn

jk,

and thus the upper limit on the summation in (2.19) is min
(

m,Mn
jk

)
= m. The sum

in (2.19) is therefore a convolution sum of two binomial distributions, which is itself
a binomial distribution:

un+1
jk (m) =

(
1−ρ0

jk

)
B j

m

(
gn+1) for m≤Mn+1

jk , (2.20)

Here gn+1 is given by gn+1 = gn+(1− gn) f n+1. One can now use (2.12) and (2.18)
to verify that

gn+1 =∑
j,k

k
z

p jkρn+1
jk . (2.21)

By assuming the form (2.17) and (2.18) at timestep n we have shown the full theory
yields the corresponding result (2.20) and (2.21) at timestep n+ 1. The induction
proof is completed by verifying that the initial condition is given by

u0
jk(m) =

(
1−ρ0

jk

)
B j

m

(
g0) for m = 0 to j, (2.22)

gamma0 =∑
j,k

k
z

p jkρ0
jk (2.23)

which is of the form (2.17) and (2.18).
Using the binomial distribution for un

jk in (2.9) and (2.10) gives the update

equations for ρn+1 and gn+1 in terms of the parameter gn only:

ρn+1 =∑
j,k

p jkρn+1
jk = 1−∑

j,k

p jk

(
1−ρ0

jk

) Mn
jk

∑
m=0

B j
m (gn)

= 1−∑
j,k

p jk

(
1−ρ0

jk

)⎛⎝1−
j

∑
m=Mn

jk+1

B j
m (gn)

⎞
⎠

= ρ0 +∑
j,k

p jk

(
1−ρ0

jk

) j

∑
m=Mn

jk+1

B j
m (gn) , (2.24)
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and

gn+1 =∑
j,k

k
z

p jkρn+1
jk =∑

j,k

k
z

p jk

⎡
⎣ρ0

jk +
(

1−ρ0
jk

) j

∑
m=Mn

jk+1

B j
m (gn)

⎤
⎦

= ρ0 +∑
j,k

k
z

p jk

(
1−ρ0

jk

) j

∑
m=Mn

jk+1

B j
m (gn) , (2.25)

where ρ0 =∑ j,k p jkρ0
jk is the overall fraction of initially defaulted banks. In the case

where a fraction ρ0 of the banks are chosen at random to be the seed defaults we
have ρ0

jk = ρ0 for all ( j,k) classes, and Eqs. (2.24) and (2.25) reduce to Eqs. (2.15)
and (2.16).

The expected size of global cascades in a given GK-model network has essen-
tially been reduced to solving the single Eq. (2.16), since ρn+1 can be immediately
determined by substituting gn into (2.15). Equation (2.16) is of the form gn+1 =
J (gn), and the function J(·) is non-decreasing on [0,1]. It follows that gn+1 ≥ gn

for all n, and iteration of the map leads to the solution g∞ of the fixed-point
equation g∞ = J (g∞). The corresponding steady-state fraction of defaulted banks
is determined by substituting g∞ for gn in (2.15).

Equations of this sort, giving the expected size of cascades on directed networks,
have been previously derived in various contexts [2, 12]. In Gleeson [12], the main
focus is on percolation-type phenomena (see also the undirected networks case
Gleeson [13]), while Amini et al. [2] consider more complicated dynamics but take
the limit ρ0 → 0. The general case (2.24) and (2.25) where initial default fractions
can be different for each ( j,k) class has not, to our knowledge, been considered
previously, even in Monte Carlo simulations.

In the limit ρ0 → 0+, the scalar map gn+1 = J (gn) has a fixed point at gn = 0, but
it is an unstable fixed point if J′(0)> 1, where J′ is the derivative of the function J.
Thus the condition for an infinitesimally small seed fraction to grow to a large-scale
cascade may, using (2.16), be written as

J′(0) =∑
j,k

jk
z

p jkΘ
[

0.2
j − c jk

]
> 1, (2.26)

where the GK threshold (2.7) for m = 1 and ρ0 = 0 has been used, and Θ is the
Heaviside step function (Θ(x) = 1 for x > 0; Θ(x) = 0 for x ≤ 0). This “cascade
condition” has been derived in a rather different fashion by GK; they extend Watts’
(2002) percolation theory approach from his work on undirected networks to the
case of directed networks considered here. In Gleeson and Cahalane [14] and
Gleeson [13], the generalization of this result to cases where ρ0 is finite but small
has been given for cascades on undirected networks. Similar “higher-order cascade
conditions” may similarly be derived for this directed-network case, but are beyond
the scope of the present paper.
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2.4.2 Frequency of Contagion Events

The simplified Eqs. (2.15) and (2.16), and indeed the more general method of
Sect. 2.3, allow the specification of a fraction ρ0 (or ρ0

jk in the case of targeted
( j,k) classes) of initially defaulted bank nodes. This fraction need not be small, and
this feature allows us to investigate features of systemic risk due to simultaneous
failure of more than one bank (see Results section). However, most work to date has
focussed exclusively on the case where a single initially defaulted bank leads to a
cascade of defaults through the network. Because our theory assumes an infinitely
large network, some special attention must be paid to the case of a single “seed”
default in the GK model. As we show in Appendix C, in this model the locality of
the seed node determines whether, in a given realization, a cascade will reach global
size, or remain restricted to a small neighborhood of the seed. The distribution of
cascade sizes observed in single-seed GK simulations is thus typically bimodal:
only a certain fraction (termed the frequency) of cascades reach a network-spanning
size, the remainder remain small (typically only a few nodes). The average extent
(i.e. size) of the global cascades is given by Eqs. (2.15) and (2.16), whereas the
frequency of cascades which escape the neighborhood of the seed may be expressed
in terms of the size of connected components for a suitable percolation problem,
see Appendix C and the Results section. The NYYA model does not exhibit this
sensitivity to the details of the neighborhood of the seed node(s), so its distribution
of cascade sizes is quite narrowly centered on the mean cascade size given by theory;
the same comment applies to the GK model with multiple seed nodes.

2.5 Results

2.5.1 GK Model

Figure 2.4a compares results of Monte Carlo simulations of the GK model
(symbols) with the results of the simplified theory of Eqs. (2.15) and (2.16). As
in Fig. 2.1 of the GK paper, we show the extent and frequency (see Appendix C)
of contagion resulting from a single seed default in Erdös-Rényi directed random
graphs with N = 104 nodes. The mean degree z of the network is varied to investigate
the effects of connectivity levels upon the contagion spread. In such networks the
in- and out-degree of a node (i.e., the number of debtors and creditors of a bank) are
independent, and the joint distribution p jk is a product of Poisson distributions:

p jk =
z j

j!
e−z zk

k!
e−z. (2.27)

The formula for the contagion window derived in Gai and Kapadia [11] (which
is the same as our Eq. (2.26)) predicts that cascades occur for z values between
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Fig. 2.4 Theory and Monte
Carlo simulation results for
GK model on Erdös-Rényi
networks with N = 104 nodes
and mean degree z. The
percentage net worth is set to
γ= 3.5% for all cases.
Cascades which exceed 0.5 %
of the network are considered
as “global” cascades; the
“extent” of contagion is the
average size of these global
cascades, while the
“frequency” is the fraction of
all cascades that become
global cascades. In (b), the
effects of non-zero liquidity
risk are clearly seen for lower
z values, and cause the
appearance of a discontinuous
transition which is not present
in the α= 0 case of (a).
Monte Carlo numerical
results are averages over
5,000 realizations

1 and 7.477, but our theory also accurately predicts the expected magnitude of these
events. Moreover, as shown in Fig. 2.4b, our theory also accurately incorporates the
effects of the liquidity risk model (2.5), capturing the discontinuous transition in
cascade size which appears above z = 1 for the case α= 0.1.

2.5.2 NYYA Benchmark Case

Figure 2.5a examines the benchmark case of NYYA; note our Monte Carlo
simulation results match those presented in Chart 1 of Nier et al. [25]. The fraction
of defaults (extent of contagion) is here plotted as a function of the percentage
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Fig. 2.5 Expected steady-state default fraction in Erdös-Rényi random graphs with mean degree
z = 5. Monte Carlo numerical simulation results are averages over 5,000 realizations. In the
networks with N = 25 nodes, cascades are initiated by the default of a single randomly-chosen
node; in the larger networks with N = 250, ten randomly-chosen nodes are defaulted to begin the
cascade; theory uses ρ0 = 1/25

net worth parameter γ, as defined in Eq. (2.1). The network structure is again
Erdös-Rényi, with p jk given by (2.27), and mean degree z = 5. We also show Monte
Carlo results for the default fraction resulting from the clearing vector algorithm
of Eisenberg and Noe (see Appendix A). This algorithm gives results which are
qualitatively similar in behavior (though not identical) to those generated by the
NYYA shock transmission dynamics described in Eq. (2.6). As in the NYYA paper,
our Monte Carlo simulations use N = 25 nodes (banks) in each realization, and
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cascades are initiated by a single randomly-chosen bank being defaulted by an
exogenous shock. Despite this relatively small value of N, we find very good
agreement between the theoretical prediction (which assumes the N → ∞ limit)
from Eqs. (2.12) and (2.13), and the Monte Carlo simulation results. The theory
also enables us to examine the case where multiple banks are defaulted to begin the
cascade. We demonstrate this by also showing numerical results for a larger Erdös-
Rényi network of N = 250 nodes, with the same mean degree z = 5. In order to
match the seed fraction of defaults, cascades in the larger networks are initiated by
simultaneously shocking ten randomly-chosen banks (each shock being calibrated
to wipe out the external assets of the bank), so ρ0 = 1/25 = 0.04. The numerical
results for this case are almost indistinguishable from the N = 25 case, and both
cases match very well to the theory curve.

In Fig. 2.5b we increase the liquidity risk parameter fromα= 0 (as in Fig. 2.5a) to
α= 0.05 and α= 0.1. For clarity, the results of the Eisenberg-Noe dynamics are not
shown here, but as in Fig. 2.5a, they are qualitatively similar to the simulation results
using the NYYA shock transmission dynamics. The theory predicts a discontinuous
transition in ρ at γ values between 2 and 3 % for the α = 0.05 and α = 0.1 cases,
but this is not well reproduced in Monte Carlo simulations with N = 25 nodes and
ρ0 = 1/N (triangles). However, this is due to finite-N effects (i.e., due to having a
finite-sized network whereas theory assumes the N→∞ limit), as can be seen by the
much closer agreement between the theory and the N = 250 (with ten seed defaults)
case (filled circles) for α= 0.05.

A more serious discrepancy between theory and numerics can be seen in the
γ range 4–5 %. Here the theory underpredicts the cascade size, and the difference
is unaffected by increasing the size of the network. Detailed analysis of this case
reveals that the root of the discrepancy is in fact the simplifying assumption made for
the shock size distribution Sn(σ) in the NYYA case (see Sect. 2.3.1). By replacing
all shocks with the mean shock size we are underestimating (at timestep n > 1)
the residual effects of the large shock which propagated from the first defaulted
node(s) at timestep n = 1. Indeed, if we modify the Monte Carlo simulations to
artificially replace all shocks at each timestep by their mean, we find excellent
agreement between theory and numerics over all γ values. We conclude that the
simplifying assumption Sn(σ)→ δ(σ− sn) of the shock size distribution may lead
to some errors, and further work on approximating Sn(σ) by analytically tractable
distributions is desirable. Despite this caveat, overall the theory works very well on
the Erdös-Rényi random graphs studied by NYYA.

2.5.3 Networks with Fat-Tailed Degree Distributions

As noted in May and Arinaminpathy [18], empirical data on banking networks
indicates that their in- and out-degree distributions are fat-tailed, and so it is
important that theoretical approaches not be restricted to Erdös-Rényi networks.
Accordingly, for Fig. 2.6 we generate a network with joint in- and out-degree
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Fig. 2.6 Comparison of
theory and Monte Carlo
numerical simulations for
banking networks with joint
in- and out- degree
distribution (2.28), with
N = 200 nodes. Cascades are
initiated by targeting a single
node of a specific ( j,k)
degree class. Monte Carlo
simulation results are
averages over 5,000
realizations. The dashed lines
in (b) mark the critical γ
values given by (2.33)

distribution given by

p jk =Cδ jkk−1.7 for k = 5,10,15, . . . ,50. (2.28)

Here C is a normalization constant (so that ∑ j,k p jk = 1), and the exponent 1.7 has
been chosen to be similar to that found for the in-degree distribution in the empirical
data set of Boss et al. [6]. The Kronecker delta δ jk appears in (2.28) to give our
networks very strong correlations between in- and out-degrees: in contrast to the
independent j and k distributions of (2.27), here we set the in- and out-degree of
every node to be equal (i.e., each bank has equal numbers of debtors and creditors).
We also consider for the first time the effect on the contagion of the size of the
initially defaulting bank. If the single bank to be defaulted by the initial exogenous
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shock is chosen randomly from a specific ( j,k) class, denoted ( j′,k′), then the initial
values of ρn

jk are

ρ0
jk =

{
1

N p j′k′
for ( j,k) = ( j′,k′)

0 for all other ( j,k) classes.
(2.29)

The corresponding initial conditions for u jk(m) are:

u0
jk(m) =

{(
1− 1

N p j′k′

)
B j′

m(g0) for ( j,k) = ( j′,k′)

B j
m(g0) for all other ( j,k) classes,

(2.30)

where

g0 =∑
j,k

k
z

p jkρ0
jk =

k′

Nz
(2.31)

is the fraction of loans (edges) in the network which are initially distressed (i.e. have
their debtor bank in default). We use N = 200 banks and ignore liquidity effects:
α= 0. All other parameters are as in the benchmark case of NYYA [25].

Figure 2.6a shows the theoretical and numerical results for the case where one
of the largest banks in the network (i.e., with j′ = k′ = 50) is targeted initially. Note
that the theory accurately matches to the NYYA Monte Carlo simulation results;
also note that the Eisenberg-Noe clearing vector case is (at low γ values) somewhat
further removed from the NYYA dynamics than in previous figures.

Figure 2.6b compares the results of Fig. 2.6a to the case where the targeted bank
is from the class with j′ = k′ = 30, i.e., a mid-sized bank in this network. Theory
and numerics again match well, and over most of the γ range the smaller target bank
leads to smaller cascade sizes. Interestingly however, near γ= 2% is a range where
the smaller target bank actually generates a larger cascade than the bigger target
bank—this phenomenon is clearly visible in both numerical and theoretical results.
To explain it, we consider the threshold levels at timestep n = 0 (and with α = 0).
The initially-targeted bank was subject to an exogenous shock that wiped out its
external assets and each of its out-edges (liability loans) carries a residual shock
(cf. (2.4)) of magnitude

s0 = min

(
e j′k′ − c j′k′

k′
,w

)
, (2.32)

where ( j′,k′) denotes the class of the targeted bank. If a single such shock is to cause
further defaults, say of a ( j,k)-class node, then the threshold M0

jk must be zero (cf.

Eq. (2.8)). This requires c jk < s0 (note α= 0 here), or, using (2.1),

γ<
s0

a jk
. (2.33)
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The largest critical value s0/a jk for γ occurs for the lowest j = k value (because of
the dependence of a jk on degree, see Table 2.1) and this γ value for each case is
marked by the vertical dashed lines in Fig. 2.6b—note in each case it matches the
location of the sudden change in the contagion size. Essentially, this is the level of
γ below which a single shock of magnitude s0 can cause further defaults (moreover,
our argument indicates that these further defaults will be among the smallest banks
in the system). The shock magnitude s0 given by (2.32) (see Table 2.1 for details of
e jk and c jk) is a non-increasing function of k′, and in the crucial γ range the value
of s0 is less for k′ = 50 than for k′ = 30. This is reflected in the respective critical
values for γ, and allows the k′ = 30 case to cause larger cascades than the k′ = 50
case, at least while these cascades are relatively small.

2.6 Discussion

In this paper we have introduced an analytical method for calculating the expected
size of contagion cascades in the banking network models of Gai and Kapadia [11]
and Nier et al. [25]. Our method may be applied to cases with:

• An arbitrary joint distribution p jk of in- and out-degrees (i.e., numbers of debtors
and creditors) for banks in the network. This includes fat-tailed distributions; see
Eq. (2.28) and Fig. 2.6;

• Arbitrary initial conditions for the cascade, including the targeting of one or more
banks of a specified size (see Fig. 2.6);

• Liquidity risk effects (see Figs. 2.4 and 2.5).

In the general case, the theory gives a set of discrete-time update equations
(2.12), (2.13), and (2.42) for a vector of unknowns gn, which is composed of the
state variables f n, un

jk(m), and sn. The update equations may be written in the

form gn+1 = H(gn) and this vector mapping is iterated to steady-state to find the
fixed point solution g∞ = H(g∞), hence giving the expected fraction of defaults ρ∞,
see Figs. 2.5 and 2.6 for examples. Under certain conditions it proves possible to
simplify the equations to be iterated: as shown in Sect. 2.4, this reduces the vector
gn to a scalar gn, with iteration map gn+1 = J (gn). The GK model is of this type, and
the simplified Eqs. (2.15) and (2.16) were used to generate the theoretical results in
Fig. 2.4. In all cases we find very good agreement between Monte Carlo simulations
and theory, even on relatively small (N = 25) networks.

We expect it will prove possible to improve and extend these results in several
ways. As noted in Sect. 2.5.2, the approximation of the shock size distribution in
the NYYA model leads to some loss of accuracy, and this merits further attention.
It is also desirable to develop analytical methods for calculating the frequency
of cascades caused by single seeds in the GK model (see Appendix C). Even
in its current form, however, the theory presented here is ideally suited to the
study of some policy questions. For example, suppose the models are modified
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so that the capital reserve fraction γ is not the same for all banks in the system,
instead depending on the size of the bank (i.e. γ �→ γ jk). This requires only a
slight modification of the existing equations. The question is then: how should
γ jk depend on the ( j,k) class in order to optimally reduce the risk of contagion-
induced systemic failure? Other possible extensions, such as allowing for the
existence of subgroups of banks with different levels of interbank assets or with
interbank loans/liabilities drawn from a prescribed distribution, are required to begin
modelling the important non-homogeneities that are seen in the real banking system,
and these will be the subject of future work.

For these and similar questions, it is likely that a general cascade condition (or
“instability criterion”), analogous to Eq. (2.26) for the GK model, will prove very
useful. Cascade conditions for dynamics with vector mappings have been derived
for undirected networks (see Gleeson [13] and references therein), so we believe
that similar methods may be applied to the directed networks analyzed here.

Finally, it is hoped that the methods introduced here will prove extendable
beyond the stylized models of Gai and Kapadia [11] and Nier et al. [25], and
in particular that related methods will be applicable to datasets from real-world
banking networks. Ideally, such datasets would include information on bank sizes,
connections, and the sizes of loans [4]. Modelling the distribution of loan sizes
within a semi-analytical framework will be challenging, but the understanding
gained of how network topology affects systemic risk on toy models will no doubt
prove important to finding the solution.
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Appendix A: Generalized Eisenberg-Noe Clearing Vector
Cascades

This Appendix provides a summary of the financial cascade framework of Eisenberg
and Noe [8], placed in a slightly more general context. Extending their work
somewhat ([8] combine the quantities Yi and Di into a single quantity ei = Yi−Di),
we identify the following stylized elements of a financial system consisting of N
“banks” (which may include non-regulated leveraged institutions such as hedge
funds). The assets Ai of bank i at a specific time consists of external assets Yi

(typically a portfolio of loans to external debtors) plus internal assets Zi (typically in
the form of interbank overnight loans). The liabilities of the bank includes external
debts Di (largely in the form of bank deposits, but also including long term debt)
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and internal debt Xi. The bank’s equity is defined by Ei = Yi +Zi−Di−Xi and is
constrained to be non-negative.

The amounts Y,Z,D,X refer to the notional value, or face value, of the loans, and
are used to determine the relative claims by creditors in the event a debtor defaults.
Internal debt and assets refer to contracts between the N banks in the system. Banks
and institutions that are not part of the system are deemed to be part of the exterior,
and their exposures are included as part of the external debts and assets. Let L̄i j

denote the notional exposure of bank j to bank i, that is to say, the amount i owes j.
Note the constraints that hold for all i

Zi =∑
j

L̄ ji, Xi =∑
j

L̄i j, ∑
i

Zi =∑
i

Xi, L̄ii = 0,

and that the matrix of exposures L̄ is not symmetric.

A.1 Default Cascades

A healthy bank manages its books to maintain mark-to-market values with sufficient
“economic capital” to provide an “equity buffer” against shocks to its balance sheet.
This means that the bank maintains its asset-to-equity ratio Ai/ei above a fixed
threshold Λi (a typical value imposed by regulators might be 12.5).

Following a bank-specific catastrophic event, such as the discovery of a major
fraud, or a system wide event, the assets of some banks may suddenly contract
by more than the equity buffer. Assets are then insufficient to cover the debts, and
these banks are deemed insolvent. The assets of an insolvent bank must be quickly
liquidated, and any proceeds go to pay off that bank’s creditors, in order of seniority.
We now discuss three simple settlement mechanisms for how an insolvent bank i is
removed from the system.

• Version A, the original mechanism of [8], supposes that external debt is always
senior to internal debt. We define fractions πi j = L̄i j/Xi. If pi denotes the amount
available to pay i’s internal debt, this amount is split amongst creditor banks
in proportion to πi j, that is bank j receives πi j pi. Given p = [p1, . . . , pN ], the
clearing conditions are pi = 0 if Yi−Di +∑ j π ji p j < 0 and pi = min(Yi−Di +

∑ j π ji p j,Xi) if Yi−Di+∑ j π ji p j ≥ 0. We can write this as

pi = F(A)
i (p) := min(Xi,max(Yi +∑

j
π ji p j−Di,0)), i = 1, . . . ,N (2.34)

• Version B supposes that external and internal debt have equal seniority. We
define fractions π̃i j = L̄i j/(Di +Xi). If p̃i denotes the amount available to pay
i’s total debt, creditor bank j receives π̃ ji p̃i while the external creditors receive
Di p̃i/(Di +Xi). The clearing conditions are:
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p̃i = F (B)
i (p̃) := min(Di +Xi,Yi +∑

j

π̃ ji p̃ j), i = 1, . . . ,N.

• Most simply, Version C supposes as in the GK model that the recovery from any
insolvent bank is zero. That means the amount pi available to pay i’s internal debt
is simply

pi = F (C)
i (p) := XiΘ(Yi−Di+∑

j
π ji p j)

where Θ denotes the Heaviside function.

Under each of these settlement mechanisms, any solution p = (p1, . . . , pN) ∈R
N
+ of

the clearing conditions is called a “clearing vector”. In the subsequent discussion
we consider only version A. The existence result extends easily to versions B and C
by considering fixed points of the monotonic mappings F(B),F (C) : RN

+→ R
N
+.

Proposition 2.1. Consider a financial system with Y= [Y1, . . . ,YN ],D= [D1, . . . ,DN ]
and matrix L̄ = (L̄i j)i, j=1...,N. Then the mapping F (A) : RN

+ → R
N
+ defined by (2.34)

has at least one clearing vector or fixed point p∗. If in addition the system is
“regular” (a natural economic constraint on the system), the clearing vector is
unique.

Proof. Existence is a straightforward application of the Tarski Fixed Point Theorem
to the mapping F acting on the complete lattice

[0, X̄ ] := {x = [x1, . . . ,xN ] ∈R
N
+ : 0≤ xi ≤ X̄i, i = 1, . . . ,N}.

One simply verifies the easy monotonicity results that for any vectors mathb f 0 ≤
p≤ p′ ≤ X one has

0≤ F (A)(0)≤ F (A)(p) ≤ F (A)(p′)≤ F(A)(X)≤ X

(where a ≤ b for vectors means ai ≤ bi for all i = 1, . . . ,N). For the definition of
“regular” and the uniqueness result, please see [8].

A.2 Clearing Algorithm

Cascades of defaults arise when primary defaults trigger further losses to the remain-
ing banks. The above proposition proves the existence of a unique “equilibrium”
clearing vector that characterizes the end result of any such cascade. The following
algorithm for version A of the settlement mechanism resolves the cascade to the
fixed point p∗ in at most 2N iterations by constructing an increasing sequence
of defaulted banks Ak ∪ Bk,k = 0,1, . . . . Analogous (but simpler) algorithms are
available for settlement mechanisms B and C.
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1. Step 0 Determine the primary defaults by writing a disjoint union {1, . . . ,N} =
A0∪B0∪C0 where

A0 = {i|Yi +Zi−Di < 0}
B0 = {i|Yi +Zi−Di−Xi < 0} \A0

C0 = {1, . . . ,N} \ (A0∪B0).

2. Step k, k = 1,2, . . . Solve the |Bk−1| dimensional system of equations:

pi = Yi−Di + ∑
j∈Ck−1

π jiX j + ∑
j∈Bk−1

π ji p j, i ∈ Bk−1

and define result to be pk∗. Define a new decomposition

Ak = Ak−1∪{i ∈ Bk−1|pk∗
i ≤ 0}

Bk = (Bk−1 \Ak)∪{i ∈Ck−1|Yi−Di + ∑
j∈Ck−1

π jiX j + ∑
j∈Bk−1

π ji p
k∗
j ≤Xi}

Ck = {1, . . . ,N} \ (Ak∪Bk)

and correspondingly

pk
i =

⎧⎨
⎩

0 i ∈ Ak

Yi +∑ j∈Ck π jiX j +∑ j∈Bk π ji pk∗
j −Di i ∈ Bk

Xi i ∈Ck.

(2.35)

If Ak = Ak−1 and Bk = Bk−1, then halt the algorithm and set A∗ = Ak,B∗ =
Bk,p∗ = pk∗. Otherwise perform step k+ 1.

Appendix B: Updating of Average Shock Strength
for NYYA Model

Assuming a delta function distribution approximating Sn(σ) as in Sect. 2.3.1, we
need to count the number of loans (edges in the directed network) which link
defaulted banks to solvent banks. In the notation of Sect. 2.3.2, the number of such
“d-s” (for “defaulted-to-solvent”) edges in the network at timestep n is

N∑
j,k

p jk

j

∑
m=0

mun
jk(m), (2.36)

since each solvent bank with m defaulted debtors contributes m d-s edges to the
total. We assume that all these d-s edges at timestep n carry an equal shock sn.
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Now consider the situation at timestep n+1. Some of the d-s edges from timestep
n are still d-s edges, although others will have become d-d (“defaulted-to-defaulted”)
edges. We count the number of d-s edges which remained as d-s from timestep n to
timestep n+ 1 as

Aold = N∑
j,k

p jk

Mn
jk

∑
m=0

mun
jk(m). (2.37)

Note the upper limit of Mn
jk for the sum over m (cf. Eq. (2.36)); this arises because

the creditor banks in question remain solvent at timestep n+ 1.
The other mechanism generating d-s edges at timestep n+ 1 is the default of the

debtor end of a timestep-n s-s (solvent-to-solvent) edge. Similar to (2.36), we can
count the number of s-s edges at timestep n as

N∑
j,k

p jk

j

∑
m=0

( j−m)un
jk(m), (2.38)

since each (solvent) ( j,k)-class bank with m defaulted debtors must also have j−m
solvent debtors. Each of the s-s edges at timestep n becomes an d-s edge at timestep
n+ 1 if (1) the debtor bank defaults during the timestep, and (2) the creditor bank
remains solvent to at least timestep n+ 1. Noting that (1) occurs with probability
f n+1 (see Eq. (1.12) of the main text), and that (2) requires m≤Mn

jk, we obtain the
number of new d-s edges at timestep n+ 1 as

Anew = f n+1N∑
j,k

p jk

Mn
jk

∑
m=0

( j−m)un
jk(m). (2.39)

The total number of d-s edges at timestep n + 1 is then Aold + Anew, while the
cumulative total of the shock sizes transmitted by these edges is

snAold + s̃Anew, (2.40)

where s̃ is the average shock on each newly-distressed loan (using (1.6) of the main
text):

s̃ =
∑ j,k kp jk∑

j
m=Mn

jk+1 un
jk(m)min

(
msn−c jk+e jk [1−exp(−αρn)]

k ,w
)

∑ j,k kp jk∑
j
m=Mn

jk+1 un
jk(m)

. (2.41)

Thus, under the simplifying assumption on the shock size distribution (Sn(σ) �→
δ(σ− sn)) , we model the shocks on d-s edges at timestep n+ 1 to each be of equal
size sn+1, where

sn+1 =
snAold + s̃Anew

Aold +Anew , (2.42)

with Aold, Anew, and s̃ given in terms of un
jk by Eqs. (2.37), (2.39), and (2.41),

respectively. This gives an update equation for sn in terms of known quantities from
timestep n.
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Appendix C: Frequency of Cascades for Single-Seed Initiation
in GK Model

In this Appendix we consider the frequency of cascades in the GK model when
initiated by a single seed node. Mathematically, our theory applies to the limiting
case N → ∞ of a sequence of networks of size N, with �ρ0N seed nodes. In
Monte Carlo simulations of real banking networks, the size N of the system is
fixed, and the case of a single seed corresponds to a fraction ρ0 = 1/N of initial
defaults. The mechanism of cascade initiation in the infinite-N network may be
understood as follows. As in [27], we call bank nodes vulnerable if they default
due to a single defaulting loan. When the cascade condition (2.26) is satisfied, a
giant connected cluster of vulnerable nodes exists in the network. The fractional
size of this vulnerable cluster is denoted Sv, and it may be calculated by solving a
site percolation problem for the directed network (see [20]) in a similar fashion to
the calculation for undirected networks in [27]:

Sv =∑
jk

p jk
[
1− (1−φ) j]Θ[

0.2
j
− c jk

]
, (2.43)

where φ is the non-zero solution of the equation

φ=∑
jk

k
z

p jk
[
1− (1−φ) j]Θ[

0.2
j
− c jk

]
. (2.44)

Here, as in [27], the Θ term plays the role of a degree-dependent site occupation
probability: sites (nodes) are deemed occupied if they are vulnerable in the sense
defined above, and this happens if the shock due to a single defaulting loan (0.2/ j)
exceeds their net worth c jk. In Fig. 2.7 we directly calculate the size of the largest
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calculated directly from (for
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result of Eq. (2.43), while the
extended vulnerable cluster is
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in the single-seed GK model
(cf. Fig. 2.4)
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vulnerable cluster in a single realization of an Erdös-Rényi network with N = 104

nodes and mean degree z (cf. Fig. 2.4) and show that it closely matches to the
analytical result (2.43).

The extended vulnerable cluster [27], which takes up a fraction Se of the network,
consists of nodes which are debtors of at least one bank in the vulnerable cluster.
If a seed node is part of the extended vulnerable cluster, it immediately causes the
default of its creditor in the vulnerable cluster, which in turn leads to default of
other nodes in the vulnerable cluster, and so on until the entire vulnerable cluster
is in default. Nodes outside the vulnerable cluster (i.e. banks which can withstand
the default of a single asset loan) may also be defaulted later on in this cascade
as the percentage of defaulted banks increases; the result is a global cascade of
expected size ρ∞, given by Eq. (2.15). On the other hand, if no seed node is part
of the extended vulnerable cluster, then no further defaults will occur and the
cascade immediately terminates. Thus, if only a single seed node is used in each
realization, we expect cascades of size ρ∞ to occur in a fraction Se of realizations
(corresponding to cases where the seed node lies in the extended vulnerable cluster),
and no cascades to occur in the remaining fraction 1−Se of realizations. The size Se

of the extended vulnerable cluster thus determines the frequency of global cascades
among the set of single-seed realizations. The size of Se was calculated analytically
in [13] for the undirected networks case, but the corresponding derivation for
directed networks is non-trivial. Instead, we directly calculate the size of the largest
extended vulnerable cluster in the network, and show in Fig. 2.7 that it corresponds
very closely to the frequency of global cascades in the large ensemble of Monte
Carlo simulations of Fig. 2.4 in the main text.

As argued in [13], the frequency of cascades increases with the number �ρ0N
of seed nodes used as

1− (1− Se)
�ρ0N , (2.45)

which reduces to Se for the single-seed case (ρ0 = 1/N) and to 1 for the case where
ρ0 remains a finite fraction as N →∞. The frequency of cascades (of size ρ∞) in the
GK model initiated by a single default is thus Se, whereas if multiple seeds (say, 10
initial defaults among 1,000 banks) are used we find that almost all cascades are of
size ρ∞.
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Chapter 3
Systemic Valuation of Banks: Interbank
Equilibrium and Contagion

Grzegorz Hałaj

Abstract The aim of the chapter is to propose the new approach to valuation
of individual banks which takes into account the risk of the whole interbank
market network. We show that the value of the bank is equal to the value of
the call option on the bank’s debt which is the standard step in the valuation
theory. However, the underlying value process depends on the possible interbank
payments the bank expects to receive from other participants of the interbank
market. In this way valuation theory originated to Black and Scholes (J Polit Econ
81:637–653, 1973) is embedded into the systemic framework a la (Cifuentes et al.
(2004) Liquidity risk and contagion. London School of Economics) and we are
able to prove that the value of a bank should not only depend on its internal
financial standing but on the ability of their interbank counterparties to repay their
debts. Our model has two unique features. Firstly, we demonstrate how losses
originated to the interbank exposures can be reflected into the valuations of the
banks even if it is extremely difficult to estimate the default probabilities of the
interbank deposits. Secondly, liquidity of the bank and marketability of the bank’s
counterbalancing capacity is an outcome of the interbank market equilibrium. We
apply the developed theory to study the relationship between the US banking system
structure and the valuations of the US banks. We solely use publicly available
data: the financial statements of the US banks provided by FDIC and the stock
exchange quotes.1
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3.1 Introduction

A classical approach to the bank valuation dates back to the research of [4] and
[19]. The value of a bank can be obtained from the theoretical call option with the
bank assets evolution as the underlying stochastic process and the strike equal to
the volume of the bank’s indebtedness. The detail can be found in the corporate
finance books like [20]. This approach most important features are the linking of
the valuation to the volatility of the assets and to the bank’s ability to pay back their
debts, and to the amount of bank’s capital which is the risk absorption capacity.
The asset prices are usually modeled as the diffusion processes and this allows
for embedding the bank valuation into the well established framework of the no-
arbitrage paradigm. Moreover, the parameters of the diffusions can accurately be
estimated based on the time series of asset prices.

What is a comfortable assumption for practical implementations turns out to
inadequately describe the dynamics of banks’ balance sheets and their funding
needs. We claim that banks’ ability to pay back their obligations is not only
the function of return and risk inferred from statistical analysis of trends and
volatilities of their assets but on the financial standing of their counterparties and
their capability of paying back placements among themselves. We address this issue
in this chapter where we build a model of valuation taking into account the interbank
market for funding and liquidity.

Apart from a very positive influence that the interbank market exerts on liquidity
it can also contribute to the amplification of the insolvency problems in the
banking system. Insolvency means the inability to pay back all the debts after
liquidation of assets. Liquidity refers to the short-term assets and obligations. That
is why solvency and liquidity are usually considered separately. However, if a bank
does not hold cash or securities that can be immediately sold on the market it
may not be able to give back money to other in which case it may be lead to
insolvency. The propagation of the financial problems among banks was studied by
Elsinger et al. [11,12], Degryse and Nguyen [8], Wells [23] and Cifuentes et al. [5].

Those interbank placements at risk should diminish the value of the bank. If there
are premises that a bank is not going to receive demanded payments then this bank
should immediately set aside additional capital or report extra loss. Usually these
interbank payments are large and concentrated exposures. Their credit risk features
are rather difficult to model and their impact on the financial results and even
solvency is substantial. That is why Basel II committee [3] decided that in the case
of those bulky exposures no internal rating-based approaches to model their credit
risk are viable; they are outside the standard econometric framework for assessing
credit risk of granular portfolios. Unlike in the case of the liquid securities or the
retail loans (consumer or mortgage loans) with well reported history of prices and
risk factors their risk and return cannot be estimated with the reasonable statistical
confidence. We endogenize the risk of those placements studying the relationship
between the balance sheet structures of banks.
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Our approach captures the possible influence of the transferred credit risk on
banks valuation. We define the aggregate balance sheet risk as the volatility of the
net income of banks which we embed into the option-based valuation of banks.
However, we are also interested in the following credit transfer mechanism. Banks
sell the credit-linked securities originated to their loan portfolios among other
intermediaries. The amount of the transferred risk is disclosed as the securitization
activity. If the loan losses occur in the loan portfolio of a bank that issued MBSs
(or ABSs in general) then the credit risk protection sellers may expect not to receive
the full amount of proceeding from loans linked to the corresponding MBSs what
may manifest itself in the devaluation of these securities. Thus, the quality of the
counterbalancing capacity declines.

We propose to study the relationship between valuation and liquidity in the
banking system starting from the funding structure of banks. There are two reasons
for this approach. Firstly, funding sources and their availability determine liquidity
positions of banks. Funding is the way banks raise financial resources (e.g. deposits,
debt issuance, securitization) to invest on the market (e.g. granting loans, buying
securities but also underwriting). While expanding their business, banks have to
match their assets and liabilities with the available liquidity profiles. The resultant
balance sheet structure may be thought of as a result of the optimal risk sharing
and interbank allocation of liquidity described by Allen and Gale [1]. Some of the
sources are long-term and stable, but other categories are short-term and volatile,
e.g. placements of financial institutions. In the case of a liquidity shortage banks
have to accept those short-term types of liabilities to continue doing business.
Hence, the possibly widening liquidity mismatch exposes banks to liquidity risk
on the interbank market [9]. Secondly, we can get rid of arbitrariness of the
choice of interbank networks which vary in time (problem already noticed by
van Lelyveld and Liedorp [21]).

Since the valuation of banks should be determined by the interbank funding
structure and the transfer of risk from the loan portfolios the question arises how
to find the appropriate interbank network and the channels of the credit risk transfer
in the pricing exercise. Taking into account the fact that no distribution of the
interbank connections can be estimated with a reasonable accuracy and that it is
practically impossible to link a portfolio of ABSs to the particular securitied loans
we propose to follow the idea of Epstein and Schneider [14]. They introduced the
concept of ambiguity in decision making and pricing theory as well. Ambiguity
refers to the economic circumstances in which it is impossible to assign the specific
probability to the states of the world. To get rid of ambiguity the bank valuation is
performed for the most unfavorable structure of the interbank connections. Epstein
and Schneider [14] justifies this approach showing the so-called Ellsberg Paradox,
i.e. a psychological experiment proving that if priors are ambiguous then economic
agents make choices comparing the worst case scenarios.

Our model of interbank liquidity was inspired by market equilibrium approach of
[5] which we modified (see also [15,18]). We use their concept of the clearing pay-
ments vector to study liquidity in a network of banks but we add two components.
Firstly, the marketability of the securities portfolio is concerned. However, as other
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theoretical results and market practice show we claim that a bank that cannot raise
enough cash to meet its obligations may only sell part of its securities portfolio
on the interbank market if there in not enough buyers willing to purchase it. That
part that can be sold is an outcome of the interbank equilibrium. We assume in our
model that banks can cover liquidity gap by selling securities only to those banks
with enough liquidity surplus. It is a unique feature of our model and it seems to be
very intuitive. Secondly, we model the credit risk transfer mechanism which may
devalue the ABS portfolios if losses materialize in the securitized portfolios. In this
way, we study the propagation of the loan portfolio losses in the banking system and
its potential influence on the valuations.

We verify the assumptions looking into the US banking system. A large, publicly
available database of the Federal Deposit Insurance Corporation (FDIC) provides
detailed information about the balance sheet structures and the income statements
of almost all banks in the US. Based on that information from just before the
liquidity crisis (June 30, 2007) and from Dec 31, 2008 we calibrate the model and
perform simulations of the equilibrium interbank payments, its defaulted fractions
that adversely affect the valuations and the equilibrium liquidation of the securities.
In order to study the credit risk transfer mechanism the market equilibrium and the
valuations in equilibrium are calculated in two different settings: taking and not
taking into account possible defaults in the securitized loans which may adversely
affect the value of ABS securities. The outcomes of our model were compared
with the market performance of banks. We find evidence that funding profile of
the banks (i.e. composition of the securities portfolio and leverage) explains the
observed deepness of devaluations during the financial crisis. It shows that only a
few largest banks exposed to the contagion effect related to the interbank payments
needs could not find the buyers for a part of the MBS securities portfolio to fully
meet their obligations. However, the credit risk transfer that does not substantially
aggravate the valuations of the US banks and does not contribute to the amplification
of the contagion effect in the US banking system.

Summing up, the model helps in answering to the question about how a large
interbank exposures can be incorporated into the bank valuation model without the
history-based estimation of their risk.

The chapter is structured as follows.2 The valuation model is introduced in
Sect. 3.2. We recall the option-based valuation (Sect. 3.2.1), build the model of
interbank payments related to the direct interbank placements (Sect. 3.2.2) and we
embed the credit transfer mechanism in it (Sect. 3.2.3). We define the equilibrium
vector of payments (clearing payments vector) in Sect. 3.2.4 and the secondary (con-
tagious) liquidity default equivalent to the domino effect of illiquidity in Sect. 3.2.5.

2We will recall the following operators “∧”, “∨”, “+” and “−” useful in the notation of equilibrium,
i.e. x∧ y : = min{x,y} and x∨ y : = max{x,y}, x+ : = max{x,0} and x− : = −min{x,0}. By
∏ j∈J A j we denote the Cartesian product of sets A j indexed by the set J. By N̄ : = {1, . . . ,N}
we denote the set of cardinal numbers of banks in the banking system. Symbol “�” denotes
transposition. By P we denote ∏i∈N̄[0, p̄i].
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In Sect. 3.3 we prove that a proper equilibrium exists. Section 3.3.1 is devoted
to the four-bank toy model the aim of which is to build intuition about the
interbank equilibrium and contagion. Finally in Sect. 3.4 the standard option pricing
based valuation formula for bank is modified to take into account the equilibrium
interbank payments. Ultimately, in Sect. 3.5, we perform simulations of the US
banks valuations and their sensitivity to the funding structure and the risk of
contagion. Conclusions are gathered in Sect. 3.6.

3.2 The Model

In the proposed modelling framework we show that there is a link between interbank
liquidity and valuation of banks. Liquidity of a bank depends on the relationship
between liquid assets and liabilities that the bank has to pay back to its creditors,
i.e. it depends on the financial situation of the bank. The liquidity also hinges on
two systemic factors – firstly, apart from the ability of the debtors to repay their
obligations and the propensity of depositors to roll over their deposits, it depends
on the accessibility of liquid funds on the market e.g. those that can be borrowed
on the interbank market or obtained by selling the marketable securities. Hence, it
is reasonable to assume that the value of the bank should be related to the interbank
conditions as well.

3.2.1 Valuation Fundamentals

Let us assume that the risk on the market is described by a probability space
(Ω,F ,P). The time dimension in the model is represented by two periods – 0 and
1. The information on the market at time t = 0 is trivial, i.e. F0 ≡ { /0,Ω} and in
time t = 1 is denoted F1. Its composition is related to the revelation of uncertain
risk factors that will be introduced later. Thus, the evolution of information on the
market is described by filtration F : = (F0,F1). Additionally, probability measure
P is supposed to be the risk neutral measure. It means, that each discounted price
or valuation process is a martingale with respect to (F,P). This is the standard no-
arbitrage valuation setting.

According to the classical result of [4] the value of a bank can be thought of as the
call option on the bank assets with the strike equal to the debt volume. Let us assume
that a given bank (indexed with symbol i) grants L0

i loans to the non-banking sectors
(retail customers, production companies, insurance companies, pension funds, etc.)
at time 0 and LBi loans to the credit institutions (predominantly banks but also
other firms granting loans like trusts and savings associations). The value of loans,
i.e. the expected payments that bank can receive back from the borrowers and the
volatility of those payments is influenced by a risk factor εi, which is a given F1-
measurable random variable in (Ω,F ,P). Thus, loans at time 1 are denoted Li(εi).
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For simplicity, we do not consider any common (systemic) risk factors (like in [11,
22]) but this still allows to study contagious devaluations of the banks.3

The remaining volume of the bank’s assets comprises of the securities Si(ε−i).
We consider two types of securities: the very liquid Treasury securities denoted S̄i

and other securities Si(ε−i) which have limited liquidity. These less liquid or even
illiquid securities mostly consist of Mortgage Backed Securities (MBS) guaranteed
by the state4 and other asset backed securities, not guaranteed MBSs in practice.
Latter in Sect. 3.2.3, S(ε−i) value is linked to the credit risk accumulated in the
other banks (i.e. the banks { j ∈ N̄| j �= i}) that securitized part of their loans
and transformed them into the credit-linked securities. By (ε−i) we denote the
dependence of the liquidity of the securities on the other banks financial standing.5

Thus, Si(ε−i) := S̄i +S(ε−i).
Banks activity is funded by equity (capital) E and deposits from the non-banking

firms and the retail sector (Di) and from the credit institutions (DBi). Let us suppose
that there are N banks in the system indexed by {1,2, . . . ,N} with assets and
liabilities satisfying identity Li(εi)+LBi +Si(ε−i) = Ei +Di +DBi. In this setting
the value of bank i is given by the formula:

V 0
i = E [LBi +Si(ε−i)+Li(ε)− (DBi +Di)]

+ (3.1)

The exposures LBi and DBi represent the aggregate interbank market. Obviously,
if the banks lend and borrow on the interbank market, they may default on the
interbank obligations. The goal of Sects. 3.2.2–3.2.4 is to present the modeling
framework which helps to find the fractions of the payments LBi and DBi that may
not be returned to the creditors.

3.2.2 Interbank Liquidity and Funding

The liquidity model combines the two most essential components influencing
liquidity condition of banks [6]: the relationship between obligations to be met
and assets providing liquidity but carrying risk of devaluation, and between demand
and supply of the securities on the interbank market.

The question is who can buy those liquid securities? We assumed that bank
can sell securities remitting liquidity only to other banks with liquidity surplus. In

3The risk factors are univariate random variables instead of being multivariate, correlated factors.
This assumptions can be easily relaxed in this setting to account for the dependance structure of
the banking income.
4The guarantees should be thought of as MBS issuance of Government National Mortgage
Association (Ginnie Mae), Federal Home Loan Mortgage Corporation (Freddie Mac) and Federal
National Mortgage Association (Fannie Mae).
5Here, we apply the standard game-theoretical notation for the “other players” than i putting −i.
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practice, banks look for liquidity in other banks. The central banks are requested to
bring liquidity support only in case of the intraday settlements, market disruptions
or adverse signals about commercial banks’ liquidity position. Usually, this support
has very short tenors. Sometimes it even carries reputation stigma. In our approach,
we focus on the market sources of liquidity.

We postulate that banks supplement liquidity only by selling securities to other
banks or by lending from other banks if they do not have enough liquid securities
but some of the banks have excess liquidity.

We define a couple of helpful notions. The bilateral exposures of the banks on
the interbank market are described by a matrix P with N columns and N rows.
The matrix P is called the matrix of exposures. Element Pi j denotes the amount of
placements of bank j in bank i. In other words, Pi j stands for obligation of bank
i against bank j. By means of the so-called matrix of relative expositions π we
described ratio of placements in bank i received from j to the total placements
received by i on the interbank market (i.e. πi j = Pi j/∑N

j=1 Pi j). The sum of the

interbank obligations of i is denoted p̄i (ie. p̄i : = ∑N
j=1 Pi j).6

We assume that all the interbank placements have equal maturities. It simplifies
the calculations but may distort the results. However, there are reasons to treat the
interbank placement as having the same maturities. If an interbank deposit, which
is critical for creditor’s liquidity, becomes due other placements that are important
for other parties may be perceived as becoming due as well. The expected chain
reaction that may occur in the banking system justifies the supposition. Namely,
if the debtor is expected to return a placement to the creditor and has liquidity
shortage then it could negotiate a prolongation of this placement until it receives
deposits with longer maturities from other banks. This can trigger a whole “wave of
negotiations” spreading across the system and encompassing other banks with tight
liquidity conditions.

In particular circumstances banks may not have enough resources to satisfy its
creditors with the whole amount of interbank deposits p̄. The following sections
introduce the framework to study the realized interbank payments.

3.2.3 Transfer of Credit Risk

Transfer of credit risk from banks’ loan portfolios to other banks’ securities
portfolios is another important source of contagion. Banks sell part of their loan
portfolios usually in the form of the Asset Backed Securities which can be purchased
by many market participants spreading the risk across the financial – and in
particular banking – system. In this way worsening quality of loan portfolios in
banks-originators affects the profit and loss distributions of bank-buyers of the
credit risk.

6Symbol : = means “by definition”.
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Let us suppose that each bank i securitized loans with aggregate volume
amounting to LS

i . It means that the Special Purpose Vehicles (SPV) collecting loans
for securitization issue ∑i∈N̄ LS

i of ABS securities. For simplicity, we assume that
all the securities are bought by banks. Proceedings from these securitized loans will
then be transferred from the originators to the buyers of ABSs, de facto mainly
MBSs. So will the credit risk shocks from the securitized loan portfolios.

The main idea to securitize part of loan portfolio is to “slice” the risk related to
the loans in this portfolio in order to obtain sources for further credit expansion or
to improve the solvency ratios. The sliced risk is then spread across the financial
system depending on the demand for ABS securities. So the risk related to the
particular securitized loan can be distributed to many banks. The channels of the
distribution can be represented by the matrix σ, dimσ = N ×N. The entry σi j

indicates the fraction of the loan portfolio securitized by bank i the risk of which
is bought by bank i in its ABS portfolio.

Given that the matrix σ is known the propagation of a default shock in the
securitized loan portfolio to other banks in the system can be traced. Namely, Δ
fraction of the portfolio default in bank i (with loss given default equal to 100% for
simplicity) causes the devaluation of

⎡
⎢⎢⎢⎣
ΔLS

i σi1

ΔLS
i σi2
...

ΔLS
i σiN

⎤
⎥⎥⎥⎦

N×1

=

⎛
⎜⎜⎝[

0 0 . . . ΔLS
i . . . 0

]
1×N

⎡
⎢⎣
σ11 . . . σ1N

...
. . .

...
σN1 . . . σNN

⎤
⎥⎦

N×N

⎞
⎟⎟⎠
�

in all the banks.
In general, the credit risk transfer channels are extremely difficult to follow. It

is practically impossible to identify the loan portfolios from which the credit risk
originates by just observing the balance sheet statements of banks. To capture the
potential influence that the credit risk transfer can exert on valuation of banks we
apply the idea of the worst case scenario of σ, as in the case of the interbank structure
π. We leave the details to the Sect. 3.4.

Having constructed the interbank market of the direct exposures and credit risk
transfer we proceed to the definition of the interbank equilibrium.

3.2.4 The Equilibrium

The main question we pose related to the interbank payments p is the following:
are all the banks capable of paying back their interbank obligations p̄? We give the
answer through the equilibrium clearing payments [10].

Let us assume that banks declare to pay p : = [p1, . . . , pN ]
� ∈ P . We define

the conditional inflow from payments as a vector IP(p) ≡ [IP1(p), . . . , IPN(p)] with
components IPi(p) : = Li(εi) + ST

i −Di +∑N
j=1π ji p j being the function of the
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interbank payments p. That formula takes into account possible rolling-over of
deposits, the fact that some regular assets (especially loans) and interests from
these assets may migrate to irregular ones and that the credit losses on the loan
portfolios of banks may be transferred to other banks through the ABS exposures.
It includes the treasury securities which can immediately be liquidated on the
market or repoed in the central banks since they are the most eligible collateral.
Consequently, the conditional funding gap – conditional on the flow of p – equals
to Gap(p) : = IP(p)− p and conditional gap to be covered by securities selling is
Gap(p) : = IP(p)− p̄. The later formula measures the balance of funding sources
and expenses on investments given that banks receive only p of repaid placements
which may not necessarily be equal to p̄.

We assume that banks can only cover their negative liquidity gap if they have
liquid securities to sell and there are banks with free cash resources to buy these
securities. Banks are selling the non-treasury securities with a haircut h ∈ [0,1]. We
define two auxiliary functions of p:

• Aggregate disposable and necessary securities DS(a) : P → R+ ∩{0} of banks
with negative gap i.e. DS(a)(p) : =∑i∈N̄(Gapi(p))−∧(1−h)Si(ε−i). DS(a) is the
sum of securities in all banks which can be used to cover the negative funding
gap;

• Aggregate free cash FC(a) : P → R+∩{0} of bank with positive gaps i.e.
FC(a)(p) : =∑i∈N̄(Gapi(p))+. FC(a) is the sum of liquidity surpluses in all banks
given that banks pay back p.

The functions can be thought of as a measures of the interbank supply and demand
for securities, which forces drive the value of these securities.

Ultimately, we can define the function describing payments received by banks
from the real sector and from the other banks. This is the mapping Ψ : P → P
defined for the component i of the vector Ψ(p) : = [Ψ1(p), . . . ,ΨN(p)]� as

Ψi(p) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

[[
IPi(p)+

[
Gapi(p)− ∧ (1− h)Si(ε−i)

]
g1
]∨0

]∧ p̄i,

Gapi(p)< 0[[
IPi(p)−Gapi(p)+g2

]∨0
]∧ p̄i,

Gapi(p)≥ 0

(3.2)

where g1(p) : = g
(

FC(a)(p),DS(a)(p)
)

and g2(p) : = g
(

DS(a)(p),FC(a)(p)
)

for

g : R+∩{0}×R+∩{0}→ [0,1] defined as

g(x,y) =

⎧⎨
⎩

1∧ x
y , y �= 0

0, y = 0
.
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We want to find p∗ ∈ P s.t. Ψ(p∗) = p∗. The vector p∗ clears the interbank
market reflecting the propagation of liquidity in the banking network. Why is this an
interesting equilibrium? Let us suppose that banks declare to pay p. Ψ(p) indicates
how much funds banks receive if all banks would pay p (perhaps different from the
required p̄). If pi > Ψi(p) then bank i cannot meet all of its interbank obligations.
If on the other hand Ψi(p)> pi then bank i declared less than it is able to pay and it
should pay p̄i.

Why do we use Gap(p) instead of Gap(p) in the definition of Ψ? We assume that
each bank i wants timely to give back all interbank loans; prudent banks compare
declared (expected) incoming payments IP(p) with its interbank deposits p̄i. If the
gap is negative then that bank sells as much securities as it needs to cover the
liquidity gap.

Summing up, the pair (p∗,S∗), S∗ := g1 · S, of the interbank payments and the
effective counterbalancing capacity define the equilibrium on the market for a given
realization of the shocks ε. The deficiency of liquidity p̄i− p∗i translates into losses
of banks { j|πi j > 0}.

Before showing that p∗ exists we demonstrate how to use p∗ and the function Ψ
to define the liquidity contagion.

3.2.5 Secondary Defaults: Domino Effect

A bank can have liquidity problems stemming from other banks’ inability to pay
back their liabilities. Transmission of liquidity shortages between banks is a central
issue in the studies of how banks fulfil their obligations and – as we described it in
the introduction of this chapter – the resultant valuation of banks. The equilibrium
payments vector p∗ helps to address this issue.

A liquidity shortfall resulting only from liquidity problem of other banks is
called a secondary liquidity default (shortfall), domino effect of illiquidity or just
contagion effect. Using the notation from our model we can formally define the
secondary default of bank i as the event when:

Ψi(p̄) = p̄i,

p∗i < p̄i.

The first line of the formula indicates that bank i would completely pay back its
liabilities if other banks returned all their interbank placements. The second one
expresses the condition that in the clearing payments equilibrium bank i fails to
meet all the obligations since some other banks defaulted on their liabilities against
bank i. In Sect. 3.4 we show how to measure the impact of these secondary defaults
on the valuations of banks.
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3.3 Existence of Equilibrium and Numerical Procedure

Definitions from the previous section may not be intuitive as far as the existence
of the equilibrium p∗ is concerned. Function (3.2), central to define equilibrium, is
nonlinear and quite complex. We do not know the closed form formula for fixed
points of it. It may not even be obvious that Ψ has any fixed point. However, the
famous Knaster-Tarski theorem guarantees that the maximum equilibrium payments
vector exists.

Elsinger et al. [12] and Cifuentes et al. [5] and others had an advantage to work
in a framework of the so-called contracting transforms. In their case, the Banach
theorem guarantees a unique fixed point. Unfortunately, Ψ is not a contraction. But
it is continuous and since P is compact, the set of the fixed points of Ψ is not empty.
It means that there may be many equilibria.

However, Ψ is the isotone mapping, i.e. mapping Ψ : P → P satisfying for each
pair (p1, p2) ∈ P 2, such that p1 � p2 the condition Ψ(p1) � Ψ(p2). The Tarski-
Knaster theorem allows for finding the maximal (in the order sense) fixed point.
The maximum means that there is a fixed point p∗max such that any other fixed
point p∗ satisfies p∗ � p∗max. This maximal fixed point can be understood as the
one that maximizes the payments related to the interbank obligations. We focus on
this particular equilibrium since it is very desirable that all creditors receive the
maximal possible payments. Let us sum up this result in the theorem.

Theorem 3.1. There exists the maximal clearing payments vector p∗.

Proof. The maximal fixed point of the mapping Ψ is guaranteed by Knaster-Tarski
fixed point theorem since Ψ is the isotone (order-preserving) mapping on the
bounded, complete lattice (see [16]). Since the proof of the isotone property of
Ψ is just technical we postpone it to the Sect. 3.7. ��
The fixed points of Ψ can only be found in a numerical, approximate procedure.
We implemented the iterative procedure proposed in the constructive proof of the
Knaster-Tarski Theorem by Cousot and Cousot [7] and relying on the fact that for a
given p ∈ P satisfying Ψ(p)� p, limnΨn(p) ∈ Fix(Ψ).

3.3.1 How Does the Equilibrium Work? An Example

We illustrate the interbank equilibrium in a very simplistic example. Let us assume
that there are four banks in the system. Each bank’s total assets are equal to 100
units and equity amounts to 20 units.7 Banks’ exposures on the interbank market –
loans LB and deposits DB, and the portfolio of securities with the limited liquidity
consisting of the ABSs (S(ε−i)) – are given by the following vectors

7For example USD bn. We skip “units” for brevity.
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LB =
[
10 10 20 10

]�
,

DB =
[
10 20 10 10

]�
,

S(ε−i) =
[
20 20 10 20

]�
.

Consequently, the sum of the interbank obligations of the four banks is equal to

p̄ =
[
10 20 10 10

]�
.

As already noticed in Sect. 3.2.2, the balance sheet structures of the banks imply
infinitely many matrices of the relative exposures π. The following two matrices of
the interbank structure are possible:

π1 =

⎡
⎢⎢⎣

0.00 0.50 0.50 0.00
0.35 0.00 0.65 0.00
0.00 0.00 0.00 1.00
0.30 0.50 0.20 0.00

⎤
⎥⎥⎦ ,π2 =

⎡
⎢⎢⎣

0.00 0.10 0.90 0.00
0.45 0.00 0.05 0.50
0.15 0.85 0.00 0.00
0.00 0.05 0.95 0.00

⎤
⎥⎥⎦ .

Firstly, let us assume that the market is described by the matrix π1. Let us also
assume that loans satisfy the additive parametrization L(ε) = Lconst + ε and the

following profits and losses ε̂ are realized by the banks: ε̂=
[−5 −25 10 5

]�
. After

that shock the funding gap changes to
[−5 −15 10 5

]�
.

If all the banks receive exactly what other banks should pay back (i.e. p̄) then
the second bank defaults. It is indicated by value of the function Ψ at point p̄,
i.e. Ψ(p̄) = [10 15 10 10]�. The second component of Ψ(p̄) is less than the
second component of p̄. To check whether there are contagion effects of the second
bank’s default we calculate vector p∗. We assume haircut h = 0.0 for simplicity.
Iterating randomly selected starting points p̃ by the mapping Ψ we obtain p∗ =
[0.77 0.00 10.00 10.00]�. The size of contagion equals 10.00− 0.77 = 9.23 units
for the first bank. It happens that the first bank is not capable of meeting all its
interbank obligations. In spite of having a high positive gap it strongly relies on the
flow of payments from the other banks – it receives 3 units instead of 10. That
−7 unit deficiency plus −5 funding gap gives −12 units of the gap that could,
however be covered by the liquidation of ABS portfolio. Unfortunately, the supply
for that securities surpasses the demand and only g1 = 26% of the securities needed
to restore the liquidity is marketable meaning that the first bank can sell only 2.77
units. The market conditions allow for liquidating such the amount of securities
that the overall funding gap equals to −12+ 2.77=−9.23. It implies the interbank
payments p∗(1) = 10− 9.23= 0.77 instead of required p̄(1) = 10.

However, the interbank market can also be described by the matrix π2. In that
case Ψ(p̄) remains unchanged if the same profits and losses ε̂ are realized. What
changes is the propagation of the contagion effect related to the exposure π2

24 = 0.50
of bank 4 against bank 2. The defaulting bank 2 does not pay back its debts to the
bank 4 and that bank, in turn, can only pay back 5.74 units (instead of 10).
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The credit risk transfer in this example of the banking system is illustrated
assuming that:

• The interbank market is defined by the matrix π1 of the relative exposures,
• The default of 10 units takes place in the securitized loans portfolio of bank 3,
• Concentrating on the two possible matrices of the credit risk transfer from loans

to ABS portfolios i.e.

σ1 =

⎡
⎢⎢⎣

0.00 1.00 0.00 0.00
0.00 0.00 0.00 1.00
1.00 0.00 0.00 0.00
0.00 0.00 1.00 0.00

⎤
⎥⎥⎦ ,σ2 =

⎡
⎢⎢⎣

0.00 1.00 0.00 0.00
0.00 0.00 0.00 1.00
0.20 0.80 0.00 0.00
0.00 0.00 1.00 0.00

⎤
⎥⎥⎦ .

The credit transfer mechanism may have surprising consequences for the scale of
liquidity contagion. If the transfer is described by σ1 then the shock in bank 3 only
effects the ABS portfolio in bank 1 and diminishes the counterbalancing capacity
from 20 to 10 units. Therefore, bank 1 can only return 0.40 units of the interbank
placements (instead of 0.77 units in the case of no credit risk transfer). However,
if the channels along which the shocks from loan portfolios propagate to ABS
portfolios of other banks are defined by σ2 than the 10 unit shock effects mainly
the ABSs in bank 2 (σ2

32 = 0.80). This has the opposite impact on the first bank
capability to pay back their debts. The shock diminishes the overall supply of ABS
securities on the market and bank 1 can sell more securities since g = 33% instead
of 24% in the case of σ1. That is why p∗(1) increases from 0.40 to 2.00 units. The
contagion effect transmitted by π2 does not disappear but is evidently smaller.

3.4 Back to Bank Valuation Formula

The interbank payments in equilibrium p∗ allow for revision of the classical bank
valuation formula (3.1). Firstly, deposits from the financial institutions of bank i
can be decomposed into two categories: placements of the other banks (p̄i) and
deposits of other financial institutions. However, for a buyer of the stocks of bank
i it is important to know what is the ability of i to pay bank its whole debts.
Thus, the liability part of the formula remains unchanged. Secondly, loans to the
financial institutions can be similarly decomposed but in their case the possible
equilibrium payments indicate the true inflows of cash that can be used by i to meet
their obligations. The available interbank sources of liquidity in bank i are equal to
∑ j p∗i π ji.

The choice of an interbank structure that matches a given set of banks with a
certain composition of balance sheets is not unique. It is illustrated in the four-
bank example in the previous Sect. 3.3.1. As such, a variety of possible interbank
funding connections leads to ambiguity in banks’ valuation. Let Pi denote the set of
all possible matrices of exposures P for given balance sheet structures of N banks.
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Equivalently, it can be pairs of matrices π describing the relative exposures and
vectors p indicating the interbank obligations of all banks.

The same line of argumentation applies to the credit risk transfer mechanism. It
is practically impossible to specify the true matrix σ describing the distribution of
credit risk originated to the loan portfolios and transferred to the ABS portfolios
of other banks, therefore it is worth considering a matrix that gives the lowest
valuation. The selection depends on the balance sheet structure of a bank that is
subject to the valuation. Let us denote by Sigma the set of all possible matrices σ.

Consequently, following [14] the value Vi of a bank i is given by

Vi = min
π∈Pi

σ∈Sigma

E

[
N

∑
j=1

p∗jπ ji + S̄i +S(∗)
i (ε−i)+Li(εi)− (DBi +Di)

]+
(3.3)

The value of a bank that has the net interbank exposure∑N
j=1 p̄iπ ji− p̄i but operating

on the interbank market which has ambiguous structure of placements is equal to the
value of the option on its assets given that structure is the least favorable, i.e. can
lead in bank i to the highest losses incurred on the interbank exposures.

In order to assess the effect of the interbank liquidity contagion on valuations we
suggest to compare Vi with the valuation calculated under the assumption that:

• Each bank j receives Ψ j(p̄) of the interbank placements, i.e. assuming that all
the other banks pay back their interbank debts,

• Banks can sell g1(Ψ(p̄))S securities.

It means that the valuation Vi is compared with VΨ
i , where

VΨ
i = min

π∈Pi
σ∈Sigma

E

[
N

∑
j=1

Ψ j(p̄)π ji + S̄i + g1(Ψ(p̄))Si(ε−i)+Li(εi)− (DBi +Di)

]+
(3.4)

The difference VΨ
i −Vi is non-negative. Intuitively, since Ψ j(p̄) ≥ p∗ for all banks

j, the bank i would receive higher or equal inflow of payments if banks paid
Ψ(p̄) instead of p∗. The positive difference for bank i indicates that the interbank
contagion has an impact on the valuations.

3.5 Valuation of US Banks

The empirical analysis shows that liquidity and credit risk accumulated in the banks’
portfolios of securities and their distribution across US banking sector may have
important impact on the valuations of banks. The proposed valuation model helps
to study the channels and scale of this impact.
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3.5.1 Data

The Federal Deposit Insurance Corporation provides a vast database about the
banking sector in the United States. It collects the detailed financial statements
of all FDIC insured credit institutions in US covering almost 100% of assets. The
reports on the balance sheet structures, the income statements and auxiliary tables
on the off-balance sheet items, the past due receivables, securitization servicing and
regulatory capital are downloadable from FDIC webpage8 on a quarterly basis.

We limit the set of banks taken for the analysis to a group of 200 most significant
institutions in terms of the total assets. These 200 largest banks account for 8.8 bn
USD out of 10.4 bn USD total assets of US banks in June 2007 (85%) and are most
active on the interbank market. The set is sufficiently wide to prove the relationship
between liquidity and valuation and possible size of the impact that contagion may
exert on the valuations.

We feed the valuation model with the FDIC data selecting just a few items from
the broad collection of banking data. The structure of assets is measured by total
loans, liquid treasury securities, less liquid guaranteed mortgage backed securities
(MBS) and the least liquid non-guaranteed asset backed securities (MBS and other
ABS). The liability side is split into total liabilities including deposits and equity.
The detailed parametrization is presented in Table 3.1.

Even though we extract the fair values of the MBSs from the FDIC reports we
apply an additional haircut for them. If the MBSs are to accept as a collateral in the
short term FED operation they are charged with a standard liquidity cost established
by the central bank9 depending on the class of securities they belong to. It means
that 100 units of the fair value of MBSs may be exchanged into (1− h) · 100 of
cash. For simplicity, we prudentially apply 10% haircut irrespective of the type of
the loans underlying the MBS.

We assume that the risk bearing by banks is fully reflected into their income
variability [17]. We collect a time series of quarterly net income of the selected
banks between March 2006 and June 2009 (14 points of time) and calculate its mean
(Im(i)) and the standard deviation (Isd(i)) for each bank i. Since income exhibits
substantial left skewness we assumed that the income process of the banks follows
random variable which is a combination of Gaussian and Cauchy distributions
constructed in the following arbitrary way. Let B(i) be a random variable taking
values 0 and 1 with equal probability 1/2. Income I(i) of bank i is equal to

I(i) =

{ |Gauss(Im(i), Isd(i))|, B(i) = 0
−min(|Cauchy(Im(i), Isd(i))|,Ei), B(i) = 1

where Gauss(m,σ) is the normal distribution with mean m and standard deviation σ
and Cauchy(m,s) is Cauchy distribution with location parameter m and s specifying

8http://cdr.ffiec.gov/public/PWS/DownloadBulkData.aspx
9http://www.ny.frb.org/markets/talf faq.html#10

http://cdr.ffiec.gov/public/PWS/DownloadBulkData.aspx
http://www.ny.frb.org/markets/talf_faq.html#10
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Table 3.1 Parametrization of the model based on the FDIC reports

Model
category

Components
description

FDIC
table Fields

TA TOTAL
ASSETS

RC RCON2170

ST US TREAS
HTM

RCB RCON0213; RCFD0213

US TREAS
AFS

RCB RCON1287; RCFD1287

US BONDS RCB RCFD1290; RCFD1293; RCFD1295; RCFD1298;
RCON1290; RCON1293;
RCON1295;RCON1298

US STATE
SEC

RCB RCFD8497; RCFD8499

LB BANK
LOANS

RC-CI RCONB531; RCFDB532; RCFDB533; RCFDB534;
RCONB532; RCONB533; RCONB534

LT TOTAL
LOANS

RC RCFDB528; RCONB528

SABS MBS
GRNTED

RCB RCON1699; RCON1702; RCON1705; RCON1707;
RCON1715; RCON1717; RCON1719;
RCON1732

MBS NOT
GRNTED

RCB RCFD1699; RCFD1702; RCFD1705; RCFD1707;
RCFD1715; RCFD1717; RCFD1719;
RCFD1732

ABS RCB RCONC027; RCONC988; RCFDC027; RCFDC988
TL TLIAB RC RCON2948
LB BDEPO RCEI RCONB551; RCONB552; RCFNB554
LS SCRTIZE RCS RCFDB705; RCFDB706; RCFDB707; RCFDB708;

RCFDB709; RCFDB710; RCFDB711;
RCONB705; RCONB706; RCONB707;
RCONB708; RCONB709; RCONB710;
RCONB711

DT TDEPOS RC RCON2200

Source: Selection based on FDIC data

half of the interquartile range.10 The min of the realization of Cauchy random
variable and equity refers to the fact that losses cannot exceed the amount of
equity.11 In the calibration process we take m equal to the mean of the time series of
the reported income and σ and s equal to the standard deviation of that income.

A relationship between theoretical and market prices of banks would verify the
assumptions of the model. We test the model by collecting market prices of 30
largest banks in our sample.

10The assumption about independent income processes for banks is very much simplified. In this
way, rather lower bound of the interbank contagious losses can be captured – positive correlation
of the income processes would probably amplify the losses. Generalization of the model setting to
the case of income correlation is straightforward.
11In this way all moments of I(i) are finite.
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3.5.2 Simulation

We are forced to look for the model-based valuations of the banks numerically.
This is a result of a complexity that interbank market brings to the model and of
the option pricing formula which requires to calculate expectations with respect to
the complicated distribution of losses and incomes. However, the main source of
complexity is related to the equilibrium of the interbank payments.

The are two core components of the numerical procedure we propose. Firstly, it
is drawing of the net income I for each bank. The definition of I straightforwardly
translates into the algorithm – drawing 0 or 1 from two-point distribution B and
then drawing Gauss or Cauchy respectively which is an elementary process in
any programming language (e.g. in Octave that we use). Secondly, for given
balance structures, interbank structure (matrix π) and the realized income in the
banking system we find equilibrium payments vector by iterating of the transform
Ψ (see Sect. 3.3). We specify 1,000 income scenarios for all banks, drawn inde-
pendently across banks. That sequence of realized income and calculating of the
interbank equilibria was the main building block of the valuation procedure. As
defined in valuation formula (3.3), the equilibrium payments adjust the classical
option price and the expectation operator in the option price formula has to be
treated numerically as well.

The final step in our framework leading to the valuation of banks is the selection
of the interbank structure π which minimizes the option value. We searched among
2,000 possible structures which are feasible given the aggregate interbank exposures
reported by banks. Those structures are the outcome of the following random
matching scheme (vectors LB and DB of interbank loans and deposits respectively
are given):

1. Set the initial matrix of the interbank exposures P with all entries equal to 0
(Pi j := 0) and auxiliary LBa := LB and DBa := LB

2. Draw randomly a pair of banks (i, j) such that LBa
i > 0 and DBa

j > 0
3. Draw a fraction α from uniform distribution on unit interval [0.1,1] and choose

the incremental interbank placement Pδ := α∗min(LBa
i ,DBa

j)

4. Assign Pi j := Pi j +Pδ and pull interbank loans and deposits off the stock, e.g.
assign LBa

i = LBa
i −Pδ and DBa

j = DBa
j −Pδ

5. IF ∑n DBa
n > 0 and ∑n LBa

n > 0 THEN GOTO 2 ELSE END.

There is s direct intuition behind the scheme. The pairs of banks reporting the
accepted and granted interbank placements are drawn until the whole amount of
either the interbank loans or deposits is distributed across the banking system. Thus,
an interbank structure is incrementally constructed and practically any structure
can be obtained in this way (Fig. 3.1). The parameter α allows for controlling of
a number of the interbank debtors or creditors that banks may have.

The mechanism of the credit risk transfer is structured as follows. The matrix σ
representing the propagation of the credit risk across the system is calculated in the
matching procedure of securized loans and non guaranteed ABS securities as in the
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Fig. 3.1 Graphical representation of the matrix of the interbank exposures P – two possible
outcomes of the random matching scheme (Note: Small circles on the big circle represent 200
largest banks in the US. Arrows correspond to Pi j for all pairs of banks (i, j). The darker the arrow
the higher is the exposure (logarithmic scale of colors))

case of the interbank placements. Namely, in order to get a matrix Σ we match part
of the securitized portfolios with the ABSs in the portfolios of the other banks until
either the whole stock of the securitized loans is assigned or there are no more ABSs
that can be matched with the securitized portfolio. The relative matrix σ is the direct
consequence of the composition of LS. Then, for each realization of the net income
process we select banks that incur 1% highest loss (or the lowest net income which
is negative). We check whether those banks securitized part of their loan portfolios.
If so, then we assume 25% shock on that securitized part. The matrix σ propagates
the shock across the system as described in Sect. 3.2.3. It means that a 25% shock
in bank i that is equal to ΔLS

i leads to the devaluation of ABSs in bank j by σi jΔLS
i .

3.5.3 Discussion

There are various aspects of US banks’ valuation test introduced in the previous
section. The following three the most important. Firstly, liquidity of the interbank
market affects the valuation of banks through the marketability of the counterbal-
ancing capacity. Secondly, the application of the proposed valuation framework
suggests which banks can be affected by the credit risk transfer mechanism. Thirdly,
the contagious defaults have a very little impact on the valuations. This observation
is coherent with the research of [11,13,21,23] who argued that the network models
are not capable of explaining the whole possible contagion of illiquidity among the
financial institutions leading to losses (even insolvencies) of banks. We elaborate
about those results in this section.

The liquidity was one of the main drivers of the financial crisis that wiped out
a substantial part of capitalization of the financial market, esp. the US financial
market. Hence, a desirable feature of our model would be to link the excessive
banking assets devaluation to a distressed liquidity conditions in the system. The
liquidity impact on valuation is compared with the observed changes of the market
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Fig. 3.2 The valuation – model vs. market-based performance (changes June 2007–Dec 2007)
(Note: (val and val0) “+” valuation assuming that the interbank placements are paid back
and “o” valuation in the market equilibrium; (LiqEffect) difference between val0 and val;
(ContEffectWithoutMBS) VΨ

i −Vi – measure of contagion impact on valuations; (EffectOfMBS)
difference between val calculated without and with shocks on MBS. Source: finance.yahoo.com
and the model)

valuations between June 2007 and the end of 2007 and between June 2007 and the
end of 2008 in the group of 30 largest banks in terms of total assets. It has been
evidenced that the deepness of the devaluation suggested by the model and resulting
from insufficient liquidity or the quality of the counterbalancing capacity coincides
with the magnitude of the market devaluation. All the analyzed banks exhibited the
negative change of market valuation and two banks with the most profound liquidity
shock (over 25%) had one of the strongest devaluations (over 60% during 1.5 years
of the crisis). In general, we find a positive relationship between the valuations
in the equilibrium and the market valuations. As on Figs. 3.2 and 3.3, the lower
the valuation suggested by the model, the deeper devaluation of banks occurred,
especially for the most negative changes of the adjusted valuations. Thus, the model
gives one appealing explanation of linkages between liquidity and valuation.

The way the interbank equilibrium is defined points out to two mechanisms
of how problems with liquidity may adversely affect the valuation. Both are
observed in the data. Firstly, if loan portfolio shocks materialized then maximally
ten banks would have excessively wide funding gap to be covered by the equity and

finance.yahoo.com


76 G. Hałaj

−80 −60 −40 −20 0

75

80

85

90

95

100

MarketVal

va
l a

nd
 v

al
0

+
+

+
++

+

+

+

++

+

+

+

+

+
+

+

+ +
+

+

+

+

+

+

+

+

+

−80 −60 −40 −20 0

−25

−15

−5

0

MarketVal

Li
qE

ffe
ct

−80 −60 −40 −20 0

−4

−3

−2

−1

0

MarketVal

C
on

tE
ffe

ct
W

ith
ou

tM
B

S

−80 −60 −40 −20 0

−25

−20

−15

−10

−5

0

MarketVal

E
ffe

ct
O

fM
B

S

Fig. 3.3 The valuation – model vs. market-based performance (changes June 2007–Dec 2008)
(Note: see Fig. 3.2. Source: finance.yahoo.com and the model)

counterbalancing capacity they possessed. Secondly, given the amount of the stock
of the treasuries even though the banks kept enough MBS in the nominal terms, they
would not find buyers for them. The parameter g1 (see Eq. 3.2) reflecting the fraction
of securities needed to restore liquidity that can be purchased by banks with liquidity
surplus oscillates around 80%. Although, the counterbalancing capacity seems to
cover the negative funding gap there is not enough potential on the buyers side of the
interbank market. On average, but depending on the risk scenario and the interbank
structure π, the volume of 110 USD mn of MBS would not find a purchaser on the
interbank. Nevertheless, the model does not tell anything about other financial insti-
tutions like insurance companies or pension funds that could provide liquidity. How-
ever, banks usually provide liquidity to each other or obtain it from central banks.

We cannot find any reliable pattern between theoretical valuation and the
contagion effect or the credit risk transfer. The outcomes of the simulation indicate
that the contagion of the liquidity problems could effect two of the largest banks
in the US. We observe that the market valuations of those two banks were hit the
hardest in the sample during the crisis. However, according to the model maximally
around 5% additional decrease of the valuation of one bank could happen if the
debtors of two banks did not meet their interbank obligations. The direct interbank
exposure is small enough to have only insignificant impact on the valuations.

finance.yahoo.com
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Table 3.2 Comparing the effect of MBS devaluation on the valuation of some biggest US banks
in the model (EFF. ON VAL.) with facts about the market performance of those banks

Name EFF. ON VAL. (%) Facts related to exposure

PNC Bank NA 20 Large MBS exposure proved to be secure,
however large unrealised losses on MBS
portfolio, bank assessed by Weiss Re-
search as on borderline in stress test
excersise

State Street Bank 11 6.28 bn loss in inv. portfolio (eoy 2008), 20%
share prices decline in Jan–Apr 2009

Merrill Lynch 39 Mortgage related investments were detri-
mental, not only misrepresentation of
risk in MBS portfolio but unhedged
CDOs all triggering bankruptcy

The Bank of NY 32 Reported substantial loss in 2008 due to
residential MBS portfolioa

Commerce Bank NA 26 Bought by TD Bank in 2007 and early 2008
Morgan Stanley 11 Bank withstood the crisis but reported huge

losses (over 11 bn) related to its buyout
financing activity, MBS and CDO expo-
sure

Mellon Bank 26 Merged with The Bank of NY
Investors Bank and Trust 17 Acquired by State Street
Charles Schwab Bank NA 49 Its MBS portfolio is considered as secure,

however substantial unrealised losses in
2008; bank did not avoid the stock prices
decline at the end of 2008

Met Life Bank 4 Investment portfolio losses but well-
capitalised passing Federal Government
Stress-Test

Signature Bank 24 Almost 40% write-downs on the ABS port-
folio but the bank remained sound

Source: yahoo.finance; the annual financial reports; Times
Note: Except for Charles Schwab the banks for which the devaluation caused by MBS shock was
the most severe in the model (Merrill, Bank of NY, Signature) reported substantial ABS (mainly
MBS) losses
aPress release of the banks on the financial results

The possible credit risk transfer through MBS exposures only directly amplifies
the devaluation of banks. Namely, the banks having large, not guaranteed MBS
portfolios may report losses on that portfolios translating into banks’ devaluations
(see val-valMBS graph on Fig. 3.4). The comparison of the market performance
of a given bank and its MBS portfolio exposure confirm in most cases that those
exposures contributed to the substantial devaluations of US banks during the turmoil
(Table 3.2). It has to be mentioned that in some cases (PNC Bank, Charles Schwab
Bank and Metlife Bank) it is difficult to disentangle the overall (systemic) and
portfolio specific impact of the materialized credit risk on the valuations. The results
of the simulation indicate that MBS did not aggravate the contagious diminishing
of the valuations (compare valContMin-val and valContMinMbs-valMBS graphs on
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Fig. 3.4 The influence of liquidity and credit transfer on the valuations in the interbank equilib-
rium (Note: (val0-val) the difference between valuation assuming that the interbank loans and
deposits are paid back and valuation in the market equilibrium assuming that the credit shocks do
not affect ABS; (valContMin-val) difference between valuations in the system where it is assumed
that each bank receives all the interbank placements and val; (val-valMBS) difference between
val and valuation in the equilibrium with credit risk transfer shocks (valContminMBS-valMBS)
difference between valuation assuming that the transfer of the credit risk shock takes place and the
banks repay their interbank debts as if they receive back all the interbank placements and valMBS.
Source: Model)

Fig. 3.4). So, the leverage effect described by Shin [22] which led to the inflation
of MBS portfolios cannot explain the widespread losses observed in the system
and related to the interplay of the credit risk and liquidity without referring to the
correlation in balance sheets and to the bank runs.

Although the suggested size of contagion is rather small the defaults of banks in
the model point out correctly to the banks that had serious financial problems during
the crisis. The results confirm the doubts expressed by van Lelyveld and Liedorp
[21] about the potential that direct interbank large exposure studies have in
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Bank of America. NA, 1

Citibank. N.A.,   
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Contagion effect, 2008/12/31

Bank of America. NA,   

Citibank. N.A.,   

Wells Fargo Bank. National Association,   

Comerica Bank,   

Compass Bank,   

AMERICAN EXPRESS CENTURION BANK,   

FirstBank of Puerto Rico,   

BANCORPSOUTH BANK,   

CALIFORNIA NATIONAL BANK,   

Fig. 3.5 Contagion effect of illiquidity (Note: Contagion for a given bank = VΨ
i −Vi. Source:

The model)

explaining the magnitude of the contagion effect. However, the list of banks that
may be effected by the liquidity problems of other banks contains: Bank of America,
Citibank and Wells Fargo (see Fig. 3.5), i.e. the names whose financial strength was
seriously undermined during the crisis.

3.6 Conclusions

The model we propose allows for calculating the value of banks that operate on
the interbank market and whose risk related to the interbank exposures is difficult
to assess applying historical, time series analysis. We extend the classical theory
of valuation saying that the value of a bank depends, on one hand, on the risk of
investment assets kept by the bank in its balance sheet, i.e. market risk of securities,
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the credit risk of loans granted to customers or the credit-linked securities and, on
the other hand, is related to the leverage ratio of the bank defined as debt versus
equity. The price of the bank is then formulated as the European call option with
the strike equal to the debt volume. However, we claim the dynamics of the banks’
assets is driven by the other banks financial capability to pay back their debts. It is
universal observation that does not pertain only to the recent financial crisis. If it
is expected that a given bank may not receive back its interbank placements then
the valuation of that bank should take this expectation into account. The serious
problem arises how to reflect the possible default of the interbank debtor into the
valuation of the creditor if it is impossible to assign any probability to that defaults
and to the interbank market structures. We propose to consider all theoretically
feasible interbank placements related to the given structure of bank balance sheets
and to calculate the price as the minimum value of the call option among the set
of interbank structures. We show that the valuation of the bank depends on the
interbank payments in equilibrium. The equilibrium describes the ability of banks to
pay back their interbank debts given their balance sheet structures, volume of their
portfolio of liquid securities and other banks ability to purchase them (i.e. liquidity
surplus of other banks). This approach of the minimum value call option is justified
by the theory of the decision making under ambiguity.

The proposed valuation framework gives an interesting insight into the US
banking market. It explains the link between bank and market liquidity that is not
an exogenous parameter but an outcome of the interbank equilibrium in which
banks are trying to liquidate their portfolios of securities. The most profound
market devaluations of the largest US banks after the outburst of the subprime
crisis coincide with the predictions of our model. The framework provides an
estimate for the valuations of banks if natural limitations to the marketability of the
counterbalancing capacity may occur. It also indicates the banks with the highest
exposure to the credit risk that can be transferred from securitized loan through
ABS portfolios. And in order to obtain the results we only use public data.

Notwithstanding, further research is needed to introduce more strategic behavior
of banks into the contagion and network models what has already been postulated by
Allen and Gale [1,2] and van Lelyveld and Liedorp [21]. We believe that the models
of the equilibrium payments based on the random graphs of different linkages in the
financial system, complemented by more explicit treating of bank strategies, can
further contribute to better understanding of extreme and unexpected behavior of
the economy.

3.7 Isotone Ψ: The Proof

In order to show that Ψ is isotone it is sufficient to prove that, in its region of
differentiability, Ψ has positive partial derivatives. Since function g used to define
Ψ is not even continuous we decided to show the detailed proof of this key property
of Ψ that guarantees the existence of the maximal fixed point.
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We rewrite the functionΨ in a slightly different but an equivalent form. For each
bank i define NDi(p) : = Gapi(p)− ∧ (1− h)S̄i and FCi(p) : = Gapi(p)+. Let for
each i ∈ N̄ a function Gi : (R+∩{0})N+1 →R+∩{0} be defined as

Gi(x1, . . . ,xN ,y) =

⎧⎪⎨
⎪⎩

xi

(
1∧ y

x1+···+xN

)
xi �= 0

0 xi = 0

and let us denote G ≡ [G1, . . . ,GN ]
�. It is straightforward that G is continuous.

Hence,

Ψi(p) =

⎧⎪⎪⎨
⎪⎪⎩

[[
IPi(p)+Gi

(
NS1, . . . ,NSN ,FC(a)(p)

)]
∨0

]
∧ p̄i

[[
IPi(p)−Gi

(
FC1, . . . ,FCN ,NS(a)(p)

)]
∨0

]
∧ p̄i

is continuous.
Firstly, we show that Gi is Lipschitz continuous with the constant 1. Without loss

of generality, we can show that G1(x1, . . . ,xN ,y) = x1(1∧ y
x1+···+xN

) has Lipschitz
constant equal to 1. A deserved Lipschitz continuity for y is obvious. Let us
concentrate on argument x1. We have: Gi(x1, . . . ,xN ,y) = x1 ∧ x1y

x1+···+x2
. If x1 <

x1y
x1+···+xN

then the property is trivial. If x1 > x1y
x1+···+xN

⇐⇒ x1 + · · ·+ xN > y

then ∂
∂x1

Gi(x1, . . . ,xN ,y) =
y(x1+···+xN)−x1y

(x1+···+xN )2 =
y(x2+···+xN)

(x1+···+xN)2 <
(x1+···+xN )(x2+···+xN )

(x1+···+xN)2 =
x2+···+xN
x1+···+xN

< 1. Hence, the derivative ∂
∂x1

Gi(x1, . . . ,xN ,y) ∈ [0,1] and Lipschitz
constant is equal to 1. Analogously, we can prove that for all 1 < j ≤ N,

∂
∂x j

Gi(x1, . . . ,x2,y) ∈ [−1,0].

Finally, we can prove the thesis. It is sufficient to show that in the region of
differentiability the function P : [0, p̄k]→ [0, p̄m],

P(z) =Ψm([p̂1, . . . , p̂k−1,z, p̂k+1, . . . , p̂N ]
�)

has the derivative higher than 0.
Take p̂ : = [p̂1, . . . , p̂k−1, p̂k, p̂k+1, . . . , p̂N ] ∈ P . Let us put for brevity:

ai : = Gap(−interB,−S)
i ,

Xi(p̂) : = ai +
N

∑
j=1

π ji p̂ j− p̄i

Sh
i : = (1− h)Si.
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Let us assume that Gapm(p̂)< 0. Define two sets:

J1 =
{

j ∈ N̄

∣∣∣a j +
N

∑
n=1

πn j pn < p j

}
,

J2 : = N̄/J1.

Then in a vicinity of p̂k

P(p̂k) = am +
N

∑
j=1

π jm p̂ j+

+ Gm

(
X1(p̂)−1{1∈J1} ∧Sh

1, . . . ,XN(p̂)−1{N∈J1} ∧Sh
N , ∑

j∈J2

Xj(p̂)+
)
.

Put A : = (X1(p̂)−1{1∈J1} ∧ Sh
1, . . . ,XN(p̂)−1{N∈J1} ∧ Sh

N ,∑ j∈J2
Xj(p̂)+). Hence,

differentiating P,

d
dz

P(p̂k) = πkm + ∑
j∈J1/{m}

∂
∂x j

Gm(A) · (−πk j)+
∂
∂xk

Gm(A)πkk

+ ∑
j∈J2/{k}

∂
∂y

Gm(A)πk j.

Taking into account upper and lower bounds for derivatives of G and πmm = 0 we
obtained the coefficients standing at πk· that are positive (and not higher than 1
except for the case of πkm). Thus, 0 ≤ d

dz P(p̂k) ≤ ∑ j∈J1/{k}πk j + 2πkm +∑ j∈J2
πk j.

The reasoning in the case of Gapm(p̂)≥ 0 is similar.
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Chapter 4
An Open Problem

John B. Walsh

Mathematicians delight in pointing out how much the sciences owe to mathematics,
but it is only fair to record the converse: mathematics owes just as much to the sci-
ences. Indeed, many mathematicians regard the sciences as subjects which, though
useful in themselves, are mainly there to provide interesting new mathematical
problems.

The purpose of this note is to suggest one of these, an open problem brought up
by recent economic and financial events.

After the sub-prime crisis and the bursting of the associated financial bubble, it
was decided that the economy urgently needed a stimulus. This brought up two key
questions:

“Where?” and “How much?”

Ideally, if we had a good enough mathematical model of the economy, these
questions would be answered by solving an extremal problem somewhat like this:
among all scenarios with acceptable outcomes, choose “where” to minimize “how
much.”

Since nobody announced such a solution, I conclude the problem is open.
In any case, the stimulus money has already been spent, so this particular

question is moot. But it likely to arise again, and the problem is important enough in
its own right that even partial solutions should lead to both interesting mathematics
and interesting economics.

Of course, we are not in a position to solve it at the minute. Both economic and
mathematical theories need to be developed.

We must also decide what constitutes an acceptable outcome. This question is as
much political as mathematical or economic. Cynics might suggest that it is that the
institutions too large to fail, don’t. A more likely aim would be that the system ends
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up in a certain desirable statistical equilibrium. In any case, we would like to be able
to handle this. So we can state the first open problem:

What do we need to develop in order to state and solve this extremal problem?

Before we can even state it clearly, we must identify the economic variables,
understand how they effect each other, how changes in one leads to changes in
the others, and what variables are controllable. These are primarily problems for
economists. But we can make some general remarks on the mathematics this
implies.

It appears that the system, particularly the financial part, can be modelled as a
network. Then the above extremal problem becomes a problem in optimal control
of (probably stochastic) economic/financial networks.

Notice that the problem is decidedly non-linear: lending a financial institution
enough money to stave off bankruptcy is more than twice as effective as lending
it half enough. Moreover, the system will be more than a coupled system of
differential equations, one for each node. Indeed, one cannot ignore the possibility
of defaults, and these, coupled with possible mergers, suggest that the solutions may
be discontinuous, and that the network itself may change with time.

The first step is probably to understand cascades of bankruptcies, and the second
is to understand how to block such a cascade. This is the simplest case because
the immediate result of a bankruptcy is fairly straightforward: the remaining assets
of the bankrupt firm are distributed among its creditors according to well-defined
laws. But the stimulus problem includes the influx of money—in some sense the
opposite of a bankruptcy—and this is much deeper. This is because an influx of
money requires a choice: what should be done with it? How should it be invested?
Choices require humans to make them, and wherever humans enter, randomness
cannot be far behind. In other words, the problem is fundamentally stochastic.

It should be clear from the above that the problem is immensely, but perhaps not
hopelessly, complex. So let us say a few words about cutting it down to size.

First, a problem for the economists: how small a part of the economic system can
one treat and still get believable results? Is it enough to treat the financial system
alone? If so, is it enough to treat a skeleton consisting of the biggest institutions? Or
must one include the manufacturing sector and questions of employment? In fact,
can one even isolate—just for the purposes of this problem, of course—the US and
Canada from, say, Europe and Asia?

Here is a related problem for mathematicians: find results on the approximation
of bigger financial networks by smaller ones, and find bounds on the effect of one
part of the network on another that would help to justify the approximation.

However, the most feasible approach to this would appear to be the usual one:
construct toy models which share important characteristics of the full-scale system,
and which are mathematically tractable. Then search these for significant behavior.
One might anticipate some counter-intuitive results, and these might very well lead
to some rules of thumb which would help improve the answers to the two questions,
“Where?” and “How much?”
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For example, Rama Cont pointed out the following possibility. In the study of
the security of computer networks, in order to limit the spread of virus, it can be
more effective to inoculate the first-order clients of a big server than to just treat
the server itself. There is a well-developed theory on this. He conjectured that this
might apply to financial networks, and that the financial regulators could perhaps
concentrate on the health of the clients of a large central financial institution, not
just on the institution itself.

Let’s make one final observation, which leads to an amusing irony. It may
turn out to be useful to have something in the model to quantify what is called
investor confidence. It often happens in financial bubbles that there is an instance,
totally unpredictable but inevitable, when some child cries, “But the emperor has no
clothes.” This triggers a change, seemingly en masse, of investors’ strategies, from
risk-taking to extremely risk-averse, whereupon the bubble collapses. The irony is
this: if it were possible to actually solve these problems, and if it were generally
known that the method was sound and that the regulators and the government were
using it, this would greatly increase the investor confidence. In other words, it is
possible that the theory contains a variable whose value depends on the validity of
that very theory.



Part II
Network Security



Chapter 5
Dynamic Trust Management: Network Profiling
for High Assurance Resilience

Mike Burmester and W. Owen Redwood

Abstract Trust Management (TM) systems are infrastructures that support efficient
and secure access to resources in large decentralized systems. They provide a
language for expressing authorizations and access control policies as well as a
trust management engine that processes requests, to automatically address access
requests. Traditionally, the enforcement of Trust Management decisions is static
and involves the use of appropriate cryptographic mechanisms. However, recently
two TM systems were proposed for which the enforcement is dynamic.

Dynamic TM systems expand, (i) the expressibility of a system language
to capture anomaly-triggered access control policies, and (ii) the enforcement
capabilities via graduated response mechanisms such as Rollback Access control.
These mechanisms are proactively triggered under the perceived potential of an
attack: they selectively disrupt the TM-granted access to a resource temporarily,
to mitigate the system threat.

In this Chapter we discuss the use of real-time stochastic analyzers and graduated
response security mechanisms to detect/prevent anomalies in TM systems, and
propose an architecture for dynamic Trust Management that tolerates 0-day attacks
and insider attacks.

5.1 Introduction

Network profiling allows networks to deploy graduated security mechanisms to
respond dynamically to 0-day attacks and potential insider threats. While most
network threats appear statistically anomalous, it is important to note that not all
anomalies are malicious. A separate, modular network layer is required to filter

M. Burmester (�) • W.O. Redwood
Florida State University, Tallahassee, FL, 32306-4530, USA
e-mail: burmester@cs.fsu.edu; redwood@cs.fsu.edu

E. Kranakis (ed.), Advances in Network Analysis and its Applications,
Mathematics in Industry 18, DOI 10.1007/978-3-642-30904-5 5,
© Springer-Verlag Berlin Heidelberg 2013

91



92 M. Burmester and W.O. Redwood

out significant anomalies that are more likely to indicate a potential threat, from
other anomalies. Filtering is done by using a graduated response mechanism. In this
chapter we present a dynamic Trust Management (TM) architecture that combines
a network profiler with a graduated response mechanism to combat and mitigate
damage caused by such threats.

The outline of the chapter is as follows. In Sect. 5.2 we discuss related work, Trust
Management, Intrusion Detection/Prevention and graduated response mechanisms.
In Sect. 5.3 we present a dynamic TM architecture and in Sect. 5.4 we cover the
mathematical concepts and notation used in our approach. Finally, in Sect. 5.5 we
present two network application scenarios prone to insider attacks and describe a
dynamic TM infrastructure that will tolerate such attacks.

5.2 Overview of Related Work

The research presented in this chapter is closely related to many areas of network
security and extends work in [7, 8, 17, 20, 24, 33, 44, 45].

In this section we discuss various access control and Trust Management systems,
Intrusion Detection (signature and anomaly based) and Prevention systems, and
graduated response security mechanisms.

5.2.1 Access Control and Trust Management

With the advent of the computer security modeling era in the 1970s–1980s, the
concepts of the Mandatory Access Control (MAC) and Discretionary Access
Control (DAC) were first envisioned by David Elliott Bell and Leonard J. La
Padula [4] as a tool for managing the resources of computer and network systems.
The Bell-LaPadula confidentiality model established the foundation for modeling
secure multi-user computing, and network file management. Several integrity
models emerged, most notably Biba, Lipner, and Clark-Wilson [23].

Steve Lipner conceived the use of access control matrices for file system
protection and integrity in his famous integrity model that built on the Bell-LaPadula
model. However, matrix models do not scale well with the number of agents
in a network, and this motivated Role Based Access Control (RBAC) [13, 39].
RBAC systems assign different roles with specific permissions to users, and can
be combined with MAC and DAC to offer a more efficient platform for managing
system resources. Many systems today use RBAC mechanisms. A notable weakness
of these systems, originally, was the requirement of some form of centralized
architecture to manage access control.

Trust Management (TM) systems provide a unified approach in specifying and
interpreting security policies, credential and relationships. They support scalable
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and efficient access control management for network resources in decentralized
environments. In these systems the trust is modeled by the graph whose nodes
correspond to the TM users (agents) and whose (directed) edges correspond to the
trust between the users. Authorization is captured by (directed) trust flow paths that
link users, and access requests are established through policies [44].

Various TM systems have been developed over the past 20 years. Some focus
on the logic of the TM engine [1, 2, 26], others on general purpose authorization
[5, 6, 25], while others combine specific authorization mechanisms such as Access
Control Lists (ACL) and Public Key Infrastructures (PKI) [3, 9, 18].

Attribute Based Access Control (ABAC) systems are better suited for need-to-
share centered policies, rather than a need-to-know policies [30]. In ABAC systems,
access is granted based on attributes or characteristics of the user, the environment
and of the resource itself, not based on the rights of the user. Consequentially,
ABAC systems can theoretically offer a finer grained access control model than
RBAC systems. In ABAC systems, a user must prove any attributes he/she claims
to have in order to gain access to a resource requiring those attributes, and this
can be performed anonymously. XACML (eXtensible Access Control Markup
Language) is a common XML-based standard for ABAC systems with a number of
implementations [31]. It is important to note that most available operating systems
do not inherently support the ABAC model, and that its major limitation is that it
suffers from scalability issues in large environments with many resources, users,
and attributes [30].

However network administrators often choose to implement simpler TM systems
such as PGP (Pretty Good Privacy) [46] and variants of SDSI (Simple Distributed
Security Infrastructures) [37]. Today, the systems that have attracted the most
attention are SPKI (Simple Public Key Infrastructures) [25], KeyNote [5], RT (Role
based Trust management) [27], and RBAC based systems [13, 39].

The current paradigm shift in Trust Management systems is Risk-Adaptive
Access Control (RAdAC) [30]. RAdAC extends upon earlier access control models
by primarily introducing environmental conditions and attributes (i.e. from ABAC),
risk levels into the access control decision process (as seen in our model with threat
levels). RAdAC systems incorporate information about an entity’s trustworthiness,
information about the network and extra-organizational networks, environmental
risk factors (i.e. Federal or agency threat level), and RAdAC systems use all of
these factors to establish a quantifiable risk metric [30]. The work presented in this
paper can be considered a theoretical extension of RAdAC systems.

5.2.2 Intrusion Detection/Prevention Systems

While the systems discussed above may provide adequate protection for re-
source confidentiality, integrity, and availability with “normal” users, the need
to protect them against adaptive malicious outsiders (outside users) sparked the
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proliferation of Intrusion Detection Systems, Intrusion Prevention Systems and
anti-virus/malware software. These systems offer reactive defenses against outsider
threats.

The National Institute of Standards and Technology (NIST) formally defines
intrusion detection as [29]:

The process of monitoring the events occurring in a computer system or network and
analyzing them for signs of possible incidents, which are violations or imminent threats
of violation of computer security policies, acceptable use policies, or standard security
practices.

NIST defines intrusion prevention as:

The process of performing intrusion detection and attempting to stop detected possible
incidents.

Both processes focus on identifying, (a) possible incidents, logging information
about these, attempting to stop these, and report them to security administrators
as well as, (b) problems with security policies, documenting existing threats, and
deterring individuals from violating security policies [29].

There are two types of intrusion detection modes: (a) signature based (aka
pattern matching based, misuse detecting, rule based, and knowledge based) and (b)
anomaly based (aka statistical based). Furthermore, intrusion detection can be host
based (HIDS) and network gateway based (NIDS). HIDS and NIDS traditionally
focus on incoming attacks against the host or network.

Eventually, attack detection mechanisms may become sufficiently accurate and
responsive to develop automated response mechanisms. However, these mecha-
nisms will only respond to signature/anomaly based attacks.

5.2.3 Signature Detection Systems

Signature-based detection is the primary mode of most Intrusion Detection Systems
(IDS) that are publicly available. This mode offers high-accuracy in detecting
attacks for which the system has the signature base to detect them. A typical
signature base may include: packet header information, payload information,
network statistics, user-login behavior, operating system calls used by programs,
and so on.

However the effectiveness of signature-based IDS is limited by the IDS’s
signature knowledge. By definition all signature-based IDS will fail to detect attacks
for which they do not have a signature to match the attack, e.g., novel attacks, 0-day
attacks, or tweaked attacks [29]. Indeed sophisticated attackers can fool almost all
known IDS systems by altering the signature of the traffic via computationally cheap
obfuscation techniques. For example a simple compression of packet payloads will
fool most existing IDS. Attackers primarily use such techniques to obfuscate the
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incoming and outgoing network traffic to an infected terminal. Another common
problem is that most IDS solutions fail to implement Deep Packet Inspection (DPI)
mechanisms that reconstruct the traffic flow at the application layer.

Signature based detection is closely related to specification-based misuse de-
tection. Specification-based misuse detection relies on network administrators to
carefully define normal parameters for various factors in the network (e.g., the
percentage of traffic that is normally ICMP). The process of specifying parameters
is often handled by technicians with expert knowledge, and is considered more
of an art than a science [41]. A key challenge with deploying a specification-
based solution is achieving “good” feature selection. However, by definition this
method cannot automatically adapt to changes in user behavior, technology, and
applications, and thus does not scale well.

5.2.4 Anomaly Detection Systems

NIST defines anomaly-based intrusion detection as [29]:

The process of comparing definitions of what activity is considered normal against observed
events to identify significant deviations.

To accomplish this, IDS forms a profile (or baseline of normal user/system
activity). The first comprehensive anomaly-based intrusion detection models date
back to 1987 [10]. Other early anomaly-based intrusion detection research explored
various statistical methods and models (e.g., Bayesian, Markov chain, and Hidden
Markov Models) for anomaly detection with high accuracy and low false-positive
rates in attack reporting [11, 14, 21, 28, 40].

The computational overhead of anomaly-based detection systems includes the
time it takes to develop the profile and the number of passes the detector should
perform while processing the input. A sufficient, but not necessary property of an
anomaly detector to perform in real-time, is that processing requires only one pass
over the input to be analyzed. Most anomaly detection systems can achieve this [14].

Anomaly-based attack detection has been popular in operating system call
based intrusion detection [14, 15]. Developing the normal behavior profile for
system call based detectors is relatively simple, as a typical program makes over
a million system calls per execution. The attack detection mechanisms in IDS
have recently become fairly sophisticated, with the leading contemporary systems
using a combination of signature-based and anomaly-based detection. However,
the problem of protecting a network and its resources against (malicious) insiders
is still open. Indeed insiders require little sophistication to defeat most existing
security mechanisms. Insider attacks can be quite subtle and may also involve
infected terminals or hacked accounts of normal users, which are preprogrammed
or remotely controlled in an undetected manner.
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5.2.5 Binary Versus Graduated Response Mechanisms

During the early era of computer security research, biological immune systems were
used to model security systems. This gave rise to the concept of graduated response
mechanisms, as opposed to binary response mechanisms.

Binary action/response events are ubiquitous in the field of computer security:
e.g., access to system resources is either permitted or forbidden (access control);
files are either protected or not (privacy/integrity); connections are either permitted
or blocked (firewalls and gateways); and so on. However computer viruses exhibit
biological behavior [42] for which the natural defenses are graduated and not
binary. Naturally, the human immune system inspired much research in the areas
of virus/intrusion detection and network security [14].

Some of the most cited security mechanisms that employ graduated responses are
throttle traffic [22] and process-priority [15]. For these, small system disturbances
trigger small responses, while large disturbances trigger large responses. Architec-
tures that employ such mechanisms will tolerate imperfect threat detection.

5.3 Threat Management

Network profiling allows networks to deploy graduated security mechanisms and
respond dynamically to potential threats. While most network threats appear
statistically anomalous, not all anomalies are malicious. To filter out significant
anomalies that are more likely to indicate a potential threat a separate network layer
is used, which we call the threat level control (TLC) layer.

This section details the TLC layer (expanding upon [7, 8, 35, 36]) and presents
an architecture for dynamic Trust Management that combines a network profiler
and a graduated response mechanism to manage threats. Two graduated response
mechanisms are discussed in detail, Rollback-Access control (Sect. 5.3.5) and a new
mechanism called equivocated sanitazation (Sect. 5.3.6).

5.3.1 A Dynamic Trust Management Infrastructure

Threat levels are a construct of the network’s security policy that describe the
degree of perceived threat posed by entities to the trust management infrastructure.
Threat levels can be local or global and have a linear ordering, or more generally a
partial ordering. For instance, the United States Department of Homeland Security
implemented a five-stage linear order color coded terrorist threat advisory system
(low/green, guarded/blue, elevated/yellow, high/orange, and severe/red), for which
each stage restricts the possible authorizations available (in addition to the implied
increased security measures and threat awareness)—see Fig. 5.1.
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SEVERE (red)

HOMELAND SECURITY ADVISORY SYSTEM

HIGH(orange)

ELEVATED  (yellow)

LOW (green)

GUARDED (blue)

Fig. 5.1 The Department of
Homeland Security five-stage
threat advisory system

We shall model our threats by a partial order (Θ,�).1 To get a dynamic TM
infrastructure, each threat θ ∈ Θ will restrict the authorizations of TM to mitigate
the associated risks. Let T M auth be the authorizing functionality of the Trust
Management system and T M auth

θ the restricted authorizing functionality. We denote
the set of all restricted authorizing functionalities by T M auth

Θ , that is:

TM auth
Θ = {TM auth

θ }θ∈Θ.

For graduated response access control each user (client), or group of users (for
Role-Based Access Control), is assigned a threat clearance θ∗ ∈Θ based on profile
behavior: a high threat clearance is assigned for typical behavior and a low threat
clearance is assigned for anomalous behavior. Authorization requires that the threat
clearance θ∗ dominates the system threat level. That is, an access request by a user
U with threat clearance θ∗ is authorized by T M auth

θ only when θ∗ � θ.
This induces a domination relation “�auth” on the authorizing functionality

infrastructure TM auth
Θ for which: T M auth

θ2
�auth T M auth

θ1
, if every action that is

authorized by TM auth
θ1

is also authorized by T M auth
θ2

. We then get,

θ1 � θ2 ⇒ TM auth
θ2

�auth T M auth
θ1

. (5.1)

Consequently by lowering the threat level, authorization is extended until eventually
it is fully restored. Conversely by raising the threat level, authorization is restricted
until eventually it is reduced to “vanilla” authorization.

For an illustrating example, consider a small network with two groups G1,G2.
The network administrator can establish a threat clearance for each group and an
individual threat clearance for each user in the groups G1,G2. If the threat clearance
of G1 is θ(G1) = θ1 and the system threat level is raised to θ2 � θ1, then all actions
of the users U1 of G1 will be suspended, regardless of any other security policies of
the TM system for these users (e.g., their security clearances). Actions of the users

1The pair (X ,�) is a partial order if “�” is a binary relation on the set X with: (a) x � x for all
x ∈ X (reflexive), (b) if x � y and y � x then x = y, for x,y ∈ X (antisymmetric), and (c) if x � y
and y� z then x� z, for x,y, z ∈ X (transitive).
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U2 in G2 that are authorized by the TM infrastructure will not be suspended if their
individual threat clearance θ(U2) and the group threat clearance θ(G2) dominate θ2

(that is: θ(U2)� θ2 and θ(G2)� θ2).
Threat clearances have an inversely proportional impact on the trust levels of the

TM system. For example, a high threat clearance for a user means that the user is not
a threat to the system and therefore the user can access the resources permitted by
the TM system; conversely a low threat clearance for a user means that the user is a
threat to the system and therefore that user’s access to resources may be suspended
when the threat level is raised, even if such access is permitted by the TM system.

Therefore, when the threat level is raised from θ to θ+, the resulting functionality
T M auth

θ+ may no longer authorize a current or ongoing action of the user that was
authorized by T M auth

θ . Such (unauthorized) actions are suspended, or rolled-back.
This occurs independently of other trust mechanisms that may apply.

5.3.2 How the Threat Level Changes

In our dynamic TM infrastructure T MΘ, the threat clearances of users (clients)
can be manipulated manually and/or automatically. Intrusion Detection/Prevention
Systems, network administrators, supervisors, and anomaly threat level control
(TLC) analyzers can all influence the threat clearance.

The particular factors that influence the threat clearance depend on whether this
applies to an individual user or a group. For an individual user the input factors
involve observations of that user’s actions. The actions of other users are not taken
into account. For a group of users, the actions of that group influence the group
threat clearance.

Existing Intrusion Detection systems and Intrusion Prevention Systems can be
configured to flag the threat clearance to be changed. Certain signatures (e.g.,
signatures for the latest 0-day exploit) can be flagged to automatically increase
the threat clearance, independently of other monitors. One or more features may
be analyzed for anomaly detection. To process output from multiple anomaly
analyzers in a consistent manner, a threat level dial that fluctuates between two
thresholds t θlower and t θraise is used. The least (minimum) threat clearance θ0 in Θ
has no lower threshold t θ0

lower and likewise the greatest (maximum) threat clearance

θmax has no higher threshold t θmax
raise. These thresholds are independent across threat

clearances.
When a threat clearance is initialized (e.g., when the threat clearance is changed,

or monitoring begins), the threat level dial is set at zero. When the anomaly TLC
analyzer observes a change in user (or group) behavior then the threat level dial
increases (decreases) by ε · c, where ε ∈ [0,1) is a system parameter and c is the
confidence level of the analyzer (if available).

The anomaly TLC analyzer is responsible for processing the readings of profiled
behavioral features (e.g., typical user file access behavior), and often these features
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correlate under simulated attacks. If certain attacks demonstrate detectable correla-
tion among monitored features then the TLC analyzer focuses on these features. If
there are several features that are monitored, then one can use principal component
analysis algorithms to select those features with the highest correlation. We shall
discuss this further in the following section.

Upon a threat clearance change for a user (group), the system allows for the
supervisor (administrator) of a user to be notified. The event trace, outlining exactly
how the threat level has increased for that user (group), is provided for forensic
purposes. Furthermore, the system supervisor (administrator) is provided with an
override mechanism that effectively lowers and temporarily disengages the threat
level of users (groups), in cases when there is evidence that the actions that triggered
the threat level to rise were authorized.

The system threat level is established in a similar way, with input factors based
on system behavior.

5.3.3 Feature Selection

The stochastic features for anomaly profiling are captured by a multivariate data
set, whose variables correspond to the profiled features. Selecting those features
that contribute most to the variability of the data set is a major task.

Principal Component Analysis (PCA) is one technique for doing this. PCA
replaces the original variables (features) by a smaller number of derived variables,
called principal components, which are linear combinations of the original vari-
ables. Often, it is possible to retain most of the variance of the original variables by
using a much smaller set of variables. In such cases one can reduce the number of
features needed for profiling.

The principal components are usually ordered so that their variance is decreasing,
with the first component having the largest variance (see Sect. 5.4.7). This compo-
nent is called the principal component. Sometimes one may also add some of the
lower components to capture more variance. The features that correspond to these
components are then used to profile the normal (or typical) behavior of users (or
groups).

5.3.4 Threat Level Policies

When the threat level changes to θ, the authorization policies specified by TM auth
θ

are invoked. Naturally the lowest threat level authorizes a superset of actions that
contains as subsets the authorized actions of higher threat levels. When the threat
level rises, a subset of the actions of the previous threat level will be unauthorized.
Likewise when the threat level is lowered, a superset of the actions of the previous
threat level will be subsequently authorized.
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Establishing effective policies for the threat level model can be a challenge in
itself. The policies depend on the scope of the threat level and the corresponding
permissions/clearances of the user (group).

In the following section we discuss a particular TLC policy analyzer mechanism
presented in [7,8,36], called Rollback Access control, and outline a process that can
be used to establish policies for a threat level model.

5.3.5 Rollback Access

This section explains the Rollback Access mechanism outlined in [7]. Each access
action α of an entity (or program) U is assigned an access threat classification θ(α)
that is the threat level clearance of U ; θ(α) is the highest threat level at which access
to α is authorized (this is independent of the authorizations of the underlying TM
system). When the threat level is elevated to θ+ � θ(α), the functionality T M auth

θ+
is invoked and Rollback Access is triggered. Current actions that are not authorized
under TM auth

θ+ (such as α) get suspended (termed rollback: withdrawal mode), and
a record of their partially executed state is temporarily stored. The record(s) for α
are retrieved when (later) the threat level is lowered to θ � θ(α), allowing for the
state of α to be restored.

The key characteristics of a Rollback Access mechanism are:

(a) In withdrawal mode, action α is suspended;
(b) Rollback Access is transitory;
(c) Rollback Access is segregated (from other rollbacks); and
(d) Action α is restored when it gets authorized by a lower threat level (under

rollback: restore mode).

Records of partially executed actions are stored in memory banks called information
compartments. For each threat level θ∈Θ there is an information compartment ICθ.
If the execution of an action α with threat classification θ(α) is suspended because
the threat level is raised from θ to θ+ � θ(α), then a record of the state of α is stored
in the information compartment ICθ(α). Intermediary information compartments are
allowed, since several actions may be rolled-back upon a threat level elevation,
allowing for Rollback Access segregation.

Any resource β that is created by a user U with threat clearance θ is automatically
assigned a threat classification θ, that is: θ(β) = θ(U) = θ, in addition to the
other underlying policies (security classifications) specified by the TM system. This
mechanism requires that the threat level θ ∈ Θ is inversely related to the TM-
dominance “�auth” in TM auth

Θ as noted earlier in Eq. (5.1). The justification for
this requirement is that our threat model supports the principle of controlling threat
flows: information can only flow to entities whose threat clearance dominates the
threat level. We call this, the simple threat property.

For the Bell-LaPadula confidentiality model the simple security property [4]
does not allow information to flow down (for read-access). If the underlying
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Table 5.1 Rollback Access mode behavior. Initially ICθ = /0 for all θ ∈ Θ
Threat
level action Restore mode action Withdrawal mode action IC action

θ is raised
to θ+

No action Invoke TMauth
θ+ .

Unauthorized actions α
are suspended. ICθ(α) is
allocated as necessary.
For every suspended α a
record is put in ICθ(α)
(partial execution state)

A new partition ICθ ,
and a
partial-execution
state record of
each suspended α
is logged in ICθ(α)

θ is lowered
to θ−

Invoke TMauth
θ− . Authorized

actions α under TMauth
θ−

have their suspended
state loaded from the
corresponding ICθ(α)

No action ICθ(α) , θ− ≤ θ(α), is
cleared after each
action α is restored

TM infrastructure uses the Bell-La Padula model then these requirements can be
combined. For example, a user with clearance S (secret) can access a resource with
classification S when the threat level is U (unclassified). If the threat level is raised to
S, then access to the resource is suspended: only users with TS (top secret) clearance
can access it. In Table 5.1 we illustrate the actions enforced by the Rollback Access
mechanism.

5.3.6 Equivocated Sanitization

Data sanitization is the process of censoring/removing sensitive information from a
document or medium so that it can be safely distributed. With classified information,
this typically involves redacting the classified content of the document. For non-
classified scenarios, there are two alternate versions for the definition of data
sanitization. The first one involves the use of anonymization, scrubbing, generation
of gibberish, encryption, and other techniques to purge the data of personally-
identifiable or otherwise sensitive information in order to protect user privacy. The
second version involves the removal of malicious data/code from user input in
form submissions (e.g., on websites). Whichever definition is used, the goal of
data sanitization is to prevent the adversary from accessing private or sensitive
information.

Desanitization refers to the process of attempting to reverse the redaction process
of sanitization. Given a sanitized document, desanitization can involve replacing the
redacted portions with either incorrect or correct text, adding extra information, or
other forms of integrity corruption. Malicious desanitization can sabotage a mission,
mislead, and waste resources.

Automated data sanitization can be used as a graduated security mechanism
for dynamic Trust Management. For example, anomalous user behavior can lower
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that user’s threat clearance which may engage the redaction mode; then the file
system/server will only provide a redacted file to that user. When the behavior of
that user returns to normal, the redaction mode is disengaged. Theoretically this is
equivalent to Rollback Access security, and provides no appreciable advantages to
the existing work. However, this leads to a new security approach that focuses on
disinformation, that we call equivocated sanitization.

Equivocated sanitization (ES) is a graduated response mechanism geared towards
potential mass document leaks, and involves the generation of disinformation via a
natural language generating engine and data redaction (partial or full). The objective
is to mitigate damage from a potential leak attack by providing inaccurate data
and/or disinformation to user(s) whose behavior is anomalous. Effectively, ES
implements controlled data sanitization.

As with Rollback Access, ES can be controlled and managed at the TLC layer. It
can be automatically generated with a natural language generation engine, given
seed-parameters such as fake agency names, project titles, mission code-names,
bogus operative code-names, etc. Natural language generators are known to produce
imperfect results containing grammatically incorrect sentences, and this will allow
raw output from the natural language generator to be easily detected. However
redacted documents commonly have incorrect grammar, code-names, actions, and
broken sentences. Thus one would expect that a document produced by: first adding
to it text that is generated by a natural language generator and then, partially
redacting the resulting document—called post-processing redaction, is indiscernible
from a typical redacted document. Consequently, ES is capable of disseminating
actionable disinformation and combating insider leaks and espionage.

However equivocated sanitization is applicable only to data/media resources. The
key implementation issue here is the engage/disengage mechanism which differs
if, (a) it is kept secret from the user base (which is unlikely to fool users for
long), or (b) it is public. In the first case the supervisor is responsible for the
timing of the engage mechanism (replacing the document by an obfuscated sanitized
version), and the disengage mechanism. For this case, the state of suspended actions
(fully or partially) is not stored in information compartments (and restored later),
because we are mainly concerned with documents/media. In the second case the
engage/disengage mechanism is automatic, and suspended actions get restored on
disengagement.

Theoretically it is possible to include the offending user’s account information
into the natural language generation engine as a steganography uniquely-identifiable
watermark, allowing the network to quickly identify and prosecute the offending
party, should the leaked information be published.

ES is related to chaffing and winnowing, a cryptographic technique proposed by
Ronald Rivest [38] for hiding data in plaintext without using encryption. The basic
concept of this technique is quite simple: the sender obfuscates the original message
(plaintext) with gibberish (while still in plaintext), and only the receiver is able to
filter out (winnow) the original message from the data sent. With ES the gibberish
is replaced by disinformation, and the message is partly or wholly redacted.
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5.4 Mathematical Background

This section provides a brief mathematical overview and notation explanation.
Markov chains (Sect. 5.4.1), Hidden Markov models (Sect. 5.4.5), and Bayesian
approaches (Sect. 5.4.6) are discussed as tools for anomaly detection. Principal
component analysis (Sect. 5.4.7) is discussed for feature discovery/selection.

5.4.1 An Introduction to Markov Chains

Definition 5.1 ( [12, 32]). A discrete-time random process X = {X1,X2, . . .} is a
Markov chain if it satisfies the Markov property:

Pr(Xt+1 = xt+1|Xt = xt) = Pr(Xt+1 =xt+1|Xt =xt , . . . ,X1=x1),

where the values xt+1,xt , . . . ,x1 belong to the state space S .

The transition probability (aka conditional discrete density function)

pij(t, t + 1) = Pr(Xt+1 = x j | Xt = xi)

is the probability that the state of the process at time t + 1 will be x j, given that at
time t it was xi. If the transitional probabilities do not depend on time, the Markov
chain process is time-homogeneous. We will not be dealing with time-homogeneous
Markov chains.

More generally, if we denote by p(n)ij the transitional probability that the next
state after n-steps will be x j, given that the previous state was xi, then it is easy to
see that:

p(n)ij =
n

∑
xr∈S , 0<k<n

p(k)ir p(n−k)
r j . (5.2)

This formula is derived from the Chapman-Kolmogorov equations [17]. Using (5.2),
one can easily calculate the n-step transition probability matrix Pn from the 1-step
probability matrix,

P1 = [p(1)ij ] =

⎛
⎜⎜⎝

p00 p01 . . . p0n

p10 p11 . . . p1n

. . . . . . . . . . . .

pn0 pn1 . . . pnn

⎞
⎟⎟⎠ ,

where for convenience we take pij = p(1)ij , the probability that the next state is x j

given that the previous state was xi .



104 M. Burmester and W.O. Redwood

Markov chains can be modeled by finite state machines since all that is necessary
to predict the next state is the current state. In many applications (in particular ours)
random process models have memory. A Markov chain of order m predicts the next
state based on the past m states.

5.4.2 Properties of Markov Chains

There are several key properties of Markov chains that require discussion. Markov
chains can be decomposable or non-decomposable, periodic or aperiodic. The state
space can be finite or countably infinite. These properties determine how transition
probabilities are calculated, the calculation of Pn, as well as the convergence of Pn

as n→ ∞ [32] (convergence is also referred to as the long-run distribution).
A Markov chain is said to be decomposable if it has a state from which it cannot

reach another state in a finite number of steps. It is non-decomposable if from every
one of its states it can reach any other state in a finite number of steps. Using our
earlier notation, non-decomposable Markov chains satisfy: for every xi,x j ∈ S there

is an integer n≥ 1 such that p(n)ij > 0. An important property of non-decomposable
Markov chains is that all states are homogeneous. In particular, if one state is
aperiodic then all states are aperiodic [17,32]. A Markov chain is finite if the number
of its states is finite. For finite Markov chains the calculation of the transition matrix
Pn is simple. However for Markov chains with a countably infinite number of states,
obtaining Pn requires asymptotic analysis [17, 32]. We will not be dealing with
countably infinite state spaces in this chapter.

5.4.3 Markov Chains of Order m

Definition 5.2 ([12]). A discrete-time random process X = {X1,X2, . . .} is a Markov
chain of order m if:

Pr(Xn=xn | Xn−1=xn−1, . . . ,X1=x1) = Pr(Xn=xn | Xn−1=xn−1, . . . ,Xn−m=xn−m)

for any integer n≥ m.

In our variable-threat application, the size of m is determined by the security
policies of the TM system: when the threat level is high, the value of m should be
raised; whereas for low threat levels m can be lowered. Additionally, m is influenced
by the resources currently accessed by the user.

For Markov chains of order m, we can use the transition n-step probability given
by Eq. (5.2) to compute the temporal Markov distribution Pr(Xt) for the system
states at time t, given an initial distribution Pr(X1). Markov chains of order m are
best modeled by Turing machines, since they require the use of memory tape.
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Table 5.2 A toy-example of a server-based Markov profiler for the day-to-day
activity of a user

Today’s period of most activity
Morning Afternoon Evening Late night

Yesterday’s
period of
most activity

Morning 0.5 0.3 0.1 0.1
Afternoon 0.6 0.2 0.1 0.1
Evening 0.3 0.2 0.2 0.3
Late night 0.1 0.3 0.2 0.4

In Table 5.2 we illustrate a toy example of a basic server-based Markov chain
that profiles the day-to-day activity of a user. For this example the state space is:

S = {Morning, Afternoon, Evening, Late Night}.

The values in the matrix correspond to transition probabilities for the periods of
most activity. For example,

p(afternoon, morning) = Pr(Xn=Morning | Xn−1=Afternoon) = 0.6,

means that the probability that the user interacted the most during the morning given
that the previous day the user interacted the most in the afternoon is 0.6. While
this example is not immediately useful for network security, it demonstrates how
Markov chains model normal behavior.

5.4.4 The Markov Evolution Function

For dynamic Markov chains, the transition probabilities are updated by an evolution
function upon an observed state change. Any state change can trigger the evolution.
In our model evolution is triggered after a variable length time interval, and the
previous process state is saved in a log so that it can be restored should the new
profile prove problematic. This interval and the evolution function are crucial in
maintaining the accuracy of a Markov analyzer.

The evolution of the process for a 1-step transition is given by:

Pr(X1=x j) = ∑
xr∈S

pr jPr(X0=xr),

in terms of the earlier transition probabilities, where pr j is the probability that the
next state will be x j given that the previous state was xi . For an n-step transition we
use the transition probabilities in Eq. (5.2).

Markov chains are commonly described by directed graphs in which the edges
are labeled by the probabilities of going from one state to the other states. The
following result is given without further discussion, to support our case for Markov
profiling [17]:
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Theorem 5.1. Non-decomposable, aperiodic, Markov chains typically converge to
a fixed profile. That is,

lim
n→∞

p(n)ij = qij,

regardless of the initial probability distribution.

This property is proven in [32].

5.4.5 Hidden Markov Models

Hidden Markov models (HMM) are Markov processes for which an observed
event (output) depends on an unobserved or hidden state. Each hidden state has
a probability distribution over the possible output events. Thus a chain of events
generated by a HMM gives some information about the sequence of states.

Many researchers use Hidden Markov models for a vast range of behavioral
analysis, such as speech [34], handwriting, music, networks, etc. [16, 20]. HMM
capture processes in which hidden actions result in observable events. They can
be considered as a special case of Markov chain processes. However with Markov
processes there is no hidden state information, so the task of understanding and
interpreting observed information is much easier. In particular Markov processes
require fewer parameters to be setup, thus simplifying the training phase.

5.4.6 Bayesian Inference

Bayesian inference is a method by which some observation or evidence is used to:
(a) calculate the probability that a hypothesis regarding an event may hold true with
a degree of confidence, and (b) update the previously calculated probability for the
event [12, 32, 40].

For anomaly detection applications, Bayesian inference describes the use of
a learned or prior probability over a hypothesis, to determine the chance that
hypothesis holds true given observed events. Specifically, for our applications the
hypothesis is that the behavior of the entity generating the event is either normal or
anomalous. The chance of the hypothesis holding true given the observed events and
the prior probability, is termed the posterior probability of the hypothesis [12, 40].
This can also be seen as the confidence that the Bayesian application has in the given
hypothesis.

Following the calculation of the posterior probability of the hypothesis, the prior
probability is updated by using the following formula:

Pr[Hj|X ] =
Pr[X |Hj]Pr[Hj]

Pr[X ]
,
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where:

• Hj refers to hypothesis j;
• X refers to the observed event;
• Pr[X |Hj] refers to the conditional probability of X occurring when Hj is true;
• Pr[X ] refers to the a priori probability of observing X under all hypothesis, as

given by the following:

Pr[X ] = Pr[X |H1]Pr[H1] + . . . + Pr[X |Hn]Pr[Hn].

One can model an access control system by a stochastic finite state machine
F with state set S = {s j}. A Bayesian behavior model for anomaly detection is
captured by the triple:

< S ,P ,T >,

where P = {Pr(s j|si), si,s j ∈ S} is the set of transition probabilities and T a
set of thresholds for the transition probabilities (used to determine anomalous
behavior). In any realization of the system, the transition probabilities can only be
approximated over a learning period, and then used for future behavior analysis,
which will involve the thresholds in T .

With this approach the Bayesian analyzer averages out over time the transient
probabilities and then compares the average with the sampled behavior using the
thresholds to decide whether the system behavior (or client behavior, if the analysis
focuses on clients) is anomalous.

Without a prior probability updater, the Bayesian analyzer can be quite crude in
its decisions, in the sense that actual behavior is compared with a fixed expected
“normal” behavior. In fact any statistical method that is static will fail to adapt to
changes in network behavior, and thus grow inaccurate.

5.4.7 Principal Component Analysis

Principal Component Analysis (PCA) is a mathematical procedure that is used to
identify the principal feature among several features of an observed event [19]. It
uses a linear orthonormal mapping to transform observations of selected features
(trials) to a new coordinate system for which, the first coordinate describes the
feature with the greatest variance—called the principal component.

We briefly describe this procedure for the case when m features of an event are
monitored and there are n trials (measurements taken). Let X be a mean-centered
m× n data set (matrix) whose rows correspond to the features and whose columns
correspond to trials. The entries of X are the trial values. The covariance of the data
set X is:

cov(X) =
1

n− 1
XXT .
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cov(X) is a symmetric m×m matrix whose (i, j)-th entry is the covariance between
the i-th and j-th features when i �= j, and the variance of the i-th feature when i = j.
The constant 1

n−1 is for normalization. The goal of PCA is to find an orthogonal
transformation that diagonalizes cov(X).

Let A = XXT. A is a symmetric m×m-matrix with r ≤ m orthonormal eigenvec-
tors,2 where r is the rank of A. If r < m, then we select a further (m−r) orthonormal
vectors from the nullspace3 null(A) of A to get an orthonormal basis,

v1,v2, . . .vr, . . . ,vm

with corresponding eigenvalues

λ1,λ2, . . . ,λr, . . . ,λm[43].

We order the orthonormal basis so that the eigenvalues have decreasing order, with
λ1 the largest. Note that the last (m− r) eigenvalues are 0 because they correspond
to eigenvectors in the null space of A. Let

P =

⎡
⎢⎣

v1
...

vm

⎤
⎥⎦

be the matrix with rows the orthonormal eigenvectors. P is an orthonormal matrix
(that is PPT = I, and det(P) = 1). We shall show that the mapping P diagonalizes
the covariance. Suppose that P takes X into Y = PX . Then,

cov(Y ) =
1

n− 1
YY T =

1
n− 1

(PX)(PX)T =
1

n− 1
P(XXT )PT =

1
n− 1

PAPT ,

which is a diagonal matrix because its non-diagonal entries are:

1
n− 1

(vi A)vT
j =

1
n− 1

λi(vi ·v j) = 0.

This solves the PCA problem: the principal component of the data set X is the
eigenvector v1.

Another algebraic solution for the PCA problem can obtained by using the
singular value decomposition (SVD). We do not discuss this procedure here because
it is more mathematically involved, and refer the reader to [19].

2Vectors u,v are orthonormal if u · v = δij, where δij is 1 for i = j and 0 otherwise. The vector
u �= 0 is an eigenvector of A if: uA = λuu, where λu is a constant called the eigenvalue of u.
3null(A) = {x ∈ A|xA = 0}. The dimension of null(A) is (m− r) [43].
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PCA is a powerful tool for analyzing statistical data. However it is computation-
ally expensive, prohibitively so for real-time anomaly detection. For dynamic TM
applications it is used to initialize the selection of the most significant features of
statistical profilers, and then for resetting these features at given intervals.

5.5 Understanding Network Profiling

In Sect. 5.3 we presented a dynamic Trust Management infrastructure T MΘ that
uses a graduated response mechanism to protect system resources by monitoring
anomalous behavior and temporarily disrupting granted accesses to mitigate system
risks. In this section we consider two network application scenarios and show how
these can be secured by using such a dynamic TM infrastructure.

5.5.1 Scenario A: Defending an Enterprise Network Against
Insider Privacy Attacks

Recent high profile data leaks caused either by malicious insiders on closed
networks, or by foreign based hackers have forced an enterprise/agency to deploy
countermeasures to such attacks. In our first example we consider such a scenario
and describe a graduated response threat management mechanism to secure it.

Operational environment. The network is set up so that security-critical resources
(intelligence, banking info, etc.) are centralized on server clusters. Network ad-
ministrators and security personnel have a reasonable level of physical access to
network machines, to prevent tampering. Login requires strong authentication and
access to resources is secured by providing the necessary credentials. A well defined
Role-Based Access Control model is used and users are grouped into permission
categories.

The approach. A role based dynamic TM model is established to monitor the
behavior of users and groups of users (with the same role) with similar behavior,
and establish a profile. For each user and profiled group a threat level is established.
The threat levels operate independently, while the profiles evolve simultaneously.

The chief security officers have decided that two features, when analyzed,
correlate strongly with various simulated leak attacks:

Feature 1A. The resource download/access rate from the server(s) of users.
Feature 2A. The client-side operating-system-call activity of users.

To defend the system against privacy attacks that exploit these features, two discrete-
time Markov profilers are used. The first one monitors the file access behavior of a
user, while the second one monitors the system-call activity rate of the user.
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Table 5.3 A Markov profiler
for monitoring a user’s file
access rate behavior with the
server(s)

Current file access rate
x1 x2 . . . xn

Previous file
access rate

x1 p1,1 p1,2 . . . p1,n

x2 p2,1 p2,2 . . . p2,n
...

...
...

. . .
...

xn pn,1 pn,2 . . . pn,n

Table 5.4 A Markov profiler
for monitoring the client-side
operating-system-call activity
of a user

Current operating system call
y1 y2 . . . ym

Previous
operating
system call

y1 p1,1 p1,2 . . . p1,m

y2 p2,1 p2,2 . . . p2,m
...

...
...

. . .
...

ym pm,1 pm,2 . . . pm,m

Table 5.3 illustrates a profiler for the file access rate behavior of a user with
the server(s), and addresses Feature 1A. In this table the values, x1,x2, . . . ,xn are the
possible rate-based events. For example x1 can be 0–5 files per time-frame. Profiling
for Feature 1A is server based.

Table 5.4 illustrates a profiler for the client-side operating-system-call activity
of a user, and addresses Feature 2A. In this table y1,y2, . . . ,ym are the monitored
system calls. For example y1 can be mmap(), y2 can be open(), and so on. Various
implementations of system-call monitoring applications are presented in [14]. The
system does not profile every possible system call, and instead is limited to relevant
system calls. Profiling for Feature 2A is client based and can be automatically
coordinated by the operating system.

A training period is necessary for each profile, during which the users of each
role are monitored, profiles are formed, and anomaly detection thresholds are
established. Both feature profiles are discrete-time Markov chains and sampling is
performed on a fixed time interval.

Alternatively a Hidden Markov model can be established to infer between normal
and malicious users. The HMM identifies possible malicious users by checking the
covariance between the two feature profiles and becomes high, in conjunction with
anomalous readings from both features.

Threat level control. The TLC is responsible for processing the anomaly analyzer
readings for both features. Thus it is configured to increase the threat level dial
towards t θraise when both features read anomalously, because of their correlation.
Normal events decrease the dial towards t θlower .

Policy selection. A key to effective graduated response lies within the overlying
policy. In this scenario many policies are possible, but we will discuss the appli-
cation of Rollback Access (Sect. 5.3.5) and Equivocated Sanitization (Sect. 5.3.6).
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Rollback Access here can penalize a user by one clearance level, per threat level past
the initial θ0. It is triggered by raising the threat level and will cause an authorized
file access/interaction to be barred/suspended (as explained in Table 5.1).

Equivocated Sanitization (ES) is applicable only for text-based resources, and
when triggered causes controlled data sanitization and automated redaction. The
key implementation issue here is the disengage mechanism, which differs if the
mechanism is intended to be kept secret from the user base (which is unlikely to
fool users for long), or publicly acknowledged as a countermeasure for malicious
insiders. In the former case, the supervisor is responsible for the timing of the
ES mechanism disengage (replacing the ES-manipulated documents in the user’s
possession with the genuine version); however, when the threat level subsides, ES
will partially-disengage. In partial-disengage, ES will cease manipulating files but
leave manipulated documents untouched. In the latter case when ES is publicly
acknowledged, ES can be fully-disengaged automatically by the threat level layer.

5.5.2 Scenario B: Defending an Open Network Against Insider
Privacy Attacks

This is based on a scenario discussed in [7]. The U.S. President through the
Department of Homeland Security (DHS) and the Office of the Director of National
Intelligence (DNI) have established a policy where counter-terrorism information
is to be shared to the greatest extent possible. The point of the policy is to
ensure that all participants in the national counter-terrorism effort are provided
the most accurate and current information available. Meanwhile non-governmental
organizations (NGOs) that are involved in a stabilization and humanitarian relief
efforts in Orange Land are also provided with reasonable access to intelligence in
order to safely avoid insurgent territory, recent improvised explosive device (IED)
sightings, and firefight-prone areas. The Orange Land government is generally pro-
west, but there are at least two factions within the government that have ties to
terrorist organizations through their rhetoric and tribal affiliations.

Military and government networks need to be able to automatically facilitate such
rapid information sharing of fresh intelligence without sacrificing the traditional
adherence to the need-to-know information sharing policy.

Operational environment. A tactical wide area network is in place to support
mission-critical information sharing. Resources such as recent IED maps, insurgent
activity maps, and safe travel routes are provided on a need-to-know basis. Full
disclosure of all resources is not permitted, as NGO personnel might have ties
with insurgent or terrorist forces. The military provides time-lines for general NGO
operations in order to ensure that non-military efforts are not caught up in military
operations, that could result in casualties. Military liaison(s) are typically stationed
at each NGO operational headquarters/network to ensure the prevention of physical
tampering, unauthorized data sharing, and any other security-policy violations.
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Table 5.5 A Markov profiler
for monitoring a user’s access
rate behavior to files of type Z

Current access rate to files
of type Z
z1 z2 . . . zn

Previous access
rate for files of
type Z

z1 p1,1 p1,2 . . . p1,n

z2 p2,1 p2,2 . . . p2,n
...

...
...

. . .
...

zn pn,1 pn,2 . . . pn,n

Table 5.6 A Markov profiler
for monitoring a user’s
quantity access behavior to
file type Z

Current quantity access for
files of type Z
w1 w2 . . . wm

Previous quantity
access for files of
type Z

w1 p1,1 p1,2 . . . p1,m

w2 p2,1 p2,2 . . . p2,m
...

...
...

. . .
...

wm pm,1 pm,2 . . . pm,m

Paramount to the success of the information sharing operation is the trust
established between all organizations that information would be available to each
group but that groups would not share between themselves the information. Thus
an information channel is established for each organization that prevents cross-talk,
yet allows for coordinated efforts.

The approach. The decision is to use a dynamic threat based TM infrastructure for
the Orange Land government as well as for those NGOs that are overtly sympathetic
to the insurgents. This system adaptively monitors the resource access behavior of
users in NGOs, and establishes profiles. For each user, and role of users that share
behavior profiles, a threat level is determined. The Military have decided that two
features, when analyzed, correlate strongly with various simulated target-gathering
attacks:

Feature 1B. The access rate of targeted files by users.
Feature 2B. The quantity of targeted files accessed by users.

Since the attacks target specific file types, such as IED maps, insurgent maps,
safe-route maps, etc., Markov profilers are used to monitor user behavior for
each file type and each feature. The profilers will provide targeted information-
gathering, which is forensically useful for pinpointing malicious insiders within
trusted organizations. Profiles can be templated beforehand, given the similarity
between user roles within NGO operations, reducing deployment time for the
network.

Table 5.5 illustrates a typical profiler for monitoring access rates of files of a
given type Z. The values z1,z2, . . . ,zn are the possible rate based events. For example
z1 can be 0–5 files per time-frame. Profiling for Feature 1B is server based. Table 5.6
illustrates a profiler for monitoring the quantity of files of type Z accessed by a user,
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Fig. 5.2 A threat level
structure for Scenario B:
when the threat level in
Orange Land is severe (θ̄red)
then access in that domain is
restricted to “vanilla”, while
in Home Land it is less
restrictive (θblue)

and addresses Feature 2B. In this table w1,w2, . . . ,wm are the monitored quantities
of files of type Z accessed by a user. For example w1 can be 0–10 files accessed over
a given time period. Profiling for Features 2A, 2B is server based.

As in the previous scenario a training period is needed to establish the access
rate/quantity of targeted file types by users. During this period profiles are formed
and anomaly detection thresholds are established. Sampling is performed on a fixed
time interval.

Threat level interaction. The threat level controller (TLC) is responsible for
processing the anomaly analyzer readings for both features. Thus it is configured to
increase the threat level towards t θraise when both features read anomalously, because
of their correlation. Anomalies from single features move the dial positively to a
lesser extent. Meanwhile, normal events move the threat level dial negatively.

In Fig. 5.2 we illustrate the flows of a threat level structure Θ appropriate for
Scenario B. Θ is a partially ordered set with two linear suborders corresponding to
the domains Home Land and Orange Land, respectively. Each domain has its own
threat level, θhl, θol , respectively, and the threat flows are linked by the requirement
that:

θ̄ol � θ̄yel ⇒ θhl � θblu.

That is, when the threat level in Orange Land is “elevated” then in the U.S. the threat
level must be “guarded”, or higher.

Policy selection. In this scenario Rollback Access (RA) control is most applicable.
RA here may penalize a user by one clearance level, per threat level past the initial
θ0. It is triggered when the threat level is raised, and will suspend access to resource
that are at risk.

Conceptually, when users significantly deviate from the normal behavior for
users of that role, the system engages in graduated response via the threat level
rising. In this scenario, users attempting to download significantly more files than
is typical for their role will trigger this defense mechanism, effectively enforcing
the traditional need-to-know policy. This mechanism can disengage automatically
when the threat level subsides, at the end of the current intelligence cycle, or after a
fixed interval (e.g., 24 h). Should a sufficient number of users from any single NGO
trigger threat level increases, it is possible to raise the network’s threat level for the
entire domain of that NGO—reflecting an overall decrease in trust.
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5.6 Conclusion

In this chapter we presented a dynamic TM infrastructure for network profiling that
will resist insider attacks and 0-day attacks. We discussed a threat level control
architecture designed for graduated security mechanisms such as Rollback Access
and Equivocated Sanitization. These mechanisms are geared towards combating and
mitigating damage caused by insider attacks through the use of network profiling,
and filtering out significant anomalies that are that are more likely to indicate a
potential threat, from the static-like anomalies.

We also discussed the mathematical tools needed to capture network profiling
and graduated response mechanisms that respond dynamically to insider threats and
0-day attacks.

Finally we presented two network application scenarios involving insider attacks
and described a dynamic TM infrastructure, its profilers and a threat level control-
ling mechanism, that will tolerate such attacks.

Acknowledgements This material is based in part upon work supported by the National Science
Foundation under Grant No. DUE 1027217.

References

1. M. Abadi, M. Burrows, B. Lampson, and G. Plotkin. A calculus for access control in distributed
systems. In Advances in Cryptology - CRYPTO ’91: 11th Annual International Cryptology
Conference, pages 1–23. LNCS 576, 1991.

2. A. W. Appel and E. W. Felten. Proof-carrying authentication. In 6th ACM conference on
Computer and Communications Security. ACM, 1999.

3. D. Balfanz, D. Dean, and M. Spreitzer. A security infrastructure for distributed Java applica-
tions. In 21st IEEE Symposium on Security and Privacy, 2000.

4. David Elliott Bell and Leonard J. La Padula. Secure Computer Systems: Mathematical
Foundations. Technical report, MITRE Corporation, Bedford, Mass, 1973. MTR-2547.

5. M. Blaze, J. Feigenbaum, and A. D. Keromytis. KeyNote: Trust management for public-key
infrastructures. 1999.

6. M. Blaze, J. Feigenbaum, and J. Lacy. Decentralized trust management. In Security and
Privacy, 1996. Proceedings., 1996 IEEE Symposium on, pages 164–173, may. 1996.

7. Mike Burmester, Prasanta Das, Martin Edwards, and Alec Yasinsac. Multi-domain Trust
Management in Variable Threat Environments Using rollback-access. In Proc. Military
Communications Conference (MILCOM 2008). IEEE, 2008.

8. Mike Burmester, Prasanta Das, Martin Edwards, and Alec Yasinsac. Multi-domain Trust
Management in Variable Threat Environments—a user-centric model. In Proc. Military
Communications Conference (MILCOM 2009). IEEE, 2009.

9. Yang-Hua Chu, Joan Feigenbaum, Brian LaMacchia, Paul Resnick, and Martin Strauss.
REFEREE: trust management for Web applications. Computer Networks and ISDN Systems,
29(8–13):953–964, 1997. Papers from the Sixth International World Wide Web Conference.

10. D.E. Denning. An Intrusion-Detection Model. In IEEE Transactions on Software Engineering,
volume 13, Issue:2, pages 222–232, Februrary 1987.

11. D. Endler. Intrusion detection Applying machine learning to Solaris audit data. In Proceedings
of the Computer Security Applications Conference, 1998.



5 Dynamic Trust Management: Network Profiling for High Assurance Resilience 115

12. W. Feller. An Introduction to Probability Theory and its Applications. John Wiley & Sons,
1968.

13. D.F. Ferraiolo and D.R. Kuhn. Role Based Access Control. In 15th National Computer Security
Conf, pages 554–563, Oct 13–16. 1992.

14. Stephanie Forrest, Steven Hofmeyr, and Anil Somayaji. The Evolution of System-Call
Monitoring. In ACSAC ’08: Proceedings of the 2008 Annual Computer Security Applications
Conference, pages 418–430, Washington, DC, USA, 2008. IEEE Computer Society.

15. Stephanie Forrest, Steven A. Hofmeyr, Anil Somayaji, and Thomas A. Longstaff. A Sense of
Self for Unix Processes. In SP ’96: Proceedings of the 1996 IEEE Symposium on Security and
Privacy, page 120, Washington, DC, USA, 1996. IEEE Computer Society.

16. Sachin Shetty Gayathri Shivaraj, Mia Song. A Hidden Markov Model Based Approach to
Detect Rogue Access Points. In Military Communications Conference, 2008. MILCOM 2008.
IEEE, pages 1–7, Piscataway, NJ, USA, 2008. IEEE.

17. Gary D. Hachtel, Enrico Macii, Abelardo Pardo, and Fabio Somenzi. Markovian Analysis of
Large Finite State Machines. IEEE Transactions on CAD, 15:1479–1493, 1996.

18. Amir Herzberg, Yosi Mass, Joris Michaeli, Yiftach Ravid, and Dalit Naor. Access Control
Meets Public Key Infrastructure, Or: Assigning Roles to Strangers. Security and Privacy, IEEE
Symposium on, 0:2, 2000.

19. I. T. Jolliffe. Principal Component Analysis. Springer Series in Statistics, 2002.
20. Shrijit S. Joshi and Vir V. Phoha. Investigating hidden Markov models capabilities in anomaly

detection. In ACM-SE 43: Proceedings of the 43rd annual Southeast regional conference, pages
98–103, New York, NY, USA, 2005. ACM.

21. Y. F. Jou, F. Gong, C. Sargor, S. F. Wu, H.C. Chang, and F. Wang. Design and Implementation
of a Scalable Intrusion Detection System for the Protection of Network Infrastructure. In
DARPA Information Survivability Conference and Exposition, 2000.

22. Justin Lewis Balthrop. RIOT: A Responsive System for Mitigating Computer Network
Epidemics and Attacks. Master’s thesis, University of New Mexico, 2005.

23. Micki Krause and Harold F. Tipton. Handbook of Information Security Management. CRC
Press LLC, Auerbach Publications, 1997.

24. Mihails Kulikovs and Ernests Petersons. Real-Time Traffic Analyzer for Measurement-Based
Admission Control. Advanced International Conference on Telecommunications, 0:72–75,
2009.

25. B. Lampson, R. Rivest, B. Thomas, and T. Ylonen. SPKI Certificate Theory. 2007.
26. Ninghui Li, Benjamin N. Grosof, and Joan Feigenbaum. Delegation logic: A logic-based

approach to distributed authorization. ACM Trans. Inf. Syst. Secur., 6(1):128–171, 2003.
27. Ninghui Li and John C. Mitchell. RT: A Role-based Trust-management Framework, 2003.
28. P. G. Neumann and P. A. Porras. Experience with EMERALD to Date. In 1st SENIX Workshop

on Intrusion Detection and Network Monitoring, 1999.
29. NIST. Guide to Intrusion Detection and Prevention Systems (IDPS) . Recommendations of

the National Institute of Standards and Technology. Special Publication 800–94, Gaithersburg,
MD. February 2007.

30. NIST. A survey of access control models. Technical report, 2009.
31. OASIS. Oasis extensible access control markup language (xacml) tc, 2010. Developed by the

P1363 Working Group.
32. E. Parzen. Stochastic Processes. Holden-Day, 1962.
33. Vern Paxson. Bro: a system for detecting network intruders in real-time. Computer Networks,

31(23–24):2435–2463, 1999.
34. Lawrence R. Rabiner. A tutorial on hidden markov models and selected applications in speech

recognition. In Proceedings of the IEEE, pages 257–286, 1989.
35. W. O. Redwood. APECS: A Dynamic Framework for Preventing and Mitigating Theft, Loss,

and Leakage of Mission Critical Information in Trust Management Networks. Master’s thesis,
Florida State University, FL, USA, 2010.



116 M. Burmester and W.O. Redwood

36. W. O. Redwood and M. Burmester. Markov anomaly modeling for Trust Management in
variable threat environments. In ACM-SE 2010: Proceedings of the 48th annual Southeast
regional conference, New York, NY, USA, 2010. ACM.

37. R. L. Rivest and B. Lampson. SDSI A simple distributed security infrastructure. http://theory.
lcs.mit.edu/cis/sdsi.html., 1996.

38. Ronald L. Rivest. Chaffing and Winnowing: Confidentiality without Encryption. Technical
report, MIT Lab for Computer Science, March 18 1998.

39. R. Sandhu, E.J. Coyne, H.L. Feinstein, and C.E. Youman. Role-Based Access Control Models.
In IEEE Computer (IEEE Press) 29, pages 38–47, August 1996.

40. S. Scott. A Bayesian paradigm for designing intrusion detection systems. Computational
Statistics and Data Analysis, 2003.

41. R. Sekar, A. Gupta, J. Frullo, T. Shanbhag, A. Tiwari, H. Yang, and S. Zhou. Specification-
based anomaly detection: a new approach for detecting network intrusions. In Proceedings of
the 9th ACM conference on Computer and communications security, CCS ’02, pages 265–274,
New York, NY, USA, 2002. ACM.

42. E. H. Spafford. Virus. Encyclopedia of Software Engineering, 1994.
43. G. Strang. Linear Algebra and its Applications. Thomson Learning, 1988.
44. Stephen Weeks. Understanding Trust Management Systems. In SP ’01: Proceedings of the

2001 IEEE Symposium on Security and Privacy, page 94, Washington, DC, USA, 2001. IEEE
Computer Society.

45. Nong Ye. A Markov Chain Model of Temporal Behavior for Anomaly Detection. In Proceed-
ings of the 2000 IEEE Workshop on Information Assurance and Security, pages 171–174.
IEEE, 2000.

46. P. Zimmerman. The Official PGP User’s Guide. MIT Press, Cambridge, 1995.

http://theory.lcs.mit.edu/ cis/sdsi.html
http://theory.lcs.mit.edu/ cis/sdsi.html


Chapter 6
Security Issues in Link State Routing Protocols
for MANETs

Gimer Cervera, Michel Barbeau, Joaquin Garcia-Alfaro,
and Evangelos Kranakis

Abstract In link state routing networks, every node has to construct a topological
map through the generation and exchange of routing information. Nevertheless,
if a node misbehaves then the connectivity in the network is compromised. The
proactive Optimized Link State Routing (OLSR) protocol has been designed
exclusively for Mobile Ad Hoc Networks (MANETs). The core of the protocol is
the selection of Multipoint Relays (MPRs) as an improved flooding mechanism for
distributing link state information. This mechanism limits the size and number of
control traffic messages. As for several other routing protocols for MANETs, OLSR
does not include security measures in its original design. Besides, OLSR has been
extended to address a number of problems in MANETs. For example, Hierarchical
OLSR (HOLSR) has been proposed to address scalability and Multipath OLSR
(MP-OLSR) to address fault tolerance. However, these OLSR extensions can be
affected either by inheriting or adding new security threats. In this chapter, we
present a review of security issues and countermeasures in link state routing
protocols for MANETs.

6.1 Introduction

The design of a secure and efficient routing protocol for Mobile Adhoc Networks
(MANETs) is a challenging problem. Routing protocols proposed for MANETs
assume a trusted and cooperative environment. Therefore, several mechanisms to
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enhance security in MANETs have been proposed. The proactive Optimized Link
State Routing (OLSR) [10] protocol has been designed exclusively for MANETs.
The core of the protocol is the concept of Multipoint Relay (MPR). A valid MPR
set, is defined as a subset of one-hop neighbors, such that all two-hop neighbors
are covered through at least one node in the MPR set. In OLSR, every node has to
select a valid MPR set. This mechanism allows to flood the network with control
traffic information. OLSR comprises Hello and Topology Control (TC) messages.
Every node periodically generates Hello messages. Within each Hello message a
node reports its one-hop neighbors. Receiver nodes learn about its one and two hop
neighbors. TC messages are used to discover nodes at more than two hops away. TC
messages are generated and retransmitted exclusively by the MPRs. Unlike other
link state routing protocols (e.g., OSPF [24]), the MPRs report partial link state
information. Therefore, the MPR mechanism reduces the size and amount of control
traffic information flooded in the network.

OLSR is defined in RFC 3626 [10]. A second version of the protocol, i.e.,
OLSRv2, is presented by Clausen et al. as an Internet-Draft in [11]. OLSRv2
implements the same basic mechanisms and algorithms for distributing control
traffic (i.e., MPR-based flooding). As many other routing protocols for MANETs,
OLSR and OLSRv2 are not secure by design. The selection of the MPRs and
exchange of topology control information are important vulnerability targets. In
this context, a malicious node is defined as a node that interrupts the flooding of
control traffic information or does not obey the rules of the protocol. The terms:
malicious, misbehaving, attacker and intruder are equivalent. Therefore, several
authors proposed countermeasures to prevent or mitigate security threats in link state
routing protocols for MANETs. For instance, in [2, 25, 26], Raffo et al., reviewed
vulnerabilities in OLSR. In [16,17], Clausen et al., studied security risk in OLSRv2.
The authors proposed cryptographic mechanisms to enhance: integrity, confidential-
ity, reliability and service availability (fault-tolerance). Countermeasures to secure
OLSR can be classified in two categories: cryptographic mechanisms to avoid
impersonation or replay attacks, and Intrusion Detection Systems (IDS) [2] to
prevent altered information from an authenticated node. Nevertheless, cryptographic
models are challenging because in MANETs there is no centralized authority. The
network performance drops due to additional computation. Reputation models or
IDS mechanisms are designed to detect malicious behavior. Nevertheless, they in-
crease the network traffic and need time to detect misbehaving nodes. Additionally,
when a malicious behavior is detected, an efficient method to report untrusted nodes
is needed. Moreover, flooding disruption [8] attacks can be perpetrated in networks
with cryptographic capabilities. For instance, if a node refuses to retransmit TC
messages on behalf of other nodes (e.g., to save energy), then the connectivity
is disrupted.

In this chapter, we present a review of security issues in OLSR networks, existing
solutions and our proposed countermeasures. In addition to OLSR, we review the
Hierarchical OLSR (HOLSR) [30] protocol proposed by Villasenor et al. to address
scalability and the Multipath OLSR (MP-OLSR) [33–36], proposed by Yi et al., to
address security, fault tolerance and reliability. This chapter is based on the work
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presented in [7–9]. In [7], we analyzed the effect of control traffic attacks in OLSR
networks and the selection of MPR sets with additional coverage to mitigate their
effect. The MPR selection with additional coverage is presented in RFC 3626 [10],
we name it k-Covered-MPR selection. However, additional coverage reduces the
performance of the network due to additional control traffic information (i.e., TC
messages). We proposed a k-Robust-MPR selection. In a k-Robust-MPR selection a
node selects, when possible, k+ 1 disjoint MPR sets to guarantee that even if k of
the selected MPR sets become invalid, the remaining set is still a valid MPR set. Our
proposed MPR selection offers equivalent protection against control traffic attacks
but reducing the overhead generated by additional control traffic information.

In [8], we presented a taxonomy of flooding disruption attacks and their effect
in HOLSR networks. HOLSR uses TC messages for intra-cluster communications
and implements Hierarchical TC (HTC) messages for inter-cluster communications.
HOLSR implements the MPR flooding mechanism for distributing control traffic
information. HTC messages are flooded exclusively by the MPRs. Therefore,
the inter-cluster communications are also affected by flooding disruption attacks.
In [8], we proposed to mitigate the effect of the attacks against HTC messages by
selecting MPR sets with additional coverage (i.e., k-Robust-MPR and k-Covered-
MPR selections). Additionally, the cluster formation phase in hierarchical OLSR
networks can be disturbed. In [9], we presented an algorithm based on hash chains
to enforce the cluster formation phase in HOLSR networks. In HOLSR, Cluster
ID Announcement (CID) messages are implemented to organize the network in
clusters. A misbehaving node may maliciously alter mutable fields (e.g., hop count)
in CID messages to unbalance the distribution of nodes in clusters. Our solution
allows a node to detect and discard invalid CID messages. Our algorithm can be
implemented in other hierarchical approaches that use messages with mutable fields
to organize the network in clusters. Finally, we analyze vulnerabilities in multipath
OLSR-based networks. MP-OLSR is based on the MPR flooding mechanism to
distribute control traffic information in the network. The construction of multiple
paths in MP-OLSR has two phases: topology discovery and route computation. In
the first phase, the nodes obtain information about the network topology through
the exchange of Hello and TC messages. In the second phase, the nodes compute
multiple paths to a particular destination in the network based on the information
gathered during the first phase. These two phases are affected by flooding disruption
attacks. Additionally, MPRs report partial link state information. Therefore, MP-
OLSR nodes only acquire a partial view of the network. We analyze how the
construction of multiple paths in MP-OLSR networks is affected by flooding
disruption attacks and incomplete view of the network topology.

We describe different link state routing protocols for MANETs, their specific
vulnerabilities and proposed countermeasures. The chapter is organized as follows:
in Sect. 6.2, we review the OLSR protocol, flooding disruption attacks and related
work. HOLSR, other OLSR-based hierarchical approaches and their vulnerabilities
are described in Sect. 6.3, MP-OLSR and its security risks are presented in Sect. 6.4
and finally, Sect. 6.5 concludes the chapter.
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6.2 Optimized Link State Routing (OLSR)

This section presents an overview of the OLSR protocol and its vulnerabilities.
OLSR is a proactive routing protocol designed for MANETs. The core of the
protocol is the selection, by every node, of MPRs among their one-hop neighbors.
The MPR set is selected such that all two-hop neighbors are reachable through at
least one MPR. Figure 6.1 compares the MPR mechanism and classical flooding. In
Fig. 6.1a, control traffic information is retransmitted by all the one-hop neighbors. In
Fig. 6.1b, control traffic information is retransmitted exclusively by the MPRs. This
optimization improves the network performance by reducing the size and number of
control traffic messages in the network. OLSR is defined in RFC3626 [10]. A second
version of the protocol, i.e., OLSRv2, is presented by Clausen et al. in an Internet-
Draft [11]. OLSRv2 uses and extends: the MANET Neighbor Discovery Protocol
(NHDP) [14], RFC5444 – Generalized MANET Packet/Message Format [15],
RFC5497 – Representing Multi-Value Time in MANETs [12] and RFC5148 – Jitter
Considerations in MANETs [13] (optional). These protocols were all originally
created as parts of OLSRv2, but have been specified separately for wider use.
OLSRv2 retains the same basic mechanisms and algorithms for distributing control
traffic (i.e., MPR-based flooding) but provides a more efficient signaling framework
and implements some message simplifications.

OLSR nodes flood the network with link state information messages. The link
state information is constructed by every node and involves periodically sending
Hello and TC messages. This information is used to determine the best path to every
destination in the network. Due to the proactive nature, the routes are immediately
available when needed. The OLSR protocol is based on hop by hop routing, i.e.,
each routing table lists, for each reachable destination, the address of the next
node along the path to that destination. To construct a topology map, every node
implements a topology discovery mechanism leveraging the periodic exchange
of control traffic messages. Topology discovery includes: link sensing, neighbor
detection and topology sensing. In the first phase, every node populates its local
link information base (link set) and establishes communication with their symmetric
neighbors, i.e., nodes with bidirectional communication. This phase is exclusively
concerned with the OLSR interface addresses and ability to exchange packets
between such OLSR interfaces. During the neighbor detection phase, every node

a b

Fig. 6.1 MPR based
mechanism against the
classical flooding. Consider
gray nodes as the originators
of a TC message and black
nodes as MPRs. (a) Classical
flooding. (b) MPR
mechanism
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populates its neighborhood information base (i.e., one-hop and two-hop neighbor
set). The link sensing and neighbor detection phases are based on the periodic
exchange of Hello messages. Hello messages are solely transmitted to one-hop
neighbors. In every Hello message, the nodes report their one-hop neighbors. This
information allows every node to construct and maintain neighbor tables, as well
as to select its MPR set. In the neighbor table, each node records the information
about the one-hop neighbor link status (i.e., unidirectional, bidirectional or MPR),
with this information every node builds its MPR selector set, i.e., the neighbors that
selected that node as their MPR. OLSR detects and eliminates duplicate messages.
OLSR keeps track of recently received messages by using a duplicate table.
Therefore, when a message has been received and included in the duplicate table,
the payload is not examined and the message is automatically discarded.

Topology sensing is achieved through the exchange of TC messages. TC
messages are generated and retransmitted exclusively by the MPRs. TC messages
have a Time-to-Live (TTL) field that is decremented every time an MPR retransmits
the message. These messages allow each node to construct its topology table and
to declare its MPR selector set. A TC message contains the MPR selector set of its
originator. A node that has an empty MPR selector set does not send or retransmit
any TC message. An MPR forwards a message only if it comes from a node in its
MPR selector set (i.e., a source-dependant mechanism). This forwarding algorithm
is defined in RFC 3626 [10]. Using the information from TC messages, each node
maintains a topology table where each entry consists of:

• An identifier of a possible destination, i.e., an MPR selector in a TC message,
• An identifier of a last-hop node to that destination, i.e., the originator of the TC

message, and
• An MPR selector set sequence number [21].

It implies that a possible destination (i.e., an MPR selector) can be reached
through the originator of the TC message. If there is an entry in the topology
table whose last-hop address corresponds to the originator of a new TC message
and the MPR selector set sequence number is greater than the sequence number
in the received message, then the new message is discarded. Routing tables are
constructed using the information from the one-hop neighbor, two-hop neighbor
and topology tables.

OLSR implements two optional messages: Multiple Interface Declaration (MID)
and Host and Network Association (HNA). They are exclusively retransmitted by
the MPRs following the default forwarding algorithm defined in RFC 3626 [10].
MID messages are used to declare the presence of multiple interfaces on a
node. HNA messages are employed to inject external routing information into an
OLSR network and provide connectivity to nodes with non-OLSR interfaces (e.g.,
Internet). MID messages are implemented in a network with multiple interface
nodes. Additional information is necessary in order to map interface addresses
to main addresses. In OLSR, the main address is defined as the OLSR interface
address. A node with multiple interfaces must generate periodically MID messages
announcing all its interfaces to other nodes in the network. Thus, every node in an
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Table 6.1 Summary of control traffic messages in OLSR networks. MID and HNA messages
are optional

Messages Generated by Retransmitted by Reported information

Hello Every node N/A One-hop neighbors
TC MPRs MPRs MPR selector set
MID Nodes with more than one interface MPRs All available interfaces
HNA Nodes with external access MPRs External routing information

a
f

g

i
MPRs   Selector Set
a
b
f
g

b,c,f
a,e,f,d
a,b,h,g
f,i,

h

b
d

e

c

Fig. 6.2 Example of an
OLSR network

OLSR network will associate multiple interfaces to a node’s main address. Nodes
with just one interface do not generate MID messages and their main address is the
OLSR interface address. A node with several interfaces, where only one of them is
participating in an OLSR network must not generate MID messages. Upon receiving
a MID message, the information is stored in an Interface Association table. This in-
formation is used to construct the routing tables. When a node misbehaves and does
not retransmit TC, HNA or MID messages, the proper construction of the routing
tables is compromised. Table 6.1 presents all the messages implemented in OLSR.
In summary, the network topology discovery process is performed as follows:

1. First, every node periodically generates Hello messages to advertise itself and
establish bidirectional links with its one-hop neighbors. Hello messages are
not retransmitted. Figure 6.2 shows an example of an OLSR network. Node a
includes nodes b,c and f in its one-hop neighbor set after exchanging Hello
messages and establishing bidirectional links.

2. In subsequent Hello messages, every node reports its one-hop neighborhood.
Receiver nodes identify their two-hop neighbors and compute their MPR set.
In Fig. 6.2, nodes d,e,g and h are included in node a’s two-hop neighbor table.
Node a selects nodes b and f as its MPRs. Nodes a,b, f and g are selected as
MPRs.

3. Nodes report their MPR set within their following Hello messages. If the receiver
node was selected as an MPR, then it includes the sender node in its selector set,
e.g., node b includes a in its selector set.

4. Nodes with a non empty selector set periodically generate TC messages ad-
vertising all nodes within their selector set. TC messages are retransmitted
exclusively by the MPRs. To reach nodes more than two hops away, node a
depends on the TC messages generated by all the MPRs. For instance, node g
must periodically generate TC messages advertising its selector set, i.e., nodes f
and i. TC messages generated by node g are retransmitted exclusively by nodes
f , a and b.
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5. When a node receives a TC message, it includes the contained information in
its topology table. In Fig. 6.2, after receiving TC messages from node g, node a
identifies node g as the last hop to reach node i. Note that node b receives TC
messages from nodes a and f . However, node b stores the recently received TC
messages in its duplicate table and discards future copies of the same message.

6. Finally, routing tables are constructed using information from the one-hop and
two-hop neighbors and the topology table. Every node executes the Dijkstra’s
algorithm to obtain the shortest path to every other node more than two hops
away. For instance, to reach node i, node a constructs a path trough nodes f and
g. The shortest path to reach every other node in the network is always composed
by MPRs. For example, to reach node d, node i constructs a path composed by
nodes g, f and b.

7. Routing tables include the next node and number of hops to reach every other
node in the network. Node i stores in its routing table only the next hop to reach
node d (i.e., node g) and the number of hops (i.e., four hops). Thanks to the MPR
mechanism, the nodes are aware of every other node in the network but some
links are never advertised. For instance, node a never receives information about
the link between nodes h and i, or between nodes e and c.

8. Optionally, a node with more than one interface generates MID messages. A
node with access to an external network generates HNA messages. Information
contained in MID and HNA messages is loaded in routing tables.

6.2.1 Related Work

As many other routing protocols for MANETs, OLSR is not secure by design.
Vulnerabilities in OLSR have been studied extensively. For instance, in [2], Adjih
et al. present security risks in the OLSR protocol and countermeasures based on
cryptographic mechanisms to secure the protocol with or without compromised
nodes in the network. The authors claim that an efficient securing mechanism
should ensure the network integrity even when the network is subject to attacks that
interrupt the connectivity. In [16,19] Clausen and Herberg review security issues in
OLSRv2. The authors analyze the basic algorithms that constitute the OLSRv2, and
identify possible vulnerabilities and attacks.

Several authors have contributed with cryptographic mechanisms to secure
OLSR. Cryptographic mechanism are proposed to enforce: integrity, authentication
and confidentiality. Thus, public-key encryption is used for confidentiality, digital
signature for integrity of the messages and digital certificates for authentication.
However, the implementation of a Public Key Infrastructure (PKI) in MANETs
is difficult due to the lack of a central authority (CA). Additionally, the efficient
distribution of public and private keys is a challenging problem. Timestamps
are implemented with digital signatures to assure the freshness of the message.
However, time synchronization is difficult to achieve particularly in MANETs.
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According to Adjih et al. [2], a cryptographic capable node is a node that has
received valid keys to sign and verify messages. A misbehaving node can be also
a cryptographic capable node. For example, in Fig. 6.2, node g may decide not to
forward TC messages to node i or refuse to select an MPR set. In both cases, the
connectivity of the network is compromised. Intrusion Detection Systems (IDS)
are implemented to analyze malicious behavior in the network. However, once
a misbehaving node has been detected, an efficient reputation model is needed
to convey to other nodes the results observed by the IDS. In this chapter, we
focus on attacks that prevent a node to acquire a complete network topology map.
These attacks can be launched even in networks with cryptographic capabilities.
In Sect. 6.2.2, we review them more precisely. In the following, we present some
contributions to secure the OLSR protocol. We classify them in cryptographic
mechanisms and IDS systems.

6.2.1.1 Cryptographic Mechanisms

In this section, we describe proposed solution based on cryptographic mechanisms.
In [17], Clausen et al. present a digital signature mechanism for authentication
and authorization in OLSRv2. The authors introduce the concept of admittance
control for OLSRv2 networks and suggest a security extension based on digital
signatures. They compare several standard digital signature algorithms such as:
RSA, DSA, ECDSA and HMAC. The goal is to enable trusted nodes and to disable
non-trusted nodes from participating in the control message exchange between
routers, thereby providing a mode-of-operation similar to traditional mechanism
employed for preserving network integrity in routed networks. Additionally, a
performance study of the propose extension is presented to quantify the impact
of increased control traffic overhead and increased message generation as well as
processing time. The authors observed that HMAC requires significantly less time
than ECDSA, DSA and RSA for generating a message signature. For the verification
of a message signature, HMAC likewise spends substantially less time than ECDSA
and DSA, whereas RSA is close to HMAC. Verification of RSA signatures has much
greater overhead but is faster than both ECDSA and DSA.

In [26], Raffo et al., examined security issues related to the OLSR protocol, and
enumerate a number of possible attacks against the integrity of the OLSR routing
infrastructure. In particular, authors study attacks when a mechanism of digitally
signed routing messages is deployed and an attacker may have taken control over
trusted nodes. Their solution is based on inclusion of the geographical position of
the sending node in control messages and on evaluation of reliability of links; this
is accomplished using a GPS device and a directional antenna embedded in each
node. Signatures with timestamps are sufficient to thwart attacks such as incorrect
traffic generation and incorrect traffic relaying, when only legitimate nodes can sign
control packets. Adding the node location in signature messages allows the network
to avoid wormhole attacks and false messages generated by misbehaving nodes.
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Raffo also presented in his Ph.D. thesis [25], a classification of possible attacks
in OLSR networks. The author proposed a security architecture based on digital
signatures. Additionally, the author proposed other techniques such as: reuse of
previous topology information to validate the actual link state, cross-check of
advertised routing control data with the node’s geographical position, and intra-
network misbehavior detection and elimination via flow coherence control or
passive listening. Countermeasures in case of compromised nodes are also consid-
ered. Furthermore, the author assesses practical problems concerning the choice of
a suitable symmetric or asymmetric cipher, alternatives for the algorithm of crypto-
graphic key distribution, and the selection of a method for signature time stamping.
In summary, the author presented an outline of different signature algorithms. The
author suggested the study and design of better cryptographic algorithms, i.e.,
algorithms that use a smaller signature size to reduce computation complexity would
increase the suitability of his proposed OLSR security architectures.

In [22], Khakpour et al., aboarded the access control problem in MANETs. The
authors proposed a hierarchical distributed AAA (Authentication, Authorization,
and Accounting) architecture for proactive link state routing protocols. This pro-
posal contains a lightweight and secure design of an overlay authentication and
authorization paradigm for mobile nodes as well as a reliable accounting system
to enable operators to charge nodes based on their connection time. The authors
also suggest a hierarchical distributed AAA server architecture with a resource and
location aware election mechanism. Moreover, this proposal mitigates the OLSR
security issues and eventually defines a node priority-based quality of service.
The design of the architecture targets a minimum signaling overhead as well as
calculation cost. In fact, different tasks are fairly distributed among distributed AAA
servers. The calculation cost and overhead signaling is trivial compared to OLSR
signaling and routing computations.

6.2.1.2 Intrusion Detection Systems

In this section we describe proposed solutions based on Intrusion Detection Systems
(IDS). In [1], Abdellaoui and Robert, proposed the SU-OLSR protocol (SU for
suspicious) to prevent attacks against OLSR-based routing protocols. In SU-OLSR
the MPR selection is based on the trustworthiness of nodes. A malicious node might
force its neighbors to choose it as an MPR node. Hence, a node should never
select a neighbor as an MPR node if it behaves suspiciously and shows specific
characteristics which would influence the MPR selection. Authors also show that to
compute optimal paths, the optimality should not depend only on the length of a path
but also whether or not it goes through fully or partially trusted MPR nodes. In [3],
Adnane et al., proposed a trust based reasoning for OLSR that allows each node to
correlate information provided by Hello, TC messages and data packets information
so as to validate its local view of the global network topology. In their approach,
when an inconsistency is detected between any received messages and its local view,
the reasoning node is able to identify the compromised route. Their approach does
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not require any modification of the bare OLSR, but only the integration of the trust
reasoning model on each node. Wu et al. present in [32] an overview of attacks
according to the protocol layers, security attributes and mechanisms. Additionally,
they present preventive approaches following the order of the layered protocol layers
and an overview of reactive approaches based on IDS mechanism for MANET as a
second line of defense to thwart attacks.

Vilela et al., present in [29] a feedback reputation mechanism which assesses the
integrity of routing control traffic by correlating local routing data with feedback
messages sent by the receivers of control traffic. Based on this assessment, mis-
behaving nodes are shown to be reliably detected and can be adequately punished
in terms of their ability to communicate through the network. In [18], Cuppens
et al. investigate the use of Aspect-Oriented Programming (AOP) in MANETs to
provide availability issues in proactive routing protocols. Their approach is based on
a detection-reaction process. Authors formally describe normal and incorrect node
behaviors to derive security properties using AOP. The proposed algorithm verifies
if those security properties are violated. If they are, then the detector node sends to
its neighborhood the detection information to avoid choosing the intruder as part of
valid paths to be constructed. A node chooses valid paths based on the reputation of
other nodes.

6.2.2 Security Issues in OLSR Networks

In this section, we describe security attacks against the topology map acquisition
process in OLSR networks. According to Herberg and Clausen [19], in OLSR
networks every node must acquire and maintain a routing table that effectively
reflects the network topology. Additionally, the routing tables constructed by every
node must converge, i.e., all nodes must have an identical topology map. Therefore,
the target of a misbehaving node may be that the nodes in the network (a) build
inconsistent routing tables that do not reflect the accurate network topology, or (b)
acquire an incomplete topology map. In link state routing protocols, some attacks
can be launched even in networks with either cryptographic capabilities or IDS
mechanisms implemented, e.g., a misbehaving node refuses to compute a valid
MPR set. The exchange of control traffic information and the MPR selection process
are important vulnerability targets. In this chapter, we focus on flooding disruption
attacks [8], Fig. 6.3. In this kind of attacks, the target of an attacker is to disrupt the
topology map acquisition process by disturbing the flooding of valid control traffic
information. In [8], we presented a taxonomy of these attacks and countermeasures
based on the selection of the MPR sets with additional coverage. The taxonomy we
presented in [8] divides the attacks in two categories:

• Incorrect MPR Selection: in this category, the malicious node either selects an
incomplete MPR set or forces other nodes to compute an incorrect MPR set.
To launch the attack, the malicious node may either generate control traffic
information with a false identity (i.e., identity spoofing) or report inexistent links
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Fig. 6.3 Taxonomy of flooding disruption attacks [8]

to other nodes (i.e., link spoofing). As a consequence, the affected node computes
an invalid MPR set, i.e., some of its two-hop neighbors are not covered through
at least one node in its MPR set.

• Incorrect Relaying: in this category, the malicious node does not generate control
traffic information (i.e., TC, MID or HNA messages) or does not forward valid
messages on behalf of other nodes, e.g., selfish attack. In a variation of the
attack, a malicious node may report incomplete information or eliminate some
information reported by other nodes, e.g., slanderer behavior. Additionally, the
misbehaving node can maliciously alter mutable fields in the messages before
forwarding them, e.g., hop limit attack.

Figure 6.3 summarizes flooding disruption attacks in OLSR networks and the
mechanisms used to perform them. In the sequel, we present these security threats
in more detail. In Sect. 6.2.3 we present countermeasures to mitigate the effect of
the attacks.

6.2.2.1 Incorrect MPR Selection

In this section, we describe vulnerabilities against the MPR selection process and
some techniques to launch the attacks, i.e., link or identity spoofing.

Identity Spoofing. The identity spoofing attack [19] is performed by a malicious
node pretending to be a different node in the network. The goal of the attack is to
report false information about nodes one or two-hops away in order to maliciously
affect the MPR selection process. Figure 6.4a illustrates an example where node
x spoofs the identity of node d and broadcasts Hello message advertising a valid
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Fig. 6.4 Flooding disruption due to identity spoofing attacks. In Fig. 6.4a node x spoofs d and
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Fig. 6.5 Flooding disruption due to link spoofing attacks. In Fig. 6.5a, node x spoofs links to
nodes e and c. In Fig. 6.5b, node x spoofs links to nodes e and the inexistent node w

link with node c. Then, node a receives Hello messages from node x indicating that
node d has links with nodes c and f. In this case, node a selects incorrectly node d as
the only element in its MPR set. In consequence, node c is unreachable through the
MPR set and never receives TC messages. Figure 6.4b, presents an example where
the attacker affects the MPR selection of a node at distance two hops. The malicious
node x spoofs the identity of node c, i.e., nodes f and e generate Hello messages
advertising node c as a one-hop neighbor. From the point of view of node a, nodes
b, e, f and d have node c as a one-hop neighbor. As a result of the attack, node a can
select incorrectly nodes f or e as an MPR. In this case, nodes b and d do not forward
control traffic information to node c because they are not included in the MPR set.

Link Spoofing. The link spoofing attack [19] is performed by a malicious node
that reports an inexistent link to other nodes in the network. The objective of the
attacker is to manipulate the information about the nodes one or two hops away and
be selected as part of the MPR set. Once the malicious node has been selected as
an MPR, it neither generates nor forwards control traffic information. The flooding
disruption attack due to link spoofing is illustrated in Fig. 6.5a. In this example, node
x spoofs links to nodes e and c. Node x sends Hello messages and looks like the best
option to be selected as an MPR for node a. Node a receives the Hello messages
from node x and computes incorrectly its MPR set by selecting node x as the only
element to reach nodes e and c. Thus, all routing information do not reach nodes
two hops away from node a.

A variant of the attack can be performed by a misbehaving node either reporting
a link to an inexistent node (i.e. a phantom node) or selecting an invalid MPR set.
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Fig. 6.6 Flooding disruption due to protocol disobedience. In Fig. 6.6a, node x never selects a
valid MPR set. In Fig. 6.6b, node x modifies and forwards incorrectly TC messages

For instance, in Fig. 6.5b, node a is forced to select node x as an MPR because is
the only node to reach the inexistent node w. In the second case, a malicious node
may disrupt the flooding of topology control information by misbehaving during
the MPR selection process. Figure 6.6a illustrates the attack. Node x wants to be
selected as the only MPR of node a. Then, it spoofs a link to node g and generates
Hello messages announcing node g as a one-hop neighbor and its only MPR. From
the perspective of node a, nodes c and g can be reached through node x. Then,
node x is the best candidate to be selected as an MPR for node a. Thus, node x
receives and forwards TC messages from node a. However, those messages never
reach node d because any one-hop neighbor of node x retransmits the messages.
This attack exploits the source dependent requirement in OLSR to forward control
traffic information. In this case, for nodes a, b, c and e, node x is not included in
their selector table and they never forward any message from node x.

6.2.2.2 Incorrect Relaying

A misbehaving node can disrupt the integrity of the network by either incorrectly
generating or relaying control traffic information on behalf of other nodes. Consider
x in Fig. 6.6a as a misbehaving node. Node x wants to be selected as the only MPR
of node a. Then, it spoofs a link to node g and generates Hello messages announcing
node g as a one-hop neighbor. From the perspective of node a, nodes c and g can
be reached through node x. Thus, node x is selected by node a as its only MPR and
might perform the following incorrect behaviors:

• Selfish behavior. The attack is performed by a node that misbehaves and neither
generates nor forwards TC messages. To increase the effectiveness of the attack,
the malicious node might establish false links to other nodes in the network and
force its one-hop neighbors to select it as their MPR. Figure 6.6a illustrates
an example where node x has been selected by node a as an MPR but it does
not relay control traffic on behalf of other nodes. As a result, node d does not
receive control traffic information from node a. Note that in an OLSR network,
the attacker can choose not to forward any particular message, i.e., TC, MID or
HNA messages.
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• Slanderer behavior. Due to message size limitations, an MPR may report only
a partial list of elements in its selector set, i.e., an MPR may generate more than
one TC message to report its entire selector set. A receiver can not know if an
MPR reports its entire selector set in more than one TC message. The information
gathered from the TC messages is accumulated in its topology table and is only
eliminated when the validity time has expired. Thus, a misbehaving node can
always generate TC messages without reporting all nodes in its selector table
claiming that the size of the messages is not enough to include all nodes in its
selector table. As a result, if node x generates TC messages without including
node a, node d is not able to compute a path to node a.

• Hop Limit attack. A malicious node x may drastically decrease the hop limit
(TTL value) when forwarding a TC message, e.g., setting the hop limit equal to
zero. This reduces the scope of retransmitting the message. The attack can be per-
formed by a malicious node that has not been selected as an MPR. For instance,
in Fig. 6.6b, a control message is forwarded by node a and received by both nodes
x and b. Previously node b was selected by node a as its MPR. However node x
forwards the message without any delay or jitter such that its retransmission is
received before the valid message from b arrives. Before forwarding, it reduces
the hop limit of the message. The affected node, node c, processes the message
and mark it as already received, ignoring future valid copies from b. Thus, the
message with a very low hop limit will not reach the whole network.

6.2.3 Countermeasures

In an OLSR network, the MPR selection reduces at minimum the overhead
generated by control traffic messages, if every node selects its MPR set with the
following conditions:

• The MPR set is kept at minimum,
• An MPR retransmits control traffic messages if and only if the sender node is

included in its selector table, and
• Only partial link state information is transmitted, i.e., an MPR reports only links

with its selector nodes.

Nevertheless, we can loosen up the previous restriction in order to offer a higher
level of security while maintaining a tradeoff between security and performance. In
[8], we present strategies based on the selection of MPRs with additional coverage,
a non source-dependent forwarding mechanism and redundant information. The se-
lection of MPRs with additional coverage is defined in RFC3626 [10], we named it
in [7] the k-Covered-MPR selection. In this approach, every node selects its MPR set
such that any two-hop neighbor is covered by k one-hop neighbors, whenever possi-
ble. However, the overhead generated by the excessive number of TC messages re-
duces the performance of the network. This problem is addressed with the k-Robust-
MPR selection presented in [7], which balances security and traffic overhead. In the
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k-Robust-MPR selection, every node computes an MPR set that is composed of, at
most, k + 1 disjoint sets, i.e., every two-hop node is covered, when possible, by
k + 1 disjoint sets of one-hop neighbors. In a k-Robust-MPR selection, it is possible
to discard a maximum of k invalid MPR sets and all nodes two hops away are still
covered by the remaining elements in the MPR set. In a non source-dependant mech-
anism the MPRs retransmit all TC messages even if the sender node is not part of
their selector set. Redundant information is possible by tunning the TC redundancy
parameter. This parameter is defined in the RFC3626 [10] and has three options:

• MPRs report their selector table when TC redundancy is equal to zero,
• MPRs report their selector table and MPRs when TC redundancy is equal to one,

and
• MPRs report their one-hop neighbors when TC redundancy is equal to two.

Advertising redundant information increases the size of the TC messages, but
more links are advertised. In [7], we compared both k-Covered-MPR and k-
Robust-MPR selections in the presence of misbehaving nodes. We measured the
number of nodes with complete routing tables after the execution of the OLSR
protocol. Our experiments showed that our k-Robust-MPR selection reduces the
amount of traffic generated by the k-Covered-MPR selection, and offered equivalent
protection against control traffic attacks. Our k-Robust-MPR selection increased the
performance ratio of the number of nodes with complete routing tables over the
number of topology control messages.

6.3 Hierarchical OLSR

In this section, we present the Hierarchical OLSR (HOLSR) protocol and its
vulnerabilities. By nature, MANETs are formed of heterogeneous nodes that can
join the network following an unpredictable pattern. Furthermore, scalability is
a problem in MANETs. In [30], Villasenor-Gonzalez et al. define scalability as
the capacity of the network to adjust or to maintain its performance even if the
number of nodes increases. OLSR is a flat routing protocol and its performance
degrades when the number of nodes increases due to a higher number of topology
control messages propagated through the network. The MPR mechanism is local
and therefore very scalable. However, the diffusion of link state information by all
the nodes is less scalable. Hence, OLSR’s performance decreases in large ad hoc
networks. Additionally, OLSR does not differentiate the capabilities of the nodes
and, in consequence, does not exploit nodes with higher capabilities. HOLSR is an
approach designed to improve the scalability of the OLSR protocol in large-scale
heterogeneous networks.

The main improvements are a reduction of topology control traffic and an
efficient use of high capacity nodes. HOLSR organizes the network in hierarchical
clusters. This architecture reduces the routing complexity, i.e., in case a link is
broken only nodes inside the same cluster have to recalculate their routing table
while nodes in other clusters are not affected. Nodes are organized according to
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Fig. 6.7 Example of a hierarchical architecture with heterogeneous nodes

their capacities. The network architecture is illustrated in Fig. 6.7. At level 1, we
have low-capability nodes with a single interface, represented by circles. Nodes at
the topology level 2 are equipped with up to two wireless interfaces, designated by
squares. Nodes at level 2 employ one interface to communicate with nodes at level
1. Nodes at level 3, designated by triangles, represent high-capacity nodes with up to
three wireless interfaces to communicate with nodes at every level. Thus, in Fig. 6.7,
node F3 represents node F’s interface at level 3. The only restriction for every node
at levels 2 and 3 is that they have at least one interface to communicate with nodes
at its levels. For instance, in Fig. 6.7 nodes F2 and F3 represent node F’s interfaces
at levels 2 and 3 respectively. Nodes A1 and A2 represent node A’s interfaces to
establishes communication with nodes at levels 1 and 2 respectively. Node D2 has
only one interface and can just communicate with nodes at level 2. In the example,
the notation used to name the clusters reflects the level of the cluster and cluster
head, e.g., C1.A1 means that the cluster is at level 1 and cluster head is node A1,
which is node A’s interface at level 1. HOLSR allows formation of multiple clusters.
Unlike OLSR, HOLSR nodes can exchange Hello and TC messages exclusively
within each cluster. This constraint reduces the broadcast traffic.

Across cluster topology control information is exchanged via specialized HOLSR
nodes designated as cluster heads. Cluster heads are selected and nodes are classified
according to their capabilities at the startup of the HOLSR process. A cluster is
formed by a group of same-level mobile nodes that have selected a common cluster
head. Nodes can move from one cluster to another and associate with the nearest
cluster head. Any node participating in multiple topology levels automatically
becomes the cluster head of the lower-level cluster. In HOLSR, a cluster head
declares its status and invites other nodes to join in by periodically sending
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Table 6.2 Summary of control traffic messages in HOLSR networks

Messages Generated by Retransmitted by Reported information

Hello Every node N/A One-hop neighbors
TC MPRs MPRs MPR selector set
CID Cluster heads N/A Cluster head identification
HTC Cluster heads MPRs Nodes within a cluster

out Cluster ID Announcement (CID) messages. These and Hello messages are
transmitted in the same packet using a grouping technique. This reduces the number
of packet transmissions. A CID message contains two fields: cluster head, that
represents the interface address of the originator of the message, and distance, which
is the distance in hops to the cluster head generating the message. Every time the
cluster head generates a CID message, the field distance is set to zero. A receiver
node joins the cluster head and sends a new CID message. The new CID message
increments the value of the distance. It invites other nodes to join the same cluster.
The cluster formation process is described in more detail in [30].

The hierarchical architecture must support the exchange of topology control
information between clusters without introducing additional overhead. Thus, Hier-
archical TC (HTC) messages are generated by the cluster heads and used to transmit
the membership information of a cluster to higher level nodes. HTC forwarding is
enabled by the MPRs and restricted within a cluster. Nodes at the highest topology
level have full knowledge of all nodes in the network. Their routing tables are as
large as they would be in an OLSR network. However, in lower levels, the size
of the routing table of every node is restricted by the size of the cluster and it is
smaller than in OLSR. For instance, in Fig. 6.7 the cluster head A2 generates a HTC
message at level 2 announcing that nodes 1, 2 and A1 are members of its cluster at
level 1. The message is relayed to all nodes at the same level. Node B3 generates
HTC messages at level 3 advertising that nodes 1, 2, 3, 4, 5, 7, 8, A1, B1, C1 (at
level 1) and A2, B2, C2, D2 (at level 2) are members of its cluster. Table 6.2 presents
a summary of the messages implemented in HOLSR networks.

Control messages are generated and propagated exclusively within each cluster
unless a node is located in the overlapping zone of several clusters, i.e., a border
node. For example, in Fig. 6.7 node 2 is within the border of cluster C1.A1 and may
accept a TC or a HTC message from node 3 located in cluster C1.B1 (i.e., nodes 2
and 3 are border nodes). However, node 2 does not retransmit. Thus, except for the
border nodes, knowledge of member nodes is restricted to the cluster itself. Data
transfer between nodes in the same cluster is achieved directly using the routing
tables. However, when transmitting data to destinations outside the local scope
of a cluster, the cluster head is used as a gateway. A different strategy might be
used, when transmitting data between border nodes in different clusters at the same
level. Border nodes in different clusters at the same topology level can communicate
directly without having to follow the strict clustering hierarchy. Therefore, HOLSR
offers two main advantages (a) the traffic control reflecting local movements is
restricted to each cluster (thus, reducing the routing table computation overhead),
and (b) an efficient use of high-capacity nodes without overloading them.
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6.3.1 Related Work

In this section, we review other hierarchical models based on OLSR to improve
scalability in MANETs.

6.3.1.1 Cluster OLSR

In [27], Ros et al. present the Cluster OLSR (C-OLSR) protocol. Unlike HOLSR,
C-OLSR does not assume any particular cluster formation algorithm nor existence
of higher capacity nodes. C-OLSR implements OLSR inside every cluster and uses
the MPR mechanism for distributing control traffic at both inter-cluster and intra-
cluster levels. C-OLSR limits the forwarding of TC messages inside every cluster
to minimize the number control traffic messages. Every node can compute routes
to any other node inside its cluster. To reach nodes in other clusters, nodes create
routes to every cluster and not to every node. When a data packet arrives to a
destination cluster, every node has enough information to deliver the packet to its
final destination. This mechanism reduces the size of the routing tables.

For inter-cluster communications, Cluster Hello (C-Hello) and Cluster Topology
Control (C-TC) messages are defined. C-Hello messages are used to sense neigh-
boring clusters and to compute the Cluster MPR (C-MPR) set. C-Hello messages
are flooded within the receiver cluster but not retransmitted to neighbor clusters.
A C-MPR is a cluster selected to reach other clusters and mitigate the overhead
of distributing C-TC messages for inter-cluster communications. C-TC messages
advertise the nodes within a cluster to all the network. Figure 6.8, shows an example
of a C-OLSR network. At the first level, nodes are organized in clusters. The second
level, shows how clusters are linked. Gray clusters are C-MPRs, e.g., C1.A is a
C-MPR and node A is the cluster head. When a node in a cluster needs to send a
data packet to a node inside another cluster, it computes a path through the clusters
selected as C-MPRs, i.e., C1.A, C2.B, C3.C and C4.D.

When a C-Hello or C-TC messages arrive to a cluster, they are relayed to
every node in the cluster. This allows nodes to learn about clusters topological
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Fig. 6.9 Example of a MORHE network. Consider black nodes as backbone nodes

information. C-TC messages must be relayed to adjacent clusters, only if the
sender of the message has selected the receiver node as an C-MPR. To support
this hierarchical architecture, every C-OLSR node has additional information
repositories: one-hop neighbor cluster set, two-hop neighbor cluster set, cluster
topology set, cluster MPR set and cluster MPR selector set. The information in these
repositories supports inter-cluster communications. In C-OLSR, not every node has
to generate inter-cluster information. The generation of C-Hello and C-TC messages
can be done according to three different algorithms: a cluster head-based algorithm,
a distributed algorithm or a hybrid approach. In the former case, only cluster heads
generate control information. In the second algorithm, topology information is
generated exclusively by border nodes. Finally, in the hybrid approach, C-Hello
messages are generated by border nodes and C-TC messages are generated by the
cluster heads. In all cases, the selected C-MPRs are responsible for forwarding C-
TC messages.

6.3.1.2 The Multi-level OLSR Routing Using the HNA Extension

In [31], Voorhaen et al. present a multi-level routing scheme for ad hoc networks
based on OLSR. The Multi-level OLSR Routing using the HNA Extension (MORHE)
protocol improves scalability by exploiting high capability nodes. Using HNA
messages and hierarchical addressing, MORHE constructs an overlay network
formed by nodes with higher capabilities. Nodes with higher capabilities are
selected as cluster heads. A cluster head is called a backbone node. Backbone nodes
are chosen before network deployment and have more than one interface. Nodes are
organized into clusters around every backbone node. Figure 6.9, shows an example
of a two-levels MORHE network. Nodes A,B,C,D and E are backbone nodes.
Backbone nodes use one interface to communicate with the nodes inside their cluster
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and the second interface for inter-cluster communications. For instance, backbone
node A, communicates with the nodes at the first level through the interface A1 and
uses interface A2 to communicate with other backbone nodes. OLSR is implemented
at each level.

MORHE is similar to HOLSR, nonetheless it only uses HNA messages already
defined in the RFC 3626 [10]. Each backbone node periodically sends HNA
messages informing other backbone nodes that it can reach all the nodes in the
subnet that it is connected to. When a backbone node receives a HNA message,
it updates its association database. Every backbone node uses HNA messages to
inform all the nodes in its cluster about other clusters that can be reached. HNA
messages are distributed using the MPR mechanism as defined in OLSR. Nodes can
communicate directly with every node inside its cluster. Backbone nodes enable
communication between nodes in different clusters. When a packet arrives at a
backbone node, it attempts to find a route to the destination in its cluster. If this
fails, then the backbone node retransmits the message to another backbone node.
If the receiver finds a route, then it forwards the packet inside its cluster. In a
MORHE network, every cluster is identified as a subnetwork. For instance, in
Fig. 6.9, the network is divided in five subnetworks. Every backbone node has the IP
addresses of every subnetwork in its association table. For example, 192.168.1.0/24
is the prefix of an IPv4 subnetwork, having 24 bits allocated for the network
prefix, the remaining 8 bits are reserved for host addressing. If a node inside the
subnetwork 192.168.0.0/24 needs to communicate with a node in the subnetwork
192.168.2.0/24, then it sends the packet to its backbone node which retransmits the
packet to its final destination.

6.3.1.3 Tree Clustering

In [4, 5], Baccelli proposed a Tree Clustering mechanism to enable hierarchical
routing within an OLSR network. Each cluster is a tree. Their head is the root. To
organize the network in trees, every node selects as its parent the adjacent node
with the maximum number of one-hop neighbors. The parent of a node is called a
node’s preferred neighbor. A node with maximum degree, i.e., maximum number
of neighbors, is selected as the root of the three. The network is then viewed as a
forest, i.e., a collection of logical trees. To form and maintain trees, OLSR nodes
periodically exchange Branch messages. These messages are piggy-backed with
Hello messages. Branch messages are not retransmitted. Within a Branch message, a
node specifies its identity, the tree it belongs to, its parent in the tree and its distance
in hops to the root. Roots can choose to limit the size of their three by imposing a
maximum depth value. The organization in trees is dynamic. A mechanism allows
to switch between a traditional flat networking, i.e., flat mode or a hierarchical
networking, i.e., tree mode. The mechanism to transit between the flat mode and
the tree mode is explained in detail in [4].

Within a tree, OLSR nodes operate as if there was no tree, except that messages
originated by a node in a different tree are not considered and not forwarded, the root
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is responsible for the communication between the tree and the rest of the network,
and a node in contact with another tree i.e., a leaf node, must inform its entire tree
(specially its root), of the distance to reach other roots. A leaf node must generate
a Leaf message for each other tree it reaches. In a Leaf message, the node specifies
its ID, the root of the neighbor tree and the estimated distance between the roots,
i.e., the sum between its depth in its tree, and the distance to the root of the neighbor
tree. With this information, every root is able to compute the shortest path to reach
its neighbor roots.

This protocol employs Hello and TC messages within every tree, but implements
Super-Hello (S-Hello), Super-TC (S-TC) and Super-HNA (S-HNA) messages for
inter-cluster communications. Super messages are generated exclusively by the
roots. These messages are identical to regular messages except for an additional
field that includes the IP address of the next root to reach. Unlike regular messages,
Super-messages are routed using the constructed paths instead of being flooded.
Super-messages are unicasted using the shortest root-to-root path advertised by
Leaf messages. Super-messages are the only messages to be forwarded outside a
tree. MPR selection is performed as if there were no trees. When a tree mode is
activated, the scope of TC messages is limited to the tree they were generated.
However, Super-messages are forwarded between clusters following the MPR
flooding mechanism.

To allow hierarchical routing, routes exchange Super-messages in order to
identify other roots and construct a Super-topology. S-Hello and S-TC messages
allow the roots to construct a super-topology formed by roots. The roots periodically
exchange S-Hello messages to learn about other roots in neighbor trees (i.e., one-
super-hop neighbors). As in OLSR, every root computes its super-MPR set formed
by other roots. A super set of MPRs is used for distributing S-TC messages among
clusters. S-Hello messages are not forwarded. S-TC messages are forwarded by
the S-MPRs. S-TC messages include the super-selector set, i.e., the roots that have
selected the sender as a S-MPR. Finally, every root generates S-HNA messages
to inform other roots about the link state information within its cluster. Therefore,
every root is aware of the link state information of other threes. Routing among
clusters is achieved using the information between S-TC and S-HNA messages.
Traffic outside the tree scope is achieved via the root nodes. Figure 6.10 shows an
example of a tree clustering hierarchical architecture. Nodes A,B,C,D and E are
selected as roots. These nodes have the maximum degree. Root node A selects B
as its MPR to reach root trees C, D and E . When a node inside cluster C1.A needs
to communicate with a node inside cluster C5.E, it sends the data traffic to its root
node A which retransmits the traffic to its final destination trough B and E .

Table 6.3 presents a summary of the features of each hierarchical approach
that we reviewed. Unlike MORHE and C-OLSR, HOLSR and the Tree clustering
approaches include a cluster formation mechanism. MORHE and HOLSR were
designed for heterogeneous networks and multiple hierarchical levels. C-OLSR
and Tree clustering were designed for homogeneous networks and two hierarchical
levels. Nevertheless, these approaches might be implemented in networks with
heterogeneous capabilities. All approaches implement the MPR mechanism for
distributing control traffic messages.
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Fig. 6.10 Tree clustering. Black nodes represents the roots of the tree. Branches of the trees are
shown with solid lines between nodes. Links that are not branches are dashed

Table 6.3 Comparison of OLSR-based hierarchical approaches. All approaches implement Hello
and TC message for intra-cluster communications

Routing
protocol Network

Logical
levels Messages

Cluster for-
mation Alg.

HOLSR Heterogeneous n CID and HTC Yes
MORHE Heterogeneous n HNA No
C-OLSR Homogeneous 2 C-Hello and C-TC No
Tree Homogeneous 2 Leaf, Branch, S-Hello, S-TC

and S-HNA
Yes

6.3.2 Security Issues in HOLSR Networks

Note that in all described approaches, the exchange of control traffic at both intra-
cluster and inter-cluster levels is performed by using the MPR mechanism. Security
is no addressed. Therefore, they are vulnerable to the flooding disruption attacks
described in Sect. 6.2.2. The cluster formation phase is vulnerable to malicious
behavior. In [8,9], we describe in detail security threats to both the cluster formation
and topology map acquisition phases.

In HOLSR, the flow of CID messages is an important vulnerability target. The
hop count has to be updated every time a new message is retransmitted. Thus,
a malicious node might alter this field to unsettle the cluster formation process.
The attack, has a bigger impact when a malicious node drastically reduces the hop
count field. Because receivers accept the CID message with the lowest hop count
value. Thus, when an attacker increases drastically the value, receivers automatically
discard the altered message and accept valid messages from other nodes. When a
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Fig. 6.11 Cluster formation attack in HOLSR networks. (a) Correct CID message propagation.
(b) Incorrect CID message propagation, decreasing the hop count value

node that generates a CID message reinitializes the value of the field hop count, the
receiver nodes may join a farther cluster head and discard valid CID messages from
closer cluster heads. We address the case where the hop count field is maliciously
reduced. For instance, Fig. 6.11a shows the correct propagation of CID messages.
Figure 6.11b shows an example of the attack. In Fig. 6.11b, M1 is a malicious node
at distance six hops from cluster head CHB. M1 receives CID messages from CHB,
and generates a new CID message assigning the incorrect value two to the field hop
count. Thus, all nodes at distance from CHB, greater or equal than four hops (nodes 2
and 3) process the message and incorrectly join CHA. Note that the lowest value that
can be used to reinitialize the field hop count is two because CID messages with
a field hop count equal to one are generated exclusively by the cluster heads. We
assume that the attacker has only one interface. It can not impersonate a cluster
head. It only modifies the hop count value. This attack can affect other OLSR-
based hierarchical approaches. For instance, a misbehaving node may alter the field
distance in Branch messages in the Tree Clustering approach proposed by Baccelli,
reviewed in Sect. 6.3.1.3.

6.3.3 Countermeasures

In [8, 9], we describe in detail security threats in both the cluster formation
and topology map acquisition phases. Countermeasures to mitigate the effect of
the attacks are also presented. In the former case, in [8], we analyze the effect
of flooding disruption attacks in HOLSR networks to interrupt the propagation of
HTC messages. We proposed additional coverage in the selection of MPRs at any
hierarchical level. We analyze the effect of flooding disruption attacks. Unlikely flat
OLSR networks, when a malicious nodes attempts to interrupt the propagation of
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HTC messages the inter-cluster communication is affected. Our proposed solution
is based on the selection of MPRs with additional coverage, i.e., k-Covered-MPR
and k-Robust-MPR selections. Our results showed that it is possible to mitigate the
effect of the attack by adding additional coverage. The k-Covered-MPR selection
increased the chances of mitigate the attack but the performance of the network
reduces due to an increased number of TC and HTC messages. Our proposed k-
Covered-MPR selection offers an equivalent level of protection but reducing the
amount of TC and HTC messages flooded in the network.

In [9], we presented a solution based on hash chains to protect mutable fields
in HOLSR networks. Our algorithm Hash-Chained CID Dissemination (HCCD)
allows to detect and discard invalid CID messages. A valid cluster head (CHj)
generates a random number s j, i.e., a nonce that is only known by the originator
of the message. After, it initializes the hop count field i equal to one and computes
the Max j value by applying t times the hash function h(x) to the nonce s j, such that
Max j is equal to ht(s j). We assume that Max j and the value of t are known by all
the nodes in the network during the execution of the protocol. Additionally, CHj

applies i times the hash function to s j, to obtain hi(s j). Then, CHj generates a CID
message with the fields: < Max j,hi(s j), i >. The receiver node verifies that the CID
message is valid by applying t− i times the hash function to hi(s j) and comparing
the result with Max j. Therefore, if Max j is equal to ht−i(hi(s j)), then the hop count
value i has not been altered and the received CID message is valid. Finally, the
receiver node joins CHj until it receives a CID message from a different cluster
head with a lower hop count value. In the mean time, the receiver node generates
periodically CID messages announcing its cluster head and the hop count distance to
reach it, i.e., < Max j,h(hi(s j)), i+1>. Our solution is based on the work presented
by Hong et al. in [20]. The authors presented a wormhole detective mechanism and
an authentication protocol to strengthen the neighbor relationship establishment in
standard OLSR. The authors used digital signatures to ensure the non-mutable fields
and hash chains to secure the Hop Count and TTL fields. Their solution is similar
to our proposed algorithm, however it is implemented in flat OLSR to protect only
standard control traffic messages. We address a different kind of attack in HOLSR
networks. Our mechanism protects the integrity of CID messages and enforces the
proper distribution of nodes in every cluster. In [9], our experiments showed that
the distribution of nodes is less balanced when the hop count in CID messages is
maliciously altered. We also showed that we can prevent this kind of attacks by
applying our proposed algorithm. Note that our mechanism, can be also applied in
other hierarchical routing protocols for MANETs that utilize mutable information
to organize the network in clusters.

6.4 Multipath OLSR-Based Routing

In this section, we analyze a multipath routing strategy based on OLSR that takes
advantage of the MPR flooding mechanism. In [33–36], Yi et al. proposed the
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Multipath OLSR (MP-OLSR) routing protocol aiming to enhance load-balancing,
energy-conservation, Quality-of-Service (QoS) and security. MP-OLSR is a hybrid
multipath routing protocol. In MP-OLSR, the OLSR proactive behavior is changed
for on-demand route computation. MP-OLSR becomes a source routing protocol.
There are two phases: topology discovery and routes computation. During topology
discovery, nodes obtain a partial topology map just like in OLSR. However, MP-
OLSR nodes do not construct routing tables. During routes computation, nodes
calculate multiple paths to reach any other node in the network following an on-
demand scheme. MP-OLSR implements Multiple Description Coding (MDC) for
data transfer. MDC adds redundancy to information streams and split them up into
several sub-streams to improve the integrity of data. These sub-streams are sent
along multiple paths from the source to the destination. MP-OLSR implements
source routing with route recovery and loop detection to adapt to the changes in
the network topology. Thus, when data transfer is required, route recovery and loop
detection allow every node to detect if a path is not valid anymore and to find a
new path to reach the final destination. MP-OLSR uses the Dijkstra’s algorithm to
discover routes. The routes that are obtained can be grouped in two categories:

1. Disjoint: In this category we have two types of disjoint paths: node-disjoint and
link-disjoint. Node-disjoint paths type do not share nodes except for the source
and destination nodes. Link-disjoint paths can share some nodes but all the links
are different.

2. Inter-twisted: In this case, the paths may share several links.

To construct disjoint paths, MP-OLSR defines cost functions to obtain new paths
that tend to be node-disjoint or link-disjoint. Once a path is computed, a function
fp is used to increase the costs c of the links that belong to the computed path, e.g.,
fp(c) = 3c. A function fe is defined to increase the cost of the links of the nodes
included in the path previously obtained. In MP-OLSR, neither nodes nor links
used in computed paths are eliminated. This strategy allows MP-OLSR to construct
multiple paths in sparse networks where is not always possible to find strictly
node-disjoint paths. In addition, to increase the chances of constructing node-
disjoint paths, the MPRs report all their one-hop neighbors (i.e., the TC redundancy
parameter is equal to two). Consider fid as the identity function, i.e., fid(c) = c.
Therefore, to construct disjoint paths, there are three possibilities:

• If fid = fe < fp, then paths tend to be link-disjoint;
• If fid < fe = fp, then paths tend to be node-disjoint;
• If fid < fe < fp, then paths also tend to be node-disjoint, but when not possible

they tend to be link-disjoint.

For example, in Fig. 6.12a, node s attempts to construct multiple paths to node d.
MP-OLSR implements a Multipath Dijkstra’s algorithm to obtain the shortest paths.
Consider initial cost c of each link equal to one and fp(c) = 3c and fe(c) = c, i.e.,
a penalty is only applied to the used links. The first time the Dijkstra’s algorithm is
applied, the computed path is s→ c→ d. Thus, the cost of the links (s,c) and (c,d)
is changed from one to three using fp, see Fig. 6.12b. The second path we obtain
is: s → b → c → h → d. The cost of the links (s,b), (b,c), (c,h) and (h,d) is set
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Fig. 6.12 OLSR network. In Fig. 6.12a, consider the cost of all links equal to one

to three. Finally, the third computed path is: s → a → c → f → g → d. The cost
of all used links is set to three, see Fig. 6.12c. These three paths are link-disjoint.
To obtain paths that tend to be node-disjoint, we define functions fp(c) = 3c and
fe(c) = 2c. In this case, the penalty is also applied to the used nodes. First, the path
s→ c→ d is computed and the cost of the links is updated. The links that include
a node in the computed path -except for the source s and the destination d- are set
to two, see Fig. 6.12d. Then, the next path we obtain is: s→ a→ e→ f → g→ d.
These two paths are node-disjoint. The path: s→ a→ c→ h→ d, is an example of
an inter-twisted path.

6.4.1 Related Work

In this section, we present other multipath routing strategies based on OLSR.
Several multipath routing approaches take advantage of the proactive behavior and
MPR flooding mechanism proposed in OLSR. The strategies proposed, attempt
to improve security, QoS, load balancing or energy consumption. However, all
strategies proposed are not secure by design. For instance, in [23], Kun et al.,
proposed a different version of multipath OLSR using IP-source routing. Based on
the Dijkstra’s algorithm, nodes calculate multiple node-disjoint paths. Additionally,
the authors introduce an algorithm of load-assigned to transmit data through the
paths based on the congestion information of all intermediate nodes on each path.
Badis and Al Agha [6], also proposed a path selection criteria and multi-path
calculation based on bandwidth and delay to improve QoS in OLSR networks
(QOLSR). The resulting protocol, computes multiple loop-free and node-disjoint
paths. The authors implement the shortest-widest path algorithm to guarantee loop-
free routes. Additionally, they evaluated and compared QOLSR multipath routing
versus a QOLSR single-path routing using a scalable simulation model. In [28],
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Srinivas and Modiano proposed algorithms for finding minimum energy disjoint
paths in wireless networks. Their main contribution is a polynomial time algorithm
for the minimum energy k node-disjoint problem. Node-disjoint paths are more
resilient to failures. However, the authors showed that link-disjoint paths save
more energy. Zhou et al. proposed in [37] the Source Routing based Multi-Path
OLSR (SR-MPOLSR) protocol. The protocol implements the Dijkstra’s algorithm
to calculate multiple disjoint routes. Data transmission at the source is carried out
through predetermined multiple paths (i.e., source routing). The loads are distributed
in a weighted round-robin fashion. These strategies proposed attempt to construct
multiple link-disjoint or node-disjoint paths. However, all approaches are affected
by the flooding disruption attacks described in Sect. 6.2.2. Nodes in OLSR-based
multipath routing protocols only acquire a partial view of the topology network.
These problems are described in the following section.

6.4.2 Security Issues in Multipath OLSR-Based Networks

Multipath OLSR-based approaches are vulnerable to the flooding disruption attacks
[8] attacks presented in Sect. 6.2.2 during the topology discover and route compu-
tation phases. An attacker may refuse to retransmit control traffic or may select
an invalid MPR set to prevent other nodes from calculating disjoint paths to reach
other nodes in the network. MP-OLSR constructs non disjoint multiple paths. The
protocol computes several routes, but it is impossible to know how many of them
are disjoint. When a node part of several paths misbehaves, all paths are affected.
All OLSR-based multipath strategies use the MPR mechanism to flood the network
with control traffic. However, only partial topology information is generated by
the MPRs. We identify two vulnerabilities in all OLSR-based multipath routing
strategies: the nodes in an OLSR network only obtain a partial view of the network
topology and they are affected by the security threats presented in Sect. 6.2.2. The
MPRs generate and forward TC messages to advertise their selector set to other
nodes at more than two hops away. However, with this information nodes only
obtain a partial view of the topology. This is because TC messages only report
partial link state information. For instance, Fig. 6.13a shows the complete topology
of an MP-OLSR network. Gray nodes represent MPRs. Figure 6.13b shows the
perspective of node s after the topology discovery phase. The links (g, j), (i, l),
( j,d), (l,d), ( j,k) and (l,k) are not reported in TC messages. Thus, the link between
node g and j is not reported because neither g nor j are MPRs. Node k is an MPR
but it does not report links to nodes j and l because they are not included in its
selector set. From the perspective of node s, k is the only node that reaches node
d. Hence, it is not possible to compute multiple disjoint paths. To increase the
chances of finding disjoint paths, the MPRs in an MP-OLSR networks report more
information in their TC messages by tunning their TC redundancy parameter. The
TC redundancy parameter is defined locally by every node. Nodes with different
TC redundancy values can coexist. MP-OLSR nodes set their TC redundancy
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Fig. 6.13 Network topology perspective of node s. Gray nodes represent MPRs. (a) Complete
network topology. (b) Node s perspective of the network. TC redundancy equal to 0. (c) Node s
perspective of the network. TC redundancy equal to 2

parameter to two. However, the size of the TC messages increases and in some
situation it is not enough to report important links. For example, Fig. 6.13c shows
the network perspective of node s if the MPRs report their one-hop neighbors, i.e.,
TC redundancy parameter equal to two. Hence, node s is aware of the links ( j,k) and
(l,k). However, the links (g, j), (i, l), ( j,d) and (l,d) remain unreported. Figure 6.13c
also shows that all the possible routes to reach node d include node k. When node k
misbehaves, all the computed paths are compromised.

6.4.3 Countermeasures

The MPR selection with additional coverage (i.e., k-Robust-MPR or k-Covered-
MPR) helps to mitigate the attacks against the construction of disjoint paths.
Additional coverage helps to advertise more links and construct multiple node-
disjoint paths without increasing the size of the messages. In OLSR networks, the
MPRs form a Connected Dominating Set (CDS). A CDS is a subset of connected
nodes such that if a node in the network is not part of the CDS, then it has a link
to a node in the CDS. Every node must be able to construct a CDS of the network
with the information gathered during the topology discovery phase. We define an
MPRCDS as a CDS such that every node in the CDS has been selected as an
MPR. When the nodes select their MPRs following a k-Covered-MPR selection we
obtain a k-CCDS. When the nodes compute their MPRs following a k-Robust-MPR
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selection we obtain a k-RCDS. Therefore, if a node obtains a more complete view
of the network (i.e., k-CCDS or k-RCDS), then it is able to find alternative routes to
compute disjoint paths.

6.5 Conclusion and Future Work

In link state routing protocols for MANETs, the generation and exchange of control
traffic messages are important vulnerability targets. A malicious node may perpe-
trate an attack by flooding the network with incorrect information or by preventing
other nodes from acquiring a complete network topology map. We presented
security threats in link state routing protocols based on OLSR. Particularly, we
addressed flooding disruption attacks in OLSR networks. This kind of attacks can
be carried out in networks with cryptographic capabilities. Additionally, a review
of related work and proposed countermeasures is also presented. In addition, we
reviewed security threats in other link state routing protocols based on OLSR. We
presented vulnerabilities and countermeasures specific to HOLSR and MP-OLSR.

6.5.1 Future Work

The k-Robust-MPR selection may be affected either by a malicious node, that
generates false links to avoid the selection of k+1 disjoint MPR sets or due to the
network topology. As part of future work, we consider an extended k-Robust-MPR
selection to address the cases when is not possible to select multiple disjoint MPR
sets. Countermeasures against more complex attacks during the cluster formation
phase in hierarchical OLSR-based networks is also part of further research. A
mechanism to improve the selection of multiple disjoint routes in OLSR-based
networks is required. To improve load balancing, nodes with the smallest number
of nodes in their selector set should be privileged to be included in the computed
paths. Clearly, in sparse networks is not always possible to compute disjoint paths.
Nevertheless, multipath routing takes advantage of large and dense networks. Then,
the cases where the construction of multiple node-disjoint paths is affected either by
an incomplete view of the network topology or by the presence of a misbehaving
node should be addressed.
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Chapter 7
TCHo: A Code-Based Cryptosystem

Alexandre Duc and Serge Vaudenay

Abstract TCHo is a public-key cryptosystem based on the hardness of finding a
multiple polynomial with low weight and on the hardness of distinguishing between
the output of an LFSR with noise and some random source. An early version was
proposed in 2006 by Finiasz and Vaudenay with non-polynomial (though practical)
decryption time. The latest version came in 2007 with more co-authors. It reached
competitive (heuristic) polynomial complexity and IND-CPA security. Since then, a
key-recovery chosen ciphertext attack was published by Herrmann and Leander in
2009. In this paper we review the state of the art on this cryptosystem, together with
some latest improvements regarding implementation and selection of parameters.
We provide also more formal results regarding correctness and we update the key
generation algorithm.

7.1 Introduction

Public-key cryptography first appeared with the seminal paper of Diffie and Hellman
in 1976 [21]. From this work, Rivest, Shamir, and Adleman presented the RSA
cryptosystem in 1978 [60], which is still the mostly used one nowadays. Among the
popular cryptosystems, there are the Rabin cryptosystem [56], which is very close
to RSA, and the ElGamal family of cryptosystems [25].

Every public-key cryptosystem relies on problems that are believed to be
computationally infeasible. As far as we know, all cryptosystems which are used
in practice rely on two problems: the integer factorization problem [56, 60] and the
discrete logarithm problem [25]. However, these two problems can easily be solved
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in polynomial time on a quantum computer using Shor’s algorithm [62] and its
generalizations [32]. Hence, if one can build a quantum computer with sufficiently
many qubits to solve these problems, the mostly used public-key cryptographic
systems will be broken and will have to be replaced.

To be prepared for this, we need crypto-diversity. Then, if one cryptosystem
is broken, another ideally well-studied cryptosystem will be available for use.
In particular, some of these systems should be secure on quantum computers as
well. Such cryptosystems are referred to post-quantum cryptosystems. Nowadays,
this has become a hot topic and dozens of quantum-resistant schemes have been
designed.

Several types of post-quantum cryptosystems have been proposed. Some are
based on multivariate equations [22, 36, 45, 52–54], whereas some others are code-
based [3, 29, 46, 50] or lattice-based [1, 2, 30, 34, 44, 55, 57, 58]. The former are, to
the best of our knowledge, used only to design signature schemes. In the following,
we focus on code-based and lattice-based cryptosystems.

7.1.1 Code-Based Cryptosystems

Code-based cryptosystems rely on error correcting codes and the addition of random
noise during the encryption.

The most famous code-based cryptosystem is the McEliece cryptosystem [46]. It
was introduced by McEliece in 1978 and is still unbroken. In this scheme, the private
key is the generator matrix G of a random [k,n]-Goppa code able to correct up to t
errors along with two matrices P and S, where P is a random k× k permutation and
S a random n× n non-singular matrix. The public key is then a scrambled version
Ĝ of G, defined as Ĝ := SGP. A message is encrypted by first encoding it with
the code associated to Ĝ and by adding a random noise with exactly t ones. The
security of the system relies on the hardness of decoding a scrambled Goppa code.
This problem is also known as the McEliece problem. Decryption of a ciphertext can
be performed efficiently if one is in possession of P, S, and G, since Goppa codes
are efficiently decodable.

Niderreiter described a dual variant of the McEliece cryptosystem [50]. Instead
of representing the message as a codeword, the encryption is performed with the
parity check matrix H of a Goppa code. The security of the two schemes have
been shown to be equivalent [39]. A signature scheme [19] was derived from the
Niderreiter cryptosystem by Courtois et al.

A code-based symmetric key cipher, LPN-C [29], was introduced by Gilbert et al.
This cipher is based on another problem which is believed to be hard: the Learning
from Parity with Noise problem (LPN). The LPN problem consists in finding an
unknown k-bit vector x given access to an oracle that returns (a,a ·x+ν), for some
biased noise ν and some random vector a.

The main drawback of these schemes is that the key length needed to obtain
reasonable security is pretty large. For the McEliece cryptosystem, public keys of
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size 216 achieve only 84.88-bit security [9]. To obtain 266.94-bit security, 220-bit
keys are needed. Note that, asymptotically, the McEliece cryptosystem has better
key sizes than RSA. For a security parameter λ, a McEliece key has size λ2+o(1)

while RSA keys have size λ3+o(1) [8], but this holds only for impractical λ. Another
drawback of these schemes is that the ciphertext length has to be bigger than
the plaintext. This comes from the use of an error-correcting code and cannot be
changed.

TCHo belongs also to the code-based cryptosystem category. However, its
security rely on a somewhat different problem: the low weight polynomial multiple
problem.

7.1.2 Lattice-Based Cryptosystems

The other category of post-quantum cryptosystems are lattice-based cryptosystems.
One of the strengths of lattice-based cryptography is that its security is often based
on the worst-case hardness of problems instead of average-case hardness.

One of the computationally hard problems on which lattice-based systems rely
on is the Shortest Vector Problem (SVP). Briefly, this problem consists of finding the
shortest non-zero vector in a lattice or an approximation of it within a polynomial
factor. Polynomial algorithms like LLL [38] or its improvements [61] can only find
subexponential approximations of it.

Lattice-based cryptography was introduced by Ajtai in 1996 [1]. Shortly after,
Ajtai and Dwork designed the first lattice-based public-key cryptosystem based on
the worst-case hardness of SVP [2]. This scheme was later improved in [30, 57].
However, they suffer from large key sizes and a large expansion factor, and are
inefficient in practice. Indeed, for a lattice of dimension n, the keys in this scheme
have size Õ

(
n4
)

and the ciphertexts Õ
(
n2
)

[59].1

Another class of lattice-based cryptosystems are based on the worst-case com-
plexity of the Learning With Errors (LWE) problem [44,55,58]. The LWE problem
is the following: given a dimension n, a modulus q and an error distribution χ over
Fq, the goal is to find a secret vector s ∈ F

n
q using independent LWE-samples:

(a,〈a,s〉+ ε) ∈ F
n
q×Fq, a

U←− F
n
q, ε χ←− Fq.

Reference [44] introduces the ring-LWE problem, an algebraic variant of the
LWE problem. According to the authors, it is the first truly practical lattice-based
cryptosystem based on LWE.

The most famous and efficient lattice-based cryptosystem is NTRU [34] which
is based on the work of Goldreich et al. [31]. Its security is based on the hardness

1A function is Õ( f (n)) if it is O
(

f (n) · log( f (n))k
)

for some k.
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of SVP and the Closest Vector Problem (CVP) in convolution modular lattices, a
particular class of lattices. Unlike some schemes we named above, NTRU’s security
has not been shown equivalent to the hardness of SVP or CVP. Nevertheless, for a
security parameter λ, the asymptotic cost for encryption and decryption is O

(
λ2
)

and the key sizes is O(λ) which makes of NTRU one of the most efficient public-key
cryptosystems.

7.1.3 TCHo

It is often the case in stream cipher cryptanalysis that we need to cancel the effect
of a linear feedback shift register with noise by using a low weight multiple of its
connection polynomial. This happens in fast correlation attacks [47]. For instance,
in the cryptanalysis of Bluetooth E0 [40–43], we need to find such a multiple with
low weight for a given polynomial coming from the E0 specifications. Actually, the
lower the degree and the weight, the more efficient the attack. This happens to be
hard in practice. However, the designer of E0 could have selected the polynomial
as a factor of some secret low weight multiple. That is, a trapdoor could have been
hidden to break the cipher. Refining this idea, in 2006, Finiasz and Vaudenay [26]
came up with the notion of trapdoor cipher on which TCHo is based. Indeed,
the name “TCHo” stands for “Trapdoor Cipher, Hardware Oriented”.2 This early
version of TCHo was using a linear code based on another LFSR.

One drawback of this design was that decryption (using the trapdoor) was not
polynomially bounded, although still feasible in practice. Then, Meier suggested
using other codes. Finally, in 2007, Aumasson et al. presented the latest version [3]
with polynomial complexity using heuristic algorithms. They proved semantic
security based on some new complexity assumptions. They further proposed to
apply the Fujisaki-Okamoto construction [27] to achieve IND-CCA security.

In 2009, Herrmann and Leander [33] have shown that we can mount a key
recovery chosen ciphertext attack, which seemingly proves that the key recovery
problem and the decryption problem are somewhat equivalent.

Since then, Duc [23] has shown how to generate better parameter vectors, and
Bindschaedler [10] implemented it as a new cipher in TLS for a browser and an
HTTP server.

In this paper, we survey known results about TCHo. Additionally, we provide
more formal (i.e. non-heuristic) results regarding correctness, with an updated key
generation algorithm.

2The word “tchô” happens to come from some French slang which originated from the famous
Swiss cartoonist Zep who created a comics magazine for kids with this name in 1998.
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7.1.4 Structure of This Paper

In Sect. 7.2 we describe our notation and give basic definitions used throughout the
paper. In Sect. 7.3 we present the problems on which the security of TCHo relies on
and we survey algorithms that solve them. The complexity of these algorithm will be
needed to find secure parameters for TCHo. In Sect. 7.4 we present the TCHo cipher
and prove that it is a cryptosystem with heuristic key generation. In Sect. 7.5 we
discuss the security of TCHo, we prove that TCHo is IND-CPA secure and we show
how to achieve IND-CCA security. In Sect. 7.6 we give some practical parameters
for TCHo and we discuss some implementation results. We conclude in Sect. 7.7.

7.2 Notations and Definitions

We denote by “log” the logarithm in base two and by “ln” the natural logarithm. We

write x
U←−D if an element x is drawn uniformly at random in a domain D. We write

x
χ←− D if x is drawn from domain D using distribution χ. For TCHo, we consider

only binary polynomials, i.e., polynomials with coefficients in F2. The degree of
a polynomial P ∈ F2[x] is denoted dP. We use uppercase characters to represent
polynomials and the same letter in lowercase to represent its coefficients. Hence,
we write P = p0 + p1X + p2X2 + · · ·+ pdPXdP . The number of nonzero coefficients
of P is called the weight of the polynomial and is denoted wP. In other words,
wP = ∑dP

i=0 pi, where pi’s are considered as elements in Z. A polynomial P with
wP � dP is called a sparse polynomial or a low weight polynomial.

The bias γ of a random bit B is the difference between the probability of
occurrence of a zero and the probability of occurrence of a one, i.e., γ = Pr[B =
0]−Pr[B= 1]. Hence, a source producing random bits with bias γ outputs a zero with
probability 1

2 (1+ γ) and a one with probability 1
2(1− γ). We call a finite sequence

of bits x a bitstring. We write its length |x|, which denotes its number of bits. As for
polynomials, we call the weight of a bitstring its number of ones. The concatenation
of two bitstrings x and y is written x‖y. The (possibly infinite) output of a bitsource
S is called a bitstream. If we need to specify the input (e.g. the seed) r of a source
S, we write S(r). The bitstring constructed from the first � bits produced by S is
denoted S�. We denote by Sγ a bitsource producing independent bits with bias γ.
Given a bitstring x, we denote by trunc�(x) the substring of x made by its first � bits.

Given some initial parameters Π and a predicate P, we write

Pr

⎡
⎢⎢⎢⎣P(v1, . . . ,vm;rp) :

v1 ← f1(Π;r1)

...

vm ← fm(Π,v1, . . . ,vm−1;rm)

⎤
⎥⎥⎥⎦
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to denote

Pr
r1,...,rm

rp

[
∨

v1,...,vm

P(v1, . . . ,vm;rp)∧ v1 = f1(Π;r1)∧·· ·∧ vm = fm(Π,v1, . . . ,vm;rm)

]
.

A Linear Feedback Shift Register (LFSR) can be described by its feedback
polynomial P = ∑dP

i=0 piXi. It is then denoted LP. When given an initial state
s = (s0,s1, . . . ,sdP−1), an LFSR LP produces a bitstream denoted SLP(s). Recall
that an LFSR with feedback polynomial P and initial state s = (s0,s1, . . . ,sdP−1)

produces the bitstream si with si+dP = ∑dP−1
k=0 pksi+k in F2.

Finally, we define two operations used in TCHo. The bitwise sum (in F2) of
two bitstrings x and y of same length is written x+ y. The product of a polynomial
K ∈ F2[X ] of degree d, K = ∑d

j=0 k jX j and a bitstring Sd+N = (s0, . . . ,sN+d−1) is

denote K⊗Sd+N and is defined as

K⊗Sd+N = (s′0, . . . ,s
′
N−1),

with s′i := sik0 + si+1k1 + · · ·+ si+dkd . We can also associate the polynomial K with
an N× (d+N) matrix MN

K defined as

MN
K :=

⎡
⎢⎢⎢⎣

k0 k1 . . . kd 0 0 . . . 0
0 k0 k1 . . . kd 0 . . . 0

. . .
. . .

0 0 . . . 0 k0 k1 . . . kd

⎤
⎥⎥⎥⎦ .

Then, we have [
s′0 . . . s′N−1

]T
= MK

[
s0 . . . sN+d−1

]T
.

Note that P ⊗ S�
LP

= 0, i.e., when the feedback polynomial is used for the
multiplication, we obtain the zero bitstring. This multiplication operator verifies
also (PQ)⊗S = P⊗ (Q⊗S). Thus, if P divides K, K⊗S�

LP
= 0.

A function f (λ) is negligible if for all d ∈ R we have f (λ) = O
(
λ−d

)
.

Definition 7.1 (Cryptosystem). A cryptosystem over a given message space M
and random coin space R consists of three polynomial-time algorithms:

• A probabilistic key-generation algorithm Gen(1λ) taking as input some security
parameter 1λ in unary representation, and producing a secret key Ks and a public
key Kp;

• A probabilistic encryption algorithm Enc(Kp,m;r) taking as input a public key
Kp and a message m ∈ M with some random coins r ∈ R , and producing a
ciphertext y in the ciphertext space C ;

• A deterministic decryption algorithm Dec(Ks,c) taking as input a secret key Ks

and a ciphertext c ∈ C , and producing a message or an error.
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The cryptosystem must satisfy the following correctness property:

max
m∈M

Pr
[
Dec(Ks,Enc(Kp,m;ρ)) �= m : (Ks,Kp)← Gen(1λ;ρg)

]

is negligible as λ increases.

We will also use the following security notions and acronyms. Adaptive Chosen
Ciphertext Attack is denoted CCA, Chosen Plaintext Attack CPA, Indistinguishabil-
ity IND, and One-wayness OW.

Definition 7.2 (OW-CCA-security). A cryptosystem is (t,ε)-OW-CCA-secure if
no adversary A , with access to a decryption oracle OKs,c and with running time
bounded by t, can recover the plaintext from a given ciphertext with a probability
higher than ε. More formally, for all A bounded by t,

Pr

⎡
⎢⎢⎢⎣AOKs ,c(c;ρ) = m :

m
U←−M ; r

U←− R

(Ks,Kp)← Gen(1λ)

c← Enc(Kp,m;r)

⎤
⎥⎥⎥⎦≤ ε,

where OKs,c(y) =Dec(Ks,y) for y �= c and OKs,c(y) =⊥ otherwise. Asymptotically, a
cryptosystem is OW-CCA-secure if for any polynomial t(λ) there exists a negligible
function ε(λ) such that it is (t(λ),ε(λ))-OW-CCA-secure.

Definition 7.3 (IND-CPA-security). A cryptosystem is said (t,ε)-IND-CPA-secure
or (t,ε)-semantically secure against chosen plaintext attacks if no adversary A =
(A1,A2) with running time bounded by t can distinguish the encryption of two
different plaintexts m0 and m1 with a probability higher than ε. More formally, for
all A bounded by t,

Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

A2(Kp,c;ρ) = b :

(Ks,Kp)← Gen(1λ)

m0,m1 ← A1(Kp;ρ)

r
U←− R ; b

U←− {0,1}
c← Enc(Kp,mb;r)

⎤
⎥⎥⎥⎥⎥⎥⎦
≤ 1

2
+ ε.

Asymptotically, a cryptosystem is IND-CPA-secure if for any polynomial t(λ) there
exists a negligible function ε(λ) such that it is (t(λ),ε(λ))-IND-CPA-secure.

IND-CPA-security can also be represented in the real-or-random game
model [5, 6].

Definition 7.4 (Real-or-random IND-CPA game security). A cryptosystem is
(t,ε)-IND-CPA-secure in the real-or-random game model if no adversary A =
(A1,A2) with running time bounded by t can distinguish the encryption of a chosen
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plaintexts m0 to a random one with a probability higher than ε. More formally, for
all A bounded by t,

Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

A2(Kp,c;ρ) = b :

(Ks,Kp)← Gen(1λ)

m0 ← A1(Kp;ρ); m1
U←−M

r
U←− R ; b

U←− {0,1}
c← Enc(Kp,mb;r)

⎤
⎥⎥⎥⎥⎥⎥⎦
≤ 1

2
+ ε.

Asymptotically, a cryptosystem is IND-CPA-secure in the real-or-random game
model if for any polynomial t(λ) there exists a negligible function ε(λ) such that
it is (t(λ),ε(λ))-IND-CPA-secure in the real-or-random game model.

A (t,ε)-IND-CPA-secure system in the real-or-random game model is (t,2ε)-IND-
CPA-secure in the standard model [5]. Conversely, a (t,ε)-IND-CPA-secure system
in the standard model is (t,ε)-IND-CPA-secure in the real-or-random game model.
Asymptotically, both models are equivalent.

Definition 7.5 (IND-CCA-security). A cryptosystem is said (t,ε)-IND-CCA-secure
or (t,ε)-secure against adaptive chosen plaintext attacks if no adversary A =
(A1,A2), with access to a decryption oracle OKs,c and with running time bounded
by t can distinguish the encryption of two different plaintexts m0 and m1 with a
probability higher than ε. More formally, for all A bounded by t,

Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

AOKs ,c
2 (Kp,c;ρ) = b :

(Ks,Kp)← Gen(1λ)

m0,m1 ← AOKs
1 (Kp;ρ)

r
U←− R ; b

U←− {0,1}
c← Enc(Kp,mb;r)

⎤
⎥⎥⎥⎥⎥⎥⎦
≤ 1

2
+ ε,

where OKs,c(y) = Dec(Ks,y), and OKs,c(y) =Dec(Ks,y) for y �= c and OKs,c(c) =⊥.
Asymptotically, a cryptosystem is IND-CCA-secure if for any polynomial t(λ) there
exists a negligible function ε(λ) such that it is (t(λ),ε(λ))-IND-CCA-secure.

Definition 7.6. Given two sources S0 and S1, a distinguisher between them is an
algorithm D that takes as input one sample x from either S0 or S1 and has to decide
which source was used. Its advantage is

AdvD(S0,S1) = Pr [D(x) = 1 : x← S1]−Pr [D(x) = 1 : x← S0] .

We say that the two sources are (t,ε)-computationally indistinguishable if for any
distinguisher D with running time bounded by t,

|AdvD(S0,S1)| ≤ ε.
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Asymptotically, two sources are computationally indistinguishable if for any poly-
nomial t(λ) there exists a negligible function ε(λ) such that, they are (t(λ),ε(λ))-
computationally indistinguishable.

We will be using the following Chernoff bound:

Theorem 7.1 (Chernoff [14]). For X1, . . . ,Xn independent identically distributed
Bernoulli random variables with E(X1)≤ 1

2 ,

Pr

[
1
n

n

∑
i=1

Xi ≥ 1
2

]
≤ exp

(
−2n

(
E(X1)− 1

2

)2
)
.

7.3 Computational Problems

TCHo ’s security is based on computational problems which are believed to be hard.
In this section, we survey the existing algorithms used to solve these problems and
we focus on their best complexity to find suitable parameters for TCHo.

7.3.1 Low Weight Polynomial Multiple Problem

Unlike the integer factorization, efficient algorithms exist to factor polynomials over
a finite field [7, 13]. However, finding a multiple of a given polynomial that has a
bounded degree and a bounded weight can be hard. TCHo ’s security relies on the
Low Weight Polynomial Multiple problem (LWPM).

Problem 7.1 (LWPM). Let w,d,dP ∈ N be three parameters such that 0 < dP < d
and w < d. Given an instance P ∈ F2[x] of degree dP, find a multiple K of P of
degree at most d and weight at most w.

In TCHo, P will be the public key and one will be able to recover some information
about the plaintext from a ciphertext using such a low weight polynomial K. Note
that in TCHo, the private key will be one of the solutions to this problem. Hence,
we are ensured that a solution exists. In fact, the public key P is generated as an
irreducible factor of a random polynomial K of weight wK and degree at most d with
a nonzero constant factor. In this case, one can heuristically estimate the number of
solutions with nonzero constant term as

Nsol ≈ 1+ 2−dP

(
d

w− 1

)
. (7.1)
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Note that the additional solution comes from the way we generate our polynomial P.
We present now algorithms used to find low weight polynomial multiples. In what
follows, we review some existing algorithms to solve the LWPM problem in order
to derive heuristically some hard domain parameters.

To support the hardness of the LWPM problem, Giesbrecht et al. showed that
finding sparse multiple polynomials with unbounded degree in a finite field is at
least as hard as computing orders in an extension of this field [28], a problem which
is believed to be hard. Unfortunately, this result is not directly applicable to TCHo
because we consider polynomially bounded degrees and we know that a solution
exists within this bound.

7.3.1.1 Exhaustive Search

When d is close to dP, we can use exhaustive search to find all low weight
multiples of P. The exhaustive search is performed by simply checking the weight
of all multiples of P. The complexity for finding all multiples is Θ

(
Poly(d)2d−dP

)
.

However, this method is inefficient in TCHo, since d− dP is very large.

7.3.1.2 Birthday Paradox

Following Meier and Staffelbach [47], we build two lists L1 and L2 in which we
store respectively polynomials with weight �(w− 1)/2, degree smaller than d, and
zero constant term and polynomials with weight #(w− 1)/2$, degree smaller than
d, and constant term equal to one. Once we have these lists, we look for pairs that
sum to 0 modulo P. This collision search can be done efficiently using a hash table.
Note that when w is odd (as in TCHo ), one can use only the list L1 and search for
pairs (in L1) summing to 1 instead. The list size is

( d
#(w−1)/2$

)
. Hence, the memory

use is

2

(
d

#(w− 1)/2$
)
(w− 1) log(d)≈ Θ

(
d#(w−1)/2$ log(d)

)

for small weights w. The time complexity is Θ
(( d

(w−1)/2

))
. This strategy is clearly

faster than exhaustive search but uses a lot of memory. In the case of TCHo,
d is typically greater than 215 and w greater than 68. Hence, the lists contains
more than Ω

(
2388

)
elements, which is way too much. An improvement of this

method is proposed by Chose, Joux and Mitton to solve this problem using

Θ
(

d#(w−1)/4$ log(d)
)

space instead [15]. An alternative solution was also proposed

by Didier and Laigle-Chapuy using discrete logarithms [20]. Assuming that in
practice the discrete logarithm with base element X has a negligible complexity

over F2[X ]/〈P〉, they achieve a time complexity of Θ
(

d(w−1)/2−1
)

for a memory

cost equal to the original birthday paradox method.
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7.3.1.3 Generalized Birthday Paradox

When there is a large number of solutions, one can use Wagner’s generalized
birthday paradox [64] to find more efficiently one solution. The idea is to make use
of 2k lists of polynomial of weight (w−1)/2k instead of two lists as in the birthday
paradox algorithm. Collisions are then found in pairs of lists until one single list
remains containing a wanted solution. This algorithm will not return all possible
solutions but can find one of them. However, the lists need to have a size greater
than 2dP/(k+1). Hence, we need(

d
(w− 1)/2k

)
≥ 2dP/(k+1),

for a k > 1. In this case, a solution can be found with time and memory complexity

Θ
(

2k2dP/(k+1)
)
.

7.3.1.4 Finding a Low Weight Multiple Using Lattices

El Ailmani and von zur Gathen [24] presented a lattice-based algorithm to solve the
LWPM problem. The set of multiples of P with degree lower than d form a lattice
Ld . More formally

Ld := {Q ∈ Z[X ] : Q ∈ PZ[X ]+ 2Z[X ],deg(Q)< d}.

This lattice has dimension d. Now, note that a low weight polynomial multiple of P
is a short vector in Ld . Such a vector can be found by first finding a basis of Ld , then
by reducing this basis using for instance the LLL algorithm [38]. The algorithm
uses O

(
d6
)

time and O(d× dP) memory if we use LLL. However, this method is
strongly limited by the lattice dimension. When d is too large, the size of the short
vector we find using LLL becomes greater than w. This comes from the fact that
this vector is only an approximation of the shortest vector in the lattice. Hence, this
technique is inefficient to attack TCHo.

7.3.1.5 Syndrome Decoding

Syndrome decoding can also solve this problem. First, we compute the matrix H,
whose column i is defined by Xi mod P, for 1 ≤ i ≤ d − 1. Once this matrix is
computed, we search for a low weight polynomial in the preimages of 1 of this
matrix. Following Canteaut and Chabaud [11], one solution can be found in time

Θ

(
1

Nsol

(
d− 1

dP

)w−1
)
.
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By using (7.1), this approximates to

Θ

⎛
⎜⎝

(
d−1
dP

)w−1

2−dP
( d

w−1

)
+ 1

⎞
⎟⎠.

7.3.1.6 Hardness of the LWPM Problem

Out of this survey, we deduce the following assumption

Assumption 7.2. Let w,d,P be an instance of the LWPM problem. Let λ be the
security parameter. The LWPM problem is believed to require a super-polynomial
complexity if

(w− 1) log
d
dp
≥ λ, (7.2)

and (
d

w− 1

)
< 2dP . (7.3)

Indeed, these inequalities give no complexity better than Θ
(
2λ
)

with the previous
algorithms. Note that (7.3) implies that we shall expect no more solution than the
one which was hidden.

7.3.2 The Noisy LFSR Decoding Problem

TCHo ’s security relies also on the noisy LFSR decoding problem.

Problem 7.2 (Noisy LFSR Decoding). Let � > 0 be a length, let P be a polynomial
of degree dP, and let 0 ≤ γ ≤ 1 be a bias. Recover X , the random seed of an LFSR,
given Y := S�

LP
(X)+S�

γ , i.e., the bitwise addition between the output of this LFSR
with feedback polynomial P and seed X , and some random noise with bias γ.

In TCHo, the plaintext will be hidden by such a Y . Hence, since the noise is strongly
biased, if one can easily recover the seed of the LFSR, one can recover the plaintext.
We survey now the techniques used to solve the noisy LFSR decoding problem.

7.3.2.1 Information Set Decoding

Information set decoding is performed as follows. We pick dP random bits out of
the � output bits of Y and we solve the linear system induced by the columns of
the generator matrix of the LFSR corresponding to these bits (e.g. by performing
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Gaussian elimination). X can be recovered if there are no errors among the dP

selected bits. This happens with probability

(
1
2
+
γ
2

)dP

.

Hence, we can recover X with complexity3

Θ
(

1
2
+
γ
2

)−dP

. (7.4)

This is Ω(2λ) for
γ≤ 21−λ/dP− 1.

7.3.2.2 Maximum Likelihood Decoding

Maximum likelihood (ML) decoding is a bruteforce technique that consists in
computing S�

LP
(X) for all possible random seeds X and keep the one with smallest

distance to Y . This costs Θ
(
2dP�

)
and can be improved to Θ

(
2dPdP

)
by using a

fast Walsh transform [42]. More subtle ML algorithms exist that decode only a
subcode of the full code. In this case, even though we do not recover completely
the seed X , we may recover some bits of information which may threaten TCHo. It
can be shown [26] that if we take dP ≥ 2λ, these algorithms yield less than 1 bit of
information.

7.3.2.3 Iterative Decoding

Iterative decoding [12] consists in finding low weight multiples of P forming parity
check equations. The low-weight parity check code associated to these equations
can then be solved. When dP ≥ 2λ, decoding is not possible using this technique
[26].

7.3.2.4 Hardness of the Noisy LFSR Decoding Problem

Out of this survey, we deduce the following assumption.

Assumption 7.3. Let �,P,γ be an instance of the noisy LFSR decoding problem. Let
λ be the security parameter. The problem is believed to require a super-polynomial
complexity if

dP ≥ 2λ, (7.5)

3Note that we can neglect the cost of the Gaussian elimination by using improved algorithms [11].
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and
γ≤ 21−λ/dP− 1. (7.6)

Indeed, these inequalities give no complexity better than Θ
(
2λ
)

with the previous
algorithms.

7.3.3 The Noisy LFSR Distinguishing Problem

The previous problem has a decisional counterpart.

Problem 7.3 (Noisy LFSR Distinguishing). Let � > 0 be a length, let P be a
polynomial of degree dP, and let 0≤ γ≤ 1 be a bias. Given an �-bit string Y , decide
whether Y was generated by Y = S�

LP
(X)+S�

γ or by a uniformly distributed source

Y = S�
0.

7.3.3.1 Linear Noise Cancellation

We can think of two strategies to distinguish S�∗ = S�
LP

+ S�
γ from S�∗ = S�

0. The
first one is to apply the solutions we presented to solve the noisy LFSR decoding
problem, i.e., to recover the random seed used by LP. We know that if (7.5) and (7.6)
hold, the problem is supposed hard.

Another solution is to multiply S�∗ by P or any of its multiple Q. If S�∗ is not S�
0,

we have
Q⊗S�

∗ ≈ S
�−dQ

γwQ .

The best advantage [4] one can get to distinguish N bits of bias γw from random ones
is Adv≈ γw

√
N/(2π). From Sect. 7.3.1, we know that the cost to find a multiple of P

with degree bounded by d and weight bounded by w is Comp= (d/dP)
w−1 if we use

syndrome decoding. It works with probability bounded by Success = 2−dP
( d

w−1

)
.

To identify the range of parameters for which this method does not work, we
want

1
Adv

+
Comp

Success
≤ 2λ.

So, N, w, dP are polynomially bounded. We have

1
Adv

+
Comp

Success
=

γ−w√
N/2π

+
(d/dP)

w−1

2−dP
( d

w−1

) ≥ Poly(λ)

(
γ−w√
N/2π

+

(
we−1

dP

)w

2dP

)
.

Let f (w) be the term under parentheses. The function w �→ (
we−1/dP

)w
decreases

until w = dP and then increases. Let τ be the root of γe−1 = τ2−τ. Since we will
take γ = 1− o(1), we have τ = τ0 + o(1) where τ0 :≈ 3.053. Note that τ ≥ 1 since
γ≤ 1.
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We assume that dP log(1/γ) ≥ λτ. Let w0 := dP/τ. If w ≤ w0, since w < dP

(because τ≥ 1), we have

f (w) ≥
(

we−1

dP

)w

2dP ≥
(

w0e−1

dP

)w0

2dP =

(
2

(
1
τ

e−1
)1/τ

)dP

= γ−dP/τ ≥ 2λ.

If w≥ w0, we have

f (w) ≥ γ−w ≥ γ−w0 = γ−dP/τ ≥ 2λ.

This leads us to the following assumption:

Assumption 7.4. Let �,P,γ be an instance of the noisy LFSR distinguishing
problem. Let λ be the security parameter. Let τ be the root of γe−1 = τ2−τ. The
problem is believed to require a super-polynomial complexity if

γ≤ 21−λ/dP− 1,

and

dP log
1
γ
≥ λτ.

Indeed, these inequalities give no complexity better than Θ
(
2λ
)

for advantage
Ω(2−λ) with the previous algorithms.

Note that if dP < 2λ, we have γ >
√

2− 1 so dP log(1/γ) ≤ 1.28× dP. Further-
more, we have in this case τ≥ 5 which implies that λτ≥ 5λ. We deduce from it that
1.28× dP ≥ 5λ which contradicts dP < 2λ. Hence, the hypotheses imply dP ≥ 2λ
which was used in Assumption 7.3.

7.4 Presentation of the TCHo Cryptosystem

In this section, we describe the TCHo cryptosystem and give algorithms for key
generation, encryption and decryption. We also prove that TCHo is a cryptosystem.

7.4.1 Parameters

TCHo ’s secret key consists in a low weight polynomial K over F2[X ] of degree dK

bounded by d and of weight wK . The public key is a polynomial P such that P divides
K and whose degree is in a given interval [dmin,dmax]. The security of the scheme
relies on noise added by an LFSR with the public key as feedback polynomial and
some strongly biased random noise. The bias of the noise γ along with the plaintext
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length k and the ciphertext length � > d are the remaining parameters. Hence, for a
fixed system with security parameter λ, we can define a parameter vector

(k,dmin,dmax,d,wK ,γ, �) .

We require that k,dmin,dmax,d,wK , � are positive integers, polynomially bounded,
dmax > dmin, wK odd, 3 ≤ wK ≤ k, d ≥ dmax, k+ d ≤ �, and that γ is subject to the
following requirement which is needed for correctness.

γ2wK
�− d

k
=Ω(λα) (7.7)

for some constant α > 0. Later, we shall add the requirements of Assumptions 7.2
and 7.4 for security.

There are two approaches for selecting the parameters: in practice, we select
some for which we have good implementation performances and a fair understand-
ing of the security. This will be covered in Sect. 7.6. In theory, we select a family
of parameters based on λ so that algorithms are polynomially bounded and whose
security relies on complexity assumptions. This will be addressed in Theorems 7.5
and 7.6.

7.4.2 Key Generation

First, a random polynomial K of degree bounded by d and odd weight wK with
constant term 1 is generated. Nonzero coefficients in K shall be selected at positions
which are pairwise different modulo k. If K(X) is not coprime with Xk− 1 (which
would be exceptional), we try again. Then, an irreducible factor P of degree
dP ∈ [dmin,dmax] is searched. This procedure is repeated with another K until an
appropriate P is found:

Generate:
1: repeat
2: pick a random subset I of {1, . . . ,k− 1} of cardinality wK− 1
3: for each i ∈ I, pick a random ji such that ji mod k = i and 0 < ji < d
4: take K(X) = 1+∑i∈I X ji

5: if K(X) is coprime with Xk− 1 then
6: factor K as a product of irreducible polynomials over F2

7: pick an irreducible factor P of degree dP ∈ [dmin,dmax]
8: end if
9: until P found

10: return K and P

Note that since K is sparse, it can be stored efficiently using only #wK log(d)$
bits.

The number of irreducible polynomials of degree d is equivalent to 2d/d. So, a
random polynomial has an irreducible factor of degree d with probability 1/d. From
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that, we deduce that a random polynomial has an irreducible factor of degree in
[dmin,dmax] with probability O((dmax− dmin)/dmax). Hence, O(dmax/(dmax− dmin))
factorization attempts are needed in average. Using the Cantor-Zassenhaus [13]
factoring algorithm, every attempt costs O

(
d2 logd loglogd

)
.

The total complexity of the key generation algorithm is, thus,

O

(
dmax

dmax− dmin
d2 logd loglogd

)
.

We make the heuristic assumption that the complexity is the same when the
polynomial K is sparse instead of being fully random. This assumption will be
discussed in Sect. 7.6. However, we have no formal proof so far that this algorithm
is polynomially bounded. This is left open for future work.

7.4.3 Encryption

Let C(m) : {0,1}k→{0,1}� be the repetition code that, given an m∈ {0,1}k returns
the � bit word

m‖m‖ . . .‖m̃,

where m̃ is the bitstring m truncated such that C(m) has length �. Given a plaintext
m of length k, the ciphertext y of length � is

y := EncTCHo(P,m;r1‖r2) =C(m)+S�
LP
(r1)+S�

γ(r2),

where r1 and r2 are random seeds. Care has to be taken about the size of these seeds.
The first seed, r1, consists in a random initial state for the LFSR. Hence, it has to be
a random bitstring in {0,1}dP . The second seed, r2, is a random seed for a biased
pseudo random bit source. To ensure a proper security, this seed needs to be at least
λ-bit long, where λ is the security parameter.

The encryption cost is O(�× dP) if the random bit generator has not a higher
complexity. In the case of a dedicated hardware implementation, the encryption can
be done in O(�) time with O(dP) gates.

Encrypt(P,m;r1,r2):
1: compute y =C(m)+S�

LP
(r1)+S�

γ(r2)
2: return y

7.4.4 Decryption

Let y ∈ {0,1}� be the ciphertext, i.e., y =C(m)+S�
LP
(r1)+S�

γ(r2). We decrypt y as
follows.
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First, we remove the contribution of the noise induced by the LFSR LP. This
is done by computing t := trunc�−d(K ⊗ y). The resulting t is truncated to �− d
bits.4 Since the multiplication operator is distributive and since K is a multiple of
P, which is the feedback polynomial of LP, this operation completely removes the
noise generated by the LFSR. However, this operation has also an effect on C(m)
and Sγ(r2). We have K⊗ S�γ ≈ S�−d

γwK in the sense that every bit of K⊗ S�γ has a bias
of γwK but they are not perfectly independent. Hence, if the weight of K is low, the
noise remains strongly biased. We have also K⊗C(m) =C(m′), where m′ =ψK(m),
for some linear map ψK . Thus, t ≈C(ψK(m))+S�−d

γwK . Under some conditions, ψK

is invertible.
Since the noise S�−d

γwK is strongly biased, we can recover ψK(m) by performing
majority logic decoding (MJD), i.e., by taking for each bit its majority value in the
repetition code. For a proper choice of wK ,γ and �, the probability of error will be
negligible.

MJD decodes the correct ψK(m) if for every i = 0, . . . ,k− 1, there is a majority
of j’s such that (K⊗S�

γ)i+k j = 0.
Finally, we invert ψK to recover m. Recall that the operation K⊗C(m) can also

be written as M�−d
K C(m), with

M�−d
K :=

⎡
⎢⎢⎢⎣

k0 k1 . . . kd 0 0 . . . 0
0 k0 k1 . . . kd 0 . . . 0

. . .
. . .

0 0 . . . 0 k0 k1 . . . kd

⎤
⎥⎥⎥⎦ .

Since C(m) is a repetition code, ψK(m) can be written as CKm, with

CK =

⎡
⎢⎢⎢⎣

c0 c1 . . . ck−1

ck−1 c0 . . . ck−2
...

. . .
...

c1 c2 . . . c0

⎤
⎥⎥⎥⎦ ,

where

c j = ∑
{i∈[0,d] : i≡ j mod k}

ki.

The matrix CK is invertible if and only if c0 + c1X + · · ·+ ck−1Xk−1 is coprime with
Xk−1, which is equivalent to K(X) being coprime with Xk−1, which is a condition
in our key generation algorithm. Hence, m =C−1

K m′.

4Since K may have a degree less than d, K ⊗ y may have more than �− d bits. To avoid side
channels, we only use the first �−d bits, as if K had degree d.
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The decryption complexity is O
(
wK× �+ k3

)
since the first operation takes

O(wK × �), the second O(�− d) and the third O
(
k3
)

time.

Decrypt(K,y):
1: compute t = trunc�−d(K⊗ y)
2: for i = 0 to k− 1 do
3: set ψ(m)i = majority(ti+k j ; 0≤ i+ k j < �− d)
4: end for
5: compute m =C−1

K ψ(m)
6: return m

7.4.5 TCHo Is a Cryptosystem

In this section, we show that TCHo is a cryptosystem as defined in Definition 7.1.

Lemma 7.1. The probability that a correctly generated ciphertext is badly de-
crypted satisfies

Pr[bad decoding]≤ k× exp

(
−1

2

⌊
�− d

k

⌋
γ2wK

)
.

Proof. We note from the requirement on K that nonzero coefficients have indices
which are pairwise different modulo k. Hence, for a fixed i, all bits (K⊗S�

γ)i+k j are
independent. So,

Pr[bad decoding]≤ ρ,

where

ρ :=
k−1

∑
i=0

1
2 � �−d−i

k 
∑

w=0

(� �−d−i
k 
w

)(
1+ γwK

2

)w(1− γwK

2

)� �−d−i
k −w

. (7.8)

We conclude thanks to the Chernoff bound (Theorem 7.1). ��
Theorem 7.5. There are some parameter selections making TCHo a cryptosystem
with heuristic key generation that verifies the inequalities in Assumptions 7.2–7.4.

Proof. Let λ be the security parameter. We select parameters satisfying

wK = aλ k = wK +Θ(λ) d = Θ
(
λ2× k

)
dmin = Θ

(
λ2
)

dmax = dmin +Θ
(
λ2
)

�= d+Θ
(
λ2× k

)
γ= λ−c/λ,

such that these are positive integers, wK is odd, a,c > 0 and with the following
condition:

0 < ac < 1.
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With these parameters, key generation takes O
(
λ4× k2× logλ× loglogλ

)
(heuris-

tically), encryption takes O
(
λ4× k

)
, decryption O

(
λ3× k

)
and (7.7) is verified.

Furthermore, these parameters satisfy the inequalities in Assumptions 7.2 and 7.4,
which will be needed to show the security of our scheme.

Since the parameters satisfy (7.7), there exists a constant f ≥ 0 such that

Pr[bad decoding]≤ k× exp(− fλα)

when λ is large enough. So, this probability is negligible. Hence, the cryptosystem
satisfies also the correctness property. ��

7.5 Security of TCHo

In this section, we show results on the security of TCHo. In particular, we show that
TCHo is IND-CPA-secure and not OW-CCA-secure. We show also how to achieve
IND-CCA security.

7.5.1 TCHo Is IND-CPA-Secure

Theorem 7.6 (Aumasson et al. [3]). Let S0 be an unbiased source of random bits.
There exists a constant µ such that, for every TCHo parameters, if S�

LP
+S�

γ cannot

be distinguished from S�
0 in time t with an advantage larger than ε, then TCHo is

(t− µ�,2ε)-IND-CPA-secure.

Proof. Instead of proving the semantic security directly, we prove it in the real-
or-random game model. Recall that in this model, the adversary submits first a
chosen plaintext x following an algorithm A ror

1 (Kp;ρ). Then, given a ciphertext z, the
adversary has to decide using an algorithm A ror

2 (Kp,z;ρ) whether z is a ciphertext
corresponding to x or to another random plaintext.

We show that using this adversary A ror = (A ror
1 ,A ror

2 ), we can build a distin-
guisher between S�

LP
+ S�

γ and S�
0. Let S�∗ be the unknown instance we have to

distinguish. First we recover a plaintext x = A ror
1 (P). Let z = C(x) + S�∗. If S�∗ is

random, then z is also a totally random bitstring. Note that this z corresponds also
to a valid ciphertext, since every bitstring in {0,1}� is valid. On the other hand,
if S�∗ is S�

LP
+ S�

γ, then z is a valid ciphertext of x. Hence, using A ror
2 (P,z), we

can decide, whether z is a ciphertext corresponding to x or not. The cost of this
simulation is µ�, for µ > 0 large enough. Thus, since we know by assumption that
we cannot distinguish S�

LP
+S�

γ from S�
0 in time t with an advantage larger than ε,

A ror has complexity at least t− µ�. Hence, TCHo is (t− µ�,ε)−IND-CPA secure in
the real-or-random game model. This implies that TCHo is (t− µ�,2ε)−IND-CPA
secure. ��
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Now, we just have to find suitable parameters such that the Noisy LFSR
Distinguishing Problem is hard to obtain an IND-CPA-secure scheme.

7.5.2 TCHo Is Not OW-CCA Secure

We recall two negative results from [3] regarding the security of TCHo.

Lemma 7.2. TCHo is malleable.

Proof. Given a ciphertext y corresponding to a plaintext x, y +C(x′) is a valid
ciphertext of x+ x′ with correct distribution. ��
This result implies also that TCHo is not IND-CCA secure as we can just use the
malleability of ciphertexts and call the decryption oracle on the modified ciphertext
to play the IND-CCA game.

Lemma 7.3. TCHo is not OW-CCA secure.

Proof. Given a ciphertext y to invert, modify the first bit an submit it to the
decryption oracle. With high probability, the obtained plaintext will correspond to
the original one. ��

7.5.3 The Herrmann-Leander Attack

In PKC 2009, Herrmann and Leander presented a chosen ciphertext key recovery
attack on TCHo [33]. They were able to recover the secret key in about d3/2

queries to a decryption oracle. As shown in Lemma 7.3, TCHo is not OW-CCA
secure. However, their attack is by far worse than the traditional OW-CCA message
recovery attack since it reveals the private key. It is important to notice that their
attack does not solve the LWPM problem but extracts this low weight polynomial
by querying the decryption oracle in a clever way.

This proves that the key recovery problem is easy with a DecK oracle. This does
not prove that decryption and key recovery are equivalent because we are using
the DecK oracle with some inputs which do not follow the distribution of genuine
ciphertexts. So, a decryption oracle able to decrypt ciphertexts may not fully emulate
the DecK oracle for our purpose. We briefly present Herrmann and Leander’s attack
here.

The attack is an adaptive differential attack, i.e., pairs of ciphertexts with a well-
chosen difference are submitted to the decryption oracle. Let the private key be
K = ∑d

j=0 k jX j. Let also N := �− d. For simplicity, we assume that �N
k  is odd

so that there is always a non-ambiguous majority among �N
k  bits. The idea is to

recover every bit one after the other starting from k1 to kdK . (Note that k0 is fixed
to 1.) To recover the key bit ki knowing k0, . . . ,ki−1, two ciphertexts y and y′ are
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submitted to the decryption oracle such that the difference between them before the
MJD step during the decryption process is t⊕ t ′ = Δ := (1⊕ ki,0, . . . ,0,1,0, . . . ,0),
where the 1 is at index i. Let the two obtained plaintexts be respectively m and
m′. If m and m′ differ, this means that the MJD algorithm made different decisions
for the two ciphertexts. With a clever choice of the ciphertexts y and y′ and using
our knowledge of the previous bits of K, we can ensure that t = (b,0,r), with b =
trunci(1,0(2k−1),1,0(2k−1), . . . ) and r an uniformly distributed random bitstring of
length �− i− d− 1. The b part ensures that the first sum in the majority decoding
algorithm is as much balanced as possible.

Let

M′ :=

⎡
⎢⎢⎢⎣

k0 k1 . . . ki−1

0 k0 . . . ki−2
...

. . .
...

0 . . . 0 k0

⎤
⎥⎥⎥⎦ .

To construct y, we take y := (ŷ,0(d+1),r), where ŷ is the solution of M′ŷ = b and r
is a random bit string of size N− i− 1. For y′, let δ be defined as

δ0 =
i−2

∑
j=0

δ′jk j+1⊕ 1,

δ j = δ′j−1 for 1≤ j ≤ i,

δ j = 0 for i+ 1≤ j < �,

where δ′ is the solution of M′δ′ = (0, . . . ,0,1)t . Then, y′ := y+δ. We refer the reader
to [33] for a proof of correctness of this construction. These two ciphertexts produce
the required t and t ′.

To recover ki, we distinguish two cases:

• When i≡ 0 (mod k), both the difference 1⊕ki and 1 in Δ contribute to the same
bit during MJD. Since t0 = 1 and ti = 0, we have t ′0 = ki and t ′i = 1. Hence,
m �= m′ implies that ki = 1. Thus, the resulting plaintext will be different only

when ∑�N/k
j=0 tk j =

⌊
1
2

⌊
N
k

⌋⌋
and ki = 1. However, in the case ki = 0, the majority

cannot change. By repeating this attack with a sufficient number of ciphertext
pairs we recover ki with negligible probability of error by making statistics.

• When i �≡ 0 (mod k), the difference 1 ⊕ ki and the difference 1 does not
contribute to the same bit during MJD. If ki = 0, t and t ′ differ in their coordinates

at index 0 and i and the majority at index 0 changes if ∑�N/k
j=0 tk j =

⌊ 1
2

⌊
N
k

⌋⌋
and

ki = 1. When ki = 1, this majority cannot change. The one at index i may change

depending on ∑�(N−i)/k
j=0 tk j+i. However, the difference m⊕m′ will not be the

same as when the majority changes at index 0, so it can be filtered out. Like in
the previous case, we recover ki by submitting sufficiently many ciphertext pairs.

We refer the reader to [33] for further details.
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This attack implies that TCHo cannot be used in its original form. We show in
the next section how TCHo can be transformed into an IND-CCA secure scheme.

7.5.4 Achieving IND-CCA Security

Following the Fujisaki-Okamoto construction [27], we can obtain an IND-CCA
secure scheme using TCHo. For this, we need first to define Γ-uniformity.

Definition 7.7 (Γ-uniformity). Let Asym be an asymmetric encryption scheme,
with key generation algorithm Gen(1λ) and encryption algorithm EncAsym(Kp,m;r)
over the message space M and the random coins space R . Asym is Γ-uniform if for
any plaintext m ∈M , for any keys drawn by Gen, and for any y ∈ {0,1}∗, we have

Pr
[
h

U←− R : y = EncAsym(Kp,m;h)
]
≤ Γ,

i.e., the probability that a plaintext and a ciphertext match is bounded.

Now, we recall the Fujisaki-Okamoto paradigm: Given an OW-CPA and Γ-uniform
asymmetric cipher Asym with public (resp. private) key Kp (resp. Ks), a one-time
secure symmetric cipher Sym, and two random oracles G and H, the following con-
struction is IND-CCA secure in the random oracle model:

Encryption: Given a message m:

1: Let σ U←− {0,1}k.
2: Let ψ←G(σ) be the symmetric key.
3: Encrypt the message using the symmetric cipher: y = EncSym(ψ,m).
4: Encapsulate the key with the asymmetric cipher: χ← EncAsym(Kp,σ;H(σ‖m)).
5: return (χ,y).

Decryption: Given a ciphertext (χ,y):
1: Decrypt the asymmetric part: σ̂= DecAsym(Ks,χ).
2: Recover the symmetric key: ψ̂= G(σ̂).
3: Recover the message: m̂ = DecSym(ψ̂,y).
4: if χ= EncAsym(Kp, σ̂;H(σ̂‖m̂)) then
5: return m̂.
6: else
7: return ⊥.
8: end if

Note that the check done at Step 4 during the decryption is necessary to obtain an
IND-CCA secure scheme.

To use this construction with TCHo, we need to show that TCHo is Γ-uniform.

Lemma 7.4. TCHo is ((1+ γ)/2)�-uniform.
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Proof. Recall that the TCHo encryption of x is y = C(x) + S�
LP
(r1) + S�

γ(r2), for
random coins r1 and r2. We need to bound the probability (taken over r1 and r2) that
a given plaintext x and ciphertext y match. Since in TCHo we consider only positive
bias, the most probable ciphertext corresponds to y=C(x)+S�

LP
, i.e., when S�

γ is the

zero bitstring. This happens with probability ((1+ γ)/2)�. When we take the average
on the possible r1, this probability can only decrease. Hence, TCHo is ((1+ γ)/2)�-
uniform. ��
Since TCHo is ((1+ γ)/2)�-uniform and since IND-CPA security implies OW-
CPA security, we can use the Fujisaki-Okamoto paradigm to obtain a IND-CCA
secure scheme. An example of a simple one-time secure symmetric cipher one could
use is EncSym(ψ,m) = m+F(ψ) for a random oracle F . We obtain the following
cryptosystem:

Encryption: Given a message m:

1: Let σ U←− {0,1}k.
2: Let ψ←G(σ) be the symmetric key.
3: Encrypt the message using the symmetric cipher: y = m+F(ψ).
4: Encapsulate the key with the asymmetric cipher: χ← EncTCHo(P,σ;H(σ‖m)).
5: return (χ,y).

Decryption: Given a ciphertext (χ,y):
1: Decrypt the asymmetric part: σ̂= DecTCHo(K,χ).
2: Recover the symmetric key: ψ̂= G(σ̂).
3: Recover the message: m̂ = y+F(ψ̂).
4: if χ= EncTCHo(P, σ̂;H(σ̂‖m̂)) then
5: return m̂.
6: else
7: return ⊥.
8: end if

7.6 Implementation Results

In this section, we discuss various topics regarding the implementation of TCHo.
First we describe a way to find good parameters and give some examples. Next we
discuss our heuristic assumption used in the key generation algorithm. Finally, we
comment on TCHo software and hardware implementation.

7.6.1 Parameter Selection

We show now how to find good parameters vectors that can be used for TCHo in
practice. Recall from Sect. 7.4.4 that the probability that a message is incorrectly
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Table 7.1 Example of parameter vectors for TCHo

ID k λ dmin dmax d wK γ � ρmax

I 128 80 15,000 16,000 37,069 69 0.98862 55,000 2−20

II 128 128 23,740 24,740 67,805 91 0.98853 100,233 2−20

III 256 256 63,500 64,500 221,169 147 0.99141 326,100 2−20

IV 384 384 145,000 146,000 455,356 237 0.99433 644,900 2−20

V 512 512 155,000 156,000 845,405 213 0.99243 1,291,800 2−20

decoded is bounded by ρ, defined by (7.8). We call this value the unreliability of the
system. This value has an huge impact on the ciphertext length and the maximum
unreliability accepted ρmax has to be selected carefully depending on the application
we consider. Recall that the parameters have to verify

(wK − 1) log
d

dmax
≥ λ and

(
d

wK − 1

)
< 2dmin

from Assumption 7.2 and

dmin log
1
γ
≥ λτ and γ≤ 21−λ/dmin− 1,

where τ is the root of γe−1 = τ2−τ, from Assumption 7.4. We need also to verify

ρ≤ ρmax.

Inequalities in Assumption 7.3 are consequences of the ones in Assumption 7.4 as
already observed.

To find the best possible parameters, we used the following approach. We fix first
the plaintext length k, the security parameter λ, and ρmax, the maximum unreliability
accepted, since all these three values will clearly depend on the application we
consider and will drastically modify the ciphertext length. Then, we search for the
best dmin that minimizes the ciphertext length. Indeed, dmin has a huge impact on the
ciphertext length: a too small dmin implies that semantic security is harder to achieve,
which leads to a smaller γ and finally to a larger � too keep a tolerable unreliability.
Similarly, a too large dmin implies a larger d or wK , which leads also to a larger
ciphertext length. Table 7.1 shows possible parameter vectors for k = 128,256,384
and 512 bits. We also set λ = k for 4 of the 5 vectors, since TCHo will mostly be
used to encrypt symmetric keys and, hence, should provide at least as much security
as the key length.

7.6.2 Heuristic Assumption for the Key Generation Algorithm

In Sect. 7.4.2, we made the heuristic assumption that the probability for a random
sparse polynomial to have an irreducible polynomial factor of degree in [dmin,dmax]
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Fig. 7.1 Comparison between dmax/(dmax − dmin) (continuous line) and the average number of
iterations N for the key generation algorithm with parameters k = 128, wK = 69, d = 32,069 and
dmin = 4,800 and using 40 samples (points)

is the same than when the polynomial is fully random, i.e., this probability
is O((dmax− dmin)/dmax). To verify this heuristic assumption, we made some
simulations in which we compared the average number of iterations N needed to
generate the public key P with dmax/(dmax−dmin). The result is depicted in Fig. 7.1.
We can see that both distributions are quite similar and, hence, that our heuristic
assumption seems reasonable.

7.6.3 Software Implementation

TCHo was implemented in software [10] as an extension of Network Security
Services (NSS) [48] so that it can be used as a TLS/SSL cipher suite in browsers
making use of NSS. One implementation issue concerning the LFSR was raised
there. LFSRs are a very efficient component in hardware since a bit can be produced
every clock cycle. However, in software, the complexity necessary to compute a bit
is proportional to the weight of the feedback polynomial used to describe the LFSR.
Hence, for TCHo, this complexity is proportional to wP, the weight of the public
key. Note that wP = dP/2 in average.

The trivial software implementation can be improved by considering blocks of
outputs instead of a single bit. Typically, the size of the block b will be a small
multiple of the machine word size. Then, using methods described in [16, 17], it is
possible to obtain a cost of O(wP/b) operations per bit. However, the cost needed to
compute the output of the LFSR is still large and dominates the cost of encryption.

This issue shows that TCHo is meant to be a hardware-oriented cipher and is,
hence, less efficient in software.
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Table 7.2 Performances of TCHo

Key generation Encryption Decryption Secret Public
ID (s) (ms) (ms) key (bit) key (bit)

I 882 54 11 1,048 16,000
II 7,033 158 42 1,461 24,740
III 46,994 253 120 2,610 64,500

Table 7.2 shows performances for the first three parameter vectors of TCHo
presented in Table 7.1. These results were performed on a 2.66 GHz Core 2 Duo
with a C++ implementation using the NTL library [63].

7.6.4 Hardware Implementation

We discuss in this section how to implement the encryption and the decryption in
hardware.

For encryption, the implementation of the repetition code is straightforward. The
LFSR can be efficiently implemented using integrated circuits. However, the length
of the LFSRs we are dealing with is unusually big and we assume that this length
does not alter the performances too much. Encryption requires also a biased source
of noise. As mentioned in [3], this can be implemented using a precomputed binary
tree where each leaf corresponds to a biased sequence of bits. Then, using a uniform
random bitstream fed with physical entropy, one can decide which branch to take in
the binary tree and output the biased bits.

Decryption is harder to implement. However, the product K ⊗ y consists of a
sequence of dot products and can, hence, be implemented using some library able
to do linear algebra computations for FPGA devices—for instance [65]. Similarly,
such a library can be used to compute C−1

K ψ(m). Majority logic decoding is easy to
implement but requires some additional memory—k× log((�−d)/k))—to store the
number of occurrences of each bit.

Reference [3] estimates that a 128 bit key with λ = 80 can be encrypted with a
circuit of about 10,000 gates. Hence, TCHo is well suited for RFID.

7.7 Conclusion

TCHo is still a young cryptosystem and has a large margin of progression. We
indicate directions for further work.

Complexity. We are still missing a rigorous complexity analysis about the key
generation algorithm, although we have a heuristic complexity matching well
experimental results.
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A Shorter Ciphertext Length. The use of a repetition code during the encryption
process leads to a very simple decryption algorithm. However, the length of the
ciphertexts is quite long. A possible solution would be to replace the repetition code
with a code with a smaller overhead size.

A More Efficient IND-CCA Scheme. One drawback of the Fujisaki-Okamoto
construction is that a TCHo encryption has to be performed during the decryption
process. If we neglect the cost of the hash functions, this increases the cost of
decryption to O

(
(wK + dP)× �+ k3+ρ

)
, where ρ is the complexity of decryption

of the symmetric scheme. This complexity can be reduced by using other hybrid
constructions like, for instance, REACT [51] or GEM [18]. For this, we need the
asymmetric scheme to be OW-PCA-secure, i.e., one-way against an adversary with
an plaintext-checking oracle. Hence, we wonder whether TCHo is OW-PCA-secure.

Generalization. Another further work is to generalize the TCHo construction by
replacing the LFSR with a random linear code. We wonder also if we can link TCHo
to lattice-based cryptography.

In conclusion, TCHo is asymptotically an efficient encryption scheme based on
a new hard problem, the low weight polynomial multiple problem. It is IND-CPA
secure and can be used to obtain an IND-CCA scheme. However, it still suffers from
two drawbacks: the key generation algorithm is expensive and the expansion factor
is huge. In this paper, we reviewed the existing previous work on TCHo. We also
provided new non-heuristic proofs of correctness and new parameters for different
plaintext sizes.
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Chapter 8
Formal Model for (k)-Neighborhood Discovery
Protocols

Raphaël Jamet and Pascal Lafourcade

Abstract Neighborhood discovery is a critical part of wireless sensor networks,
yet little work has been done on formal verification of the protocols in presence
of both intruder nodes and mobility. We present a formal trace-based model to
verify protocols doing neighborhood discovery, and we provide a formal definition
of (1)-neighborhood and (k)-neighborhood. We also analyze a protocol from the
literature, and show some conditions needed for its correctness. Finally, we present
the groundwork for a protocol which discovers (k)-neighborhood based on (1)-
neighborhood data under some assumptions, and prove that it remains secure even
if an intruder interferes.

8.1 Introduction

The number of wireless networks is ever increasing. Cellular phones are now more
common than wired ones, the number of mobile connections to Wireless Local Area
Networks (WLANs) is increasing, and wireless devices are now used everyday at
homes, companies and administrations. Wireless devices have become so small and
cheap that they can be used in sensor networking applications such as environmental
or building monitoring. These devices communicate by relaying packets of other
devices across multiple wireless links (hops). Since the devices are often mobile the
topology of the network can change over time. Even if the nodes are static, a node
can disappear from the network due to battery shortage, temporary interference or
physical damage, which will also alter the network configuration. As a result one
of the main issues for these networks is that each node must discover or rediscover
which nodes are within its communication range: a process called neighborhood
discovery.
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Neighborhood discovery protocols are basic components in mobile wireless
systems. Knowledge of the neighbors of a node is for instance essential for routing
protocols. The goal of a neighborhood discovery protocol is to identify as neighbors
only those devices that are really neighbors, even in presence of intruders. Designing
a secure neighborhood discovery protocol is not an easy task, as illustrated in [1]
with the famous “MIG-in-the-middle” attack mounted in the late 1980s. In this
attack, Angolan MIG airplanes were able to be impersonate a South African unit by
relaying challenge messages from South African defense to another South Africa
units, which then answered the challenge for them. The Angolan MIGs could
therefore bomb their targets without being attacked by the South African air defense.
A secure neighborhood discovery system would have prevented such a problem,
by detecting that the MIG is not actually in range for the authentication protocol,
and then preventing further impersonation by enemy forces. In [20], the authors
survey the question of secure neighborhood discovery, providing definitions of
neighborhood types and neighbor discovery protocol properties. They also describe
different attacks against wireless networks.

We consider that two nodes are neighbors if they can communicate directly
together, without the help of another node. In this, they are closely related to
distance bounding protocols, which are designed to determine a upper bound on
the distance separating two nodes. Our aim is to define formally this neighborhood
property. The ability to verify that two nodes are neighbors can be used to prevent
some attacks like wormhole attacks [14]. In this context, we consider that an
attack is any situation in which two nodes communicate together believing that
they are neighbors when in fact, other possibly malicious nodes are relaying the
communication, whether nodes are MIGs, smart-cards or wireless sensors.

One aim of modern security is to provide rigorous guaranties that the designed
system satisfies the required security properties. It is about giving rigorous models
for systems, formal definitions of security properties and rigorous proofs under
precisely identified assumptions. Proving that a protocol is secure is not an easy
task, even for simple and short protocols. In 1996 Lowe [15] found an attack
on the famous Needham-Schroeder protocol [18] 17 years after his publication.
He found this flaw using his automatic verification tool Casper [16] based on
the CSP (Communicating Sequential Processes) model checker FDR [13, 26, 28].
The protocol proposed by Needham and Schroeder was proven secure by using a
formalism called BAN logic under different assumptions on the intruder model:
only for one single execution of the protocol. The flaw proposed uses two parallel
executions of the same protocol with different participants and assumes the so-called
perfect encryption hypothesis. More precisely it means that the only way to uncrypt
a cipher text is to know the inverse key. This hypothesis abstracts the cryptography in
order to detect “logical flaw” due to all possible interleavings of different execution
of the protocol. In this formalism:

• Messages are represented by terms build over a signature
• Intruder controls the network
• Perfect encryption assumption is done
• Intruder has a limited abilities.
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The intruder capabilities are usually represented by the so-called Dolev-Yao intruder
model [10]. This intruder model captures the perfect encryption hypothesis. This
approach is called symbolic by contrast to the computational approach proposed
by the cryptographer. The discover of the “logical” attack by G. Lowe shows that
even experts can miss some flaws even on small protocol (only three message
exchanges) and certainly underestimate the complexity of the security analysis of
such protocols. It also indicates that automatic analysis is critical for assessing the
security of cryptographic protocols, because humans cannot reasonably verify their
correctness. Hence symbolic and automatic verification of cryptographic protocols
became a main and active topic in security. In [3] one can find a survey of formal
approaches for proving security protocols.

8.1.1 Motivational Scenario

Let us consider a wireless network, intended to assist firefighters during an operation
inside disaster sites. This kind of WSNs are being investigated since a few years.
For instance in [32], Wilson et al. present the SmokeNet WSN, used to provide
firefighters critical data about the building currently on fire, and also monitor
personnel health and position. SmokeNet itself is a pre-existing network consisting
of small sensors (motes) scattered through the building. All the motes regularly
emit localization data. Additionally, some motes also monitor smoke, temperature,
carbon monoxide levels, which combined give the possibility to follow the progress
of an hypothetical fire. The applications are designed to resist node failures, and thus
empty batteries, physical damage, and other causes of disruption are not critical.
Firefighters usually are organized in a command post, outside of the building, and
agents inside the building. The command post has access to the SmokeNet data,
and can thus monitor the progress of the fire. Agents inside do not have the time to
sort through all of this data, and instead must be relayed orders from the command
post. This relaying happens through a network which is built with the cooperation
of both the pre-existing motes and the equipment worn by each firefighter. They also
consider the possibility of relay motes dropped by firefighters as they progress into
the building.

Taking all of this into account, we propose a few changes in the SmokeNet system
and firefighters equipment which would enable new features. In certain kinds of
incidents (chemical, for instance), firefighters are required to stay within a certain
range of each other (rescue distance). We can use SmokeNet for this, but the current
localization systems in place in the network requires pre-existing calibration of the
motes, maps, and mote placement information. This may not be available in all
buildings, and to work around this, our proposition does not need this data.

Let us assume that the command center wants firefighters to stay at 40 m of each
other, but sensors can only communicate with another sensor 20 m away at most.
How could we guarantee that if the distance between two firefighters gets higher
than 40 m, then the sensors detect it and alert their wearers? By ensuring that two
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worn nodes can always communicate directly, or through one other node. Alerts
when the distance is less than 40 m are not much of an issue, but if the distance
is dangerous, the sensors must react. This is where neighborhood detection and
distance bounding gets useful. If we can use a proven protocol which detects the
distance between nodes, we can keep track of the firefighter rescue radius. If we
know the communication range, using the mere possibility of communication is
similar. All of this does not require any localization data. And since we do not want
to be restricted by the range of the sensors, it should be possible to use more than
two nodes in the distance detection.

To worsen things, we would like to be able to guarantee that within some known
limits, these protocols still provably work in presence of serious malfunctions. In
order to model this, we choose a worst-case assumption, malicious sensors which
actively try to disrupt the protocol. This is a more demanding requirement than
simple faults in sensors.

8.1.2 Contributions

One of our main goals is to formally define the concept of neighborhood. In order
to achieve it and based on the observation that the neighborhood is a physical
property,1 we distinguish two layers: the physical layer representing physical
characteristics of the communications (radio for instance) and the abstract layer
modelling node behavior. Then we formalize the communication between nodes by
a trace-based model inspired by the symbolic approach proposed by Paulson in [21].
For this, we introduce send and receive events for the two layers for modelling
the communications between nodes. We propose a system of rules for modeling
exchanges between nodes given a topology which represents the environment
and position between nodes. Moreover, we notice that most of the neighborhood
discovery protocols use time measurements and can work even for mobile nodes, so
we add timestamps in all our events. We also explain how it is possible to model a
protocol in our framework, by generating new rules according to the specification of
a given protocol. Finally we give a deduction system which models the abilities of an
intruder. Using all these ingredients we can define the property of neighborhood by
generating a special event called END when a nodes conclude that he is neighbor of
another node. Consequently, an attack is the situation where a nodes concludes that
another node is his neighbor according to the protocol but indeed they are not able to
communicate directly. A protocol is secure for this property if for any execution in
presence of intruder, in a given topology, there exists no attack. Then we extend it to
(k)-neighborhood, i.e. we propose a formal definition for modelling that two nodes
can communicate with k hops. We give examples illustrating how our framework

1We remark that is not the case for the authentication which is a property based on exchanged
messages.
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works to discover attack on a protocol given an intruder and a topology or to prove
the security of a protocol under some assumptions. Finally we propose a protocol,
called Sharek protocol, for discovering the (k)-neighborhood of a node based on
a secure (1)-neighborhood secure protocol. This protocol can be used to securely
discover the set of neighbors of neighbors, and further. It can help to determine the
dominating sets of a wireless network, as explained in [4, 8, 33]. The main goal of
this protocol is to present, as far as we know, the first secure protocol which can
be used to securely discover the (k)-neighborhood of a node. Of course using our
formalism, we then provide a formal proof of security for this protocol.

8.1.3 Related Works

Neighborhood discovery and analysis of protocols are active research topics in
wireless networks security. One of the first neighborhood discovery protocol was
given by Brands and Chaum in [5]. Later other works have approached the problem
differently using for instance directional antennas [11, 31], probabilistic protocols
and challenge-response in RFID context [12], or specific protections against some
attacks by analyzing network topology based on time of flight of messages in [29].

One of the first formal verification of neighbor discovery protocol is the
work done by Meadows et al. in [17]. In this paper they developed a formal
methodology to prove properties of distance bounding protocols [17]. They extend
the authentication logic to reason about distance bounding property and they extend
the protocol of S. Brands and D. Chaum. However, they do not consider (k)-
neighborhoods, and deal only with static nodes.

In [23], the authors investigate the possibility of neighborhood detection. They
consider several transmission speeds, directional emissions, localization and clock
synchronization, and conclude by proving that time-based protocols cannot securely
detect neighborhoods if and only if intruders can forward faster than legitimate
nodes. They also consider protocols which use location data.

Another formal approach for distance bounding protocols is introduced by Basin
et al. in [27]. Their approach also uses notions of distances, time and events-trace.
They use the Isabelle/HOL proof assistant [19] to check results from their model.
They apply their model on three security protocols, the authentication ranging pro-
tocol [6], the distance bounding protocol of [5], which calculates distance between
two nodes using communication time and finally the TESLA protocol of [22]. In
their work they only consider static nodes and do not use (k)-neighborhoods.

In [30] the authors present a systematic technique for verifying that location
discovery protocols satisfy locale authentication whereby an entity can authenticate
the physical location of a device, even in the presence of malicious adversaries. They
extend the strand space theory with a metric that captures the geometric properties
of time and space. They prove that several prominent location discovery protocols
including GPS do not satisfy the local authentication goal and analyze a location
discovery protocol that does satisfy the goal under some reasonable assumptions.
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In some recent works, Cremers et al. [7] propose distance bounding protocols
resistant to distance hijacking attacks. The authors in [25] and [24] build a formal
model based on traces. They apply their model on a protocol they introduced and
on the temporal packet leash protocol [14]. However their method does not take the
mobility of the nodes into account.

More recently, in [2] the authors propose a framework for analyzing distance
bounding protocols in RFID, using a computational approach and proposed a white-
box and black-box point of view. Our work differs from those by using a symbolic
approach which abstracts a way most of the cryptographic considerations.

8.1.4 Outline

In Sect. 8.2, we present our model. We first give the network representation, the
events and traces definitions, and show how to specify a protocol and an intruder.
We also illustrate by a running toy example all our definitions. Then in Sect. 8.3, we
define the neighborhood property. We extend the usual notion of (1)-neighborhood
to (k)-neighborhood. In Sect. 8.4, we illustrate our approach by analyzing a protocol
proposed in [23]. We prove that it is secure against a certain class of intruders, but
is vulnerable against stronger intruders. In Sect. 8.5, we propose a secure protocol
to build the (k)-neighborhoods of a node, based on any secure (1)-neighborhood
protocol. Finally we prove it is secure against a class of intruders, before concluding
in the last section.

8.2 Timed Model

Let us consider the topology depicted in Fig. 8.1. In this case, if communication
times are proportional to the distances, then, due to signal reflection on the wall
and to the presence of a wall between A and B, we have that the transfer time
between A and I plus the transfer time between I and B is strictly smaller than

I

A B

Wall

Fig. 8.1 Triangle inequality counter-example
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A
Ping−−−−−−→ B

A
〈B,Pong〉←−−−−−−−− B

Fig. 8.2 Ping-Pong protocol communications diagram

the transfer time between A and B. This simple situation shows that in some setting
triangular inequality may not always hold in wireless connections. It is why we
consider transfer time and not distances in our approach.

Moreover our model is only relying on the possibility of communication between
two nodes. We consider the time needed to transmit a message between two nodes.
By consequence two nodes are neighbors if they can communicate directly, i.e. their
transmission time is finite. Moreover, in order to analyze the security of the protocols
we consider either honest nodes, which follow the protocol, or malicious nodes.
We illustrate our model by using a flawed toy example: Ping-Pong protocol. This
protocol finds neighbors of a node by simply sending them a solicitation (the Ping),
to which neighbors will answer with their name and a Pong, denoted by the tuple
〈B,Pong〉. Once the Pong is received, the protocol claims that the initiator and the
node whose identity is in the Pong message are neighbors. It is obviously not secure,
but will help us to present our framework. A high-level description of this protocol
is given in Fig. 8.2.

In this section we start by formally defining characteristics of a network and
nodes. Then we model behaviors of nodes using two family of events with
timestamps. We explain using rules describing a given protocol how to build traces,
which are sequences of events. We model by a set of rules the intruder capabilities.
Finally, we explain two realistic assumptions, which allow us to consider mobility
in our approach.

8.2.1 Networks and Nodes

Wireless Sensors Networks are composed of several nodes, that are small devices
usually equipped with sensors, a battery and a radio. They use their radio for sending
their measurements through the network. To keep each device cheap, they have a
small memory and limited computing power. Each node has an identity and can also
possess pre-shared cryptographic keys depending on the application. A network is
composed of a set of nodes (identified by an unique number) and a topology, which
represents communications between nodes.

Definition 8.1 (Network). A network N is defined by two components (V,T) where:

• V denotes the set of all node identities, which is partitioned into two sets: VP
denotes all the honest nodes who are following the protocol and VI represents
the intruder nodes which are malicious.
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• T represents the matrix containing the time of communication between two
nodes. More precisely, TA,B denotes the time that a message takes starting from
node A to reach node B. If A cannot reach directly B then TA,B is equal to +∞.
We also require that the communication time between a node and itself is null:
∀A ∈V,TA,A = 0.

We denote honest node identities by A,B,C, . . ., and I,J, .. for intruders. By
extension, we will often refer to nodes by their identity (for example, node A).

This definition models only static networks. In order to express the possible
movements of nodes, we need to take into account the changes in topology over
time, and so we extend the previous definition by making the communication time
depend on time. N = (V,T) becomes N = (V,T(t)), where the element of the matrix
are functions with parameter t. Each element TA,B(t) models how much time a
message emitted by the node A at time t takes to reach node B. If needed, we use
TA,B(t) instead of TA,B.

We denote N the set of all possible networks, which takes into account any
number of nodes, any number of intruders, and any possible evolution of the
connections over time. Here are a few examples of useful network families:

• N0 is the family of networks where no intruder is present at all. This allows us to
show that a protocol is insecure even when no intruder is present.

N0 =
{

N = (V,T(t)) ∈N | VI = /0
}
.

• Nsym is the family of networks where message transfer times are symmetrical.

Nsym =
{

N = (V,T(t)) ∈N | ∀t,∀A,B ∈V,TA,B(t) = TB,A(t)
}
.

• N f ully connected is the family of networks where each node can communicate with
any other node at any time.

N f ully connected =
{

N = (V,T(t)) ∈N | ∀t,∀A,B ∈V,TA,B(t) �=+∞
}
.

• Nstill is the family of networks where there is no change in transfer times
depending on time, or in other words a static network.

Nstill =
{

N = (V,T(t)) ∈N | ∀t1, t2,∀A,B ∈V,TA,B(t1) = TA,B(t2)
}
.

8.2.2 Events

Neighborhood is a physical property, which is linked to communication channels.
In order to isolate physical communications and abstract commands, we consider
two distinct layers, one of which is strictly restricted to model physical behavior,
and the other corresponding to the abstract behavior of the nodes, which correspond
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to computations performed by a node. In order to model communication between
nodes and behaviors of a node on these two layers we define the following events:

• sendφ(A,m, t): A transmits m at time t using the physical layer.
• recvφ(A,m, t): A receives m at time t using the physical layer.
• sendα(A,m, t): A orders the transmission of m at time t using the logical layer.
• recvα(A,m, t): A received and processed m at time t using the logical layer.

Physical events are annotated by φ and abstract events are annotated by α. In
order to construct meaningful sequences of events, nodes need to be able to know
when a message was sent or received at the physical layer. It is why each event has
a timestamp. In the Ping-Pong protocol the first action performed by A is modeled
by the event sendα(A,Ping, t0) and sendφ(A,Ping, t1), where t0 is the time when the
node A transmit to the radio the message Ping and t1 is the time when the radio of
the node A emits the message.

We also introduce an extra event END(N1, . . . ,Nk, tprop, t), which models the fact
that a protocol ended well at time t, and concludes something about the nodes
N1, . . . ,Nk at time tprop. For example, if we keep our objective of neighborhood
discovery protocols, that conclusion could be the possibility of direct communica-
tion between the specified nodes at the time of the property. In our running example,
A would like to conclude after the exchange of messages that he has B as neighbor.
We model it by the event END(A,B, t2, t4), where t4 is the time when the protocol
ended and t2 is the time when the node A concludes that he has B as neighbor. We
decide to store in the event END(A,B, tprop, t) both the time tprop when the message
was sent by A to B, because if B receives it they are neighbors and the time t when
A receives a reply from B, because here also they are neighbors.

8.2.3 Rules and Traces

We now explain how to construct possible communications between different
nodes. We build traces which are sequence of events. In order to generate these
sequence we use three sets of rules which model the protocol, the communications
between nodes and also the intruder. We first present how to use a set of rules for
building a trace. We illustrate how to model a protocol with our running example,
before showing set of communication rules which are always present in our model.
Finally we give the description of intruder rules in Sect. 8.2.4.

8.2.3.1 Building Traces from Rules

Our approach is based on the trace-based modeling presented originally by Paulson
for cryptographic protocols in [21]. The rules represents a step in the construction
of a trace and has the following form:
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(R)
H1 . . .Hn

C

where R is the name of the rule, H1 . . . ,Hn are the hypothesis that have to be satisfied
in order to produce the conclusion C.

A trace is a set of events which models the communication between nodes
during the execution of a protocol in a given network and a given intruder behavior.
Each node can emit and receive messages on the abstract layer, messages can be
transferred from a layer to another, and lastly the communication between two
nodes’s physical layers allow messages to go from a node to another. Those three
processes are modeled with rules which are common to all networks (details are
given in the next paragraphs). We remark that the traces are sets of events, not
sequences as in Paulson’s model: since we have timestamps for each event, the order
is implicit.

Intruders are modeled by I , a set of rules that describes their abilities and
behaviors. A precise description of the intruder model is given in Sect. 8.2.4. The
behavior of a node which respects a protocol is modeled by a set of rules denoted
P . Usually protocols are specified at the logical layer, and generate an END event
when the protocol finishes to model what the protocol claims. We denote by SN,I ,P
the set of all traces, i.e. possible executions, built by successive applications of rules
of the system.

We now write the three rules of PPingPong needed to model this protocol.

(PingPong 1)
tr ∈ SN,I ,P

(tr∪{sendα(A,Ping, t)}) ∈ SN,I ,P

(PingPong 2)
tr ∈ SN,I ,P recvα(A,Ping, t1) ∈ tr t1 ≤ t2

(tr∪{sendα(A,〈A,Pong〉, t2)}) ∈ SN,I ,P

(PingPong 3)

tr ∈ SN,I ,P
sendα(A,Ping, t1) ∈ tr sendφ(A,Ping, t2) ∈ tr
recvα(A,〈B,Pong〉, t3) ∈ tr t1 ≤ t2 ≤ t3 ≤ t4

(tr∪{END(A,B, t2, t4)}) ∈ SN,I ,P

The two first rules correspond to the two rules of the protocol, properly specified
with timestamps on the abstract layer. The last rule raises the END flag, which
models the fact that the protocol reached a conclusion about A and B.

8.2.3.2 Communication Rules

In Fig. 8.3, we present the set of rules inherent to all networks.
The first rule is the initialization of a trace which is made by axiom (Begin). It

means that all trace starts empty. Application of other rules adds events in order to
obtain a complete execution trace. To generate events from one layer to the other,
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(Begin)
/0 ∈ SN,I ,P

(Con0)
tr ∈ SN,I ,P sendα(A,m, t1) ∈ tr t1 +δ/2≤ t2

(tr∪{sendφ(A,m, t2)}) ∈ SN,I ,P

(Con1)
tr ∈ SN,I ,P recvφ(A,m, t1) ∈ tr t1 +δ/2≤ t2

(tr∪{recvα(A,m, t2)}) ∈ SN,I ,P

(Phy)
tr ∈ SN,I ,P sendφ(A,m, t1) ∈ tr TA,B(t1) ≤ (t2− t1)

(tr∪{recvφ(B,m, t2)}) ∈ SN,I ,P

Fig. 8.3 Basic intruder knowledge building rules

A B

Fig. 8.4 Network where the same message hits the same node twice

there are two rules (Con0) and (Con1), where δ denotes the delay a node needs to
relay a message. Finally we have the rule (Phy) which allows messages to go from
a node’s physical layer to another node, in a time greater than or equal to TA,B(t1).
This rule may be applied multiple times for a single send event, to model signal
reflections which may cause a message to be received twice or more, as shown
in Fig. 8.4. It is why there is no upper bounds on t2. We also assume that all the
nodes have access to a New Nonce() function, which returns a fresh random value
at each new call.

We consider our running example and give the trace corresponding to the fol-
lowing scenario. A ordered the broadcast of message “Ping”, which was transferred
to the physical layer. Then B receives the message in their physical layer, which
later on got shifted onto the logical layer. Finally B replies to A, his name and
“Pong”, and A concludes that he is neighbor with B. We obtain the following
trace assuming that δ = 1 and the communication between A and B is symmetric
and for all t, TA,B(t) = 10. For the END event, see rule (PingPong3) for the
choice of tprop = 1.

• sendα(A,Ping,0)
• sendφ(A,Ping,1)
• recvφ(B,Ping,11)
• recvα(B,Ping,12)
• sendα(B,〈B,Pong〉,12)
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• sendφ(B,〈B,Pong〉,13)
• recvφ(A,〈B,Pong〉,23)
• recvα(A,〈B,Pong〉,24)
• END(A,B,1,24)

The first time stored in the event END(A,B,1,24) corresponds to the time when
A sent a message to B and the second one is the time when A receives an answer
from B. With these times we catch all the times where the nodes are neighbors. It
helps us to cover for instance the following situation: node B receives a message
from A and moves out to the range of A during a while, then he answers when he is
again at communication distance of A.

8.2.4 Intruder Rules

Intruder capabilities are described by the set of rules denoted I , common to all the
intruder nodes. I describes both what an intruder node can know, and what it can
do.

8.2.4.1 Intruder Knowledge

Each of the intruder nodes has some knowledge, which is built with rules, alongside
the execution of the protocol. That knowledge depends on both what the intruder
node was able to hear, and what it knew before the protocol executes. This
knowledge is specific to a given node: what a node learns does not instantly
propagates to other intruders’ memories.

We call that knowledge IKI for the node I (and IKJ for J, and so on). More
precisely, IKI(tr, t) represents what I knows at time t assuming the events from trace
tr happened, and ÎKI(tr, t) represents what I can deduce from IKI(tr, t). We denote
IKI( /0,0) the initial knowledge of the intruder I. For instance, in a classical outsider
attack, all of the IKI( /0,0) would contain the identifiers of the nodes in the network
and some fictive ones.

On the abstract level, we adapt the classical Dolev-Yao intruder models [9] for
building the intruder knowledge. The adapted Dolev-Yao deduction system is given
by the rules in Fig. 8.5 (containing the basic knowledge-building rules) and Fig. 8.6,
which describes the rules for symmetric and asymmetric cryptography, and nonce
generation. To avoid confusion, all symmetric keys are labelled k, and asymmetric
keys are couples (sk, pk) and encryptions are represented by {m}k. Notice that an
intruder I can increase his knowledge using a message m at time t2 only if there is a
recvα(I,m, t1) ∈ tr with t1 ≤ t2.
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(IK init)
m ∈ IKI ( /0,0)
m ∈ IKI (tr, t)

(IK hat promotion)
m ∈ IKI(tr, t)

m ∈ ̂IKI(tr, t)

(IK le f t)
〈m,n〉 ∈ ̂IKI (tr, t)

m ∈ ̂IKI(tr, t)

(IK right)
〈m,n〉 ∈ ̂IKI (tr, t)

n ∈ ̂IKI (tr, t)

(IK pair)
m ∈ ̂IKI (tr, t) n ∈ ̂IKI (tr, t)

〈m,n〉 ∈ ̂IKI(tr, t)

Fig. 8.5 Basic intruder knowledge building rules

(IK decrypt sym)
{m}k ∈ ̂IKI(tr, t) k ∈ ̂IKI (tr, t)

m ∈ ̂IKI (tr, t)

(IK encrypt sym)
m ∈ ̂IKI(tr, t) k ∈ ̂IKI(tr, t)

{m}k ∈ ̂IKI(tr, t)

(IK decrypt asym sk)
{m}sk ∈ ̂IKI (tr, t) pk ∈ ̂IKI(tr, t)

m ∈ ̂IKI (tr, t)

(IK encrypt asym sk)
m ∈ ̂IKI (tr, t) sk ∈ ̂IKI (tr, t)

{m}sk ∈ ̂IKI (tr, t)

(IK encrypt asym pk)
m ∈ ̂IKI (tr, t) pk ∈ ̂IKI (tr, t)

{m}pk ∈ ̂IKI (tr, t)

(IK nonce)
NI = New Nonce()

NI ∈ ̂IKI (tr, t)

Fig. 8.6 Cryptography-related intruder knowledge building rules
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(IK recv)
recvα(I,m, t1) ∈ tr t1 ≤ t2

m ∈ IKI (tr, t2)

(Intrude replay)
tr ∈ SN,I ,P m ∈ IKI (tr, t1) t1 ≤ t2

(tr∪{sendα(I,m, t2)}) ∈ SN,I ,P

(Intrude f orge)
tr ∈ SN,I ,P m ∈ ÎKI(tr, t1) t1 ≤ t2

(tr∪{sendα(I,m, t2)}) ∈ SN,I ,P

Fig. 8.7 Intruder knowledge input and usage rules

8.2.4.2 Intruder Actions

The rules to link the transmission model and the intruder knowledge are given in
Fig. 8.7. (IK recv) is used so that intruders can hear communications, and learn
from them. The rule (Intrude replay) models how the intruder can replay messages
it heard. The rule (Intrude f orge) represents how an intruder can deduce and build
new messages from his knowledge and send them. The distinction between those
two rules allows simple intruders which would only be able to relay messages,
formally described by not including (Intrude f orge) in I . Usually, I can forge
the same messages as the protocol P , in the case of an intruder with a large enough
initial knowledge IKI( /0,0).

8.2.5 Mobility

Mobility of nodes is already included in the model, since the values of T(t) varies
with time. However, we need to add two realistic assumptions in our model.

Assumption 8.1. A node moves much slower than a message.

This allows us to assume that values in T(t) takes into account the (negligible)
movements of the nodes during the subsequent transfer time (since T(t) stores
a fixed configuration of nodes and their movement depending on time). This is
straightforward: radio messages travel near the speed of light, while wireless sensors
are usually slower.

Assumption 8.2. δ is in the same order of magnitude of value as the message
transfer time.

This assumption is related to rules (Con0) and (Con1). Remember that δ is the
time needed to forward a message.

Taking into account the previous assumption and this one, we can deduce that
sending and relaying messages does not take a significant time with regard to node
movement. To restate these two rules in a less formal way, we assume that it is
possible that during message transfers and relayings, the values of ttrans f er(A,B, t)
do not change significatively, no matter which N is used.
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On the other hand, it is always possible to add arbitrary delays to operations: see
rules (Phy), (Con0), (Con1) and (Intrude replay). For instance, these delays may
be used in an attack by allowing synchronization of multiple sessions of a protocol.

8.3 Neighborhood and (k)-Neighborhoods

8.3.1 Neighborhood

A node A is neighbor or (1)-neighbor to the node B at time t if TA,B(t) is finite
which means that A is in communication range of B.

Definition 8.2 (Neighborhood). Let N=(V,T(t)) be a network, the neighborhood
of a node at time t, denoted by Ng1

A(t), is the set of nodes that A can reach with a
message sent at time t. It is formally defined by:

Ng1
A(t) = {X | X ∈V ∧TA,X (t)<+∞} .

If tr ∈ SN,I ,P is a trace, we denote by t̂r the set of all possible traces that can be
inferred from tr using rules defined previously. It allows us to define ttrans f er(A,B,),
the smallest time possible needed to send a fresh message m from A to B at time t
using only communication rules.

We also define a protocol PForward and an intruder IForward which consist in the
following unique rule which makes nodes forward message on abstract layer:

(Forward)
tr ∈ SN,I ,P recvα(A,m, t1) ∈ tr t1 ≤ t2

(tr∪{sendα(A,m, t2)}) ∈ SN,I ,P

Definition 8.3 (ttrans f er(A,B, t)). Let N=(V,T(t)) be a network, and tr={sendφ(A,
m, t)} be a trace in SN,IForward ,PForward . We define ttrans f er(A,B, t) by:

• ttrans f er(A,B, t) = min{x− t | recvφ(B,m,x) ∈ t̂r ⊆ SN,IForward ,PForward }.
• If the event recvφ(B,m, t) does not belong to SN,IForward ,PForward then we state that

ttrans f er(A,B, t) = +∞.

We use IForward and PForward to consider the simplest situation, where node can
only forward messages. The send event introduced in all generated trace allows us
to build all possible routes taken by this message. Note that the (Forward) rule does
not impose to forward the message immediately.

ttrans f er(A,B, t) is different than TA,B(t), because it can take into account multiple
hops, and the relay times needed in the intervals. Also, there may be routes which
are faster than the direct ones (with some conditions on δ and N, as in the first
example in Fig. 8.1).

We denote by tmax emitter the maximum positive finite time in T(t), i.e. the maxi-
mal communication time of two connected nodes. If we assume that
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δ> tmax emitter then we are able to characterize the definition of Ng1
A(t) by relations

between tmax emitter and ttrans f er(A,B, t).

Lemma 8.1. Let N ∈N be a network containing at least the two nodes A and B. If
we assume that δ> tmax emitter , the following properties are equivalent:

1. B ∈Ng1
A(t)

2. ttrans f er(A,B, t)≤ tmax emitter

Proof. We prove a double implication.

• 1⇒ 2: Let us assume that B∈Ng1
A(t). We know there exists a sequence of events

in SN,IForward ,PForward containing only the event sendφ(A,m, t). Since B ∈ Ng1
A(t),

we can generate a valid trace tr′ = {sendφ(A,m, t),recvφ(B,m, t + TA,B(t))},
using (Phy). Therefore, ttrans f er(A,B, t)≤TA,B(t). We now prove that this time is
the smallest value for ttrans f er(A,B, t). We assume the opposite ttrans f er(A,B, t)<
TA,B(t) meaning that t ′ − t <TA,B(t) where recvφ(B,m, t ′). The only other way to
generate a trace containing recvφ(B,m, t ′) would be to consider that there exists
a node X who has sent m to B (using rule (Phy) again). In other words there is
a trace containing sendφ(X ,m, tsX ) with t ′ > tsX . Since m is fresh, this event can
only be generated from a trace containing a recvφ(X ,m, trX ) event (using rules
(Con0) and (Con1)), and we know that tsX −trX ≥ δ> tmax emitter (by hypothesis).
Moreover, also due to the freshness of m, we have trX > t. We deduce that
t ′ − t > tsX − trX > tmax emitter . This leads to a contradiction with t ′ − t < TA,B(t).
We conclude that ttrans f er(A,B, t) = TA,B(t) then by definition of tmax emitter we
obtain that ttrans f er(A,B, t)≤ tmax emitter .

• 2 ⇒ 1: We make a proof by contradiction. We assume that B �∈ Ng1
A(t), our aim

is now to prove that ttrans f er(A,B, t)> tmax emitter . We distinguish two cases:

– ttrans f er(A,B, t) =+∞. In this case, by definition of tmax emitter , we immediately
conclude.

– ttrans f er(A,B, t) is finite. It means that there exists a way to send a fresh
message m between A and B, using a forwarder node which take at least δ units
of time. Since δ> tmax emitter , we conclude that ttrans f er(A,B, t)> tmax emitter .

��
As we have already explained, the description of a protocol makes claims (by

the mean of an END event). In the modeling of the protocol this rule can only be
used if the protocol claims that a node is a (1)-neighbor of another node. Our aim
is to give a definition which is satisfied only if the protocol is secure: meaning that
the protocol reach the flag END and the two considered nodes are really neighbor.
Our idea for (1)-neighborhood is to prove that if a protocol claims to satisfy (1)-
neighborhood then there exists a direct way of communication between the nodes.
It is captured by the following definition.

Definition 8.4. Let N be a family of networks and I an intruder. A protocol P
verifies the (1)-neighborhood relation in presence of an intruder I over N if and
only if ∀N = (V,T(t)) ∈ N ,∀A,B ∈ V , �tr ∈ SN,I ,P such that END(A,B, t, tx) ∈
tr∧B �∈ Ng1

A(t).
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To state it otherwise, a protocol does not verify a neighborhood property in
presence of an intruder I over a set of networks N if and only if there is at least a
trace tr in the networks in N , built by the given protocol and intruder rules, such
that END(A,B, tprop, t)∈ tr and there is no direct communication possibility between
those nodes at time tprop. This trace contains an example attack.

Let us illustrate the neighborhoods, the intruder’s rules and the formal definition
of verifying a property by building an attack on our running example. We define N
by ∀t,Ng1

A(t) = Ng1
I (t) = {A, I} which is simply two nodes in range of each other,

one being honest (A) and one malicious (I). We assume for simplicity that nodes do
not move and can communicate in finite time.

Regarding the intruder, we consider a basic I who can forward and forge
messages as previously described. We also choose IKI( /0,0) = {A, I,Z,Ping,Pong},
the initial knowledge of I at time 0, with Z an nonexistent node identity.

The scenario of the attack is the following: A starts the protocol by broadcasting
Ping using rules (Begin) and (PingPong 1). The intruder I receives the Ping using
(Con 0), (Phy) and (Con 1). Now, I forges 〈Z,Pong〉, which is known since both
parts are in IK0, and sends that message to A (rule (Intrude f orge)). Then using
(PingPong 1) it is possible to infer END(A,Z, t2, t9) ∈ tr with the appropriate time
values. The final trace we obtain corresponds to a possible attack, and contains the
following set of events:

{sendα(A,Ping, t1), sendφ(A,Ping, t2), recvφ(I,Ping, t3), recvα(I,Ping, t4),
sendα(I,〈Z,Pong〉, t5), sendφ(I,〈Z,Pong〉, t6), recvφ(A,〈Z,Pong〉, t7),
recvα(A,〈Z,Pong〉, t8), END(A,Z, t2, t9)}, where t1 < t2 < t3 < t4 < t5 < t6 < t7 <

t8 < t9.

Now let us go back to Definition 8.4. Here, we have a N, where Z �∈ Ng1
A(t2),

because there is no Z in the network. We just built a possible trace in this setting
including END(A,Z, t2, t9), which means the protocol has detected a neighborhood
relation between A and Z at time t2. Therefore the protocol does not verify the
neighborhood property with respect to the previously defined intruder I , with
his knowledge IKI( /0,0), on all the families of networks N which contain this
example N.

8.3.2 (k)-Neighborhood

We extend our definition in order to determine if a node is neighbor to another one
after k hops. For simplicity’s sake, we consider that all nodes have the same relaying
time δ. We can easily generalize our results with a different time for each node in
the network.

Definition 8.5 ((k)-or-less-neighborhood). Let N = (V,T(t)) be a network, Ng≤k
A

(the (k)-or-less-neighborhood of A) is the set of all the nodes B for which there is a
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path starting at A at time t and ending at B with k hops or less, taking into account the
minimal flight time of messages and the relaying time δ. We define it recursively by:

Ng≤k
A (t) =

{
B | (X ∈ Ng1

A (t)
)∧(B ∈Ng≤(k−1)

X (t +TA,X(t)+ δ)
)}

.

This recursive definition means that the (k)-or-less neighborhood of A at time
t is the union, for all the neighbors X reachable by A at time t, of the (k− 1)-
or-less-neighborhoods of the different X at time t + TA,X (t) + δ. Colloquially, a
(k)-neighbor of A is a node which can be reached in k or less hops by a message
sent from A at time t, and relayed through any other nodes. As expected, the (1)-
or-less-neighborhood is the same thing as the neighborhood given in Definition 8.2.
According to our definition, (k)-or-less-neighborhood has the following straightfor-
ward property.

Property 8.1. Let N = (V,T(t)) be a network, then we have:

Ng≤k
A (t)⊆ Ng≤(k+1)

A (t).

We now define the (k)-neighborhood, which is the set of nodes for which there
is a path (in the sense of the previous definition) of length exactly k. It is the set of
all the nodes B for which there is a path starting at A at time t and ending at B with
k hops, but there is no such path with k− 1 hops or less.

Definition 8.6 ((k)-neighborhood). Let N = (V,T(t)) be a network, Ngk
A ((k)-

neighborhood of A) is defined by:

Ngk
A(t) =

(
Ng≤k

A (t)
)
\
(

Ng≤k−1
A (t)

)
.

Now, as in the previous subsection, we can formally define what is a protocol
which verifies the (k)-or-less-neighborhood relation in our framework.

Definition 8.7. Let N be a network family. A protocol P verifies the (k)-or-less-
neighborhood relation in presence of an intruder I if and only if ∀N = (V,T(t)) ∈
N ,∀A,B ∈V , �tr ∈ SN,I ,P such that END(A,B, t, tx) ∈ tr∧B �∈ Ng≤k

A (t).

8.4 Example: Authenticated Ranging Protocol

We consider the protocol proposed in [23]. This protocol aims to verify (1)-
neighborhood between two nodes, by using an upper bound on message transfer
time between neighbors. We first describe the protocol, then we give a modelling of
this protocol, and after that we prove its correctness in our setting.
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A
NA−−−−−→ B

A
{B,NA}skB←−−−−−−−−− B

Fig. 8.8 Authenticated protocol communications diagram, where NA denotes the nonce generated
by A and {m}skB denotes the message m signed by B

8.4.1 Description of the Protocol

The idea of the protocol is simple: a message is sent with a nonce, and anyone
hearing it replies with that nonce, signed. An Alice-Bob representation of this
protocol is given in Fig. 8.8.

8.4.2 Protocol Modelling

This protocol is in one way a secured version of the Ping Pong protocol described
above. If the resulting message is received before tsend + 2 ∗ tmax emitter + δ, then the
emitter is a neighbor (since it is both closer than tmax emitter and able to communicate
with us). This way, the protocol can successfully determine if the node is in
communication range or not based on physical property induced by the properties
of the nodes. We now give the rules modelling this protocol:

(AuthRanging 1)
tr ∈ SN,I ,P

(tr∪{sendα(A,New Nonce(), t)}) ∈ SN,I ,P

(AuthRanging 2)
tr ∈ SN,I ,P recvα(A,NB, t1) t1 ≤ t2
(tr∪{sendα(A,〈A,{NB}skA〉, t2)}) ∈ SN,I ,P

(AuthRanging 3)

tr ∈ SN,I ,P sendα(A,NA, t1) sendφ(A,NA, tsA)
recvφ(A,〈B,{NA}skB , trA) recvα(A,〈B,{NA}skB , t4)

t1 ≤ tsA ≤ trA ≤ t4 ≤ t5 trA − tsA ≤ (2 ∗ tmax emitter + δ)
(tr∪{END(A,B, tsA , t5)}) ∈ SN,I ,P

8.4.3 Authenticated Ranging Protocol Satisfies
the Neighborhood Property

In order to keep our proof concise, we assume symmetry in the time needed to
send and receive a message, i.e. TA,B = TB,A (the Nsym family of networks). We
first precise the intruder model we are using, then we show a proof of the protocol.
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I

A B

Fig. 8.9 Network of this counter-example

We consider that there is at most one compromised secret key and one compromised
node in the whole network. Otherwise, if an intruder has access to a secret key that is
not his own (whether it’s shared between different nodes, or the intruder has access
to a set of them), it is easy to find a trace where an intruder I masquerades as the
other intruder J and leads to a END(A,J) event, which by Definitions 8.4 and 8.7
makes the protocol insecure. Therefore we assume intruders can only use their own
secret key.

We show that if δ < tmax emitter then we can find an attack, but we also prove
that if δ ≥ tmax emitter then the protocol is correct. Our analysis allows us to deduce
sufficient conditions of application for the protocol.

8.4.3.1 Existence of an Attack if δ< tmax emitter

We consider a network containing three nodes A, B and an intruder I, with constant
time of transfer ε. The topology of this network is given in Fig. 8.9, where there is
no link between nodes A and B, and I can communicate with A and B. Applying the
rules of the authenticated ranging protocol, we can construct the following valid tr
in SN,I ,P which contains:

• sendα(A,NA,0)
• sendφ(A,NA,0.5δ) (Emission time for A)
• recvφ(I,NA,0.5δ+ ε)
• recvα(I,NA,1δ+ ε)
• sendα(I,NA,1δ+ ε)
• sendφ(I,NA,1.5δ+ ε)
• recvφ(B,NA,1.5δ+ 2ε)
• recvα(B,NA,2δ+ 2ε)
• sendα(B,{B,NA}skB ,2δ+ 2ε)
• sendφ(B,{B,NA}skB ,2.5δ+ 2ε)
• recvφ(I,{B,NA}skB ,2.5δ+ 3ε)
• recvα(I,{B,NA}skB ,3δ+ 3ε)
• sendα(I,{B,NA}skB ,3δ+ 3ε)
• sendφ(I,{B,NA}skB ,3.5δ+ 3ε)
• recvφ(A,{B,NA}skB ,3.5δ+ 4ε) (Reception time for A)
• recvα(A,{B,NA}skB ,4δ+ 4ε)
• END(A,B,0.5δ,4δ+ 4ε)
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Now, the END event could only be generated if (3.5δ+ 4ε)− (0.5δ) < 2 ∗
tmax emitter + δ, according to rule (AuthRanging3). It can be simplified to δ+ 2 ∗ ε<
tmax emitter . Since the END event claims neighborhood between A and B at time 0.5δ
while there is no neighborhood relation between them, the protocol is flawed if
δ< tmax emitter .

8.4.3.2 The Protocol Is Secure if δ≥ tmax emitter

In other words we prove that the protocol will never claim there is a neighborhood
property between two nodes, when there is actually none. In order to do this, we pro-
ceed by contradiction, assuming the protocol is broken and showing a contradiction.
We assume the protocol does not satisfy the definition, this means that:

∃tr ∈ SN,I ,P s.t. END(A,B, tsA , t) ∈ tr∧B �∈Ng1
A(tsA).

Due to the cryptographic primitives, we are sure that the replied message is forged
by B and cannot be modified, since an intruder who is not B would not have access
to skB. Hence we are sure that the message went through B. Then we compute a
lower bound for the running time of the protocol by decomposing it in three phases:
from A to B, during B’s computations and from B to A.

• From A to B: Following the rules of the protocol, in order to generate
END(A,B, tsA , t) ∈ tr, the following properties must be true:

– sendφ(A,NA, tsA) ∈ SN,I ,P
– recvφ(A,〈B,{NA}skB

, trA) ∈ SN,I ,P
– trA − tsA ≤ (2 ∗ tmax emitter + δ)

NA has been sent by A at tsA , the time when B receives it is denoted by trB . Hence
we have that ttrans f er(A,B, tsA)≤ trB − tsA . Applying Lemma 8.1 we obtain:

B �∈ Ng1
A(tsA)⇔ ttrans f er(A,B, tsA)> tmax emitter .

We deduce that:
trB − tsA > tmax emitter

B also has access to NA at least at time trB (and not before).
• During B’s computations: Applying the rules, we know that the forward time

(tsB − trB) is greater or equal to δ.
• From B to A: We have ttrans f er(B,A, tsB) ≤ trA − tsB . Because we are in a

symmetrical network and due to Assumptions 8.1 and 8.2, we also have A �∈
Ng1

B(tsB) then we apply Lemma 8.1 once again regarding this message, and
therefore A receives the signed answer at best at time trA such that:

A �∈ Ng1
B(tsB)⇔ trA − tsB > tmax emitter
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By summing all these bounds we get:

trA − tsA = (trA − tsB)+ (tsB− trB)+ (trB− tsA)> 2 ∗ tmax emitter + δ

According to the hypothesis related to the END event, we have trA − tsA ≤ 2 ∗
tmax emitter + δ which leads us to a contradiction.

8.5 (k)-or-Less-Neighbors Discovery Protocol

Assuming that we have a secure (1)-neighbor discovery protocol, we propose a (k)-
or-less-neighbor discovery protocol based on it. This protocols aims to construct
the (k)-or-less-neighborhood, by using the knowledge each node has about its
neighborhood. For this protocol, we need to consider several END events, each
being a stepping stone towards a final conclusion. For instance ENDk(A,B, tprop, t)
expresses the (k)-or-less neighborhood property between A and B at time tprop. We
notice that definitions of how a protocol verifies a property follows the same idea as
before: there should not exist a trace where an END contradicts the physical property
it claims. We call this protocol the Sharek protocol.

8.5.1 Description of the Protocol

In the first phase of the protocol, each node floods the network with its (1)-
neighborhood. After this, no more communications happen.

Then, all the nodes try to map their (2)-or-less-neighborhoods based on two or
more of their (1)-neighbors claiming neighborhood to another node. After that,
each node continues by computing its upper neighborhood based on its previous
deductions. We do not require that each node knows its whole (1)-neighborhood,
but only a subset of it. We model this with the View function, which is used in the
rules of the protocol.

This protocol is sensitive to the number of intruders, this simple version works
only when there is only one intruder in the network. This way, the single intruder
cannot create false conclusions by lying, since there will not be the same claim
from another (necessarily legitimate) node unless it was true in the first place. If
we increase the number of approving nodes in the deduction, then we can tolerate
more intruders.

There is a small improvement we stacked on top of this: if two nodes claim
neighborhood with a third one, but are not at the same level of neighborhood with
the center, then the third one will be accepted at the highest level. Since the (k−1)-
or-less neighborhood is included in the (k)-or-less neighborhood, we can choose
the most conservative option and still satisfy the conditions for the verification of
neighborhood properties.
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∀X
{View(Ng1

X (tprop))}skX=================⇒∗

Fig. 8.10 Sharek protocol communications diagram

The security proof shows that if the protocol ends by reaching a conclusion, the
results are secure. We also assume one of the two following assumptions:

• Nodes have synchronized clocks. This is required by the protocol, which makes
nodes use the timestamped data sent by their neighbors. If honest nodes send
erroneous times, then the intruder can easily leverage this and trick the protocol
into a false conclusion. In the rest, we consider this assumption.

• Nodes are static. That is Nstill as defined above. Then, the neighborhoods will
not change over time, and the timestamps become trivially useless. It is easy to
infer a proof with this assumption from the previous case.

We model the knowledge of a part of the (1)-neighbors by the View function,
which returns the part of the (1)-neighbors that the node knows. A high level
description of Sharek Protocol is given in Fig. 8.10, where the double arrow
symbolize the flooding by repeated broadcasts.

8.5.2 Rules of Sharek Protocol

We give the few rules modeling our protocol:

(Sharek begin)
tr ∈ SN,I ,P

tr.sendα(A,{〈tprop,A,View(A,Ng1
A)〉}skA , t) ∈ SN,I ,P

(Sharek basis)
tr ∈ SN,I ,P B ∈View(A,Ng1

A(tprop)) tprop ≤ t

tr.END1(A,B, tprop, t) ∈ SN,I ,P

(Sharek f orward)

tr ∈ SN,I ,P
recvα(A,{〈tprop,B,{N1, . . . ,Nk}〉}skB , t1) ∈ tr

t1 ≤ t2
tr.sendα(A,{〈tprop,B,{N1, . . . ,Nk}〉}skB , t2) ∈ SN,I ,P

(Sharek makestep)

tr ∈ SN,I ,P
recvα(A,{〈tprop,B,{D, . . .}〉}skB , t1) ∈ tr
recvα(A,{〈tprop,C,{D, . . .}〉}skC , t2) ∈ tr

ENDb(A,B, tprop, tb) ∈ tr
ENDc(A,C, tprop, tc) ∈ tr
∀tx ∈ {t1, t2, tb, tc}, tx ≤ td

(max(b,c)+ 1)≤ k

tr.ENDmax(b,c)+1(A,D, tprop, td) ∈ SN,I ,P
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8.5.3 Security of Sharek

In order to prove that the protocol verifies the (k)-or-less-neighborhood property,
we proceed with a proof by induction. First we prove that our protocol verifies
(1)-neighborhood property in Lemma 8.2, then we assume Sharek protocol verifies
all (i)-neighborhood property for i ≤ k and we show that it verifies (k + 1)-
neighborhood property in Lemma 8.3.

We define N1,sym as the family of networks where there is only a single intruder,
and where all the connections are symmetric.

Lemma 8.2. The protocol verifies the (1)-neighborhood property over N1,sym:

∀N ∈N1,sym,�tr ∈ SN,I ,P s.t. END1(A,B, tprop, t) ∈ tr∧B �∈ Ng1
A(tprop)

Proof. We assume that ∃tr ∈ SN,I ,P s.t. END1(A,B, tprop, t) ∈ tr∧B �∈ Ng1
A(tprop).

The only way we can generate a END1(A,B, tprop, t) event in a trace tr ∈ SN,I ,P is us-
ing (Sharek basis). This rule requires B ∈View(A,Ng1

A(tprop)). The View function,
by definition, returns a subset of Ng1

A(tprop): therefore, there is a contradiction. ��
Lemma 8.3. If the protocol verifies all the i-or-less neighborhood properties, 0 <
i ≤ k over N1,sym, then it verifies the (k + 1)-neighborhood property over N1,sym.
More formally it means that:

∀N ∈N1,sym,∀i≤ k,�tr ∈ SN,I ,P s.t. ENDi(A,D, tprop, t) ∈ tr∧D �∈ Ng≤i
A (tprop)

⇒
∀N ∈N1,sym,�tr ∈ SN,I ,P s.t. ENDk+1(A,D, tprop, t) ∈ tr∧D �∈ Ng≤k+1

A (tprop)

Proof. We do a proof by contradiction. We assume that there is a N ∈ N1,sym

and a tr ∈ SN,I ,P such that ENDk+1(A,D, tprop, t) ∈ tr∧D �∈ Ng≤k+1
A (tprop). Since

ENDk+1(A,D, tprop, t) ∈ tr then it can only be build from (Sharek makestep),
meaning that we must have all the hypothesis true, in particular:

• recvα(A,{〈tprop,B,{D, . . .}〉}skB , t1) ∈ tr
• recvα(A,{〈tprop,C,{D, . . .}〉}skC , t2) ∈ tr
• ENDk(A,B, tprop, tx) ∈ tr
• ENDi(A,C, tprop, ty) ∈ tr, i≤ k

We apply the induction hypothesis on the two last items. We obtain that B ∈
Ng≤k

A (tprop) and C ∈ Ng≤i
A (tprop) ⊆ Ng≤k

A (tprop) (and due to Property 8.1). By
hypothesis we know that D �∈Ng≤k+1

A (tprop), which is equivalent to

(
�X ∈V s.t. X ∈ Ng≤k

A (tprop)∧D ∈ Ng1
X (tprop+ tX)

)
.

We deduce that D �∈Ng1
X (tprop+ tX) for X ∈ {B,C}with tX the minimal time needed

to forward a message from A to X at tprop. Both messages contained in the receive
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events are signed by their pretended emitters, respectively B and C. We can then con-
clude that both B and C crafted their respective claims of neighborhood with D. But
C and B claims in these messages that D is in their (1)-neighborhood. Since nodes
cannot lie about their neighborhoods using rules in P , this means that both their
messages were built by (Intrude f orge), and as both messages are forged by their
pretended emitter, we can conclude that both B and C are intruders. This is in contra-
diction with our initial hypothesis that the network consists of only one intruder. ��

8.6 Conclusion

We have proposed a way of modeling physical properties in a wireless network
in order to verify protocols in the presence of intruders, taking into account time
and movement of nodes. We focused on the protocols which discover the distance
between nodes, from a single hop (usually called neighborhood property) to an
arbitrary number of them ((k)-neighborhood). After introducing the model, we have
applied the model to two protocols and proved that one is correct under some
assumptions about the network, and the intruder. Finally we propose the Sharek
protocol, which securely discover (k)-neighbors based on the knowledge of the (1)-
neighborhood, in presence of one intruder. We can generalize this protocol in order
to be resistant to several intruders. We also provide a formal proof of the security
of the Sharek protocol as a third example of an application using our formal model.
This formal modelling of the (k)-neighborhood is the first step toward an automatic
tool for verifying neighborhood discovery protocols.
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Chapter 9
A Tutorial on White-Box AES

James A. Muir

Abstract White-box cryptography concerns the design and analysis of implemen-
tations of cryptographic algorithms engineered to execute on untrusted platforms.
Such implementations are said to operate in a white-box attack context. This is
an attack model where all details of the implementation are completely visible to
an attacker: not only do they see input and output, they see every intermediate
computation that happens along the way. The goal of a white-box attacker when
targeting an implementation of a cipher is typically to extract the cryptographic
key; thus, white-box implementations have been designed to thwart this goal
(i.e., to make key extraction difficult/infeasible). The academic study of white-box
cryptography was initiated in 2002 in the seminal work of Chow et al. (White-
box cryptography and an AES implementation. In: Selected areas in cryptography:
9th annual international workshop, SAC 2002. Lecture notes in computer sci-
ence, vol 2595, pp 250–270, 2003). Here, we review the first white-box AES
implementation proposed by Chow et al. and give detailed information on how to
construct it. We provide a number of diagrams that summarize the flow of data
through the various look-up tables in the implementation, which helps clarify the
overall design. We then briefly review the impressive 2004 cryptanalysis by Billet
et al. (Cryptanalysis of a white box AES implementation. In: Selected areas in
cryptography: 11th international workshop, SAC 2004. Lecture notes in computer
science, vol 3357, pp 227–240, 2005). The BGE attack can used to extract an
AES key from Chow et al.’s original white-box AES implementation with a work
factor of about 230, and this fact has motivated subsequent work on improved
AES implementations.
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9.1 Introduction

Suppose cryptographic software is deployed on a host that is not fully trusted.
Examples of this include software distributed to end-users as part of some digital
rights management (DRM) system, or client software running in the cloud, or even a
cryptographic operation being executed on a smart-card [3,11,12]. Continuing with
the DRM example, suppose that after installing the software on a PC, laptop, tablet
or mobile phone, the end-user is then able to purchase some type of premium content
(e.g., a television show, sports feed, video game or e-book). The content arrives at
the user’s device encrypted, and is decrypted by the software as it is viewed.

A malicious end-user may attempt to extract cryptographic keys from the
software and then use them to redistribute content outside the DRM system. An
attacker such as this is much more powerful than a traditional cryptographic attacker
who sees only the inputs and outputs of a cryptographic operation (i.e., an attacker
who treats the implementation as a black-box). This attacker is targeting software
running on their own device. They are able to examine its inputs, outputs, and, with
the help of a disassembler/debugger (e.g., IDA Pro, OllyDbg), the result of every
intermediate computation it carries out. Essentially, this attacker has total visibility
into the cryptographic operation.

The study of cryptographic implementations in this type of attack context was
introduced in the academic literature in 2002 by Chow et al. [4]. In their seminal
work, they motivated and defined the white-box attack context and presented some
generic techniques that can be used to help create cryptographic implementations
that resist key-extraction. They also applied those techniques to produce example
implementations of AES [4] and (in another work) DES [5].

The terms white-box AES and white-box DES have become synonymous with the
first implementations disclosed by Chow et al., but these terms are actually more
general. Any AES implementation engineered to resist key extraction in the white-
box attack context could be called white-box AES. And note that there are a number
of ways that the techniques proposed by Chow et al. could be applied to AES and
DES to create protected implementations.

With the 10 year anniversary of the papers by Chow et al. upcoming, it seems
an appropriate time to give them another look. Here, we review their original AES
implementation and give detailed information on how to construct it. A fair criticism
of Chow et al.’s AES paper is that it is quite dense, and extracting the complete
details of their protected AES implementation from it can be challenging. Our goal
here is to make that information more accessible; this may be of particular benefit to
new researchers and software engineers who are beginning to learn about white-box
cryptography.

We also give a brief review of the 2004 algebraic cryptanalysis by Billet et al. [2]
that shows how a white-box attacker can extract the key from Chow et al.’s original
AES implementation using 230 work-steps in the worst case. This impressive
cryptanalysis has motivated the design of new white-box AES implementations
more resistant to key extraction and a number of subsequent works in the open
literature have appeared on this topic (e.g., [10, 13, 14, 18]).



9 A Tutorial on White-Box AES 211

Outline. We begin by discussing the definitional results on program obfuscation
by Barak et al. in Sect. 9.2. We then start our review of Chow et al.’s public AES
implementation in Sect. 9.3 by describing a table-based implementation that does
not include any protections against white-box attacks. In Sect. 9.4, we explain how
encodings and mixing bijections are applied to the implementation with the goal of
making it more resistant to key extraction attacks. Then we review the cryptanalysis
by Billet et al. in Sect. 9.5, and end with some remarks in Sect. 9.6.

Preliminary Facts and Notation. Let x and y be bit-strings of equal length.
We denote the bit-wise exclusive-or of x and y by x⊕ y. When we say that a
transformation, L, from bit-strings to bit-strings is linear, we mean that the identity
L(x⊕ y) = L(x)⊕ L(y) holds for all inputs x,y. In particular, any transformation
that permutes the bits of x is linear. If L is linear, then it can be represented using
matrix-vector multiplication over GF(2); that is, there exists a matrix representation
of L. The composition of two functions f and g is denoted by f ◦ g, where
f ◦g(x)= f (g(x)). If v is a column vector, then we use vT to denote its transpose. We
sometimes abuse functional notation and apply it to matrices; for example, if M and
N are matrices that can be multiplied together, then M◦N denotes the transformation
v �→MNv. If c is a constant bit-string, then ⊕c denotes the function x �→ x⊕ c.

9.2 Barak et al.’s Impossibility Theorem

In 2001, Barak et al. [1] published foundational results on program obfuscation.
They defined a program obfuscator as an algorithm that takes a program description
as input (e.g., C code) and transforms it into a functionally equivalent obfuscated
program description that satisfies the virtual black-box property; that is, any
information that can be efficiently learned from the obfuscated program description
can also be efficiently learned by studying only inputs and outputs of the original
program. Their main result is that generic program obfuscators cannot exist – they
show that there must always be some class of programs that when run through the
obfuscator leak information that is not available through black-box interaction with
the original programs.

The results of Barak et al. are sometimes incorrectly cited to refute the possi-
bility of designing cryptographic implementations that resist white-box attacks.1

However, there is no evidence that common block ciphers and their component
operations belong to the special family of programs that cannot be securely
obfuscated; see the statements to this effect by Billet et al. [2, p. 239] and
by Wyseur [16, p. 91]. The successful white-box cryptanalysis of Chow et al.’s
published AES [2] and DES [8,17] implementations do not point to any fundamental
flaw that must be present in all white-box implementations of block ciphers; parts of

1More generally, the results are also cited incorrectly in anti-DRM commentaries. Barak has
published a non-technical summary of their results in an attempt to dispel some of the confusion
(see http://www.cs.princeton.edu/∼boaz/Papers/obf informal.html).

http://www.cs.princeton.edu/~boaz/Papers/obf_informal.html
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those attacks exploit details particular to the AES and DES algorithms. It is possible
that some block ciphers can be securely obfuscated (in a strict definitional strict);
and it is also possible that, with the introduction of new techniques, strong white-box
implementations of AES and DES could be created.

Barak et al. suggest that the virtual black-box property used in their definition of
secure obfuscation may be too strong (i.e., perhaps obfuscated programs necessarily
leak some non-black-box information, which may or may not be useful to an
attacker). Other definitions of secure obfuscation have been proposed, and using
those definitions a number of positive results have been derived (cf. [9]).

9.3 Table-Based Implementation

One completely impractical way to create a white-box implementation of a block
cipher that does not leak any more information than a black-box implementation is
to create a massive look-up table that maps, say, plaintext to ciphertext under some
fixed key. If the block length of the cipher is � bits, then the look-up table consists
of 2� entries with each entry being an �-bit string. Since � is typically 64 or 128,
the amount of memory required to store this table is beyond the capabilities of any
real-world device. However, using a number of smaller look-up tables can lead to
practical solution.

We begin our description of Chow et al.’s white-box AES implementation by first
presenting an implementation that does not offer any resistance to white-box attacks.
This implementation makes extensive use of look-up tables, and the cipher key can
be easily recovered from some of them. Techniques for resisting key extraction are
covered in Sect. 9.4.

9.3.1 AES-128

AES-128 is specified in FIPS 197 [7]. It is an iterated block cipher that maps a
16-byte input to a 16-byte output using a 16-byte key. It has ten rounds. Each round
updates a 16-byte state variable, which we treat as a one-dimensional array,2 by
applying a combination of four basic transformations:

• AddRoundKey takes a 16-byte round key, kr, and uses exclusive-or to add it into
the 16-byte state (i.e., state[i]← state[i]⊕ kr[i] for i = 0 . . .15).

• SubBytes utilizes a substitution table, S, that maps bytes to bytes. Each byte
of the state is updated by applying S to it (i.e., state[i]← S(state[i]) for i =
0 . . .15).

2The state variable is usually described as a two-dimensional array of bytes (i.e., a 4× 4 array).
However, the four columns can be concatenated end-to-end to form a one-dimensional array. Using
a one-dimensional array simplifies some of our notation and diagrams.
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• ShiftRows rearranges the bytes of the state using the following permutation:

0 5 10 15 4 9 14 3 8 13 2 7 12 1 6 11

that is, state[0],state[5],state[10],state[15] form the first 4 bytes of the
updated state, and so on.

• MixColumns updates the state 4 bytes at a time. An invertible 4× 4 matrix, MC,
with entries from GF(28), is multiplied by a 4× 1 column vector formed from
four state bytes. The state bytes are interpreted as elements of GF(28). More
precisely, the transformation is⎡

⎢⎢⎣
state[i]

state[i+ 1]
state[i+ 2]
state[i+ 3]

⎤
⎥⎥⎦←MC ·

⎡
⎢⎢⎣

state[i]
state[i+ 1]
state[i+ 2]
state[i+ 3]

⎤
⎥⎥⎦

for i = 0,4,8,12. The matrix MC is defined to be⎡
⎢⎢⎣
02 03 01 01

01 02 03 01

01 01 02 03

03 01 01 02

⎤
⎥⎥⎦ .

Let k denote an AES-128 key. The AES specification explains how to expand k
into 11 round keys k0,k1, . . . ,k10 (one additional round key, k0, is required for an
initial AddRoundKey operation that takes place before round 1). We do not require
the exact details of key expansion here; note, however, that k0 is equal to k.

The conventional way to describe AES-128 encryption is as follows:

state← plaintext
AddRoundKey(state,k0)

for r = 1 . . .9
SubBytes(state)

ShiftRows(state)

MixColumns(state)

AddRoundKey(state,kr)

SubBytes(state)

ShiftRows(state)

AddRoundKey(state,k10)

ciphertext← state

However, there are many other valid descriptions. Consider the following two
observations:

1. The for-loop can be redefined to bring the transformation AddRoundKey(state,
k0) inside it while pushing AddRoundKey(state,k9) out.
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2. Since SubBytes applies the same S-box to each byte of the state, SubBytes
followed by ShiftRows gives the same result as ShiftRows followed by
SubBytes.

From these observations, we can generate the following description:

state← plaintext
for r = 1 . . .9

AddRoundKey(state,kr−1)

ShiftRows(state)

SubBytes(state)

MixColumns(state)

AddRoundKey(state,k9)

ShiftRows(state)

SubBytes(state)

AddRoundKey(state,k10)

ciphertext← state

Here is another observation:

3. Since ShiftRows is a linear transformation (recall that is a permutation),
AddRoundKey(state,kr−1) followed by ShiftRows(state) gives the same
result as ShiftRows(state) followed by AddRoundKey(state, k̂r−1); here,
k̂r−1 is the result of applying ShiftRows to the round key kr−1.

This gives us
state← plaintext
for r = 1 . . .9

ShiftRows(state)

AddRoundKey(state, k̂r−1)

SubBytes(state)

MixColumns(state)

ShiftRows(state)

AddRoundKey(state, k̂9)

SubBytes(state)

AddRoundKey(state,k10)

ciphertext← state

With AES written in this way, we are able to combine AddRoundKey, SubBytes,
and part of MixColumns into a series of table look-ups. This technique is similar
to one used by Daemen and Rijmen in their AES proposal document [6, see
Sect. 5.2.1]. However, in the implementation we are about to review below, we will
see that bytes of round keys are embedded into some of the tables, and a number
of redundant tables are included; this differs from the implementation by Daeman
and Rijmen. Essentially, the for-loop above is unrolled and a collection of tables is
created for each of the ten rounds with no regard as to whether or not an identical
table might exist elsewhere in the implementation.
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9.3.2 T-Boxes

In each round, the AddRoundKey and SubBytes transformations can be combined
into a series of 16 look-up tables that map bytes to bytes (i.e., 8- to 8-bits). These
so-called T-boxes are defined as follows:

T r
i (x) = S(x⊕ k̂r−1[i]), for i = 0 . . .15 and r = 1 . . .9,

T 10
i (x) = S(x⊕ k̂9[i])⊕ k10[i], for i = 0 . . .15.

Note that the T-boxes for round 10 incorporate the bytes of two round keys (k̂9 and
k10). There are 160 T-boxes in total.

9.3.3 T yi Tables

In rounds 1–9, after a byte is mapped through a T-box, it is then input into a
MixColumns transformation. In particular, in round 1, the outputs of T 1

0 ,T
1

1 ,T
1

2 ,T
1

3
are interpreted as a column vector and then multiplied with the matrix MC. This
computation can also be implemented using tables.

Let x0,x1,x2,x3 be 4 bytes that are to be multiplied with MC. The multiplication
can be decomposed into an exclusive-or of four 32-bit values like so:⎡

⎢⎢⎣
02 03 01 01

01 02 03 01

01 01 02 03

03 01 01 02

⎤
⎥⎥⎦
⎡
⎢⎢⎣

x0

x1

x2

x3

⎤
⎥⎥⎦= x0

⎡
⎢⎢⎣
02

01

01

03

⎤
⎥⎥⎦⊕ x1

⎡
⎢⎢⎣
03

02

01

01

⎤
⎥⎥⎦⊕ x2

⎡
⎢⎢⎣
01

03

02

01

⎤
⎥⎥⎦⊕ x3

⎡
⎢⎢⎣
01

01

03

02

⎤
⎥⎥⎦ .

The terms of the sum on the right (denote them by y0,y1,y2,y3) are each a function
of 1 byte of input. Thus, each yi can take on only 256 possible values.

The so-called Tyi tables map 8- to 32-bits and are defined as follows:

Ty0(x) = x · [02 01 01 03]T
Ty1(x) = x · [03 02 01 01]T
Ty2(x) = x · [01 03 02 01]T
Ty3(x) = x · [01 01 03 02]T.

Using these tables, we see that the 32-bits that result from applying MixColumns
to the 4 bytes x0,x1,x2,x3 can be computed via four table look-ups and three
exclusive-ors:

Ty0(x0)⊕Ty1(x1)⊕Ty2(x2)⊕Ty3(x3).

We create 144 Tyi tables (36 copies of each of Ty0,Ty1,Ty2,Ty3) to accept the
outputs of the T-boxes in rounds 1–9 (recall that MixColumns is not applied in
round 10).
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9.3.4 XOR Tables

The exclusive-or operations, which combine 32-bit values from the Tyi tables, can
also be implemented using tables. Define a look-up table, XOR, that takes two
nibbles (i.e., two 4-bit values) as input and maps them to their exclusive-or:

XOR(x,y) = x⊕ y.

Note that XOR maps 8- to 4-bits. The exclusive-or of two 32-bit values can be
computed using eight copies of the XOR look-up table.

In each of rounds 1–9, twelve 32-bit exclusive-ors are required to determine the
result of MixColumns. To carry out this computation, we create 96 copies of the
XOR table in each of these rounds (i.e., 864 copies of the XOR table in total).
Although it seems that we could make do with only one XOR table, the protections
introduced in Sect. 9.4 do not permit this.

9.3.5 Table Composition

Wherever a T-box feeds directly into a Tyi table (i.e., in rounds 1–9), we can replace
the two separate tables with their composition. For example, in round 1, T 1

0 and Ty0
could be replaced with the new look-up table Ty0 ◦T1

0 where

Ty0 ◦T 1
0 (x) = Ty0(T

1
0 (x)).

Composing look-up tables reduces the number of individual table accesses required
to carry out an encryption. Throughout rounds 1–9, the T-boxes and Tyi tables are
composed.

9.3.6 Summary

We now have all the tables (144 composed T-boxes/Tyi tables, 864 XOR tables,
16 T-boxes) we need for our implementation, which can be summarized as follows:

state← plaintext
for r = 1 . . .9

ShiftRows(state)

TBoxesTyiTables(state)

XORTables(state)

ShiftRows(state)

TBoxes(state,10)
ciphertext← state
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Fig. 9.1 The data flow for round 1 of AES with respect to bytes 0, 5, 10, 15 of the input state (i.e.,
the plaintext). The data flow for the other bytes is similar. Note that the input state is at the top of
the diagram and the output state is at the bottom

The flow of 4 bytes of state through round 1 is illustrated in Fig. 9.1. Note
that there are a number of different ways that the XOR tables could be utilized
to determine the value of the state variable at the end of rounds 1–9; the flow
in Fig. 9.1 is only an example. A zoomed in look at the XOR computation is
given in Fig. 9.2.

9.4 Protected Implementation

We consider now how to protect the table-based implementation of the previous
section in the white-box attack context. Recall that this means that the software
implementing AES-128 encryption for a particular key executes in an environment
that is under the control of an attacker. By using a disassembler/debugger, it is easy
for the attacker to learn the contents of the various look-up tables, including the
composed T-boxes/Tyi tables that incorporate bytes of round keys.
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Fig. 9.2 Computing an exclusive-xor of two 32-bit values utilizes eight XOR tables. The inputs
enter at the top of the diagram and the outputs appear at the bottom

9.4.1 Encodings

If the composed T-box/Tyi tables from round 1 are known to an attacker, then they
can easily recover the AES key. Consider table Ty0 ◦T1

0 , and let a denote the byte of
round key k0 used to build T 1

0 . There are only 256 different constructions of Ty0◦T 1
0 ,

and thus the attacker can enumerate them and simply look-up the value of a from
that list.3

We must do something to protect the contents of the composed T-box/Tyi tables
and the T-boxes in round 10 if our implementation is going to resist key extraction.
The technique proposed by Chow et al. [4] is to use input and output encodings.

An encoding is simply a bijection. To protect a table, T , we choose bijections f
and g and form the new table T ′ where

T ′ = g ◦T ◦ f−1.

f is called the input encoding and g is called the output encoding. This new table
maps encoded inputs to encoded outputs and can still be used to compute T (x). To
retrieve the value of T (x), we map f (x) through T ′ and then apply g−1 to the result.

If the output of table T feeds into another table R, then encodings are applied
to those two tables in a so-called networked fashion; that is, the output encoding of

3The attacker can also compute the key byte directly: a = S−1 ◦Ty−1
0 ◦ (Ty0 ◦T 1

0 )(0).
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T and the input encoding of R are chosen so that they cancel each other out. For
example, T and R would be protected as follows,

T ′ = g ◦T ◦ f−1 and R′ = h ◦R◦ g−1,

from which we see that

R′ ◦T ′ = (h ◦R◦ g−1)◦ (g ◦T ◦ f−1) = h ◦ (R◦T)◦ f−1.

Encodings are used to obfuscate the contents of all look-up tables in Chow et al.’s
AES implementation. They are selected uniformly at random and independently
wherever possible. Because of the design of the XOR tables, which consume 4 bits
from one look-up table and 4 bits from another, almost all the encodings used in the
protected implementation are concatenated encodings. These are bijections formed
from smaller bijections. For example, we can build an 8-bit encoding, f , from two
4-bit encodings, f0 and f1, like so:

f (x0‖x1) = f0(x0)‖ f1(x1).

Here, the symbol ‖ denotes the concatenation of bit-strings, and x0,x1 are 4-bit
strings. Similarly, we can build a 32-bit encoding, g, using eight 4-bit encodings:

g(x0‖x1‖· · ·‖x7) = g0(x0)‖g1(x1)‖· · ·‖g7(x7).

Concatenated 4-bit input and output encodings are individually selected and
applied to all look-up tables, with the following exceptions:

• The output encodings applied to the XOR tables (these are just 4-bit encodings,
not concatenated encodings),

• The input encodings applied to the composed T-box/Tyi tables in round 1,
• The output encodings applied to the T-boxes in round 10.

The encodings mentioned in the latter two items do not have to be networked with
XOR tables, so we have more freedom in their selection. We will discuss this further
when we consider external encodings in Sect. 9.4.3.

Local security. When the composed T-box/Tyi tables are protected with encodings,
there are now too many table constructions for an attacker to enumerate. Consider a
composed T-box/Tyi table from round 2. There are (16!)2 · (16!)8 ways of choosing
input and output encodings for this table. If the input encoding is fixed, then it can
be shown that all of the (16!)8 possible output encodings produce distinct look-up
tables. Thus, the number of table constructions is at least (16!)8 ≈ 2354 (and is at
most (16!)10 ≈ 2442).

An attacker might hope to deduce the key byte from an encoded T-box/Tyi
table by studying the lists of table constructions (i.e., the table constructions for
each possible value of the key byte). However, this approach will not yield any
information about the key byte. It can be shown, by manipulating input encodings,
that all 256 lists of table constructions are the same.



220 J.A. Muir

From the previous fact, we can conclude that the protected tables are information
theoretically secure. It is not possible for the attacker to extract the key byte from the
encoded version of, say, Ty0 ◦T 2

0 , if he or she studies only that table. Chow et al. [5]
refer to this property as local security. However, even though no information about
the key leaks from this protected table, other information may. For example, the
definition of the output encodings may leak, which could be useful for extracting
key bytes from T-box/Tyi tables in the next round.

Although the use of encodings is actually what motivates the table-based
implementation of AES in the first place, encodings are the very last form of
protection applied. Note that encodings are selected uniformly at random and will
be non-linear with very high probability.

9.4.2 Mixing Bijections

The look-up tables that incorporate bytes of round keys can be considered miniature
block ciphers. The application of concatenated input and output encodings help
these components achieve confusion, as defined by Shannon [15]. To help them
achieve diffusion, linear transformations are also composed at their input and output
(these compositions are done before the application of the non-linear concatenated
input and output encodings). An invertible linear transformation is referred to as a
mixing bijection.

Mixing bijections are applied to all the key-dependent look-up tables in the
implementation. In general, each mixing bijection is selected uniformly at random.
Their usage in each of the interior rounds (i.e., rounds 2–9) is the same; for the exte-
rior rounds (i.e., round 1 and 10), there are a few differences, which we will explain.

We begin by selecting all the required mixing bijections:

• For each of rounds 2–10, select sixteen 8- to 8-bit mixing bijections (i.e., 144
mixing bijections in total). These will be composed at the input of each T-box in
rounds 2–10.

• For each of rounds 1–9, select four 32- to 32-bit mixing bijections (i.e., one
mixing bijection for each of the four matrix multiplication steps in each of those
rounds). These will be composed at the output of each Tyi table in rounds 1–9.

Note that mixing bijections can be selected uniformly at random by constructing
invertible matrices over GF(2). Now consider, for example, the first four key-
dependent look-up tables in round 2:

Ty0 ◦T 2
0 ,

Ty1 ◦T 2
1 ,

Ty2 ◦T 2
2 ,

Ty3 ◦T 2
3 .
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Let L2
0,L

2
1,L

2
2,L

2
3 be the four 8- to 8-bit mixing bijections selected for these tables.

The inverses of these transformations are composed at their input. Let MB be the
32- to 32-bit mixing bijection chosen for these four tables. MB is composed at the
output of each table. This produces the following tables:

MB◦Ty0 ◦T 2
0 ◦L2

0
−1
,

MB◦Ty1 ◦T 2
1 ◦L2

1
−1
,

MB◦Ty2 ◦T 2
2 ◦L2

2
−1
,

MB◦Ty3 ◦T 2
3 ◦L2

3
−1
.

The 4 bytes entering these tables are computed in round 1 and will have the
appropriate mixing bijections applied to them there (i.e., the four inputs will have
the form L2

0(x0),L2
1(x1),L2

2(x2),L2
3(x3)).

The outputs of these tables feed into the XOR tables, as in Fig. 9.1. However, at
the end of the third stage of XOR tables, the resulting 32-bit value is now

MB◦MC [z0 z1 z2 z3]
T.

We need to remove the transformation MB, and also apply the 8-bit mixing
bijections required for the next round.

Four new 8- to 32-bit tables are introduced to remove the effect of MB.
These tables are generated using the familiar technique of decomposing a matrix
multiplication into an exclusive-xor of four 32-bit vectors:

MB−1

⎡
⎢⎢⎣

z0

z1

z2

z3

⎤
⎥⎥⎦= MB−1

⎡
⎢⎢⎣

z0

0
0
0

⎤
⎥⎥⎦⊕MB−1

⎡
⎢⎢⎣

0
z1

0
0

⎤
⎥⎥⎦⊕MB−1

⎡
⎢⎢⎣

0
0
z2

0

⎤
⎥⎥⎦⊕MB−1

⎡
⎢⎢⎣

0
0
0
z3

⎤
⎥⎥⎦ .

Let MB−1
0 ,MB−1

1 ,MB−1
2 ,MB−1

3 denote the four 8- to 32-bit tables corresponding to
the terms of the sum on the right. Let L3 denote a 32- to 32-bit mixing bijection
constructed by concatenating four 8- to 8-bit mixing bijections from round 3. L3 is
used to put the proper encodings on bytes 0, 1, 2, 3 of the state array that enters
round 3. Accounting for the ShiftRows transformation at the beginning of round 3,
L3 is defined as follows:

L3 = L3
0‖L3

13‖L3
10‖L3

7.

L3 is composed at the output of each of MB−1
0 ,MB−1

1 ,MB−1
2 ,MB−1

3 resulting in the
tables

L3 ◦MB−1
0 ,

L3 ◦MB−1
1 ,

L3 ◦MB−1
2 ,

L3 ◦MB−1
3 .
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The outputs of these tables are combined using three new stages of XOR tables.
A summary of this process is presented Fig. 9.3. In comparison with Fig. 9.1, we

see that the number of tables has doubled.
The application of mixing bijections in round 1 is very similar to Fig. 9.3. The

only difference is that there are no input mixing bijections applied to the T-boxes. In
round 10, there are input mixing bijections applied to the T-boxes, but output mixing
bijections are not applied. The reason for these differences is related to the external
encodings, which we discuss next.

9.4.3 External Encodings

One question that often arises when considering the white-box attack context is
this: why would an attacker want to extract the cipher key when they already have
software that will decrypt ciphertext for them? The answer, given by Chow et al., is
to design the implementation so that it does not map raw ciphertext to raw plaintext,
but rather encoded ciphertext to encoded plaintext. Encodings that affect the input
and output of the cipher are referred to as external encodings.

Denote an AES-128 decryption by Dk. Select 128- to 128-bit bijections F and G.
Chow et al. recommend that the implementation computes

D′k = G◦Dk ◦F−1.

As with the encodings discussed in Sect. 9.4.1, a ciphertext, x, must be encoded
with F , which gives F(x), before it is passed as input to the implementation. In our
DRM example, this external encoding could be applied on the server that supplies
premium content for downloading (i.e., on a host separate from the one where the
client software runs). After the transformation D′k is applied by the user’s software,
the result is G(Dk(x)). The remaining encoding could be removed by the content
viewer, perhaps as the content is played.

Use of external encodings is mainly to ensure that there is no point during the
execution of the client software where raw ciphertext and raw plaintext appear.
Chow et al. suggest that the external encodings be 128- to 128-bit mixing bijections.
Using external encodings such as these requires that a number of new tables be
added to the protected implementation: sixteen 8- to 128-bit tables along with
supporting XOR tables (480) to compute the matrix multiplication for F−1 prior
to round 1, and similarly for the matrix multiplication for G after round 10 (note
that the 8- to 128-bit tables for G can be composed with the round 10 T-boxes).

Here, to simplify our exposition, we will not use mixing bijections for the
external encodings. Instead, we will use concatenated 8-bit encodings; that is,

F = F0‖F1‖· · ·‖F15 and G = G0‖G1‖· · ·‖G15,

where each Fi and Gi is an 8- to 8-bit bijection (selected uniformly at random).
For each T-box in round 1, the corresponding Fi

−1 is composed at its input.
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Fig. 9.3 The application of mixing bijections in round 2. The picture for rounds 3–9 is the same.
For round 1, the only difference is the absence of the input mixing bijections on the T-boxes. For
round 10, mixing bijections are applied at the input of the T-boxes, but not the output. At the
bottom of the diagram, note that bytes 0, 1, 2, 3 of the state array that enters round 3 feed T-boxes
T 3

0 ,T
3

13,T
3

10,T
3
7 , respectively
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Fig. 9.4 Representatives from the five classes of protected look-up tables. Grey boxes are used to
denote input and output encodings (big grey boxes are external encodings). For each representative
(going from left to right), we list the rounds where tables like it can be found: round 1 only, rounds
1–9, rounds 1–9, rounds 2–9, round 10 only

And for each T-box in round 10, the corresponding Gi is composed at its output.
External encodings of this type do not require the addition of any new tables to the
implementation.

9.4.4 Summary

To protect the tabled-based AES implementation from Sect. 9.3, we apply mixing
bijections, then (internal) encodings, and then external encodings. After the applica-
tion of mixing bijections, the number of look-up tables in rounds 1–9 doubles. The
table counts are as follows: The total storage requirement for the tables is 508 KB.

288 8- to 32-bit tables (1,024 bytes each),
1,728 8- to 4-bit tables (128 bytes each),

16 8- to 8-bit tables (256 bytes each).

A summary of the various tables, with all protections applied to them, is given in
Fig. 9.4.
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9.5 Cryptanalysis

Chow et al. [4] present some interesting attacks on weakened variants of their
protected implementation, which justify some of their design choices. In particular,
they show that if external encodings are not used, then a linear relation amongst
round key bytes can be found that makes a key search feasible (the search space is
reduced from 2128 to 232). They also show that if mixing bijections are not applied
(recall that their absence roughly halves the number of look-up tables), then it is
possible to deduce the output encodings for any key-dependent look-up table in
rounds 1–9. Knowledge of those output encodings in, say, round 1 leads to discovery
of the input encodings in round 2 because the encodings on the XOR tables at
the end of round 1 can be deduced. Now, with knowledge of the input and output
encodings in round 2, round key bytes can be easily extracted.

In 2004, Billet et al. [2] published an algebraic attack against Chow et al.’s
first AES implementation. They showed that the cipher key can be extracted using
at most 230 work-steps and negligible memory. We give a brief review of their
method here.

9.5.1 The BGE Attack

As is illustrated in Fig. 9.3, an AES round can be interpreted as the parallel
application of four 32- to 32-bit transformations to the state array. Although the
mixing bijection MB is present in the protected implementation, it has no influence
on the 4 bytes output at the bottom of Fig. 9.3. The effect of MB and any other
internal encodings are canceled out (this is by design), and the 32- to 32-bit
transformation has the form displayed in Fig. 9.5.

Figure 9.5 introduces the notation used by Billet et al. when they examine one
of the 32- to 32-bit transforms. The Pi’s are the combination of input encodings
and mixing bijections; the Qi’s are the combination of mixing bijections and output
encodings. Let x0,x1,x2,x3 denote four input bytes and let y0,y1,y2,y3 denote the
resulting output. From the definition of the matrix MC, the relation between the
inputs and outputs can be summarized like so:

y0 = Q0
(
02 ·T ′0(x0)⊕03 ·T ′1(x1)⊕01 ·T ′2(x2)⊕01 ·T ′3(x3)

)
, (9.1)

y1 = Q1
(
01 ·T ′0(x0)⊕02 ·T ′1(x1)⊕03 ·T ′2(x2)⊕01 ·T ′3(x3)

)
, (9.2)

y2 = Q2
(
01 ·T ′0(x0)⊕01 ·T ′1(x1)⊕02 ·T ′2(x2)⊕03 ·T ′3(x3)

)
, (9.3)

y3 = Q3
(
03 ·T ′0(x0)⊕01 ·T ′1(x1)⊕01 ·T ′2(x2)⊕02 ·T ′3(x3)

)
; (9.4)

here, T ′i is a shorthand for Ti ◦Pi. Note that each yi is a function of x0,x1,x2,x3.
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Fig. 9.5 One of the 32- to 32-bit transforms applied in round 2. MC is the MixColumns matrix.
The left diagram matches the notation used in the previous figures. The right diagram introduces
the equivalent notation used by Billet et al. [2] where the mixing bijections and concatenated
encodings are combined. Note that the inverses of the output encodings become input encodings
in the subsequent round

Billet et al. found that information about the output encodings (i.e., the Qi’s) leak
from the four identities above. For each Qi, they showed that it is possible to build an
approximation, Q̃i, that differs from it by an unknown affine transformation; that is,

Q̃i = Qi ◦Ai,

where Ai consists of an invertible linear transformation followed by an exclusive-or
with a constant.

The approximations are built by analyzing a new set of look-up tables derived
from Fig. 9.5. As noted previously, y0 is a function of x0,x1,x2,x3; that is, y0 =
f (x0,x1,x2,x3). However, if x2,x3 are kept constant, then y0 can be considered a
function of only x0 and x1. Fix x2,x3 to 00,00 and let fx1 (x0) denote the function
f (x0,x1,00,00). Build the look-up table for y0 = f00(x0) and for y0 = f01(x0). From
Eq. (9.1), we see that
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f00(x0) = Q0(02 ·T ′0(x0)⊕β00),
f01(x0) = Q0(02 ·T ′0(x0)⊕β01),

where β00 and β01 are unknown 8-bit strings.
From the look-up tables for f00 and f01, we can construct the look-up table

for f01 ◦ f00−1, which has a very simple description. Using functional notation,
we can write

f00 = Q0 ◦⊕β00 ◦02 ·T ′0 ,

f01 = Q0 ◦⊕β01 ◦02 ·T ′0 .

Thus, we see that

f01 ◦ f00
−1 = (Q0 ◦⊕β01 ◦02 ·T ′0)◦ ((02 ·T ′0)−1 ◦⊕β00 ◦Q0

−1)

= Q0 ◦⊕β ◦Q0
−1,

where β= β01⊕β00.
There are exactly 256 bijections of the form Q0 ◦⊕δ ◦Q0

−1 where δ is an 8-bit
string. This set of bijections forms a commutative group under composition, denoted
by (G,◦). All the group elements (i.e., look-up tables) are generated by computing
the following compositions

f00 ◦ f00
−1, f01 ◦ f00

−1, . . . , fff ◦ f00
−1.

It is not difficult to find eight group elements, g1,g2, . . . ,g8, such that a subset
of them can be composed to generate any group element. These elements act
like a vector-space basis for (G,◦) and can be used to build an isomorphism
ψ : (G,◦)→ (GF(2)8,⊕). Without going into further detail (see [2, Theorem 1]), it
is this isomorphism that is used to construct the approximation to Q0: for any g∈G,
we set

Q̃0(ψ(g)) = g(00).

Thus, Q̃0 is constructed as a look-up table. An analogous process builds approxima-
tion for Q1,Q2,Q3.

Returning to Fig. 9.5, with the approximations at hand, the output encodings in
the diagram can be simplified. The simplification is done by composing new output

encodings with the existing ones. After each Qi, the bijection Q̃i
−1

is applied. These
two bijections compose to give

Q̃i
−1 ◦Qi = Ai

−1 ◦Qi
−1 ◦Qi = Ai

−1.
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The inverse of an affine bijection is an affine bijection, and so the new output
encodings are much simpler than the original (very likely non-linear) ones. And
since the output encodings in a given round correspond to input encodings in the
subsequent round, the output encoding approximations also lead to input encoding
approximations. Thus, the input encodings in Fig. 9.5 can also be simplified.

From Billet et al.’s approximations, we can continue under the assumption that
the Pi’s and Qi’s in Fig. 9.5 are affine bijections. Each Qi has the form Mi(x)⊕ qi,
where Mi is a linear bijection and qi is an 8-bit string. By setting x1,x2,x3 all to 00 in
Eq. (9.1)–(9.4), an explicit linear relation between M0 and each of M1,M2,M3 can
be derived. Thus, if M0 is recovered, then so too will M1,M2,M3.

The next step in the attack recovers M0 and q0 (see the original paper for
details). Thus, the value of the output encodings can be determined completely. With
complete knowledge of Q0,Q1,Q2,Q3, then from Fig. 9.5 we see that it is possible
to compute the outputs of the T-boxes. From the complete knowledge of the output
encodings in the previous round, we also learn P0,P1,P2,P3 completely. Now, it is
easy to extract the key bytes, as discussed in Sect. 9.4.1.

The time complexity of Billet et al.’s key extraction attack is dominated by the
work required to build the approximation to each output encoding. They estimate
this to be 224 work-steps. Thus, computing approximations for an entire AES round
is 16 ·224 = 228 work-steps. They recommend computing approximations for three
consecutive AES rounds (3 · 228 < 230 work-steps), which leads to the recovery
of two complete round keys, so that any ambiguity in the order of the key bytes
recovered from the tables can be eliminated.

9.6 Remarks

White-box cryptography was introduced in the academic literature by Chow, Eisen,
Johnson and van Oorschot 10 years ago and is still a relatively new area of research,
with plenty of real-world applications and room for new contributions. For those
interested in working in this area, a good understanding of the original white-
box AES implementation [4] and the BGE attack [2] are essential, and hopefully
this tutorial can help provide that. Although the BGE attack permits the key to be
extracted from Chow et al.’s original white-box AES implementation, the attack has
served mainly as motivation for work on stronger white-box implementations, and
this line of research has been particularly active in the last few years (e.g., [13,18]).
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Chapter 10
Efficient 1-Round Almost-Perfect Secure
Message Transmission Protocols with Flexible
Connectivity

Reihaneh Safavi-Naini and Mohammed Ashraful Alam Tuhin

Abstract In the Secure Message Transmission (SMT) problem, a sender S wants
to send a message m to a receiver R in a private and reliable way. S and R are
connected by n wires, t of which controlled by the adversary. The n wires represent
n node disjoint communication paths between the sender and the receiver. The
adversary is assumed to have unlimited computational power. An Almost Perfectly
Secure Message Transmission (APSMT, for short) provides perfect privacy for the
transmitted message, and the probability that the received message is different from
the sent one is bounded by δ and, δ = 0 corresponds to perfect SMT. It has been
shown that APSMT is possible if n≥ 2t+1 and for 1-round perfect SMT, n≥ 3t+1.
SMT protocols and techniques have found applications in practice, including key
distribution and key strengthening in wireless sensor networks.

In this paper we show two general methods of constructing 1-round APSMT
protocols for different levels of network connectivity. We consider two cases: n =
(2+ c)t,c > 1

t where a fraction of wires are corrupted, and n = 2t + k,k ≥ 1 where
a constant number of extra wires (over the required minimum) exists. The proposed
methods use the whole, or part of, the previously constructed protocols to construct
new protocols with flexible connectivity, whose privacy, reliability and efficiency
can be derived from the component parts. The new protocols are efficient and in
some cases have optimal transmission rates. The flexibility that is provided by these
constructions facilitate application of APSMT in practical applications.
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10.1 Introduction

The Perfectly Secure Message Transmission (PSMT) problem was introduced by
Dolev et al. [9] to address the problem of secure communication between two nodes
in an incomplete network. In the PSMT problem, the sender S and the receiver R
do not share a key but are connected by n ‘wires’ where at most t of which are
controlled by an adversary A , having unlimited computational power. Wires are
abstractions of node-disjoint paths between S and R . Security means R receives the
message m sent by S in a private and reliable way. ‘Private’ means that the adversary
does not learn any information about m and ‘reliable’ means that R receives the
same message m that S has sent.

The initial motivation of this model has been to reduce connectivity requirements
in secure multi-party protocols [4,6,20] and allow secure links between parties to be
simulated in incomplete networks. Multiparty computation (MPC) allows a group
of users, each holding a private input, to participate in a computation that depends
on their input, and obtain the output of the computation, without revealing their
inputs. MPC protocols, in information theoretic setting (i.e. when the adversary has
unlimited computational power), require secure and reliable links between every
two nodes. That is, the secure network connecting the users forms a complete graph.
This assumption is very strong in practice. SMT protocols are proposed to simulate
secure links between nodes using multiplicity of routes in the networks: that is, as
long as there are sufficient number of paths in the network, the nodes can establish
direct secure communication among them.

In recent years, however, algorithms and techniques that are developed in the
study of SMT, and in particular one round protocols, have found other applications
including key distribution and key strengthening in sensor networks [7, 26, 27].
In sensor networks, sensor nodes are employed in large geographical area and
cryptographic keys are installed in the sensor nodes randomly before the nodes are
deployed [13]. Key predistribution schemes in sensor networks do not always ensure
that each pair of nodes share a predistributed key. Due to the limited communication
range of the sensor nodes, two nodes, who do not share a key, can establish a path
key using a secure multi-hop path between them. Different authors have considered
the multi-path key establishment schemes in sensor networks, but most of them only
considered a passive adversary [7, 11, 16, 28]. But in application like battle field
surveillance, sensor nodes deployed in a hostile environment can be captured and
compromised by an adversary with unlimited computational power. For this kind of
applications, SMT protocols can be used as pointed out in [26,27]. The 1-round (0,
δ)-SMT protocol of [12] was employed for sensor networks in [26], whereas [27]
used the 1-round PSMT protocol of [14].

It was shown by Dolev et al. that 1-round protocol with perfect privacy and
perfect reliability requires n ≥ 3t + 1 [9]. Franklin and Wright relaxed the original
security requirements of PSMT and defined (ε,δ)-SMT (0 ≤ ε,δ ≤ 1) [15] where
the loss of privacy and reliability is bounded by ε and δ, respectively, with ε= δ= 0
being a PSMT, i.e., (0, 0)-SMT. Relaxing security requirements allows construction
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Table 10.1 Possibility of a 1-round (0, 0)-SMT and 1-round (0, δ)-SMT; ‘Y’ refers to the
possibility of a secure protocol, whereas ‘N’ refers to the impossibility of a secure protocol

n t = 3 t = 3 t = 4 t = 4 t = 5 t = 5

PSMT (0, δ)-SMT PSMT (0, δ)-SMT PSMT (0, δ)-SMT

10 Y Y N Y N N

15 Y Y Y Y N Y

20 Y Y Y Y Y Y

of protocols with better communication efficiency. Of particular interests are (0,δ)-
SMT protocols that provide perfect privacy and guarantee that the probability of
failure in receiving the correct message is at most δ. 1-round (0,δ)-SMT protocols
exist for n = 2t + 1 which is substantially less than n = 3t + 1 connectivity that
is required for PSMT. A perfectly private (ε = 0) and δ-reliable secure message
transmission, denoted by (0, δ)-SMT, is called an Almost Perfectly Secure Message
Transmission (APSMT, for short).

Communication efficiency of SMT protocols is measured in terms of the number
of communication rounds and the transmission rate. The number of rounds is the
number of required interactions between S and R , and transmission rate is the
number of bits that needs to be communicated for sending a message of size one
bit. A lower bound on transmission rate of 1-round APSMT protocol is Ω( n

n−2t )
[19]. When n = 2t + k,k ≥ 1, the bound becomes Ω(n) and when n = (2 + c)t,
where c > 1

t is a constant, it becomes constant. SMT protocols that asymptotically
achieve the above bounds, for respective connectivities, are called rate-optimal (or
optimal, for short) with respect to the corresponding bound.

An Example. Depending on the fraction of corrupted wires, one can achieve a
1-round (0, 0)-SMT or a 1-round (0, δ)-SMT. The table below will illustrate this
(Table 10.1).

10.1.1 Motivation of Our Work

The main focus of research on SMT has been on the construction of optimal
protocols for minimum connectivity (n= 3t+1 for one round PSMT and n = 2t+1
for other cases). An SMT protocol, in general, sends a message block that consists
of one or more elements of an alphabet. Optimal constructions of SMT require
messages blocks of specific sizes. For example, the 2-round optimal PSMT protocol
in [18] requires a message block that consists of t2 (i.e. O(n2)) field elements.

In practice, for a given t, the network connectivity may be above the required
minimum, and the number of messages that needs to be sent may be different
from the block length required by the protocols for optimal performance. With
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higher connectivity it is unclear how to efficiently use the extra connectivity for
transmission of more messages. Also, the minimum message block size requirement
of the protocol, �min, that is usually a function of the number of wires, may not
be satisfiable for a particular application. For example when n = 10, the optimal
performance of the protocol in [18] can be achieved if a message block of size 16
be sent. In applications of SMT such as [26] the protocol is used to securely transmit
a cryptographic key from one node to another. Using a PSMT protocol over a field
of size larger than 7 means that to transmit a 128 bit key, only seven field elements
are required to send the key and the remaining elements of the message block
will be un-used for transmission of information. These are important considerations
when using optimal SMT protocols in practice and in particular in wireless sensor
networks, where sensors have limited computational power and battery power is a
scarce resource.

In this paper we consider the 1-round APSMT problem for different levels of
network connectivity, starting from the minimum requirement of n = 2t + 1 up to
higher connectivity of the form n = (2+ c)t, where a constant fraction of wires are
corrupted, or n= 2t+k, where a constant number of additional wires exists. We will
show two methods of constructing 1-round APSMT protocols for connectivity n =
2t + k,k ≥ 1 and n = (2+ c)t,c > 1

t , where k and c are constants. Our first method
is by composing protocols. This can be used for a wide range of connectivities
and results in less restriction on the message block size. The second method is a
modular construction for designing SMT protocols. We use this method to construct
a computationally efficient 1-round APSMT protocol for n = 2t + 1, and a 1-round
optimal APSMT protocol for connectivity of the form n = (2+ c)t,c > 1

t . Both
methods can be applied to construct other protocols.

10.1.2 Our Results

The following is an outline of our results in this paper. We assume the sender and
the receiver are connected by at least 2t + 1 wires. We consider two types of extra
connectivity. In the first case, n and t are fixed and n = 2t + k, where k ≥ 1 is a
constant. In the second case, n = (2+c)t, where c is a constant satisfying c > 1

t and
so, a constant fraction of wires are corrupted. We present the following results.

1. In [14] a wire virtualization method was proposed to construct an optimal
protocol by using two existing component protocols, each with known security
properties, such that the security of the resulting protocol could be derived
from the component protocols. We employed wire virtualization to construct an
optimal 1-round (0,δ)-SMT protocol for connectivity n = (2+ c)t,c > 1

t . Our
constructed protocol gives the first general construction for connectivity less than
3t+1 (of the form n = (2+c)t). The protocol has polynomial (in n) computation
and so is computationally efficient.
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2. We present a modular construction for 1-round APSMT protocol for n = 2t + k
which consists of two modules. The first module (n, t,δ)-Send, is a protocol that
is used to deliver with δ-reliability, an information matrix of size (n− 2t)× n
random elements chosen from an alphabet, e.g., a finite field, to the receiver such
that the adversary can learn at most a sub-matrix of size (n− 2t)× t. At the end
of the protocol, sender and receiver share a sub-matrix of size (n− 2t)× (n− t)
which remains completely unknown to the adversary. However, the sender and
the receiver cannot identify the sub-matrix.
The second module is a privacy amplification (PA) protocol that extracts (n− t)
elements that are completely unknown to the adversary, from a shared vector of
size n which has at most t elements known by the adversary. We propose a new
construction for the first module. For the second module, we adapt an existing
PA technique which is computationally more efficient than the one used by Patra
et al. [19]. We show a construction that uses these two modules and has linear
(in n) transmission rate, which is optimal for this connectivity.

3. We present a direct construction for a 1-round APSMT protocol for n = (2+c)t,
where c is a constant and c > 1

t using our modular approach. This protocol has
constant transmission rate and is optimal. The protocol uses the two modules
(n, t,δ)-Send and PA(n,n− t) used in designing the second protocol above. We
also adapt an existing protocol as the third module, to send the ciphertexts
with constant transmission rate. The ciphertexts are obtained by encrypting the
message block using the one-time pads produced by using PA(n,n− t).

All the protocols presented in this paper have optimal transmission rate. They are
either the most efficient protocol known in the literature (the second protocol), or
the first in the literature for the respective connectivity (the first and the third). The
modular construction of SMT protocols is a new approach to constructing SMT
protocols and could result in the construction of other efficient protocols using
existing modules derived from other SMT protocols.

We note here that the first protocol is based on the result published in [24],
whereas the second and the third protocols are based on the results published in [25].

Related Work. An optimal and efficient 1-round APSMT protocol for n= 2t+1 is
given in [19]. All other known 1-round APSMT protocols are either not optimal [10,
12] or computationally inefficient [17]. There are also efficient APSMT protocols
for n = 3t+1 [1,19], but the one in [1] is not optimal. We give the first construction
for 1-round APSMT problem for connectivity n = (2+ c)t, where c > 1

t .

Organization. Section 10.2 gives definitions and notations that will be needed
throughout this paper. Section 10.3 presents our 1-round optimal and efficient (0,δ)-
SMT protocol for connectivity n = (2 + c)t,c > 1

t using the wire virtualization
method. In Sect. 10.4 we present the modular construction of our 1-round APSMT
protocol for n = 2t + k,k ≥ 1 together with security and efficiency analysis and
comparison with related work. In Sect. 10.5, we give our 1-round APSMT protocol
for n = (2 + c)t,c > 1

t and analyze its security and efficiency. In Sect. 10.6 we
conclude our work with possible future work.
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10.2 Background

Communication Model. We consider a synchronous, incomplete network. The
sender S and the receiver R are connected by n vertex-disjoint paths, also known
as wires or channels. Both S and R are honest. The goal is for S to send a message
m, drawn from the message space M , to R such that R receives it correctly and
privately. The wires are undirected and two-way. The protocol can have one or
more rounds. In a round, a message is sent by either S or R to the other party
over the wires. Messages are delivered to the recipient of the round before the next
round starts.

Adversary Model. The adversary A has unlimited computational power and cor-
rupts a subset of nodes in the network. Honest nodes forward the received messages
to the next nodes on the path. A path (wire) that includes a corrupted node is con-
trolled by A . Corrupted nodes can arbitrarily eavesdrop, modify or block messages
sent over the corrupted wires. A is adaptive and uses all the information obtained
from the corrupted wires to choose and corrupt any new wire. A is also rushing, i.e.,
in each round it sees the messages sent by S and R over the corrupted wires before
deciding on the messages to be sent over those wires in that round. A can corrupt at
most t out of the n wires. S and R do not know which wires are corrupted.

Notation. M is the message space from which messages are chosen according to a
probability distribution Pr(m). Let MS be the message randomly selected by S . We
assume M and Pr(m) are known in advance to all parties including the adversary.
Let RA be the random coins used by A to choose t out of total n wires to corrupt.

In an execution of an SMT protocolΠ, S draws MS from M using the distribution
Pr(m), and aims to send it to R privately and reliably. We assume that at the end of
the protocol, R outputs a message MR ∈M or ‘NULL’. An execution is completely
determined by the random coins of the sender and the adversary and the message
selected by the sender.

Let VA(MS ,rA ) denotes the view of the adversary A when S has chosen MS and
RA = rA . The view VA(MS ,RA) is a random variable that depends on the random
coins of S and the choice of MS . We use VA(MS = m,rA = r) or VA(m,r), for short,
when rA = r and MS = m.

The statistical distance of two random variables X ,Y over a set U is defined as

Δ(X ,Y ) =
1
2 ∑u∈U

|Pr[X = u]−Pr[Y = u]|.

Definition 10.1 ([15]). An SMT protocol is called an (ε,δ)-Secure Message Trans-
mission ((ε,δ)-SMT) protocol if the following two conditions are satisfied:

• Privacy: For every two messages m0,m1 ∈M and every r ∈ {0,1}∗,
Δ(VA(m0,r),VA(m1,r)) ≤ ε,

where the probability is over the randomness of S and R .
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• Reliability: R receives the message MS with probability ≥ 1− δ. That is,

Pr[MR �= MS ]≤ δ,

where the probability is over the randomness of all the players and the choice
of MS .

When ε = 0, the protocol is said to achieve perfect privacy and when δ = 0, the
protocol is said to achieve perfect reliability.

Parameters of SMT. The security parameters of SMT protocols are ε and δ, which
bound the success of adversary in breaking privacy and reliability, respectively, of
the protocol. The efficiency measures of SMT protocols are: (1) number of rounds,
(2) communication complexity and (3) computation complexity.
The number of rounds of a protocol is the number of interactions between S and
R . We consider a synchronous network where time is divided into clock ticks and
in each clock tick the sender or the receiver sends a message and the message is
received by the other party before the next clock tick.
Communication complexity is the total number of bits transmitted between S and
R for communicating the message. Communication efficiency is often measured in
terms of transmission rate, which is the ratio of the total communicated bits to the
size of the message block m (in bits). That is,

Transmission Rate = total number of bits transmitted
size of the message block in bits(|m|)

Computation complexity is the amount of computation performed by S and R
throughout the protocol. A protocol which needs exponential (in n) computation
is called inefficient. Efficient protocols need polynomial (in n) computation.
The relationship between n and t required for the existence of an SMT protocol is
referred to as the connectivity requirements of the SMT protocol.

Bounds. Dolev et al. showed (1, 0)-SMT (Perfectly Reliable Message
Transmission-PRMT) protocols are possible if n ≥ 2t + 1 [9]. It was proved that
the transmission rate for a 1-round PSMT is lower bounded by Ω( n

n−3t ) [14]. When

n = (3+ c)t, where c > 1
t , the lower bound becomes Ω(1), i.e. constant.

Virtualization. Wire virtualization (termed as ‘player virtualization’ in [14]) in
SMT protocols was inspired by the Bracha assignments [3], which can be used to
amplify the resilience of a distributed computation protocol.

In wire virtualization, we assume n = (2+c)t,c> 1
t , physical wires are available

and N virtual wires are created using subsets of size ν < n of these physical wires.
Two protocols π1 and π2 are used. Protocol π2 runs over a ν subset of physical
wires, and protocol π1 runs over the N virtual wires. For π1 we use a 1-round PSMT
(although it can also be a (0,δ)-SMT) and π2 is a PSMT or (0,δ)-SMT (1-round or
2-round). In virtualization method for a given c, a minimum ν is calculated such that
the number of corrupted virtual wires is less than N/3. A virtual wire is considered
uncorrupted if less than # ν2$ of the physical wires associated with it are corrupted.
Otherwise, the virtual wire is considered corrupted.
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1-round PRMT Protocol for n = (2+ c)t. We now present a 1-round PRMT pro-
tocolΠ1 for n=(2+c)t,c> 1

t . The main idea of this protocol is to use codewords of
Reed-Solomon codes to send a message block of size ct (each consisting of one field
element) with perfect reliability by sending n field elements. The sender constructs a
polynomial f (x) of degree at most (ct−1) such that the ct coefficients of f (x) is the
message block to be sent with perfectly reliability. The sender then sends evaluations
of f (x) on distinct points, each associated with a wire, through the corresponding
wire. The receiver can correct the t possible errors, reconstruct the polynomial, and
recover the message block of size ct. This protocol can be seen as an adaptation of
the protocol REL-SEND of [23]. For details see the Appendix.

10.3 1-Round (0,δ)-SMT Protocol Using Wire Virtualization

In this section, we give a construction for an optimal 1-round (0,δ)-SMT protocol
Π2 for n= (2+c)t,c> 1

t . Π2 uses the 1-round PSMT protocol for n= 3t+1 of [14]
as π1, and the 1-round (0,δ)-SMT protocol for n= 2t+1 of [22] as π2. The protocol
will send a message block mS containing O(nν) field elements by communicating
O(nν) field elements. So, the transmission rate of the protocol is constant and thus
optimal.

The sender S uses π1 to send the secret message mS over the N virtual wires,
each constructed (simulated) from a group of ν physical wires. Messages over the
virtual wires are referred to as shares of mS . Virtual wires are simulated by running
an instance of the protocol π2 over ν physical wires and allows a share of mS to be
transmitted to R . R uses her knowledge of the protocol specification including the
simulation relationship between physical and virtual wires to recover the message
block by first running the decoding algorithm of π2 to recover the shares over the
virtual wires, and then recovering the secret message block by running the decoding
algorithm of π1 using the recovered shares as input.

10.3.1 Virtualization Method

Let C = {C1, · · · ,Cn} be the set of physical wires. We use all ν-combinations of n
physical wires as virtual wires. This results in N = |Ĉ|= (n

ν
)

such wires. We use the
following convention to label and order the virtual wires. Let Ĉ = {Ĉ1, . . . ,ĈN} be
the set of virtual wires. Let Ĉi be simulated by (Ci1 , . . . ,Ciν) where Cij ∈C and i j < ik
for j < k. This is an ordered list of physical wires and the order induces an order on
Ĉ: for a pair of virtual wires, Ĉi and Ĉj, we have i< j, if there is a 0≤ k≤ ν−1 such
that il = jl for l ≤ k, but il < jl for l > k. We note that each physical wire is in

(n−1
ν−1

)
different virtual wires. The virtualization process is known to the adversary. Let

Cor
def
= {i | Ci is a corrupted physical wire} be the set of corrupted physical wires.

Then t = |Cor|. Note that if more than � ν2 of the physical wires that constitute a
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Table 10.2 Minimum values
of ν for different values of n
and c

n c ν
105 0.1 83
110 0.2 23
115 0.3 11
120 0.4 7
125 0.5 5
130 0.6 3
150 1.0 3

...
... 3

280 4.3 3

virtual wire are corrupted, the share that is sent over that wire becomes accessible to
the adversary. This is because π2 becomes insecure in this case. We define the set of

corrupted virtual wires as vCor
def
= {i : |{i1, . . . , iν}∩Cor| > � ν2}. Let T

def
= |vCor|.

For the security of π1, we need T ≤ N
3+λ .

Finding ν. We count the number of virtual wires that contains at least # ν2$ corrupted
physical wires. This is the number of virtual wires that are corrupted. We require
this number to be less than one-third of the total number of virtual wires. We use the
smallest ν that satisfies this condition. We also note here that ν should satisfy the
condition that ν< n.

The total number of virtual wires is N = ((2+ c)t)ν. Suppose, ν = 2ν′+ 1. If
more than ν′ physical wires contained in a virtual wire are corrupted, that virtual
wire will be considered as corrupted. To find the number of corrupted virtual wires,
T , we do the following.

The number of virtual wires that contains exactly ν′+ i corrupted physical wires
is =

( ν
ν′+i

)
tν
′+i((1+ c)t)ν

′+1−i,1 ≤ i≤ ν′+ 1.
And so,

T =
ν′+1

∑
i=1

(
ν

ν′+ i

)
tν
′+i((1+ c)t)ν

′+1−i

= tν
ν′+1

∑
i=1

(
ν

ν′+ i

)
(1+ c)ν

′+1−i

Since we require T
N ≤ 1

3+λ , this means,

∑ν′+1
i=1

( ν
ν′+i

)
(1+ c)ν

′+1−i

(2+ c)ν
≤ 1

3+λ
. (10.1)

Direct computation shows that c = 0.1 yields ν = 83; c = 0.3 yields ν = 11; and
c≥ 0.6 yields ν = 3. Note that c = n

t − 2 and ν is related to the ratio n
t and not the

concrete value of n.
Table 10.2 shows the values of ν for different values of c, assuming t = 50.
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Input: a message block, c, t,ν,n = (2 + c)t,π1,π2 (π1: a 1-round PSMT for n =
3t + k,k ≥ 1, π2: a 1-round (0,δ)-SMT for n = 2t +1).
S constructs N =

(n
ν
)

virtual wires. Each virtual wire is simulated by ν physical wires
using an instance of protocol π2.

R1 (S −→ R ):

1. S runs the protocol π1 to generate N shares (S1, . . . ,SN) of the secret message
block. The share Si will be transmitted over the virtual wire Ĉi , for i ∈
{1, · · · ,N}.

2. For 1≤ i≤ N, S runs the protocol π2 independently to generate ν sub-shares
of Si, denoted by (si1 , · · · , siν).

3. Each physical wire is in the simulation of L =
(n−1
ν−1

)
virtual wires and so each

physical wire transmits L sub-shares. For physical wire Ci , i ∈ {1, · · · ,n},
denote the virtual wires that it is involved in by (Ĉi1 , · · · ,ĈiL ), with order as
i j < ik for j < k. S organizes the sub-shares over wire Ci as (si1 , · · · , siL ),
where si j is a sub-share of Si j . Finally S transmits the ordered sub-shares over
Ci.

R recovers message block:

1. For 1 ≤ i≤ n, if R receives less than
(n−1
ν−1

)
elements over Ci, then he marks

Ci as corrupted and will neglect it from the following computation.
2. R organizes the received transmission according to the wire virtualization

plan. Let the arranged results be {(s′i1 , . . . , s′iν)}N
i=1. If a virtual wire includes

more than or equal to � ν2  corrupted physical wires, it is marked as corrupted,
and will be ignored from the following computation.

3. For 1≤ i≤ N, if the virtual wire Ĉi is not corrupted, R recovers a share S′i by
invoking the decoding algorithm of π2 with input (s′i1 , . . . , s

′
iν); otherwise S′i is

set to be blank.
4. After recovering all shares (S′1, . . .,S

′
N), R recovers the secret message block

by invoking the decoding algorithm of π1 on the shares (S′1, . . . ,S
′
N) and

outputs it.

Fig. 10.1 The 1-round (0,δ)-SMT protocol Π2 for n = (2+ c)t,c > 1
t

Figure 10.1 describes the protocol Π2. We note here that in Π2 the receiver R
can accept an incorrect message block and the probability of that event happening
is bounded by δ. This is due to the protocol π2 we use in protocol Π2. In π2, R
can output an incorrect message block. If, on the other hand, we use a 1-round
(0,δ)-SMT protocol, in which R never outputs an incorrect message block (like
the protocol USMT Single Phase in [19] or the one in [10]), then in the resulting
protocol Π2, R will either output the correct message block or ‘NULL’.

Theorem 10.1. Assume π1 is a PSMT protocol for n = 3t + k,k≥ 1, π2 is a (0,δ′)-
SMT protocol for n = 2t + 1, and n = (2+ c)t physical wires connect S and R . If
c and ν satisfy the condition (10.1), then the 1-round protocol Π2 is a (0,δ)-SMT
protocol for n = (2+c)t with reliability parameter δ≤ nν

δ′ , where δ′ is the reliability
parameter for the 1-round (0,δ′)-SMT protocol π2.
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Proof. Reliability: In order to bound the probability of unreliable executions, let
c and ν be selected according to the condition (10.1) such that N = (3+ λ)T for
λ > 1

T . For these values, the protocol π1 provides perfect reliability if at most T
virtual wires recover shares incorrectly. In this case the protocol Π2 will also be
reliable. Thus,

δ ≤ Pr [at least T + 1 virtual wires recover shares incorrectly ] (I)

= Pr [at least one infected virtual wire recovers shares incorrectly ] (II)

≤ (N−T )δ′

< nνδ′,

where (II) is obtained from (I) because at most T corrupted virtual wires can be
tolerated by π1. Now if one extra virtual wire fails to recover its share, the message
block recovered by R would not be equal to the message block sent by S . δ′ is the
reliability parameter of the protocol π2.

(n
ν
)≤ nν

ν! ≤ nν and 2+λ
3+λ < 1.

The proof of perfect privacy follows from the fact that both sub-protocols provide
perfect privacy. ��

10.3.2 The Implementation of Protocols π1 and π2

We show how to use some existing protocols to instantiate π1 and π2 such that the
resulting protocol Π2 has constant transmission rate.

Implementation of π1. We use the 1-round PSMT protocol with n ≥ 3t + 1 in
[14] as π1. The protocol is described in Fig. 10.7 of the Appendix “1-Round PSMT
Protocol for n > 3t”.

Lemma 10.1 ([14]). Let F be a finite field with size q. The 1-round protocol π1 is a
PSMT protocol for n≥ 3t + 1 and is polynomial time (in q,n) computable. In each
round, π1 can transmit (n− 3t) field elements by transmitting n field elements.

Implementation of π2. We use the 1-round (0,δ)-SMT protocol for n ≥ 2t + 1 in
[12] as π2. The protocol is described in Fig. 10.8 of the Appendix “The 1-Round (0,
δ)-SMT Protocol for n > 2t”.

Lemma 10.2 ( [12]). Let F be a finite field with size q. The protocol π2 is a (0,δ′)-
almost SMT protocol for n ≥ 2t + 1. The protocol is polynomial time (in q,n)
computable. In each execution, π2 can transmit 1 field element by sending O(n2)
field elements.
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10.3.3 Security and Efficiency Analysis

Theorem 10.2. Let κ be the security parameter. Assume there are n = (2 + c)t
physical wires between S and R . By the wire virtualization method, if c,ν satisfy
the condition (10.1), then the protocol Π2, constructed by combining the protocols
π1 and π2 specified above, is a 1-round (0,δ)-SMT protocol for n = (2+ c)t with
c > 1

t with reliability parameter δ≤ nνδ′
q . Moreover, the protocol is polynomial time

(in q,n) computable, and its transmission rate is constant when the length of the
message is m =Ω(nνκ).

Proof. The privacy and computation complexity are straightforward from
Theorem 10.1.

For the transmission rate, let N,T be defined as in the virtualization method.
Note that by Lemma 10.1, π1 transmits (N− 3T ) field elements (in F) by sending
N field elements (shares). From Lemma 10.2, for each share, protocol π2 needs
to transmit ν3 field elements. Therefore, when the secret message block has size
(N − 3T ) field elements, the protocol Π2 needs to transmit Nν3 field elements in

total. The transmission rate is Nν3

N−3T = (δ+3)
δ ν3 = O(ν3) = O(1), since ν is selected

to be a small constant which is independent of n.
Now δ = nν+1

q = 2−κ. Then logq = Ω(κ+ logn). Thus when the message block

is m = (N− 3T) logq = λ
3+λ

(n
ν
)

logq =Ω(nνκ) bits length, the transmission rate of
the protocol is constant. ��
Comparison with Related Work. Araki’s protocol works for n = 3t + 1 but it is
not optimal [1]. Patra et al. presented an optimal 1-round (0,δ)-SMT protocol for
n = 2t + 1 ( [19], Sect. 4.2). They showed that their protocol can be adapted for
n = 3t + 1 to achieve the optimal transmission rate (i.e. constant). To the best of
our knowledge, our protocolΠ2 is the first optimal 1-round (0,δ)-SMT protocol for
connectivity less than 3t + 1 (i.e. of the form n = (2+ c)t,c > 1

t ).

10.4 Modular Construction of a 1-Round Optimal APSMT
Protocol for n = 2t + k

10.4.1 Main Idea

Our construction is modular and consists of two sub-protocols that will be used as
black-boxes in the final protocol. The first sub-protocol is called (n, t,δ)-Send and
is a 1-round protocol that sends a matrix of (n− 2t)× n random elements from an
alphabet set to the receiver, such that the communication is δ reliable and that at most
a sub-matrix of size (n−2t)×t will be leaked to the adversary. This means that at the
end of the protocol the sender and the receiver will share (n−2t)×n elements with
probability at least 1− δ (δ< 1

2 ) such that a sub-matrix of size (n− 2t)× (n− t) is



10 1-Round APSMT with Flexible Connectivity 243

completely unknown to the adversary. The sender and the receiver, however, do not
know exactly which is this sub-matrix. The second subprotocol is a non-interactive
privacy amplification (PA) protocol, PA(n,n− t) that allows two users sharing a
string of n elements, where at most t of which is known by the adversary, to construct
a sequence of (n− t) elements, which is completely unknown to the adversary.

Non-interactive privacy amplification was defined and constructed in the context
of SMT protocols (See Sect. 3.3 [2]). We use an existing simple construction that is
computationally more efficient than the PA technique used in [19].

The 1-round APSMT protocol calls the above two subprotocols. The APSMT
protocol works as follows.

The sender selects a matrix of (n− 2t)× n random elements ri j , i = 1, · · · ,n−
2t, j = 1, · · · ,n, from a finite field F, and sends them to the receiver by a call
to (n, t,δ)-Send protocol. The sender also calls PA(n,n− t), using the (n− 2t)n-
sequence as input, (n− 2t) times to generate (n− 2t)(n− t) elements that will
remain completely unknown to the adversary. These are used as one-time pads
Ri j, i = 1, · · · ,n− 2t, j = 1, · · · ,(n− t) to construct (n− 2t)(n− t) ciphertexts (add
one pad to a message). The sender broadcasts the ciphertexts (sends on all wires) to
the receiver.

The receiver, obtains the (n−2t)n random elements as the output of (n, t,δ)-Send,
uses PA(n,n− t) to reconstruct the (n− 2t)(n− t) pads and finally recovers the
(n− 2t)(n− t) secrets. Sending the ciphertexts over all wires provides a reliable
broadcast by taking the values received on the majority of wires.

Below we will first describe the subprotocols: (n, t,δ)-Send and PA(n,n− t)
and their possible instantiations using existing protocols, and then present our
instantiation of the subprotocols that results in an optimal 1-round APSMT protocol.
We note here that there exists an optimal 1-round APSMT protocol for n= 2t+1 by
Patra et al. [19]. But the instantiations using our proposed and adapted subprotocols
will result in simpler and computationally efficient 1-round APSMT protocol. This
is because both of our used subprotocols are simpler and computationally efficient.

10.4.2 (n, t,δ)-Send

This protocol constructs an input matrix R of size n× n, R = (r11, . . . ,r1n, . . . ,rn,1,
. . . ,rn,n) consisting of (n− 2t)n randomly chosen elements (that the adversary has
no knowledge about) together with 2tn elements that are computed from them, and
delivers it to the receiver as R′ such that (1) Pr(R = R′) ≥ 1− δ,δ < 1

2 , and (2) at
most a sub-matrix of size (n− 2t)× t of R will become known to the adversary A .
Therefore, a sub-matrix of size (n− 2t)× (n− t) will remain unknown to A .

Informally the protocol works as follows.
The sender generates n polynomials in such a way that any t polynomials are

linearly dependent on the other (n− t) random polynomials. Each polynomial will
be sent through one distinct wire, but the evaluations of each polynomials on n
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Transmission: Consider a sequence of (n − 2t)n random elements R = (r11, . . . , r1n,
. . . , rn−2t ,1, . . ., rn−2t ,n) as a matrix of size (n− 2t)× n. The sender performs two steps
as follows:

• Step 1. For each j,1≤ j ≤ n:
Constructs a polynomial q j(x) of degree ≤ (n− t−1) such that q j(x) = ∑n−t

i=1 ai, jxi−1.
Here ai j = ri j when i≤ n−2t , otherwise ai j’s are random elements from F.

• For each i,1≤ i≤ n:
Constructs a polynomial pi(x) of degree ≤ (n−1) such that pi(x) = ∑n

j=1 q j(i)x j−1.

• Step 2. Randomly selects n2 field elements si j,1 ≤ i, j ≤ n and constructs pairs
(si j, pi(si j)),1≤ i, j≤ n .

• Sends pi(x) through wire i and (si j, pi(si j)) through wire j, for 1≤ i, j≤ n.

Recovery: The receiver does the following.

• Step 1. For each i,1≤ i≤ n:
Receive p′i(x) over wire i, and (s′i j,vi,si j ) through wire j, for 1≤ j ≤ n. Suppose a′i j are
the coefficients of the received polynomials.

• Compute k = |{ j : p′i(s′i j) �= vi,si j |.
• If k ≥ t +1, then decide wire i as corrupted and adds i to a list FAULTY .
• Step 2. Suppose i1, i2, . . . , in′ ,n

′ ≥ n−t are the indices of the wires /∈ FAULTY . For each
j,1≤ j≤ n, do the following:

* Form a polynomial q′j(x) of degree ≤ n− t − 1 using a′i1 j, . . . ,a
′
in−t j and verify

whether q′j(il) �= p′i� (i�), � > n− t . If there exists one such �, then output ‘NULL’
and terminate the protocol.

• Reconstruct the polynomials q j(x),1 ≤ j ≤ n by considering any (n − t) of its
coefficients carried by wires not in the list FAULTY .

• Recover the (n−2t)×n random elements from the polynomials q j(x),1 ≤ j ≤ n.

Fig. 10.2 (n, t,δ)-Send

random points are sent through different wires. Thus, if the adversary changes a
polynomial, with very high probability, it will be detected by the receiver.
Our proposed (n, t,δ)-Send module is shown in Fig. 10.2.

As seen in Fig. 10.2 recovery has two steps. In step 1, the receiver R runs a
test on each polynomial (carried by a wire) that determines all uncorrupted wires
together with some that are corrupted but pass the test. At the end of this step
receiver has n′ ≥ n− t wires, some possibly (undetectably) corrupted. In Step 2, R
runs a second test to determine if any of the n′ wires that have passed the test of Step
1 is corrupted. If there is one such corrupted wire, the protocol is terminated. This
test is done by constructing a polynomial of degree at most (n− t− 1) considering
the first (n− t) shares corresponding to the n′ wires not in FAULTY . Then if the
constructed polynomial satisfies all the remaining n′ − (n− t) shares, then the test
continues, otherwise the test fails. Note that in Step 2, R only detects the existence
of a corrupted wire but cannot identify it.



10 1-Round APSMT with Flexible Connectivity 245

Theorem 10.3. Module (n, t,δ)-Send sends (n− 2t)× n random elements so that
all the (n − 2t) × n will be received with probability 1 − δ, and the adver-
sary can learn at most (n− 2t)× t elements, while (n− 2t)× (n− t) elements
are completely unknown to the adversary. The total required communication
is O(n2 log |F|).
Proof. We need to prove that (n− 2t)× (n− t) out of (n− 2t)× n elements will be
perfectly private w.r.t. to the adversary and the probability that p′i(x) = pi(x),1 ≤
i≤ n, is bounded by δ.

Perfect Privacy The polynomials pi(x) are generated using the evaluations of he
polynomials q j(x) as coefficients. Since the degree of the polynomials q j(x) are at
most (n− t − 1), any of the (n− t) polynomials pi(x) determine the remaining t
polynomials. Thus there are (n− t) independently generated random polynomials
pi(x). The adversary sees at most any t polynomials and t points of any other
polynomials. Since polynomials are of degree (n− 1) then all n coefficients are
independent and so in total (n− 2t)× (n− t) elements remain unknown to the
adversary. More specifically, there are total n(n − t) random elements in the
polynomials q j(x),1 ≤ j ≤ n (the polynomials are of degree at most (n− t − 1)).
The adversary knows nt shares of the t polynomials pi(x) he controls (pi(x) are of
degree at most n−1). For of the remaining independent (n−2t) polynomials pi(x),
the adversary sees t shares of each polynomials. Thus he knows total nt +(n− 2t)t
shares. Thus the number of remaining information symbols is n(n− t)− nt− (n−
2t)t = n(n−2t)−(n−2t)t =(n−2t)(n−t). These information symbols will remain
perfectly private.

δ-reliability The objective of the adversary is to change the polynomials sent
through the wires that he corrupts such that at least one of the changed polynomials
is not detected as corrupted by the receiver. This could happen, if the changed
polynomial goes through at least (t + 1) points of the original polynomial. In
that case, the receiver will output ‘NULL’. To fulfill this objective, the adversary
randomly changes all the t polynomials, sent through the wires that he controls,
to polynomials different than the original polynomials, with the hope that at least
one of the changed polynomials will have at least one point common with the
corresponding original polynomial.

If the adversary A succeeds in Step 1, the protocol will be aborted in Step 2 of
Recovery. This means A has to construct a polynomial with at least n− t points
matching the points associated with the original polynomial. Below we calculate δ
for n = 2t + 1. Similar calculations can be made for n = 2t + k. The probability of
success of the adversary, in other words, δ for n = 2t + 1 is calculated as follows:
A random polynomial pi(x) has n points (si,1, pi(si,1)),(si,2, pi(si,2)), . . . ,
(si,n, pi(si,n)). The adversary succeeds if pi(x) is changed to p′i(x) and the new
polynomial p′i(x) passes through at least (n− t) of the n points of pi(x) .

The probability that p′i(x) goes through a random point is 1
q . The probability

that p′i(x) does not go through a random point is 1− 1
q . The probability that p′i(x)
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does not go through (n− t) random points is (1− 1
q )

n−t . The probability that p′i(x)
goes through at least (n− t) random points is 1− (1− 1

q )
n−t < n−t

q . This is the
probability that the polynomial is not detected as corrupted. For all the t polynomials
this probability is less than t(n−t)

q . Thus, the probability that the protocol will output

‘NULL’ is at most t(n−t)
q . That is, δ< t(n−t)

q .
By using a larger size field, we can decrease the upper bound of δ. For example,

when we choose q = ct(n− t), the reliability of the protocol becomes 1− (1−
t

ct(n−t) )
n−t = 1−e−c. Therefore, with very high probability, the receiver will receive

all the polynomials pi(x) as was sent by the sender.

Efficiency. The sender sends n polynomials, each of degree at most (n−1) through
the n wires. This incurs a communication of n2 log |F|. He also sends each of the n
pair of values (evaluation points) through each wire, for all the polynomials. This
needs a communication of 2n2 log |F|. Therefore, the total communication of this
protocol is n2 log |F|+ 2n2 log |F|= O(n2 log |F|). ��

10.4.3 Non-interactive Privacy Amplification for SMT

Privacy amplification allows the sender and the receiver to non-interactively generate
a random elements which will be completely unknown to the adversary, from b > a
random elements, where the adversary knows at most (b− a) elements.

This primitive had been used as part of the protocol in Sect. 10.4 by Srinathan
et al. [23] and later defined by Agarwal et al. [2]. Srinathan et al. [23] referred to
this primitive as ‘extracting randomness’ and gave the algorithm EXTRAND with
two parameters n and f , where f out of n random elements are completely unknown
to the adversary. In their algorithm, they used a public n× f Vandermonde matrix
V . The algorithm extracts f randomness by multiplying the n random numbers with
V , and the result is f random numbers.

Agarwal et al. used another non-interactive privacy amplification technique,
which is a generalization of Shamir’s Secret Sharing Scheme [21]. They considered
a (b− 1,a+ b) secret sharing, where (b− a) elements are completely known to the
adversary. Eventually, a < b elements will be obtained from the secret sharing, all
of which will be information-theoretically random. The proof of perfect privacy of
the a random elements follows from the security of Shamir’s (t,n+ t)-secret sharing
scheme [21].

More specifically, the sender S generates a polynomial f (x) of degree at most
b− 1 such that f (i) = ri,1 ≤ i ≤ b. S then uses f (b + 1), . . . , f (b + a) as the a
information-theoretic one-time pads.

We use the protocol in [2] given in Fig. 10.3.
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PA(b,b−a); a < b: input (x1, . . . ,xb) ∈ F
b; output: (X1,X2, . . . ,Xa) ∈ F

a

1. Forms a polynomial f (x) of degree ≤ (b−1) such that f (i) = xi,1≤ i≤ b.
2. Outputs ( f (b+1), . . ., f (b+a)).

Fig. 10.3 The non-interactive privacy amplification technique PA(b,b−a)

The sender S wishes to send a message block of size n− t = (t +1) [m0,m1, . . . ,mt ] ∈ F
t+1 to the

receiver R . Since n = 2t +1, here (n−2t)n = n.

• Step 1. The sender S does the following:

1. Calls (n, t,δ)-Send to send n random elements ri,1≤ i≤ n.
2. Calls PA(n,n− t) with (r1, r2, . . ., rn) as input and get (R1,R2, . . .,Rt+1).
3. Forms t +1 ciphertexts as ci = mi⊕Ri, and broadcasts ci,1≤ i≤ t +1.

• Step 2. The receiver does the following.

1. Receives the n random elements r1, r2, . . . , rn.
2. Calls PA(n,n− t) with (r1, r2, . . ., rn) as input and get (R1,R2, . . .,Rt+1)
3. Recovers the message block of size t +1 as mi = ci⊕Ri,1≤ i≤ t +1.

Fig. 10.4 The 1-round APSMT protocol Π3 for n = 2t +1

10.4.4 Description of the Protocol

For simplicity we will describe the protocol for k = 1, but it can be easily used for
larger k. Our 1-round APSMT protocol Π3 for n = 2t + 1 is given in Fig. 10.4. The
receiver in this protocol will never output incorrect message block. He will either
output the correct message block or output ‘NULL’.

Using the above two modules, the main protocol is straightforward. The sender
S first randomly selects n random numbers and communicate them to the receiver
R using (n, t,δ)-Send. The sender also uses PA to generate (n− t) one-time pads
and uses them to encrypt the message block of size (n− t). The resultant ciphertexts
are broadcasted. The receiver, on receiving the n random numbers, similar to the
sender S , uses PA to regenerate the (n− t) one-time pads and use them to decrypt
the (n− t) ciphertexts to recover the secret message block of size (n− t).

Security and Efficiency Analysis. The protocol uses (n, t,δ)-Send and PA(n,n−
t), followed by a step in which (t + 1) ciphertexts are broadcasted. The broadcast
can be seen as a third module with perfect reliability. The broadcast is also perfectly
secure for the message block because of the one-time-pad encryption used for
the message block. Reliability of the overall protocol directly follows from the
reliability of (n, t,δ)-Send and the final broadcast. Perfect privacy of the protocol
follows from the perfect security of the one-time-pads that are generated through
the application of PA(n,n− t) and Theorem 10.1.
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Table 10.3 Comparison with 1-round APSMT protocols for n = 2t + 1 (here Comp. refers to
computation complexity and q is the field size)

Author Comp. δ Optimality

Kurosawa and Suzuki [17] Exp. ≤ (
( n

t+1

)− (n−t
t+1

)
)λ1 Yes

Patra et al. [19] Poly. ≤ n3

q Yes

Desmedt et al. [10] Poly. ≤ t(t+1)
q No

This work Poly. ≤ n2

q Yes

The transmission rate of Π3 is O(n). This is true because (n, t,δ)-Send has
communication cost of O(n2 log |F|). The protocol Π3 also broadcasts (t + 1)
ciphertexts with a communication cost of n(t + 1) log |F|. Therefore, the total
communication of this protocol is O(n2 log |F|).The protocol sends a message block
of size (t + 1) of total size (t + 1) log |F|= O(n log |F|) and so the transmission rate
is O(n) which is optimal for a 1-round (0, δ)-SMT protocol for n = 2t + 1.

Comparison. To the best of our knowledge, our protocol Π3 is the most efficient
and most reliable (lower δ than any optimal protocol) optimal 1-round APSMT
protocol. The comparison with related work is outlined in Table 10.3. Our protocol
also needs less amount of computation than that of [19] due to the second
module used for generating the one-time pads. We adapted Agarwal et al.’s privacy
amplification (PA) technique based on Shamir’s secret sharing. On the other hand,
Patra et al.’s protocol uses the PA technique of [23]. That technique involves a
matrix multiplication for generating the one-time pads. We know the most efficient
matrix multiplication algorithm by Coppersmith and Winograd [8] needs O(n2.376)
computation, therefore, their protocol will need a computation cost of O(n4.752)
as they need to multiply a (1× n2) matrix with a n2× f matrix ( f > n

2 ). On the
other hand, our protocol will need O(n4) computation (requires using the decoding
algorithm of [5] n times). Thus our protocol is computationally much efficient than
their approach.

10.5 Modular Construction of a 1-Round Optimal APSMT
Protocol for n = (2+ c)t

We present a 1-round APSMT protocol for n = (2 + c)t, where c is a constant
satisfying c > 1

t . The protocol has optimal transmission rate. The protocol is
designed by extending the protocol Π3 and using the 1-round PRMT protocol Π1

for n = (2+ c)t,c > 1
t showed in Sect. 10.2.

1Here λ is the probability that the cheater win in a secret sharing scheme with a cheater.
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Table 10.4 Possibility of the
protocol Π2. Here ‘*’ refers
to the case when a SMT
protocol is not possible using
wire virtualization method

n/t 3 5 7 9 11

10 Y N N N N
15 Y Y N* N N
20 Y Y Y Y N

The sender wishes to send a message block of size (n − t)(n − 2t)
[m11, . . .,m1,n−t ,m21, . . . ,m2,n−t , . . .,mn−2t ,1, . . .,mn−2t ,n−t] ∈ F

(n−2t)(n−t) to the receiver R .

• Step 1. The sender S does the following:

1. Calls (n, t,δ)-Send (communicate (n−2t)n random elements ri j,1≤ i≤ n−2t,1≤ j ≤ n).
2. Calls PA(n,n− t), (n−2t) times, for 1 ≤ i≤ n−2t (use (ri j,1≤ j ≤ n)) as input to obtain

(n− t) random-elements (Ri1, . . . ,Ri,n−t)).
3. Generates (n−2t)(n− t) ciphertexts, ci j = mi j⊕Ri j,1≤ i≤ n−2t,1≤ j ≤ n− t and send

them by calling Π1, in parallel, (n− t) times.

• Step 2. The receiver does the following.

1. Receives the (n−2t)n random elements ri j,1≤ i≤ n−2t,1≤ j ≤ n..
2. Calls PA(n,n−t), (n−2t) times with (ri j,1≤ j≤ n)) as input to get (n−t) random-elements

(Ri1, . . .,Ri,n−t), for 1≤ i≤ n−2t .
3. Receives the (n−2t)(n− t) ciphertexts perfectly reliably and recovers the message block of

size (n− 2t)(n− t) using (R11, . . .,R1,n−t , . . .,Rn−2t ,1, . . . ,Rn−2t ,n−t) as mi j = ci j⊕Ri j,1 ≤
i≤ n−2t,1≤ j≤ n− t .

Fig. 10.5 The 1-round APSMT protocol Π4 for n = (2+ c)t

Our protocol Π2 of Sect. 10.3, although works for n = (2+ c)t, for some values
of c and n, cannot work as illustrated in the following table (Table 10.4).

In the above for n= 15, t = 7, protocolΠ2 does not work, as in this case c= 0.15,
and for this c, the minimum values of ν is more than 23. But the total number of
wires is only 15. This shows one of the limitation of protocol Π2.

To the best of our knowledge, this is the first direct construction of 1-round
APSMT protocol for n=(2+c)t,with optimal transmission rate which works for all
values of n and c. There is a 1-round APSMT protocol for n= 3t+1 in [1] and [19].
But no one has considered an optimal 1-round APSMT protocol for connectivity less
than 3t + 1.

We use the following three modules as blackboxes in designing our protocol: (1)
module (n, t,δ)-Send (Sect. 3.1), (2) module PA(n,n− t) (Sect. 3.2), and (3) 1-round
PRMT protocol Π1 (showed in Sect. 10.2).

Description of the protocol. The protocol is given in Fig. 10.5. The receiver will
either output the correct message block or output ‘NULL’.

Perfect Privacy and δ-Reliability. Perfect privacy of Π4 follows from the perfect
privacy of the first two modules and independent executions of each invocation of
the module PA(n,n− t). The reliability of Π4 follows directly from the reliability of

(n, t,δ)-Send and that ofΠ1. Therefore,Π4 is unreliable with probability at most n2

|F| .
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Efficiency. (n, t,δ)-Send needs a communication of O(n2 log |F|). The communi-
cation for using Π1 is n(n− 2t) log |F| = O(n2 log |F|) bits. Therefore, the total
communication of the protocol Π4 is O(n2 log |F|). The protocol sends a message
block of size (n−2t)(n−t)= ct(t+ct) of total size ct(t+ct) log |F|=O(n2 log |F|),
resulting in O(1) transmission rate and is thus optimal.

10.6 Conclusion and Future Work

We gave two methods of designing 1-round (0, δ)-SMT protocols for flexible
connectivities. The first method uses wire virtualization to design a 1-round (0,
δ)-SMT protocol for n = (2 + c)t,c > 1

t . We then present a modular approach
of designing SMT protocols. We gave two 1-round optimal APSMT protocols
for connectivities n = 2t + k, where k ≥ 1 is a constant, and n = (2 + c)t,c >
1
t , respectively. The first modular construction gives a protocol with the highest
reliability compared to all existing optimal 1-round APSMT protocol. The second
modular protocol is the first for this kind of connectivity. It remains an interesting
open problem to construct optimal 1-round APSMT protocols with more reliability
than the protocols presented in this paper. We proposed modular construction
for designing optimal SMT protocols. It is interesting to extend this approach to
protocols with more than one round.

Acknowledgements Financial support for this research was provided in part by Alberta Innovates
Technology Future in the Province of Alberta, as well as NSERC (Natural Sciences and
Engineering Research Council) in Canada.

Appendix

A 1-Round PRMT Protocol for n = (2+ c)t

The protocol is given in Fig. 10.6.

Theorem 10.4. Π1 is an efficient and optimal 1-round PRMT Protocol which sends
a message block of size ct by communicating n field elements.

Proof. Reliability. Since n = 2t + ct and the degree of the polynomial f (x) is at
most ct − 1, the minimum hamming distance between the sent and the received
codeword is n− ct + 1 = 2t + ct − ct + 1 = 2t + 1. Therefore, the receiver can
correct at most t possible errors and recover the original codeword. These recovered
codeword is the original shares corresponding to the polynomial f (x). Therefore, by
taking any ct of these shares the receiver R can reconstruct f (x) and thus recover
correctly the message block of size ct (the ct coefficients of the polynomial).
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1. (S −→ R: Given the message block [m0,m1, · · · ,mct−1] which is taken randomly from F
ct , S

randomly forms a polynomial f (x) ∈ F[x] with degree ≤ ct−1 as

f (x) = m0 +m1x+ · · ·+mct−1xct−1

S then sends f (αi) to R over wire i, 1 ≤ i ≤ n, where α is a generator of the multiplicative
group of F.

2. R recovers message block: R uses the Welch-Berlekamp decoding algorithm [5] on the
received values in order to recover the messageblock [m0,m1, . . .,mct−1].

Fig. 10.6 The 1-round optimal PRMT protocol Π1 for n = (2+ c)t,c > 1
t

• Round 1: (S −→ R ): Given a message block mS = [m0m1 . . .mk−1] ∈ F
k (k = n− 3t), S

randomly forms a polynomial p(x) ∈ F[x] with degree d = n−2t−1 as

p(x) = cd xd + . . .+ ckxk +mk−1xk−1 + . . .+m1x+m0,

where ci is uniformly selected from F (k ≤ i≤ d).
S then sends p(αi) to R over wire i, 1 ≤ i ≤ n, where α is a generator of the multiplicative
group of F.

• R recovers message block: R uses the Welch-Berlekamp decoding algorithm [5] on the
received values in order to obtain the message block.

Fig. 10.7 The 1-round PSMT protocol π1 for n≥ 3t +1

Efficiency. It is easy to see that the computation done by both the sender and the
receiver are polynomial in n. Therefore the protocolΠ1 is efficient. To determine the
transmission rate, we see that the sender sends n field elements for reliably sending
the message block of size ct (i.e., ct field elements). Therefore, the transmission rate
of π1 is n

ct =
n

O(n) = O(1). Thus, the protocol Π1 is optimal in transmission rate. �

1-Round PSMT Protocol for n > 3t

The protocol is given in Fig. 10.7 [14].

The 1-Round (0, δ)-SMT Protocol for n > 2t

The authentication function auth in the protocol is defined as auth(M,a,b) = aM+
b with a,b,M ∈ F [12]. It is known the one-time MAC function can be used to
authenticate one message M without leaking any information about the key (a,b),
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R1 (S −→ R ):

1. Suppose mS be the secret that S want to send to R . S constructs shares (s1, . . . , s2t+1)
of mS by invoking a (t +1)-out-of-(2t +1) secret sharing scheme.

2. S runs the following steps in parallel for i ∈ {1, . . . ,n}.
a. S chooses {(ai, j,bi, j) ∈ F

2} for 1≤ j ≤ 2t +1.
b. S sends (si,auth(si;ai,1,bi,1), . . .,

auth(si;ai,2t+1,bi,2t+1)) over channel i, and sends (ai, j,bi, j) over channel j for
1≤ j ≤ 2t +1.

R recovers message:

1. For each share, R decides whether it is valid as follows.

a. R receives (s′i,c′i,1, . . . ,c
′
i,2t+1) via channel i, and receives (a′i, j,b

′
i, j) via channel j

for each 1≤ j ≤ 2t +1.
b. R computes k = |{ j : c′i, j = auth(s′i;a′i, j,b

′
i, j)}|. If k≥ t +1, then R decides that s′i

is a valid share, and discards it otherwise.

2. Since the number of valid shares is ≥ t + 1, R randomly choose t + 1 of them and
recover the secret using the reconstruction method.

Fig. 10.8 The 1-round (0,δ)-SMT protocol π3 for n≥ 2t +1

and the substitution probability of the function is equal to 1
q . A (t + 1)-out-of-n

threshold secret sharing scheme is a probabilistic function from F→ F
n and satisfies

that t < n shares cannot get any information about the secret, but t + 1 ≤ n shares
can recover the secret.

The protocol is given in Fig. 10.8.
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Chapter 11
Mathematical Modelling to Evaluate Measures
and Control the Spread of Illicit Drug Use

Afsaneh Bakhtiari and Alexander Rutherford

Abstract Millions of street-involved-youth worldwide are vulnerable to using
and trading illicit drugs, which also place this group at high risk of drug-related
criminality and health problems. It is often the case that drug users begin trafficking
under the social influences within the drug culture to generate income for supporting
their drug habits. The relative merits of behavioural (primary) or law enforcement
(secondary) interventions for controlling the spread of drug use are widely debated.
In this paper, we develop a network model to evaluate the effectiveness of modelling
strategies. A network model with traffickers, current drug users and potential users
is constructed. Traffickers exert social influence on current users to deal drugs
and on potential users to initiate drug use. Primary intervention prevents potential
users from initiating drug use while secondary intervention acts to reduce initiation
into trafficking. To accomplish this, we vary the hypothetical social influence
parameters in the model. Next, we analyze the properties of this system using
dynamical system methods including mean field approximation (MFA), fixed point
theory and bifurcation analysis. Furthermore, to evaluate the relative effectiveness
of the two interventions, we study the properties of the phase transition between a
drug-free and a drug-endemic state at equilibrium mathematically. Drug-free and
drug-endemic states are separated by a curved phase transition. Via the shape of the
phase transition curve we obtain the optimal intervention. Our findings confirm that
a combination of primary and secondary interventions is the optimal intervention
strategy. The optimal mixture of the two strategies depends on the relative numbers
of drug users and traffickers.
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11.1 Introduction

Drug dependency is known as the main motivation for drug users to participate
in the illicit drug trade and become drug dealers [10, 16]. Illicit drug use cause
harm indirectly as well as directly. In fact, indirect negative effects of drug use are
amplified disproportionally and far outweigh direct negative effects [11, 12]. There
have been a number of studies to explore the risk of a future rise of drug related
criminality, loss of productivity, infectious diseases (HIV/AIDS and hepatitis) and
mortality among drug users [5, 8, 15].

The need for a proper intervention and a follow-up strategy as well as evaluating
the results of such strategy seem remarkably clear. In Sect. 11.2, we construct a
mathematical model to understand the impact of social influence among drug users
and traffickers within a community. We consider three types of individuals and
describe them as susceptibles, light drug users and dealers. Dealers are assumed
to constantly employ drug users, who are in need to generate income to pay for
their own drug use. This model is motivated by Werb et al. [16]. Furthermore,
Rossi’s compartmental Mover-Stayer model [13] for the epidemic of problematic
drug use can be used to point out the importance of social influences in spreading
drug use behaviour.

The interactions between the three types of individuals in our model can be
viewed as a many-body system [14]. A many-body system with interactions is
generally difficult to solve. The Mean Field Approximation (MFA) replaces an n-
body problem with a chosen external field, ignoring space dependence and neglects
local correlations. The external field replaces the interaction of all the other particles
to an arbitrary particle.

In Sect. 11.4, we develop a social network model to study the impact of social
influence among drug users and perform MFA to compare the analytical and
simulation results for the network model.

MFA provides a good approximation near the bifurcation for network models.
This is because the nodes are highly correlated near the bifurcation and the
global effects dominate over the local effects. Thus, MFA can provide a good
approximation for the behaviour of the system. MFA estimates the density and other
properties of network. One way to get an estimation is to make the assumption
that the type of a given node (individual) at each time step is completely random.
With this assumption, if the overall density of light users at the particular step is
p, then each node at that step should independently have probability p of being a
light user. Using the same method, the probabilities for all possible configuration
of n neighbourhood can be calculated [7, 17]. The more expanded version of this
research is described in [1].

MFA is used as a point of comparison between the analytical results and
simulations of the network model. Many researchers [2, 3, 6] have used MFA as
a point of comparison with the network models they develop. Kleczkowski et al.
in [9] proposed an epidemic model using MFA examining the spread of childhood
measles. The comparison shows how accurately the MFA estimates the behaviour
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of the network model near the bifurcation. However, differences between MFA and
exact limiting densities can be expected because of the presence of correlations in
actual network. The mean field approximation typically estimates the exact limiting
density within 10–20 % error [7].

Our model described in Sect. 11.2 allows us to compare the potential effective-
ness of different types of responses to the drug epidemic using both simulation and
MFA. In this model, we mostly refer to the “Primary Prevention Intervention” as
advertising, e.g. health promotions towards susceptibles. A “Secondary Prevention
Intervention” includes law enforcement towards drug users/dealers, e.g. police
involvement. Contrary to Rossi’s conclusion in [13] that primary prevention
intervention is the most effective strategy to control drug use in Italy, we find that
both prevention interventions are effective on their own, but combined interventions
proved to be most effective when taking into account the sensitivity analysis of the
parameters in the model.

11.2 Model

Figure 11.1 describes the main features of the proposed model. In this model, the
population is divided into three subgroups: susceptibles, light drug users individuals,
and dealers. Susceptibles are individuals who have a potential to become a drug user
by a contact with dealers. Susceptibles can stay susceptible or make a transition and
become drug users. Light drug users individuals have already initiated some form
of drug use. Light users are at the risk of becoming dealers through contacts with
a pusher operating in the black market. A light user can either stop using drugs or
start a drug dealing career. Dealers are assumed to constantly employ drug users,
who are in need to generate income to pay for their own drug use.

The constant-population restriction is in place, in other words individuals who
die are reborn as susceptibles. The model assumes no drug using discouragement,
However drug using and dealing encouragement only comes from dealer individuals
in the model.

This model is motivated by a cohort study by Werb et al. [16] at the BC Centre
for Excellence in HIV/AIDS, 2008. This is a scale-free network model which can
be used to point out the importance of social influences in spreading drug use
behaviour. To address individuals variation in behaviour we study the phase diagram
of the network model using both simulation and MFA.

Fig. 11.1 The network
model of the social influence
among drug users and
traffickers
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11.3 Degree Distribution in the Scale Free Network Model

In a scale-free network, the distribution is approximation of the number of links
that each node has (degree) is approximately given by pn ≡ Pr{links = n} ∼ p1n−γ,
where p1 is the normalizing constant p1≈ (∑∞

n=1 n−γ)−1
= 1

ζ(γ) , ζ(γ) is the Riemann
Zeta function and γ is a parameter whose value is typically in the range 2 < γ < 3,
although occasionally it may lie outside these bounds, see [4]. The distribution is an
approximation in the sense that it holds true for large values of n. The mean number
of links (E(n)) in such a network is approximately

E(n) =
∞

∑
n=1

npn ≈ p1

∞

∑
n=1

n ·n−γ = p1

∞

∑
n=1

n−(γ−1) =
ζ(γ− 1)
ζ(γ)

.

Assuming a drug user community network can be modeled with a scale-free
network with decay coefficient γ = 2.1, then on average each drug dealer interacts
with approximately seven other individuals.

11.4 Mean Field Approximation of the Model

First, we list the main assumptions that we have made in this model. We consider no
eligibility criteria for light drug users to become a dealer. In other words, any light
drug user individual has the same probability of becoming a dealer as any other.
Transition probability is a constant for all time and individuals. The population
size is constant. This is achieved by assuming that all individuals who die are
reborn as a susceptibles. In addition, it is assumed that the new individual inherits
the network of relationships (links) that the dead individual had. The network
of individuals has a scale-free structure which does not change with time. All
individuals have the same behavioral influence on one another in the model and
life expectancy is exponentially distributed. Dealer individuals are the only group
that exert behavioural influence on their peers; i.e. both susceptible and light drug
user individuals receive encouragement to either use or deal drugs.

Here we represent the MFA for the network model corresponding to the model
depicted in Fig. 11.1. The transition probabilities of states for each node has n links
(peers) with probability pn are given by:

X −→ X δ1X

Z −→ X δ3Z

Y −→ X δ2Y

Y −→ Z (1− δ2)Y
∞

∑
n=1

n

∑
k=1

pn

(
n
k

)[
1− (1−β)k

]
Zk(X +Y )n−k

X −→ Y (1− δ1)X
∞

∑
n=1

n

∑
k=1

pn

(
n
k

)[
1− (1−α)k

]
Zk(X +Y)n−k
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The transition probabilities for the first three cases are easy to obtain as they do
not involve interaction with neighbours. The transition probability of Y −→ Z can
be obtained as follows: assume that the node under consideration has n neighbours

which k neighbours are of type Z. The probability of this happening is

(
n
k

)
Zk(X +

Y )n−k. The probability that at least one of the interactions between the current Y
node and one of the k neighbouring Z nodes leads to a type conversion is 1− (1−
β)k. However, this transition can only occur if the node is alive at the end of the
period corresponding to the given iteration; the probability of this being true is 1−
δ2. Summing over all the possibilities for k and conditioning on the probability
that the node has n neighbours gives the expression above. Similarly, the transition
probability for the X −→ Y conversion can be obtained.

Note that pn ∼ ζ(γ)−1n−γ, where γ is the decay coefficient characterizing the
scale-free network. We now obtain the approximation to the MFA by dropping all
terms of higher than second order in X ,Y, or Z. This gives

Z −→ X δ3Z

Y −→ X δ2Y

Y −→ Z (1− δ2)
∞

∑
n=1

ζ(γ)−1n−γ · (nβYZ) = βYZ
ζ(γ− 1)
ζ(γ)

X −→ Y (1− δ1)
∞

∑
n=1

ζ(γ)−1n−γ · (nαXZ) = αXZ
ζ(γ− 1)
ζ(γ)

Let us define η ≡ ζ(γ−1)
ζ(γ) as the mean node degree. Also, introduce the rescaling

ηα→ α and ηβ→ β. Thus, the ODE system corresponding to the approximated
MFA becomes

X ′ = δ2Y + δ3Z−α(1− δ1)XZ

Y ′ = α(1− δ1)XZ− δ2Y −β(1− δ2)YZ

Z′ = β(1− δ2)Y Z− δ3Z

The same set of equations is derived from the compartmental model. Thus, the
approximated MFA of the network model is the same as the compartmental model if
we use the rescaling η(1−δ1)α→α and η(1−δ2)β→ β. Using constant population
restriction Z = 1−X−Y , and letting δ1 = δ2 = δ the ODE system can be reduced to:

X ′ = δY + δ(1−X−Y )−αX(1−X−Y)

Y ′ = αX(1−X−Y)− δY −βY (1−X−Y)
(11.1)
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Assuming the parameters in the above ODE system are rates rather than prob-
abilities, the system can be solved for a wide range of parameters. We are mainly
interested in the effect of α and β (behavioural influence). After simplification we
have the following system of equations:

X ′ = δ− (δ+α)X +αXY +αX2

Y ′ = αX− (β+ δ)Y −αX2 +βY2 +(β−α)XY (11.2)

11.4.1 Fixed Points of the System of Equations

Fixed points of the system of Eqs. (11.2) are as follow.
Clearly, [x1 = 1,y1 = 0] is a trivial solution of the above system. Let a := βα−

δα+βδ. Then the two other nontrivial solutions are as follows:

[x2 =
a+

√
a2− 4β2αδ
2βα

,y2 =
δ
β
], [x3 =

a−
√

a2− 4β2αδ
2βα

,y3 =
δ
β
].

Note that the second and third solutions exist if and only if:

α1 =
(δ+β+ 2

√
βδ)δβ

β2− 2βδ+ δ2 ,and α2 =− (−δ−β+ 2
√
βδ)δβ

β2− 2βδ+ δ2 .

In order to approximate the phase portrait near the fixed points we linearize
the system using the Jacobian around the fixed points. Let Δ and τ denote the
determinant and trace of the Jacobian evaluated at a fixed point, respectively.

11.4.1.1 First Fixed Point

We linearize the system around [x1 = 1,y1 = 0] and find that if α < α1 then [x1 =
1,y1 = 0] is a stable node and if α> α2 then this fixed point is a stable spiral.

11.4.1.2 Second Fixed Point

Now we linearise the system around [x2,y2]. Let b= βα−δα−βδ. The determinant
of the Jacobin matrix is: Δ= −1

2αβ
(√

b2− 4δ2αβ(b−
√

b2− 4δ2αβ)
)
.

• If b > 0 then b−
√

b2− 4δ2αβ> 0. So, Δ< 0. This suggests that the fixed point
is Saddle.
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• If b < 0 then b−
√

b2− 4δ2αβ < 0. So, Δ > 0. In this case we need to further
investigate τ. We further find that τ< 0 and so τ2− 4Δ> 0. Thus the fixed point
is a Stable Node.

11.4.1.3 Third Fixed Point

The analysis of this case is very similar to the previous case. We linearize the system
using Jacobian around the third fixed point.

• If b > 0 then b−
√

b2− 4δ2αβ> 0. So, Δ> 0. Now, we need to look at the trace
of the matrix evaluated at this fixed point. Also, we find τ < 0 and τ2− 4Δ> 0.
Thus, the fixed point is a Stable Node.

• If b < 0 then b−
√

b2− 4δ2αβ < 0. Hence, Δ < 0. This suggests that the fixed
point is a Saddle. So there must be a bifurcation happening at b = 0.

11.5 Bifurcation When b Varies

In the previous section we investigated the stability of the fixed points. We learned
that the stability of the two nontrivial fixed points [x2,y2] and [x3,y3] depends on
positivity or negativity of expression b = βα− δα−βδ.

• If b > 0, that is α(β−δ)> βδ, then the second fixed point is Saddle and a Stable
Node, otherwise. So this situation occurs if β> δ.

• On the other hand, if b < 0, that is α(β− δ) < βδ, then the third fixed point is
Saddle and a Stable Node, So this can happen only if β≤ δ.

We solve for β in b = 0 and obtain the bifurcation curve where β = αδ
−δ+α . Note

that bifurcation happens only at the points (α0,β0) and the points (α0,β0) below
the curve correspond to case when b < 0. Similarly the points above the curve
correspond to b > 0. This means for those (α0,β0) points below the phase transition
curve, drug problem can be eliminated. Given that the trivial fixed point [x1,y1] and
[x3,y3] become stable and unstable fixed point, respectively.

11.6 Simulation Result

The scale free network model in Fig. 11.1 mimics the spread of drug use in a
community. Each node can be in one of a finite number of states 0, 1 or 2 which
correspond to the three defined types susceptible, light drug users and dealers.
Each node represents an individual interacting with the network and its status gets
updated according to the interaction rules. Dealers are assumed to exert influence
on susceptibles and light users with the probability of success α and β, respectively.
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Table 11.1 Description of experiment and parameters

Model type Scale free network with average of four nodes

Parameters

δ1 0.17 % per month Mortality rate of susceptibles compartment
δ2 0.28 % per month Mortality rate in drug users compartment
δ3 0.42 % per month Mortality rate in dealers compartment
α [0,0.01] per month Probability of becoming drug users
β [0,0.01] per month Probability of becoming dealers

Initial proportions

Susceptibles 40 %
Light drug users 40 %
Dealers 20 %

Simulation conditions

Population size 400
Stopping condition 3,000 iterations
Repetitions 10

Note that, transitions are defined as independent probabilistic events. Dealers are
assumed to act independently with certain probability to convince individual to use
or deal drugs. For instance, If #R2(t) is the number of type 2 (dealer) nodes at time
t then the change in states is given by a binomial random variable for #R2(t) trials
with a probability of success either α or β. For example, the transition from type
0→ 1 are given by X for #R2(t) trials with a probability of successes α. The model
is run for a certain number of time steps, with the state of nodes being updated at
every time step.

This model employs a novel approach to represent the effect of prolonged social
relationships between members of a community where dealing drug is prevalent. In
such an environment, a person is more likely to experiment drug use if in a lengthly
relationship with at least one dealer. In the model, dealers in the neighbourhood
can act independently with certain probability to convince a susceptible or a light
user to use or deal drugs. Table 11.1 specifies valued used for the parameters in the
simulation, unless they are varied as in the case of α and β. Figure 11.2 shows the
results with the network model simulation.

11.7 Comparison Between Analytical Result
and Simulation Result

In this section we investigate whether the simulation produces similar results to the
ODE system derived from the MFA. As we explained in Sect. 11.4, we can obtain
the same set of equation from the compartmental model if we make the following
identification,α=ηα(1−δ) and β=ηβ(1−δ). Therefore, we substituteα= α

η(1−δ)



11 Mathematical Modelling to Evaluate Measures and Control 265

0
0.005

0.01
0 0.002 0.004 0.006 0.008 0.01

0

0.2

0.4

0.6

0.8

1

 (% per month) 

Susceptibles 

 (% per month) 

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0
0.005

0.01

0
0.005

0.01
0

0.1

0.2

0.3

0.4

0.5

 (% per month) 

Light Drug Users 

 (% per month) 

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.002 0.004 0.006 0.008 0.0100.0050.01

0

0.2

0.4

0.6

0.8

 (% per month) 

Dealers Prevelence 

 (% per month) 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 (% per month)

 (
%

 p
er

 m
on

th
)

Susceptibles

0 0.002 0.004 0.006 0.008 0.01
0

0.002

0.004

0.006

0.008

0.01

 (% per month)

 (
%

 p
er

 m
on

th
)

 (
%

 p
er

 m
on

th
)

Light Drug Users

0 0.002 0.004 0.006 0.008 0.01
0

0.002

0.004

0.006

0.008

0.01

 (% per month)

Dealers Prevalence

0 0.002 0.004 0.006 0.008 0.01
0

0.002

0.004

0.006

0.008

0.01

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.05

0.1

0.15

0.2

0.25

0.3

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Fig. 11.2 Left: Network model results. Right: Compartmental model results

and β = β
η(1−δ) in the bifurcation curve equation β = αδ

−δ+α , where the mean node
degree is η = 4. We then sketch the bifurcation curve obtained from analyzing the
ODE system against the steady state prevalences of drug dealers in the network
model. The goal is to investigate whether the simulation produces similar results to
the ODE system derived from the MFA.

We are interested in how well the ODE system approximates the simulation result
for the network model. Figure 11.3 shows that the MFA generally provides a good
approximation for the network model near the bifurcation.

11.8 Conclusions

Our observations in this study show that the social influence can dramatically affect
the spread of drug use in the community. We should point out here that our results
not only come from the network model simulation, but also from a deterministic
system which provides a good approximations for predicting drug use epidemic.
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By modelling the interaction among individuals, we are able to understand the role
of social influence in this dynamics without the need for complex mathematical
methods. Whether an individual can successfully be convinced to begin or persist
drug use in the long term depends on the interactions that exist in the neighbourhood.
In the following, we identify the main result of this study.

To summarize, from simulating the interaction among individuals who are
randomly distributed in the network, we identify different effects of the parameters
in the model. Although the short term behaviour of the model may depend on the
network size and details of the degree distribution, the long term behaviour mainly
depends on three parameters: the social influences of dealer on susceptibles (α), on
drug users (β), and the life expectancies (δ). We change parameters α and β, which
we believe can affect the spread of drug use in the community. Reduction for α can
be viewed as the indirect strategy (health promotion) and reducing β implies the
direct strategy (police involvement). In Fig. 11.4 drug-free and drug-endemic states
were separated by a curved phase transition (bifurcation curve). The phase transition
curve demonstrates that reduction for α and β is effective on their own but reducing
both simultaneously results in faster transitions to the drug free state. In other words
the combination of the indirect and direct strategies are shown to be most effective.
Note that the green and red arrows in Fig. 11.4 demonstrates the reduction of α and
β, towards the phase transition curve, respectively.

Due to the complexity of the interactions among drug users, it is difficult
to analyze the precise impact of social influences on drug use spread in the
network model. So an approximate solution is obtained by performing the mean



11 Mathematical Modelling to Evaluate Measures and Control 267

35

35

35

35

Strategy Recommendation Via  the Shape of the Bifurcation Curve

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

35%  Steady State Prevelence  Dealers 

Drug Endemin Sate

Drug Free Sate

Fig. 11.4 The effect of combined strategies

field approximation for the network model. MFA results are used as a point of
comparison for the network model. The comparison is between the analytical results
and simulation results of the network model. We have demonstrated in Fig. 11.3 that
MFA up to second degree in densities provides a good picture of network model near
the bifurcation.

In this study we have only considered three states in the network. There are other
states that need to be taken in to account in order to determine the prevalences such
as clients of the health care services, recidivist drug users and no users (temporary).
In addition to include these states, the transitions between them also need to be
considered. Moreover the constant population assumption in the model simplifies
the complexity dramatically. In the next phase of this study, we would like to
consider a non-constant population to make the model more realistic. Finally, it is
of interest to investigate the policy by which the drug use interventions are applied
to the communities and suggest policies based on our findings to authorities.
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Chapter 12
Complex Networks and Social Networks

Anthony Bonato and Yanhua Tian

Abstract We give an overview of the properties and models for complex networks,
with particular emphasis on models of on-line social networks.

12.1 Introduction

Complex networks arise in many diverse contexts, ranging from web pages and
their links, protein-protein interaction networks, and social networks. The modelling
and mining of these large-scale, self-organizing systems is a broad effort spanning
many disciplines. A number of common properties have been observed in complex
networks, such as power law degree distributions and the small world property (see
Sect. 12.2 for further background on these properties).

While classical binomial random graphs form a well studied field in their own
right, in the last decade we have seen a wealth of new random graph models mod-
elling complex networks. These stochastic graph models simulate properties of com-
plex networks, but also expanding our theoretical understanding of random graphs.
Models for complex networks also give insight into the underlying generative
properties of complex networks, and can serve as a predictive tool in their evolution.

With the current popularity of on-line social networks (or OSNs) such as
Facebook, LinkedIn, and Twitter, there is an increasing interest in their measurement
and modelling. In addition to other complex networks properties, OSNs exhibit
shrinking distances over time, increasing average degree, and bad spectral expan-
sion. Unlike other complex networks such as the web graph, models for OSNs are
relatively new and lesser known. In on-line social networks, models may help detect
and classify communities, and better clarify how news and gossip is spread in social
networks.
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We will survey the properties of complex networks and their models, focusing on
the case of OSNs. A more detailed survey of complex networks (without the focus
on OSNs) may be found in the book [3]. In Sect. 12.2 we give a brief overview
of some the main observed properties of OSNs. These are the key properties
that network models attempt to simulate. We study various complex network
models in Sect. 12.3. Our focus is on five models, each rigorously formulated
and analyzed: Kronecker graphs [22, 23], the MAG model [17], the G(Q,E)
affiliation graph model [21], the ILT model [4], and the GEO-P model [6].
These models focus primarily on simulating properties of social networks, and
are relatively recent. We finish with a list of open problems surrounding the
modelling of OSNs.

12.2 Properties of Complex Networks

Researchers are now in the enviable position of observing how OSNs evolve over
time, and as such, network analysis and models of OSNs typically incorporate time
as a parameter. Unlike in traditional social network analysis, we can now mine the
social interactions of millions of people from across the globe. While by no means
exhaustive, some of the main observed properties of OSNs include the following.
For definitions of the terms used below (such as diameter, clustering coefficient,
etc), see [3].

(i) Large-scale. OSNs are examples of complex networks with number of nodes
(which we write as n) often in the millions; further, some users have dispropor-
tionately high degrees. About half a billion users are registered on Facebook
[11]. Some of the nodes of Twitter corresponding to well-known celebrities
including Lady Gaga and Justin Bieber have degree over ten million [32].

(ii) Small world property and shrinking distances. The small world property,
introduced by Watts and Strogatz [33], is a central notion in the study of
complex networks (see also [18]). The small world property demands a low
diameter of O(logn), and a higher clustering coefficient than found in a
binomial random graph with the same number of nodes and same average
degree. Adamic et al. [1] provided an early study of an OSN at Stanford
University, and found that the network has the small world property. Similar
results were found in [2] which studied Cyworld, MySpace, and Orkut, and
in [28] which examined data collected from Flickr, YouTube, LiveJournal, and
Orkut. Low diameter (of 6) and high clustering coefficient were reported in
the Twitter by both Java et al. [16] and Kwak et al. [20]. Kumar et al. [19]
reported that in Flickr and Yahoo!360 the diameter actually decreases over
time. Similar results were reported for Cyworld in [2]. Well-known models
for complex networks such as preferential attachment or copying models have
logarithmically growing diameters with time.
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(iii) Power law degree distributions. In a graph G of order n, let Nk = Nk(n) be the
number of nodes of degree k. The degree distribution of G follows a power law
if Nk is proportional to k−b, for a fixed exponent b > 2 and some range of k.
Power laws were observed over a decade ago in subgraphs sampled from the
web graph, and are ubiquitous properties of complex networks (see Chap. 2
of [3]). Kumar et al. [19] studied the evolution of Flickr and Yahoo!360,
and found that these networks exhibit power-law degree distributions. Power
law degree distributions for both the in- and out-degree distributions were
documented in Flickr, YouTube, LiveJournal, and Orkut [28], as well as in
Twitter [16, 20].

(iv) Bad spectral expansion. Social networks often organize into separate clusters
in which the intra-cluster links are significantly higher than the number of
inter-cluster links. In particular, social networks contain communities (char-
acteristic of social organization), where tightly knit groups correspond to the
clusters [29]. As a result, it is reported in [10] that social networks, unlike other
complex networks, possess bad spectral expansion properties realized by small
gaps between the first and second eigenvalues of their adjacency matrices.

(v) Bad compressibility. A recent study of [7] contrasts the compressibility of
OSNs with the web graph. Assume that the vertex set of the digraph G is
given by [n] = {1,2, . . . ,n}. The so-called minimum logarithmic arrangement
or MLOGA problem, is to find a permutation π : V (G)→ [n] such that the term

∑
(u,v)∈E

log |π(u)−π(v)| (12.1)

is minimized. The motivating idea is minimize the sum of the edge lengths
according to the ordering of vertices. The cost (12.1) represents the com-
pression size in an encoding that is nearly informational-theoretically optimal.
While MLOGA is NP-hard [7], the authors of [7] introduce heuristics for its
computation. Using data from LiveJournal and Flickr, it was found in [7] that
the compression performance with different orderings were worse than that
found in web graph samples. The lack of a natural ordering of social networks
when compared say to the URL ordering of web pages may be the cause of
the poor incompressibility. Nevertheless, bad compressibility appears to be
another feature peculiar to OSNs when, say, contrasted with the web graph.

(vi) Densification power law. Let (Gt : t ≥ 0) be sequence of graphs such that Gt is
an induced subgraph of Gt+1 for all t ≥ 0, and suppose that Gt has et edges and
nt nodes. The graph sequence satisfies a densification power law if there is a
constant a∈ (1,2) such that for sufficiently large t, et is proportional to na

t . We
call a the exponent of the densification power law. In particular, the average
degree of the network grows to infinity with the order of the network. In [22],
densification power laws were reported in several real-world networks such
as a physics citation graph and the internet graph at the level of autonomous
systems. Densification power laws were found in Flickr and Yahoo!360 in [19].
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12.3 Models of Complex Networks

In this chapter, we do not give an exhaustive overview of models for complex
networks. A survey of such models may be found in Chap. 4 of the book [3]. We
focus, rather, on the relatively new models for OSNs introduced over the last few
years. We are content to survey the results here, pointing the reader to further details
and proofs in the papers cited. Many properties of the models hold with probability
tending to 1 as time (or the order of the graphs considered) tends to infinity; we say
such properties hold asymptotically almost surely, or aas.

12.3.1 Kronecker Graphs

Kronecker graphs [22, 23] were one of the early successful models for complex
networks with densification. Their definition relies on a certain well known graph
product. Given graphs G and H, form the categorical (or Kronecker) product G×H
by setting vertices to be pairs (a,b) with a ∈V (G) and b ∈V (H), and (a,b) joined
to (c,d) if and only a is joined to c in G, and b is joined to d in H. See Fig. 12.1.

Let A and B be two real matrices, with sizes n×m and n′ ×m′, respectively. The
Kronecker (or tensor) product of A and B, is the matrix A⊗B with size nn′ ×mm′
given by ⎛

⎜⎜⎜⎝
a11B a12B · · · a1mB
a21B a22B · · · a2mB

...
...

. . .
...

an1B an2B · · · anmB

⎞
⎟⎟⎟⎠ .

If A(G) is the adjacency matrix of G, then note that

A(G×H) = A(G)⊗A(H).

The Kronecker graphs are formed by forming the kth power Gk of G with respect to
this product; we call G here the initiator graph. The motivation behind this definition
is that to produce Gk from Gk−1, nodes of a community expand to copies of the
community. Note that the Kronecker model is a deterministic one.

The authors prove the following theorem, which leads to power law graphs by
the choice of the initiator graph.

Fig. 12.1 The Kronecker
product of the path with three
vertices with itself
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Theorem 12.1 ([22,23]). Kronecker graphs have multinomial degree distributions.

Further, Kronecker graphs satisfy a densification power law and constant
diameter.

Theorem 12.2 ( [22, 23]). Kronecker graphs Gk satisfy a densification power law
with exponent

log(|E(G)|)/ log(|V (G)|).
Further, if G is reflexive, then the diameter of Gk is the diameter of G.

The model is made tuneable by allowing the initial adjacency matrix A(G)
to have real entries in [0,1]. Hence, we may think of the initiator graph G as a
probability space, where the probability there is an edge between i and j is the i j
entry of A(G) (although this is not exactly the case as the row (or column) sums may
add up to a quantity greater than 1). Such stochastic Kronecker graphs with certain
initiator graphs of order 2, were studied by Mahdian and Xu [27]. They studied the
giant component of graphs generated by the model, and proved it aas has a constant
diameter beyond the connectivity threshold.

It is shown in [24] that the Kronecker graph model with certain 2× 2 initiator
matrices is useful in simulating complex networks. Their work shows that certain
stochastic Kronecker matrices fit samples of the web graph, the internet AS graph,
Flickr, and certain biological networks. A fast, scalable algorithm KRONFIT was
introduced to fit real network data to Kronecker graphs.

12.3.2 The ILT Model

The Iterated Local Transitivity (ILT) model [4], simulates OSNs and other
complex networks. The central idea behind the ILT model is what sociologists call
transitivity: if u is a friend of v, and v is a friend of w, then u is a friend of w (see,
for example, [13,30,34]). In its simplest form, transitivity gives rise to the notion of
cloning, where u is joined to all of the neighbours of v. In the ILT model, given some
initial graph as a starting point, nodes are repeatedly added over time which clone
each node, so that the new nodes form an independent set. The only parameter of
the model is the initial graph G0, which is any fixed finite connected graph. Assume
that for a fixed t ≥ 0, the graph Gt has been constructed. To form Gt+1, for each
node x ∈V (Gt), add its clone x′, such that x′ is joined to x and all of its neighbours
at time t. Note that the set of new nodes at time t + 1 form an independent set of
cardinality |V (Gt)|. As with Kronecker model, the ILT model is deterministic.

We write degt(x) for the degree of a node at time t, nt for the order of Gt , and et

for its number of edges. Define the volume of Gt by

vol(Gt) = ∑
x∈V (Gt )

degt(x) = 2et .
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Theorem 12.3 ( [4]). For t > 0, the average degree of Gt equals

(
3
2

)t (vol(G0)

n0
+ 2

)
− 2.

Note that Theorem 12.3 supplies a densification power law with exponent a= log3
log2 ≈

1.58.
Define the Wiener index of Gt as

W (Gt) =
1
2 ∑

x,y∈V (Gt )

d(x,y).

The Wiener index may be used to define the average distance of Gt as

L(Gt ) =
W (Gt)(nt

2

) .

Theorem 12.4 ( [4]). For t > 0,

L(Gt ) =
4t
(

W (G0)+ (e0 + n0)
(

1− (
3
4

)t
))

4tn2
0− 2tn0

.

Note that the average distance of Gt is bounded above by diam(G0)+ 1 (in fact,
by diam(G0) in all cases except cliques). Further, for many initial graphs G0 (such
as large cycles) the average distance decreases.

The clustering coefficient of the graph at time t generated by the ILT model is
estimated as follows.

Theorem 12.5 ( [4]).

Ω
((

7
8

)t

t−2
)
=C(Gt) = O

((
7
8

)t

t2
)
.

Observe that C(Gt) tends to 0 as t → ∞. If we let nt = n (so t ∼ log2 n), then this
gives that

C(Gt) = nlog2(7/8)+o(1).

In contrast, for a random graph G(n, p) with comparable average degree

pn = Θ((3/2)log2 n) = Θ(nlog2(3/2))

as Gt , the clustering coefficient is p =Θ(nlog2(3/4)) which tends to zero much faster
than C(Gt ). (For a discussion of the clustering coefficient of G(n, p), see Chap. 2
of [3].)
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Let A denote the adjacency matrix and D denote the diagonal adjacency matrix
of a graph G of order n. Then the normalized Laplacian of G is

L = I−D−1/2AD−1/2,

where I is the n× n identity matrix. Let 0 = λ0 ≤ λ1 · · · ≤ λn−1 ≤ 2 denote the
eigenvalues of L . The spectral gap of the normalized Laplacian is

λ= max{|λ1− 1|, |λn−1− 1|}.

The following theorem suggests a significant spectral difference between graphs
generated by the ILT model and random graphs. Define λ(Gt) to be the spectral gap
of the normalized Laplacian of Gt .

Theorem 12.6 ( [4]). For t ≥ 1, λ(Gt)>
1
2 .

Theorem 12.6 represents a drastic departure from the good expansion found in
random graphs, where λ= o(1) [8].

Let ρ0(t)≥ |ρ1(t)| ≥ . . . denote the eigenvalues of the adjacency matrix of Gt . If
A is the adjacency matrix of Gt , then the adjacency matrix of Gt+1 is

M =

(
A A+ I

A+ I 0

)
,

where I is the identity matrix of order nt . We note the following recurrence for the
eigenvalues of the adjacency matrix of Gt . As in the Laplacian case, there is a small
spectral gap of the adjacency matrix.

Theorem 12.7 ( [4]). Let ρ0(t) ≥ |ρ1(t)| ≥ · · · ≥ |ρn−1(t)| denote the eigenvalues
of the adjacency matrix of Gt . Then

ρ0(t)
|ρ1(t)| = Θ(1).

That is, ρ1(t)≥ c|ρ0(t)| for some constant c > 0. Theorem 12.7 is in contrast to the
fact that in G(n, p) random graphs, |ρ1|= o(ρ0) (see [8]).

As shown in Theorem 12.3, the ILT model has a fixed densification exponent
equalling log3/ log2. A randomized version of the model, where edges are ran-
domly added between new nodes, is presented in [4]. In the randomized model,
the densification exponent is tuneable, and with high probability it generates graphs
with the small world property and bad spectral expansion.

12.3.3 Affiliation Networks

In [21], a model for social networks was given by first introducing a bipartite model
called affiliation graphs. Paths of length two in the affiliation graphs are folded onto
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edges to derive a model for social networks. The central thesis behind using a folded
affiliation network is that friendships between members of social networks arise
from common shared affiliations, such as sharing the same hobby or profession.

More precisely, the model evolves in two stages. First, a bipartite random graph
model B(Q,U) is introduced, with colours Q and U. For instance, Q represents a
set of users, while U represents a set of groups of users. The parameters of the
models are positive integers cq and cu, along with a probability p ∈ (0,1). The
model evolves over discrete time-steps. At time t = 0, the graph B0(Q,U) is a
(deterministic) bipartite graph with at least cqcu edges, so that each node in Q has
degree at least cq, while each node of U has degree at least cu. At time t > 0, a
new node q is added to Q. A node q′ from Q is chosen proportional to its degree,
and cq neighbours of q′ chosen uniformly at random (without replacement) become
neighbours of q. Similarly, a node u is added to U with a similar copying process.

Now to define the (multi)graph G(Q,U), the parameters of the models are
positive integers cq, cu, and s along with a probability p∈ (0,1). At t = 0, G0(Q,U)
is the set Q in B0(Q,U), and two nodes of Q have an edge between them for
each common neighbour they share in U. At time t > 0 we do the following. With
probability p a new node q is added to Q. The edges of q are determined in B(Q,U),
and edges are added between q and other nodes if they share common neighbours in
U. With probability 1− p, an edge is added between existing nodes q1 and q2 if they
share as a common neighbour the new vertex u in U. A set of s nodes are chosen
independently of each of other, proportionally by degree, and are joined to q.

It is proved in [21] that aas the degree distributions of the graphs generated by
G(Q,U) follows a power law. Further, if cu <

p
1−pcq, then aas the graph G(Q,U) is

dense with ω(|Q|) many edges.
For a graph G, let R be the set of node pairs which are connected by a path. For

0 < q < 1, define the q-effective diameter of G to be the minimum d such that, for
at least q|R| of node pairs in R, their distance is at most d. The G(Q,U) exhibits low
distances between nodes as made precise by the following theorem.

Theorem 12.8 ( [21]). For constants m,q ∈ (0,1), if cu < p
1−p cq, then aas the q-

effective diameter of the graph G(Q,U) is non-increasing.

12.3.4 The MAG Model

In the Multiplicative Attribute Graph (or MAG) model [17], nodes are assigned a
set of attributes represented by a binary vectors. These could be viewed as answer
to yes or no questions about the users interests or background. The MAG model
accounts for heterophily (that is, love of the same) and homophily (that is, love of the
different). More precisely, the MAG model M(n,r,µ,Θ) has parameters equalling n
the number of nodes, r the number of attributes of each node, µ the probability that
an attribute takes the value of 1, and Θ the attribute affinity matrix(

α β
β γ

)
,
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where α > β > γ are fixed probabilities in (0,1). We use the notation Θ00 = α,
Θ01 = Θ10 = β, and Θ11 = γ. Each node u is assigned a binary attribute vector a(u)
of length r; we denote the ith entry of a(u) by ai(u). An independent and identically
distributed Bernouilli distribution parameterized by µ is used to model the attribute
vectors, where the probability that the ith attribute of a node is 1 is given by µ. The
probability that nodes u and v are joined is given, independently, by

r

∏
i=1

Θai(u)ai(v).

In particular, the ith entry of attribute vectors ai(u) and ai(v) selects the entry of the
matrix Θ; for example, if ai(u) = 0 and ai(v) = 0, then Θai(u)ai(u) = α. The product
is then taken of all these entries. If the values on the diagonal of Θ are large, then
the link probability is high when nodes share the same attributes. For instance, the
matrix (

0.9 0.1
0.1 0.8

)

represents homophily, while (
0.2 0.9
0.9 0.1

)

represents heterophily. It is assumed that r = d logn for some constant d (see also
the Logarithmic Dimension Hypothesis in item of (1) of Sect. 12.4).

The MAG model generates graphs which satisfy a densification power law.

Theorem 12.9 ( [17]). The expected number of edges of graphs generated by
M(n,r,µ,Θ) is

n(n− 1)
2

(µ2α+ 2µ(1− µ)β+(1−µ)2γ)r + n(µα+(1− µ)γ)r.

The diameter of MAG graphs is also low.

Theorem 12.10 ([17]). If (µβ+(1− µ)γ)d > 1/2, then aas M(n,r,µ,Θ) has con-
stant diameter.

Under certain assumptions, the MAG model follows a log-normal degree distri-
bution. With more parameters, a variation of the model aas generates graphs whose
degree distribution follows a power law.

12.3.5 The GEO-P Model

Our next and final model [6] uses both the notions of embedding the nodes in a
metric space (geometric), and a link probability based on a ranking of the nodes
(protean). We identify the users of an OSN with points in m-dimensional Euclidean
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space. Each node has a region of influence, and nodes may be joined with a certain
probability if they land within each others region of influence. Nodes are ranked by
their popularity from 1 to n, where n is the number of nodes, and 1 is the highest
ranked node. Nodes that are ranked higher have larger regions of influence, and
so are more likely to acquire links over time. For simplicity, we consider only
undirected graphs. The number of nodes n is fixed but the model is dynamic: at
each time-step, a node is born and one dies. A static number of nodes is more
representative of the reality of OSNs, as the number of users in an OSN would
typically have a maximum (an absolute maximum arises from roughly the number
of users on the internet, not counting multiple accounts). For a discussion of ranking
models for complex networks, see [12, 14, 15, 26].

We now formally define the GEO-P model. The model produces a sequence
(Gt : t ≥ 0) of undirected graphs on n nodes, where t denotes time. We write Gt =
(Vt ,Et). There are four parameters: the attachment strength α ∈ (0,1), the density
parameter β ∈ (0,1−α), the dimension m ∈ N, and the link probability p ∈ (0,1].
Each node v ∈ Vt has rank r(v, t) ∈ [n] (we use [n] to denote the set {1,2, . . . ,n}).
The rank function r(·, t) : Vt → [n] is a bijection for all t, so every node has a
unique rank. The highest ranked node has rank equal to 1; the lowest ranked node
has rank n. The initialization and update of the ranking is done by random initial
rank (Other ranking schemes may also be used. We use random initial rank for its
simplicity.) In particular, the node added at time t obtains an initial rank Rt which is
randomly chosen from [n] according to a prescribed distribution. Ranks of all nodes
are adjusted accordingly. Formally, for each v ∈Vt−1 that is not deleted at time t,

r(v, t) = r(v, t− 1)+ δ− γ,

where δ = 1 if r(v, t − 1) > Rt and 0 otherwise, and γ = 1 if the rank of the node
deleted in step t is smaller than r(v, t− 1), and 0 otherwise.

Let S be the unit hypercube in R
m, with the torus metric d(·, ·) derived from

the L∞ metric. More precisely, for any two points x and y in R
m, their distance is

given by
d(x,y) = min{||x− y+ u||∞ : u ∈ {−1,0,1}m}.

The torus metric is chosen so that there are no boundary effects.
To initialize the model, let G0 = (V0,E0) be any graph on n nodes that are chosen

from S. We define the influence region of node v at time t ≥ 0, written R(v, t), to be
the ball around v with volume

|R(v, t)|= r(v, t)−αn−β .

For t ≥ 1, we form Gt from Gt−1 according to the following rules.

1. Add a new node v that is chosen uniformly at random from S. Next, indepen-
dently, for each node u∈Vt−1 such that v∈ R(u, t−1), an edge vu is created with
probability p. Note that the probability that u receives an edge is proportional to
pr(u, t − 1)−α. The negative exponent guarantees that nodes with higher ranks
(r(u, t− 1) close to 1) are more likely to receive new edges than lower ranks.
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2. Choose uniformly at random a node u∈Vt−1, delete u and all edges incident to u.
3. Node v obtains an initial rank r(v, t) = Rt which is randomly chosen from [n]

according to a prescribed distribution.
4. Update the ranking function r(·, t) : Vt → [n].

Since the process is an ergodic Markov chain, it will converge to a stationary dis-
tribution. (See [25] for more on Markov chains.) The random graph corresponding
to this distribution with given parameters α,β,m, p is called the geo-protean graph
(or GEO-P model), and is written GEO-P(α,β,m, p).

Let Nk = Nk(n, p,α,β) denote the number of nodes of degree k, and N≥k =

∑l≥k Nl . The following theorem demonstrates that the geo-protean model generates
power law graphs with exponent

b = 1+ 1/α. (12.2)

Note that the variables N≥k represent the cumulative degree distribution, so the
degree distribution of these variables has power law exponent 1/α.

Theorem 12.11 ( [6]). Let α ∈ (0,1), β ∈ (0,1−α), m ∈ N, p ∈ (0,1], and

n1−α−β log1/2 n≤ k≤ n1−α/2−β log−2α−1 n.

Then aas GEO-P(α,β,m, p) satisfies

N≥k =
(
1+O(log−1/3 n)

) α
α+ 1

p1/αn(1−β)/αk−1/α.

Geo-protean graphs are relatively dense.

Theorem 12.12 ( [6]). Aas the average degree of GEO-P(α,β,m, p) is

d = (1+ o(1))
p

1−αn1−α−β. (12.3)

Note that the average degree tends to infinity with n; that is, the model generates
graphs satisfying a densification power law. While the diameter is not shrinking,
it can be made constant by allowing the dimension to grow as a logarithmic
function of n.

Theorem 12.13 ( [6]). Let α ∈ (0,1), β ∈ (0,1−α), m ∈ N, and p ∈ (0,1]. Then
aas the diameter D of GEO-P(α,β,m, p) satisfies

D =Ω(n
β

(1−α)m log
−α
m n), and D = O(n

β
(1−α)m log

2α
(1−α)m n). (12.4)

In particular, aas the order of the diameter can be expressed as:

logD =
β

(1−α)m logn+O

(
loglogn

m

)
.
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If m =C logn, for some constant C > 0, then aas we obtain a diameter bounded
above by a constant.

Aas the GEO-P model, for some values of m, generates graphs with higher
clustering coefficient than in a random graph G(n,d/n) with the same expected
average degree. We use the notation �x2 to denote the largest even integer smaller
than or equal to x.

Theorem 12.14 ( [6]). Aas the clustering coefficient of G sampled from GEO-
P(α,β,m, p) satisfies the following inequality

c(G) ≥ (1+ o(1))

(
3
4

(
1− 2

3K

))m(1−α
1+α

)
p

= (1+ o(1))exp
(
− f

(m
K

))(3
4

)m(1−α
1+α

)
p,

where f (m
K ) = Θ(m

K ), and

K =

⎢⎢⎢⎣(n1−α−β

log3 n

)1/m
⎥⎥⎥⎦

2

.

Note that if

m≤ (1−α−β) logn
loglogn

(
1− 1

loglogn

)
= (1+ o(1))(1−α−β) logn

loglogn
,

then K ,m, and the clustering coefficient of GEO-P(α,β,m, p) is aas at least

(1+ o(1))

(
3
4

)m(1−α
1+α

)
p = no(1), (1+ o(1))

p
1−αn−α−β = c(G(n,d/n)).

Hence, the clustering coefficient is larger than that of a comparable random graph.
The next theorem represents a drastic departure from the good expansion found

in binomial random graphs, where λ= o(1) [8, 9].

Theorem 12.15 ([6]). Let α ∈ (0,1), β∈ (0,1−α), m ∈N, and p∈ (0,1]. Let λ(n)
be the spectral gap of the normalized Laplacian of GEO-P(α,β,m, p). Then aas

1. If m = m(n) = o(logn), then λ(n) = 1+ o(1).
2. If m = m(n) =C logn for some C > 0, then

λ(n)≥ 1− exp

(
−α+β

C

)
.

Given an OSN, we describe how we may estimate the corresponding dimension
parameter m if we assume the GEO-P model. In particular, if we know the order
n, power law exponent b, average degree d, and diameter D of an OSN, then we
can calculate m using our theoretical results. Formula (12.2) gives an estimate for
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α based on the power law exponent b. If d∗ = logd/ logn, then Eq. (12.3) implies
that, asymptotically, 1−α−β= d∗. If D∗ = logD/ logn, then formula (12.4) about
the diameter implies that, asymptotically, D∗ = β

(1−α)m . Thus, an estimate for m is
given by:

m =
1

D∗

(
1−

(
b− 1
b− 2

)
d∗
)
=

logn
logD

(
1−

(
b− 1
b− 2

)
logd
logn

)
. (12.5)

This estimate suggests that the dimension is proportional to logn/ logD. If D
is constant, then this means that m grows logarithmically with n. Recall that the
dimension of an OSN may be roughly defined as the least integer m such that we can
accurately embed the OSN in m-dimensional Euclidean space. Based on our model
we conjecture that the dimension of an OSN is best fit by approximately logn.

The parameters b, d, and D have been determined for samples from OSNs in
various studies such as [2, 16, 20, 28]. The following chart summarizes this data
and gives the predicted dimension for each network. We round m up to the nearest
integer. Estimates of the total number of users n for Cyworld, Flickr, and Twitter
come from Wikipedia [35], and those from YouTube comes from their website
[36]. When the data consisted of directed graphs, we took b to be the power law
exponent for the in-degree distribution. As noted in [2], the power law exponent of
b = 5 for Cyworld holds only for users whose degree is at most approximately 100.
When taking a sample, we assume that some of the neighbours of each node will
be missing. Hence, when computing d∗, we used n equalling the number of users in
the sample. As we assume that the diameter of the OSN is constant, we compute D∗
with n equalling the total number of users.

Parameter OSN
Cyworld Flickr Twitter YouTube

n 2.4×107 3.2×107 7.5×107 3×108

b 5 2.78 2.4 2.99
d∗ 0.22 0.17 0.17 0.1
D∗ 0.11 0.19 0.1 0.16
m 7 4 5 6

12.3.5.1 The GEO-P Tension Model

A variant of the GEO-P model was presented in [31] that warrants further study. In
the GEO-P model, if a node v falls in an influence region of two nodes u1 and u2,
then v can join to u1 and u2 with equal probability. We consider a variant where the
probability depends on the volume of the corresponding influence regions. Consider
a fixed tension parameter h ∈ (−∞,0). For a given t ≥ 0 and vertex u, define

T (u, t) = r(u, t)h.
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Fig. 12.2 Degree distribution of graph generated by the GEO-P Tension model, h =−0.1

Given two nodes u and v, define

T (u,v, t) =
T (u, t)+T(v, t)

2
.

The definition of the GEO-P Tension model is analogous to the GEO-P model, but
at time t > 0, independently, for each node u ∈ Vt−1 such that v ∈ R(u, t − 1), an
edge vu is created with probability pT (u,v, t). Hence, if v is in the influence region
of both u1 and u2 with the rank of u1 higher than u2, then it is more likely to join
to u1.

Preliminary simulation results indicate that the GEO-P Tension model cap-
tures many of the properties of OSNs described in Sect. 12.2. Figures 12.2–12.4
display the log-log plots of the degree distribution of graphs of order 7,115
simulated by the GEO-P Tension model in dimensions 1–5 inclusive. We set the
tension parameter h = −0.1,−0.3 and− 0.7, respectively. Tables 12.1 and 12.2
list the diameters (where |V (C)| is the order of the largest connected component)
and spectral gaps (with respect to the adjacency matrix) of the corresponding
graphs.

For the GEO-P(Ten) model, it remains to rigorously prove the properties outline
in Sect. 12.2.
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Fig. 12.3 Degree distribution of graph generated by the GEO-P Tension model, h =−0.3
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Table 12.1 Spectral gaps of graphs generated by the GEO-P(Ten) model, in dimensions 1–5
inclusive

GEO-P(Ten) N = 7,115, α= 0.7, β= 0.15, p = 1

h =−0.1 h =−0.3 h =−0.7

Dim Gap Dim Gap Dim Gap

1 14.170589 1 9.048678 1 13.048242
2 0 2 9.286437 2 12.406163
3 11.410871 3 10.354512 3 13.150765
4 15.54475 4 10.186001 4 14.226928
5 20.845548 5 12.422439 5 15.133812

Table 12.2 Diameters of graphs generated by the GEO-P(Ten) model

GEO-P(Ten) N = 7,115, α= 0.7, β= 0.15, p = 1

h =−0.1 h =−0.3 h =−0.7

Dimension Diam |V (C) | Diam |V (C) | Diam |V (C) |
1 20 7,098 6 6,300 4 2,673
2 20 6,953 7 3,149 4 990
3 20 6,847 7 1,648 3 571
4 15 6,744 6 1,152 3 415
5 12 6,747 5 977 2 428

12.4 Open Problems

Many questions remain in modelling OSNs and other complex networks. We collect
these here for future reference.

1. The Logarithmic Dimension Hypothesis (or LDH) [6] conjectures that the
dimension of an OSN is best fit by about logn, where n is the number of users
in the OSN. The motivation for the conjecture comes from both the GEO-P and
MAG models. Both models posit logn attributes for each user so as to provably
ensure that certain properties found in OSNs (such as constant diameter and bad
spectral expansion) are satisfied. Given the availability of OSN data, it may be
possible to fit the data to the model to determine the dimension of a given OSN.
Initial estimates in [31] from sampled OSN data indicate that the spectral gap
found in OSNs correlates with the spectral gap found in the GEO-P model when
the dimension is approximately logn, giving some additional credence to the
LDH. See also the MAG model as discussed in Sect. 12.3.4.

2. Another interesting direction would be to generalize the GEO-P to a wider array
of ranking schemes (such as ranking by age or degree), and determine when
similar properties (such as power laws and bad spectral expansion) provably aas
hold. Simulations with the GEO-P Tension model show promising data [31],
but the rich dependence structure of this model may make rigorous analysis a
challenge.
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3. As discussed in Sect. 12.2, the recent work [7] indicates that social networks
lack high compressibility, especially in contrast to the web graph. Note that
property (v) bad compressibility has not been explicitly studied in any of the
models presented here. It would be interesting to study compressibility in these
models, and to devise a model which provably has all five properties.

4. Anecdotal evidence from everyday experience with Twitter and Facebook shows
that news and gossip spread quickly in such networks. An epidemiological
model, such as SIS or SIRS, or even a deterministic model such as firefighting
and seepage [5] would be worth exploring in real OSN data and in the models.
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NAVEL Gazing: Studying a Networked
Scholarly Organization
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Abstract Many North Americans now work in a global economy where
corporations foster networked work – with employees participating in multiple
teams and often for multiple purposes – and they do so in networked organizations
– whose workers may be physically and organizationally dispersed. We analyze
networked workers in one networked scholarly organization: the GRAND Network
Centre of Excellence. Drawing on qualitative and social network data, we present
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our preliminary findings at the early stages of GRAND. Early discussions viewed
networked organizations as the antithesis of traditional bureaucratic organizations
and expected bureaucratic characteristics such as hierarchy, centralization and
formalization to be absent and cross-boundary flows – the hallmark of networked
organizations – to be prominent. Our research shows that reality is more complex
than the early deductive expectations for networked organizations. The GRAND
network is well positioned for cross-boundary flows but they are not yet extensive.
In the distributed GRAND network, researchers communicate mostly via now-
traditional email although in-person contact is almost as frequent. GRAND is
designed with few formal hierarchical differences. Yet hierarchy matters when it
comes to communication – researchers in higher positions have higher centrality
in communication structures, both GRAND-wide and within projects, suggesting
consistent advantages in their communication. Cross-disciplinary exchanges in
GRAND are low at the network’s early stages, with little collaboration between
Computer Science and Engineering, on the one hand, and Social Sciences and
Humanities, on the other. Researchers in Arts and Technology emerge as the most
active collaborators in the network both internally and externally. Work within
provinces is still the norm.

13.1 Introduction: Networked Work in Networked
Organizations

The world is becoming networked: work and organizations as well as computers
and friendships [43]. Many North Americans now work in a global economy
where corporations deal agilely with turbulent market environments by fostering
networked work. They participate in multiple teams – often for multiple purposes
[36]. And they do so in networked organizations – whose workers may be physically
and organizationally dispersed. This is a major change from the situation since the
Industrial Revolution of the 1800s, where the organization of work has been that
of employees in large factories and offices, or in small bounded groups such as
retail shops. Although there are still plenty of such factories, offices and shops, a
host of forces has been transforming work from individual or group activities to
networked activities.

We analyze in this chapter networked workers in one networked organization: the
GRAND Network Centre of Excellence. Although a scholarly network may seem
different from other organizations, it has some analytic advantages. All researchers
are computer literate. Researchers are used to collaborating, and in GRAND, all
researchers are expected to contribute to other projects in the network. Productivity
is visible through such outputs as scholarly papers, presentations, research grants,
and media coverage: all data that GRAND collects. All of this collaboration leaves
a clearly-marked trail.

GRAND, an acronym for Graphics, Animation and New Media, is a Canadian
network of scholars – computer scientists, social scientists, and humanists – that
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stretches 4,440 km from Dalhousie University in Halifax on the Atlantic Coast to
the University of British Columbia and Simon Fraser University in Vancouver on the
Pacific Coast. GRAND is designed to be a networked organization. Each of the more
than 100 faculty members in GRAND is encouraged to work in multiple research
projects, and each project seeks to include researchers from several universities and
several disciplines.

One of the 34 projects in the network is GRAND’s NAVEL-gazing project –
intended to analyze GRAND itself. (NAVEL officially stands for “Network As-
sessment and Validation for Effective Leadership”.) In this chapter, we present
the results of NAVEL’s research at the initial stage of the network when GRAND
had just become operational. We examine why scholars have joined the GRAND
network, what ties connect them to the network and to their projects, how they work
in multiple teams on multiple projects, and how they use various communication
media for connectivity.

Although the research presented here is preliminary, it is pioneering both in the
study of dispersed scholarly networks and in the more general study of networked
organizations. That is because management gurus’ assertions and advocacy about
how networked organizations can – and should – operate outweighs the evidence
and analysis about how they actually operate. By contrast, our analysis draws on
qualitative and survey data to reveal patterns of collaboration and communication.
It contributes to the study of networked organizations a detailed description of how
networked scholars are connected and how such organizations function.

After a review of the current state of knowledge about networked work in
networked organizations, we briefly described how our NAVEL team is studying
GRAND. We then proceed to discuss our preliminary findings at the early stages of
GRAND about:

• Rationales for participating: pragmatic, intellectual, and networking
• Overlapping types of networks in GRAND, such as Working With, Friendship,

Advice, and Coauthorship
• Means of communication: in-person, email, phone, and social media
• The extent to which GRAND functions as a networked or hierarchical

organization
• GRAND’s networked relationships across projects, disciplines, and provinces

13.2 Literature Review

13.2.1 The Turn to Networked Organizations

Networked organizations cross boundaries: their employees work in multiple
fluid teams – that are often ad hoc and temporary – and they switch between
teams, organizational units, or organizations. Compared to traditional bureaucracies,
networked organizations can be flatter and more decentralized. Such organizations
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are often geographically distributed and facilitated by technology; they become both
networked and virtual. They can take the form of work groups, large-scale project
teams, and inter-organizational strategic alliances [11, 13, 28, 50].

Five related trends are encouraging the turn to networked work in networked
organizations:

First, the globalization of work, consumerism, and travel has expanded and
diversified the reach and purview of organizations.

Second, the shift in developed countries from growing, mining, making, and
transporting things – atom-work in the material economy – to selling, describing,
and analyzing things via words and pictures – bit-work in the information economy.
A rising number of people belong to what Richard Florida calls the “creative class”:

People in science and engineering, architecture and design, education, arts, music and
entertainment, whose economic function is to create new ideas, new technology, and/or
new creative content [21, 37].

In short, they are people who usually manipulate bits on computer networks more
than atoms [43]. For example, GRAND is entirely composed of bit-workers: faculty,
students, support staff, and corporate, non-governmental and government partners.

Third, although the shift to networked work and organizations began before the
Internet and Mobile Revolutions, these two revolutions have accelerated the shift,
because these two revolutions allow bit workers to have more ability to network – in
multiple senses of that word – than atom workers on assembly lines. Information and
communication technologies (ICTs) make it easier to connect and collaborate when
workers are pushing bits by calculating, searching, drawing, and writing. Some of
the most ICT-connected workers have jobs built around creative effort rather than
manufacturing or standardized paper-pushing [43].

Fourth, the Internet allows people to communicate, collaborate, and access
shared information, databases, software and hardware at a distance – from publicly
available libraries to secret corporate records [22].

Fifth, the Mobile Revolution allows bit-workers to be productive with their
laptops and smartphones while being away from their desks. While the purchase
of desktop computers has leveled off and that of wired-in landline phones has
declined, the purchase of mobile phones, tablets, and laptops has soared. It is often
as easy to push bits at home or in the coffee shop as it is in the office. “Road
warriors,” including scholars, do their work at homes, offices, hotels, planes, trains,
and automobiles.

Neither all workers nor all organizations in North America have become
connected. Many people still work on assembly lines, sit in separate cubicles –
white-collar assembly lines – or work alone in shops or trucks and taxis. There are
plenty of traditional bureaucratic organizations. Even so, networked work has be-
come the norm in many workplaces. Networked work and networked organizations
are common in research where they are well aligned with the information-related
and creative nature of work and with scholarly traditions of collaboration [41].
Several trends specific to scientific research encourage the emergence of networked
scholarly organizations.
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First, ever since the emergence of big science in the 1930s and 1940s, scientific
research has become the domain of large collaborative projects [23]. They are often
distributed across several locations and even globally. Collaborating researchers
rely on an array of technology to collaborate and share results encouraging the
emergence of e-science [27].

Second, concerns about the broader recruitment of experts, coordinating
research, pooling data, or efficiently using expensive equipment, foster multi-
organizational involvement [6]. Sometimes scholars from different organizations
become members of communities of practice – virtual learning communities
through whose networks they can access tacit knowledge and lore, earn professional
reputations, and develop useful concepts [6, 52].

Third, the scope and complexity of research issues today often benefit from
multi-disciplinary solutions. Many projects recruit experts from several disciplines
[17]. Research collaboration is becoming larger and more complex, increasingly
multi-institutional, multi-site, multi-disciplinary, and reliant on technology.

Fourth, in addition to collaboration in informal scholarly networks – “invisible
colleges” [14], research networks are becoming more formally structured. Large-
scale complex collaboration among scholars today entails organizational issues such
as negotiating goals and priorities or providing administrative and technological
support [6]. That is why collaborative efforts foster more formal structures,
including networked organizations [46].

Thus, many scholarly networks today function as networked organizations
with flexible cross-boundary information flows and decentralized flatter structures.
Such organizations may significantly improve creation but also entail substantial
coordination costs.

13.2.2 Benefits and Costs of Networked Organizations

Management analysts have suggested that flexible, decentralized, networked orga-
nizations have several advantages, from recruiting the right talent to decreasing
office costs and fostering creativity. Networked firms can assemble ad hoc teams
with diversified talents and perspectives. Workers have more discretion about the
work they accomplish, take greater ownership and pride in their work, and may be
more productive. Networked organizations that are geographically distributed and
Internet-based, can offer flexibility in the organization of work, reduced real estate
costs, more work time through less commuting, and rapid access to information
[5, 41, 43].

What sets networked organizations apart from traditional bureaucracies is their
potential to encourage knowledge creation, creativity, and collaboration rooted in
their flexible cross-boundary flows. Networked organizations are seen as less de-
terministic than traditional bureaucratic organizations; they are based on fluctuating
patterns of association and emergent structures [28]. Members work and network
between workgroups and organizations – and at times, between continents. As they
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move among teams, workers expand the networks of expertise that are “glocal”,
with both local interactions and global connectivity [41]. Having connections to
different work teams provides more diverse information and helps finding people
who are interesting and think differently [7, 10]. The more structurally diverse the
networks, the better the performance of both individuals and their work teams [55].

In scientific research, boundary-crossing work and information flows occur
along several dimensions: disciplines, institutions, sectors, and locations. Multi-
institutional collaboration can bring the benefits of pooling research expertise,
coordination of research activities on a broader scope, and more efficient use of
infrastructure. Policymakers often assume that collaborative research structures will
inevitably foster work across institutions, disciplines, sectors, and distances. They
believe that such cross-cutting flows will bring significant gains to society, advance
science, and benefit scientists themselves.

Yet, complex research collaboration faces significant challenges and is not al-
ways successful [39,40]. Collaboration can be hindered by competition for funding
or efforts to guard intellectual property [6,7]. Coordinating research activities across
large organizations such as universities or government organizations – many of
which continue to function as bureaucracies – can be difficult and slow. Some past
studies found a negative correlation between the success of collaborative research
networks and the number of participating institutions [45]. Other research, in
contrast, links fewer participating organizations to increased potential of conflict
between teams as well as between scientists and project management [46]. When
organizational members – such as GRAND scholars – move between multiple
projects, their attention and loyalty can be divided. These difficulties intensify when
new teams are formed who do not know each other and do not share a common
culture: an inherent phenomenon in GRAND’s multi-discipline imperative [38].

Collaboration is especially difficult when participating organizations come from
different sectors, such as academia, industry, NGOs, and government. Partnerships
across sectors are considered vital for successful knowledge transfer and innovation:
engaging future users early in the research process increases the likelihood that
the research outcomes will be adopted [18]. Yet, different concerns, institutional
constraints, and cultures make such partnerships difficult and research shows that
sectoral boundaries can be especially strong [20].

Further, the complexity of current research problems requires contributions from
several disciplines. However, researchers from different disciplines do not have a
shared understanding of the issues and lack common methodologies and practices
created by disciplinary training and by interaction at scientific forums [12,17]. Ties
between them tend to remain limited to information exchange rather than be close
collaboration [45]. To work across disciplines, researchers need to establish a shared
understanding of issues and common practices, as well as overcome a lack of social
bonding. That is why multi-disciplinary teams require management of both tasks
and relationships.

Difficulties created by disciplinary and institutional differences are often com-
pounded by distance. When physically dispersed, scholars tend to have more
communication and coordination difficulties and may take more time to get work
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done [17]. Using technology to communicate can increase the opportunity for
misunderstanding, slow down communication, decrease the incentive for partici-
pants to adapt, and make building trust difficult [6, 30, 38, 56]. Perhaps that is
why researchers, who need to communicate novel and complex knowledge, have
a strong preference for in-person rather than mediated communication [6, 18, 45].
Despite their collaborative traditions and familiarity with technology, researchers
do not make the perfect distant collaborators [17]. Managing dispersed cross-
organizational research teams remains difficult even when technology is ubiquitous.

13.2.3 Organization of Work and Collaborative Practices

Individual researchers develop a range of solutions to cope with the difficulties
of large scale collaboration. Scientists working with colleagues in large scholarly
networks often find themselves engaging in several research projects within or
across the network. They have increased access to funding and information yet
they juggle multiple deadlines and commitments to different teams and bear
higher coordination and communication costs. Since academic institutions do not
always reward joint research, joining collaborative endeavors may be problematic
[12,18]. Propensity to collaborate varies across disciplines and is linked to resource
concentration, the need to coordinate research, or culture [4]. Individual rationales
also play a role: intellectual stimulation or more pragmatic rewards such as revenue
related products and services, human capital, self-marketing, peer recognition, and
personal needs [42]. Moreover, participants in large collaborative networks tend
to be established academics free of the pressures of career building and strongly
concerned having others recognize their research [20].

Researchers engaged in complex collaboration develop distinctive work practices
to cope with coordination and communication costs. They tend to organize work
in ways that minimize interdependence and decrease the need for coordination
and communication [26, 39]. Few projects require ongoing interaction. Instead,
researchers divide the work into separate, well defined segments that can be done
independently. Most projects are additive: collaboration is like a jigsaw puzzle
in which pieces fit together at the end. Another common strategy is to invite
collaborators with whom researchers have previously worked [18]. Teams where
members have known each other in advance have established work practices, and
have less conflict [46].

Ensuring successful collaboration in scientific research requires both individual
and organizational level solutions. Success depends on the ways in which networked
organizations are organized and managed. However, discovering best practices is
difficult because networked organizations are conceptualized in different ways.
Some analysts maintain that such organizations are loose associations held together
by emergent patterns of interaction [28]. Other analysts contend that networked or-
ganizations still contain traditional organizational hierarchies [35]. Taylor, drawing
on distributed cognition framework, claims senior management becomes especially
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important in networked organization because they collect and express collective
organizational knowledge [49].

Research has yielded disparate findings. While scholarly organizations with
centralized decision making – where leaders make decisions without wide consul-
tation – experience more conflicts between scientists and project management, their
formal authority facilitates rapid decision-making [46]. Even in more networked
structures, centralization and hierarchy can benefit a dispersed group: when a few
experts answer inquiries in their field of expertise, communication efficiency can
increase [1]. In such situations, decentralized authority co-exists with centralized
communication.

In short, trends in scientific research foster the emergence of networked scholarly
organizations as a way to conduct large-scale complex collaborations. Such collab-
orations can bring considerable benefits, yet face significant challenges and foster
distinctive practices. Until now, studies of multi-disciplinary multi-site research
have focused on project management practices or technology use. Few discussions
of networked organizations have actually analyzed the social networks within
them. Moreover, studies of scholarly networks are not informed by the concept
of networked organizations [31]. This disconnect hinders in-depth understanding
of how networked scholars collaborate and how networked organizations operate.
NAVEL’s study of GRAND addresses these gaps.

13.3 The GRAND Network of Centres of Excellence

GRAND is part of the Networks of Centres of Excellence (NCE) program, a
key part of the Canadian government’s strategy to encourage knowledge creation
and innovation (www.nce-rce.gc.ca). The NCE program is specifically designed
to support scientific knowledge that fosters socially and commercially relevant
research. It funds multi-discipline and nation-wide research collaboration as well
as multi-sectoral partnerships between academia, industry, government, and not-
for-profit organizations.

GRAND started functioning at the start of 2010 to serve as a catalyst for
research and innovation for new media and information technologies. Its mandate
is to encourage innovation in information-intensive industries, increase Canada’s
capacity to deploy ICT infrastructure, and contribute to the development of its
knowledge-based economy. GRAND – as all NCEs – creates a flexible networked
organizational form based on less formal ties, boundary-spanning flows, and
permeable boundaries. It is a loosely connected network of academics, government
and industry decision-makers and researchers, NGOs, and other stakeholders that is
united by shared interests in studying new media. GRAND’s industry, government,
and NGO partners were still being recruited at the time of the data collection, but the
activities and relationships among the academic members of GRAND show much
of how GRAND functions.

www.nce-rce.gc.ca
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Fig. 13.1 GRAND researchers by discipline

At the early stage that we collected our data, GRAND comprised 143 academics:
56 (39 %) of them project leaders holding the title of Principal Network Investigators
(PNI) while the remaining 87 (61 %) are Collaborating Network Investigators
(CNI). GRAND members are expected to work in a networked fashion. All members
are encouraged to collaborate actively across network projects, thereby pooling
resources and information: at the initial stage of GRAND, 52 % of the members
participated in several projects. As for all NCEs, GRAND is funded for a limited
period of time. In short, while membership in GRAND is somewhat more formal
than participating in informal scholarly networks, both the project and network
boundaries are porous and temporary.

The composition of the network is diverse in terms of locations and disciplines.
GRAND’s academic researchers come from 26 institutions of higher education
dispersed in seven Canadian provinces. Their disciplinary backgrounds range from
Computer Science and Engineering to Art and Design, from Information Science
and Journalism to Social Sciences and Humanities. Among GRAND participants,
52 % come from Natural Sciences and Engineering, 45 % from Social Sciences
and Humanities, and 3 % from Health research. A more detailed breakdown
on Fig. 13.1 shows that almost half (46 %) of GRAND members are computer
scientists. Others come from Information Science (13 %), Arts and Technology
(13 %), Social Sciences (7 %), Humanities (6 %), and Engineering, Medicine and
other professions (15 %).

GRAND’s projects are interdisciplinary and dispersed. Among the 34 projects in
the network, only three have all members from the same discipline. By contrast, two-
thirds of the projects involve three or four disciplines. Project members come from
multiple universities and are geographically dispersed. On average, project team
members come from five universities and are located in three provinces (Fig. 13.2).

In short, the recruitment and structure of GRAND are intended to encourage
multi-disciplinary, multi-university, and inter-provincial collaboration. The diversity
of researchers in terms of disciplines, university affiliations, and locations creates
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the precondition for boundary-spanning flows. Moreover, GRAND’s formal rules
and procedures aim to create links across projects, organizations, disciplines, and
locations. Key questions are emerging:

• What processes and relationships does the GRAND networked structure support?
• What researchers does the network attract?
• What ties link researchers to the network?
• How do researchers collaborate when their projects are still new?
• What challenges are emerging, and how are the scholars coping with them?

13.4 Methods

NAVEL conducted a mixed methods study, collecting data in the following ways
[15]:

1. An online survey about interactions in GRAND using LimeSurvey open source
software. GRAND members are dispersed across the country and an online sur-
vey provides secure and convenient access for all GRAND members. Participants
describe with which GRAND members they collaborate, exchange advice, share
ideas, network, make friends, or would like to meet. In addition, the survey asks
about the use of communication media such as landline phones, mobile phones,
emails, or instant messages. This approach, starting with a roster of members, is
an established procedure in social network analysis.

2. Longitudinal data: NAVEL involves several successive surveys that will examine
the early stage, the mid-point, and the final stage of existence of GRAND. This
enables the team to examine the evolution of the network. The baseline survey
was conducted a few months after GRAND received formal approval. All survey
participants were academic researchers as partners and students were still being
recruited at that time. All GRAND academic members (143) were invited to
participate: 101 of them completed the survey. Analyses were conducted using
ORA and UCINET software.

3. Semi-structured interviews with GRAND researchers, students and partners.
The interviews focused on respondents’ rationale for joining GRAND: work,
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coordination, communication practices, and recent developments in projects.
Interview data collection is ongoing: the team has conducted 38 initial interviews
and 12 follow-up interviews. Analyses use Saturate software. To understand the
interviewees’ rationales for collaborating, we use a narrative analytic strategy
that focuses on the themes within the narrative and searches for experiences that
may not be shared by all the interviewees [3].

4. Data from online interactions and publications among GRAND members. Given
the dispersal of GRAND members and the popularity of online collaboration and
communication tools, much of the interactions among GRAND members are
expected to take place in online forums, chats, or with the help of other online
collaborative tools. These online interactions are automatically preserved in the
form of chat messages, forum postings, wiki pages, etc. and can be collected
using automated techniques. In addition, NAVEL collects publications data from
various online databases such as Google Scholar, Scopus, and Web of Science.

We use Social Network Analysis (SNA) to analyze connections among researchers.
SNA focuses on the structure of relationships among units, be they individuals,
groups, or organizations [16], and on the way these relationships affect the processes
in a network [24, 51]. By using SNA, NAVEL can demonstrate actual rather than
the prescribed exchange among GRAND members, conduct analysis on several
levels, capture boundary interactions, identify internal groupings, and study formal
positions within GRAND and universities (academic rank) that shape the processes
in the organization [44]. In this discussion, we examine ties at two different levels:
ties on the level of the GRAND network as a whole, revealing how researchers
connect to other GRAND members, and ties on the level of projects, revealing
how researchers connect to others within their projects. Network analysis treats
exchanges with different contexts as giving rise to distinct networks. For instance,
friendships give rise to friendship networks, while working together results in a
different work network. It is precisely the overlap and divergence of these different
networks that inform the understanding of how processes unfold. In turn, cross-
boundary interactions demonstrate the extent to which GRAND functions as a
networked organization. Hence, our analysis focuses on: (a) describing existing ties
and processes; and (b) revealing cross-boundary interaction.

13.5 Findings

13.5.1 Rationales for Participating

Given the challenges that large collaborative networks such as GRAND present
for individual researchers, joining is by no means an obvious decision. It reflects
disciplinary constraints and individual attitudes and is a key to understanding
collaborative behavior.
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13.5.1.1 Pragmatic Rationales

Many researchers point to pragmatic rationales for joining GRAND. Their ratio-
nales are consistent with previous studies suggesting that scholarly collaborators
are motivated by pragmatic rewards such as revenue related products and services,
self-marketing, and personal needs [32].

Academics face pressure to do research and to publish. For many, looking
for research funding is a continuing concern. Funding from GRAND lessens
this ongoing concern and enables senior and junior researchers alike to maintain
their research program; it also reduces some immediate problems such as funding
graduate students.

GRAND provides stable funding for up to 15 years. This longevity is especially
attractive: it makes it possible for researchers to work on sophisticated projects
without interruption. A researcher says, “So I thought the fact that it could extend to
15 years would provide me with base funding in my research area for a good chunk
of my career.”

GRAND has become a “home” for research that fits well into the network’s
research program. Some research projects in GRAND continue pre-existing col-
laborations. “We have been working our ass for 5 years. So for us it was just ‘Okay,
take what we are doing now anyway and work it into the GRAND proposal’” says a
PNI. In other cases, researchers start new collaborations that may shift their research
focus or change their team.

Joining GRAND can be useful for building careers. For junior scholars, collab-
oration can provide multiple publications with leading scholars as well as good
reference letters from them. Although the top people may not necessarily be
members of the same project, they are usually professors in the same field who
are familiar with other scholars’ work.

13.5.1.2 Intellectual Stimulation

Pragmatic concerns are neither the only nor the most important rationale for joining
GRAND. Many members are senior researchers who often have good access to
funding. As other studies have found, academics are often driven by the joys of
intellectual challenges, exploring new ideas, developing new paradigms, and finding
new methods [42]. Research collaborations, especially large collaborations such as
GRAND, allow them to tackle big questions by pooling expertise, student power,
facilities and equipment. A PNI says, “Funding is great. I am glad I have the funding.
But now you can put more minds to bear on a particular problem you cannot solve by
yourself.” While researchers have always understood the benefits of collaboration,
GRAND membership provides an additional push; “it is supposed to be kind of
opportunity – people will be kind of pushed into a direction and I think that will
depend more on micro-level collaboration.”

GRAND’s interdisciplinary nature is also an incentive for researchers who want
to expand their intellectual territory. For instance, one of the principal investigators
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in computer graphics plans to work with computer scientists who would offer new
approaches in his area. Other researchers aim to bridge different disciplines.

13.5.1.3 Networking

Although scholars have studied the pragmatic and intellectual rationales of re-
searchers, they have not studied the rationales that researchers have for networking
with each other. Yet, GRAND researchers extensively report that they have joined
the network and the project because of the caliber of other members. Many
researchers want to continue collaborating with colleagues they know, trust and
respect. As a PNI says “It’s my community. These are people I work with anyway.
I was having fun at the reception last night because it’s like old friends you’re just
getting in contact with again.” One researcher says, “to be in GRAND is to be in the
gang of the cool kids”.

GRAND also provides rare opportunities for networking across disciplines and
across distance. The sheer scale of GRAND facilitates networking as well as
access to resources, knowledge, and ideas from distant collaborators. The variety
of disciplines ensures the diversity of ideas and resources. In addition, GRAND can
be, as one PNI believes, “the gateway to better research in a global community.”
Networking opportunities expand in time as well: collaborative networks built in
GRAND may last longer than GRAND itself and could be further extended by the
graduate students working on projects when they become the next generation of
faculty members.

13.5.2 Relationships in the GRAND Network

Examining different ties among members provides insight into what holds GRAND
together. GRAND members provided information about a range of social and
professional relationships as well as their communication. We examined each type
of tie separately, and we did not always assume that ties that went in one direction
also went in the opposite direction. For instance, we treated giving advice and
receiving advice as different types of ties because such exchanges are often status-
based and asymmetrical: people who give advice are not those who receive advice.

The weakest tie, just Knowing another GRAND member, is by far the most
numerous. Members of professional communities such as GRAND often know
many others because they meet at conferences, exchange graduate students, or
collaborate on grant proposals. In addition to such common foci of interaction,
GRAND members know each other because they were recruited in a snowball
process: the core group of researchers invited their long-term collaborators who
in turn invited their own collaborators.

The next most numerous ties are those of Friendship and Work With. Collab-
oration is the official reason for joining GRAND, and friendship and collaborator
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Table 13.1 QAP correlations between social and communication networks in GRAND

Received Gave Received Work Email Email In-person In-person
advice help help (all) (strong) (all) (strong)

Gave advice 0.789 0.615 0.580 0.579 0.573 0.451 0.510 0.387
Received advice 0.516 0.611 0.296 0.591 0.460 0.515 0.386
Gave help 0.603 0.463 0.466 0.348 0.389 0.257
Received help 0.492 0.509 0.393 0.427 0.290
Work 0.732 0.525 0.621 0.465
Email (all) 0.673 0.802 0.608
Email (strong) 0.579 0.647
In-person (all) 0.766

sometimes coincides [25]. The recruitment practices in GRAND may have also
contributed to the relatively strong presence of friendship ties. Further behind in
their numbers are Gave Advice, Received Advice, Gave Networking Help, Received
Networking Help, and Coauthoring publications.

If the number of ties and the mean density of their interconnections indicate
how important each type of ties is in holding the network together, correlations
between networks of different types of ties reveal their overlap and shed light
on how processes unfold in GRAND. We used QAP (Quadratic Assignment
Procedure) to see how correlated two networks are with each other [33]. The higher
the QAP correlation between two networks, the more likely it is that the same
GRAND members have both relationships, such as “Giving Advice” and “Working
Together”. Thus, higher correlations show that different relationships connect the
same people thereby creating similar networks (Table 13.1).

Among all social networks in GRAND, networks of giving advice and receiving
advice are the most highly correlated with other networks. Both the gave- and
received advice networks have correlation values higher than 0.5 with all other
social networks except for the Coauthorship network. All that connects GRAND
members – working, networking, being friends, or even just knowing each other –
become opportunities for advice exchanges.

Various types of professional help are reciprocal and flow into one another.
GRAND members gave advice and received advice from the same people; this is the
QAP highest correlation between all networks (0.789). In many networks, advice
exchanges are often status-based and asymmetrical: established experts provide
advice to junior colleagues but not vice versa. However, in an interdisciplinary
network such as GRAND, advice exchanges become reciprocal: members consult
each other in their areas of expertise, both giving and receiving advice from the
same colleagues. Moreover, advice exchanges and networking are correlated so that
GRAND members give advice and networking help to the same persons (0.615)
and receive advice and networking help from the same persons (0.633). One form
of professional help easily becomes another form of help. These patterns are similar
to those found in other studies of NCEs [19].
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By contrast, Coauthoring publications is the least correlated with other GRAND
networks. Compared with the rest of the social networks, Coauthoring is not only
the most sparsely knit but also the most dissimilar network. Even its strongest cor-
relations – with working together and advice exchanges – are relatively weak. Such
low numbers and dissimilarity are consistent with the long cycle and infrequency
of publications. At the time the data were collected, GRAND projects had just
started and had yet to produce publications. Thus, coauthorship largely reports on
past publications. However, previous research has shown that past coauthorship
encourages subsequent collaboration, and that both coauthoring and collaboration
are related to friendship ties [54].

Patterns of working with colleagues are especially important: collaboration
is the reason for the existence of GRAND. Working with someone is strongly
correlated with received advice (0.611) and gave advice (0.579): correlations with
other networks are weaker. Working together – a more formal tie – thus provides
opportunities for consulting colleagues and exchanging advice, although it has yet
to provide networking help or coauthorship.

Friendship ties are most strongly correlated with knowing someone in GRAND
and with working with them – a pattern that reflects the recruiting practices of the
network and the initiation of projects. The people whom GRAND members know
in the network tend to be friends and collaborators.

In sum, at the early stage of GRAND that we studied, just knowing someone is
the most prevalent type of tie; work and friendship ties are the next most prevalent.
Coauthoring is the scarcest. These results are understandable in the light of the
goal of the network – collaboration, and the way many members were recruited
– by inviting one’s long-term collaborators. Advice exchanges are reciprocal and
intertwined with all other ties, suggesting knowledge transfer processes among
experts. Working with someone – a more structured and formal relationship – tends
to encourage advice exchanges, but it has yet to become the main opportunity for
other professional exchanges.

13.5.3 Modes of Communication

As GRAND researchers come from across Canada, much of their communication
can be with people who do not live within walking or driving distances. Yet,
GRAND members tend to be technologically savvy, and they have an array of
communication tools available to them. Their communication mainly takes place
through email as well as in-person interactions. Other communication media – such
as internet phones, landlines or mobile phones, or social networking sites – are used
to a much lesser extent.

Email is the most important communication tool of GRAND members, closely
followed by in person interaction (Fig. 13.3). Of all communication networks,
the email network is most highly correlated with all of the social networks
and especially with the work network (0.732). Members use email in all their
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Fig. 13.3 Communication among GRAND researchers by media

relationships and are particularly likely to use email with the people they work
with. In-person communication is also highly correlated with working together
(0.621). Researchers either find opportunities to meet in person or they work with
people who are geographically close to them. Such results confirm past results
highlighting importance of in-person contact among scientists [6, 19, 25]. Our
findings support and add to a wide body of research that show that email and in-
person communication are strongly correlated (0.80): email does not replace but
adds on to in-person communication [43].

13.5.4 Relationships Within Projects

GRAND members may connect differently within their own projects than with
the overall GRAND network. Projects, as the unit of collaboration in a research
network, foster different behavior. Because the average size of a project is 8.5
members, we could not use QAP. Instead, we use OLS to study correlations of
network characteristics between projects.

The patterns of ties within the projects are similar to those of the whole network.
However, higher densities within projects indicate that projects – the foci of formal
collaboration – are more interconnected than the whole network. Researchers know,
work with, and exchange professional help with more of their team members than
they do with their colleagues in the overall GRAND network. At the same time,
the mean densities in projects do not reach above 0.43 (Know): project members do
not know all their colleagues nor do they work with all of them. This may suggests
a pattern of working in small sub-groups of collaborators. While project members
meet at GRAND events or professional forums, they do not necessarily collaborate
with every project member they know.

Network-level and project-level density correlations also have similar patterns.
Network-wide and within projects, giving and receiving advice are most strongly
correlated with other types of social ties. Coauthoring publications remains the
most unique network. Exchanges of advice and of networking help are reciprocal
(Table 13.2).
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Table 13.2 Correlations between social and communication networks in projects

Know Work
Gave Received Gave Received

Coauthor Email
In

advice advice help help person

Friends 0.668** 0.528** 0.655** 0.580** 0.176 0.493** 0.715** 0.472** 0.289

Know 0.697** 0.768** 0.744** 0.316 0.527** 0.488** 0.626** 0.273

Work 0.709** 0.889** 0.457** 0.705** 0.452** 0.844** 0.406*

Gave advice 0.844** 0.541** 0.734** 0.446* 0.687** 0.306

Received advice 0.453** 0.793** 0.429* 0.852** 0.319

Gave help 0.612** 0.089 0.444* −0.034

Received help 0.264 0.764** 0.024

Coauthor 0.337 0.364*

Email 0.279

*p < 0.05; **p < 0.001

GRAND’s projects vary considerably in size, density and centralization [53].
Networks within projects are noticeably different than the networks that extend
throughout GRAND. Within projects, people working together are likely to be past
co-authors and friends. Friendship ties in projects are also correlated with all of the
other types of social networks, indicating that friends working together on projects
have especially rich and complex ties. Working with another project member is also
correlated with all other social relationships: work ties have become almost as im-
portant as advice ties. Work ties are particularly strongly correlated with advice ties.

In short, researchers are more connected to their project team members than
to colleagues elsewhere in GRAND. Yet, they neither know nor work with every
member of their projects. They have multiple connections to the small subgroup
of project team members they actually connect with, and especially to those of the
project team members who are friends.

Within projects, as throughout GRAND, researchers rely on both email and in-
person communication, with email the most common medium. The frequency of
email communication is more strongly correlated than in-person communication
with all professional exchanges such as received advice (0.852), work with (0.844),
and received networking help (0.764).

In-person communication is more weakly correlated with professional ex-
changes. The highest correlation is the moderate one with working together (0.406).
This suggests that at least some of the project work is either done locally, or that
more distant collaborators find opportunities to meet in person. Interview data
confirms both patterns: many project members made efforts to visit their project
collaborators or work closely with colleagues in the same university.

By contrast to GRAND-wide communication patterns, email and in-person
communication are not strongly correlated within projects. While project members
use both email and in-person communication, they most likely use each of them to
contact different sets of project collaborators. Coauthorship ties on project level
offer an interesting twist in communication: in-person communication (0.364)
is slightly more strongly correlated with coauthorship than is email (0.337).
Researchers contact their co-authors on the project frequently by email and, in
addition, meet them in person.
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To summarize, all social and professional connections – friendships, work,
advice exchanges, and networking help – are more intense within projects, than
in GRAND overall. Yet, project members neither know nor work with everyone
on their projects. Instead, they connect to sub-groups within projects, where
collaboration, exchanges of advice, and networking help are particularly active and
ties among project collaborators are especially rich and complex. Such patterns are
consistent with past research suggesting that scholars tend to organize their work in
small teams within projects [26].

13.5.5 GRAND as a Networked Organization?

13.5.5.1 The Extent of Hierarchical Relationships Among GRAND
Members

Although there are relatively few formal hierarchical distinctions in GRAND, these
can affect the resources allocated to GRAND members. For instance, a PNI gets
more funding than a CNI.

To explore further whether GRAND has a flat, non-hierarchical structure consis-
tent with networked organizations, we examine how the formal position of members
affects their communication. We use Closeness Centrality (referred to as Centrality)
in the Know network to indicate the position of individual members in the research
networks. Higher values of Centrality mean fewer message transmissions, shorter
times, and lower costs, thereby facilitating efficiency in communication. Closeness
Centrality is measured by two variables: GRAND Centrality – indicating individual
researchers’ positions in GRAND communication networks – and Project Centrality
– indicating their positions within projects. Since both formal position in GRAND
and the two centrality measures might be influenced by academic seniority and ex-
perience, we use as control variables Academic Rank (assistant professor, associate
professor, and professor) and Age (gender was not significant). A two-step analysis
demonstrates the impact of formal position on the communication efficiency of
researchers. First, social network analysis using ORA software produced the
centrality measures of researchers. Second, partial correlation analyses show the
relationships between Centrality and Formal position.

The mean value of GRAND Centrality is 0.24, while that of Project Centrality is
0.41. This suggests that researchers communicate with their own project members
more efficiently than with other GRAND members since they know more collabo-
rators in their projects and often have shorter geographic distances and disciplinary
distances than in the overall GRAND network.

The formal position of researchers in GRAND also affects their communication
efficiency. Academic rank and age mediate the relationship between formal position
in GRAND and overall Centrality: academic rank is the principal mediator. When
controlling for academic rank and age, the partial correlation between Project Cen-
trality and Formal Position increases to 0.36. This indicates a significant relationship
between the researchers’ formal positions and their centrality in projects.
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In other words, researchers with higher formal positions in GRAND are more
likely to occupy more central positions in the overall GRAND network, either
because their formal position led to their centrality or because their centrality in the
professional community has resulted in their high formal positions. Similarly, within
projects, GRAND members with higher positions communicate more efficiently.
Centrality in GRAND and centrality in projects are correlated, suggesting the
consistent advantages of higher-position members in their communication. This is in
line with interview data indicating that some junior members have trouble accessing
information about GRAND activities. As one CNI put it, “sometimes I feel really
out of the loop.”

Thus, despite GRAND’s emphasis on expertise, formal positions in GRAND
reflect differences in communication. GRAND members in higher formal positions
have advantages in communicating with other members of GRAND as well as with
their project members. This is consistent with other research showing that hierarchy
in communication structures coexist with relatively flat authority structures [1].

13.5.5.2 Collaboration Across Project Boundaries

Ties across organizational boundaries are a hallmark of networked organizations.
GRAND leadership facilitates connections across projects. PNIs – the higher-
position researchers – are strongly encouraged to participate in at least three
projects, and all GRAND researchers are encouraged to participate in multiple
projects. GRAND thus has dual interpersonal and inter-project networks: its
researchers are linked by affiliations with projects, and its projects are linked by
researchers [3].

Even at the early stages of the network, most GRAND members (52 %) are
already working in several teams (Fig. 13.1). PNIs work in a mean of 2.9 projects;
some of them have as many as five projects. As Fig. 13.4 shows, 44 % are working
in more than three projects and 24 % of them are working with three projects.
By comparison, CNIs are working in an average of 1.3 projects; 75 % work in a
single project.
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Table 13.3 Density of interactions for work ties

CS ENGR A&T HUM SS PRO IS MED

Computer sciences 0.12 0.09 0.05 0.02 0.02 0.02 0.02 0.03
Engineering 0.11 0.06 0.05 0.02 0.05 0.04 0.03
Art and technology 0.35 0.13 0.06 0.10 0.05 0.00
Humanities 0.14 0.06 0.08 0.06 0.00
Social sciences 0.02 0.03 0.03 0.00
Professions 0.04 0.02 0.00
Information science 0.05 0.00
Medicine 0.17

CS computer science, ENGR engineering, A&T art and technology, HUM humanities,
SS social science, PRO professions, IS information science, MED medicine

Thus, GRAND members do not all cross organizational boundaries to the same
extent. PNIs – the higher-position researchers – are more engaged in multiple
projects than the usually more junior CNIs. In addition, because PNIs bridge
inter-group communication across projects, they are able to contact other project
members in shorter times and with lower costs. This is an important way in which
information flows between projects.

Thus, the design of GRAND, intended to foster ties across projects through PNIs,
contributes to a stronger role of hierarchical differences in GRAND and specifically
to efficient communication for higher-level members. Paradoxically, fostering
one aspect of the non-traditional networked organizations – cross-organizational
flows, is associated with another aspect of traditional bureaucratic organizations –
hierarchy.

13.5.5.3 Collaboration Across Disciplines

To what extent do GRAND researchers, coming from a range of disciplines, work
with colleagues within or outside of their own discipline? Ties within disciplines
and sub-disciplines foster efficient work because of shared lore. Yet, bridging ties
across disciplines span intellectual boundaries, aiding the transfer of knowledge.

Density measures suggest that disciplines follow two distinct patterns. Re-
searchers in Arts and Technology, Medicine, Computer Science, and Engineering
work most actively with colleagues in their own disciplines: the most internally
discipline is Arts and Technology (Table 13.3). By contrast, researchers in Hu-
manities, Social Sciences, Professions, and Information Sciences collaborate most
actively with colleagues outside their discipline: the strongest external connection
is Humanities with Arts and Technology.

While all density values are low, the relatively lower values between disciplines
suggest even less interactions. Computer Science, the largest discipline in the
network, shows a number of particularly low values for interactions with other dis-
ciplines. When computer scientists do collaborate, it is most likely with researchers
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in Engineering and – to a much lesser extent – with those in Arts and Technology.
There is little interdisciplinary collaboration between them and Social Sciences,
Humanities, and Information Science: a pattern akin to the proverbial arts and
sciences divide.

Arts and Technology researchers, themselves interdisciplinary, play a special
place in GRAND collaborations: they have the highest proportion of co-working
ties both within their own discipline and with other disciplines. Moreover, Arts and
Technology researchers are either the most active collaborators with the Humanities,
Professions, and Social Sciences; or the second most active collaborators with
Computer Sciences and Engineering. This is all the more important because they
work with researchers in Humanities, Professions, and Social Sciences who do not
collaborate actively with Computer Scientists. Humanities, Professions, and Social
Sciences researchers work outside their own discipline, but much of their inter-
disciplinary collaboration remains within the liberal arts and professions: only their
ties to Arts and Technology take them across the liberal arts boundary.

Information Science, the second largest discipline in the network, has its
own distinctive patterns. Similar to disciplines in the liberal arts and traditional
professions, a relatively high percentage of Information Sciences affiliations are
directed to other disciplines in the liberal arts, traditional professions, and Arts and
Technology. Few are to Computer Science. However, Information Scientists also
collaborate with engineers. In this way, their work ties cross the divide between
sciences and engineering, on the one hand, and liberal arts disciplines, on the other.

To summarize, while ties across disciplines do exist, interdisciplinary collabo-
ration is not extensive and there is some evidence of a division between Computer
Science and Engineering on the one hand, and Social Sciences, Humanities, and
traditional Professions on the other. Two disciplines – Arts and Technology and
Information Science – are more apt to bridge the liberal arts and the sciences
while those in the liberal arts are more likely to connect with other researchers
in other liberal arts disciplines. These complex results are in line with studies of
scientific collaboration suggesting that unique structural and cultural conditions in
each discipline encourage collaborative behavior to a different degree [4].

13.5.5.4 Collaboration Across Provinces

In a dispersed organization such as GRAND, connections across distance are a
salient part of boundary-spanning flows. GRAND’s universities tend to cluster
in near-by cities within provinces, and major Canadian universities tend to be
separated in different provinces. Hence, we can use work ties across provinces as
indicators of distant connections. Ties across distance are captured by the E-I index:
a measure that reveals whether the ties of group members are directed internally or
externally [34].

The E-I index (Table 13.4) shows that in the four largest provinces, researchers
tend to work within their own province. The larger the province and the more
network members there are from that province, the more likely they are to work
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Table 13.4 E-I Index output
for work network by province

Internal External Total E-I

Ontario 236 182 418 −0.13
British Columbia 286 177 463 −0.24
Alberta 96 68 164 −0.17
Quebec 68 64 132 −0.03
Nova Scotia 0 18 18 1.00
Saskatchewan 6 28 34 0.65

within the province. Disciplinary composition in each province may also affect these
results. For instance, network members from computer science-related disciplines
work more internally, within their discipline, than externally, with members from
other disciplines. In British Columbia and Alberta, where computer scientists
comprise about two thirds of the network participants from the province, the
propensity for working within the discipline may contribute to the propensity
for working within the province. By contrast, in Ontario and Quebec, with large
numbers of members from other disciplines, the prevalence of internal ties may be
due to the availability of researchers from diverse disciplines.

In short, within-province affiliation is the norm. Work and communication in
GRAND are consistent with the glocalization patterns discovered by previous
research: networked employees work both locally and globally, but predominantly
locally [41].

13.6 Conclusions

First, the GRAND network is well positioned for cross-boundary flows: the
members are substantially diverse in terms of disciplines, university affiliations,
and locations while the organization’s formal rules and procedures foster links
across projects, disciplines, and locations. The network has attracted researchers
who – in addition to pragmatic considerations of funding and career building – are
interested in the intellectual stimulation of diverse collaboration and in networking
with the right crowd. Its researchers want to challenge new research questions,
find new methods, and build new paradigms. Their rationales bode well for the
collaboration in GRAND as past research has found that intrinsic motives encourage
more interaction than extrinsic, and intellectual stimulation provides a stronger
incentive for collaboration than economic rewards [29,42]. At the beginning, many
members initially connect with their own disciplines and provinces; this is consistent
with other research emphasizing difficulties of cross-disciplinary and distant ties
[17, 38]. Yet, the nature of GRAND has created a structure that is fostering cross-
disciplinary contact and work.

Second, in GRAND’s early stage, Knowing, Working With, and Friendship are
the most numerous ties connecting the GRAND network. The preponderance of
these ties is consistent with the recruitment practices and with the goals of the
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network. By contrast, the fewest ties are past Coauthorships: a reasonable scarcity in
GRAND’s early days. Advice exchanges are the ties most strongly correlated with
all other ties: whatever else people are doing in GRAND, they exchange advice.
This result, congruent with past research on other NCEs, is a strong indicator for
knowledge transfer exchanges and learning in scholarly networks [18,19]. Although
further research is needed to substantiate such findings, the role of advice exchanges
in GRAND suggests that research networks – and perhaps professional networks in
general – can function as a distributed Community of Practice.

All types of ties are more numerous within projects, the basic units of collabora-
tion, although project members neither know nor work with everyone on a project.
Moreover, ties overlap more within projects: for example, friends exchange more
advice. Researchers tend to work with small sub-groups of team members within
projects: the projects themselves really are networks of sub-projects. There is a limit
to how much connectivity the researchers have, probably because previous research
has shown that scholars tend to organize their work to maximize independence and
minimize communication and coordination [17, 26].

Within projects, the basic unit for funding and production, all types of networks
are more strongly correlated than the overall GRAND network. Friendship and
coauthorship are associated as people who like each other, work together. In large
part, it is these friendships that led them to GRAND.

Third, in the distributed GRAND network, researchers communicate with their
colleagues mostly via email: one-to-one, in small groups, and in larger lists. In-
person contact is almost as frequent. These results are congruent with other studies’
findings of the importance of in-person scholarly communication [6, 19]. Previous
studies also have shown that for some tasks, such as brainstorming, in-person
contact is the most effective form of scholarly interaction [38]. Moreover, email and
in-person communication are correlated. They are used to contact the same GRAND
colleagues. There is media overlap rather than specialization. This is consistent with
findings suggesting that complex ties are maintained by several media [25, 43].

Somewhat counter-intuitively, communication in projects relies more on email
than does communication throughout all of GRAND. Yet, GRAND projects are
dispersed by design, and sub-projects with intense collaboration need not be collo-
cated. Email emerges as the more versatile medium used by intensely collaborating
project members.

Despite GRAND members’ digital media savvy, they rarely use internet phones,
mobile phones, or social networking sites such as forums and wikis. Yet, GRAND
members say they are looking for better collaborative tools. In the future, they
may incorporate more sophisticated collaborative tools and expand the use of a
particular medium. Or, projects may specialize, with each adopting its own informal
communication practices.

Fourth, as a networked organization, GRAND is designed with few formal hier-
archical differences. Yet, hierarchy matters when it comes to communication. The
differences in formal positions are related to centrality in communication structures,
both GRAND-wide and within projects. This suggests that GRAND researchers in
higher positions have consistent advantages in their communication based on fewer
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message transmissions, shorter time, and lower costs of communication. Strategic
position in communication flows of networked organizations may lead to superior
performance and further advantages. The future evolution of the GRAND network
will show whether these communication advantages for high-position researchers
persist, disappear, or increase.

It is the design of GRAND – intended to foster the permeability of project
boundaries – that fosters the impact of hierarchical differences on communication
efficiency. Shifting between teams enables networked workers to expand their
networks. GRAND’s requirement for higher-level researchers to participate in
several projects expands their networks, places them in bridging positions, and leads
to their communication advantages.

Such a pattern is significant as it may mean a trade-off in the structural char-
acteristics of the networked organizations where cross-boundary flows strengthen
hierarchal communication. Early discussions about both online (virtual) orga-
nizations and networked organizations expected such organizations to be non-
hierarchical [48] and decentralized [2]. Yet, hierarchy and formalization can aid
large collaborative networks [46]. As Ahuja and Carley [1] showed, virtual organi-
zations can exhibit considerable hierarchical and centralization tendencies in their
communication structures. In virtual organizations, they concluded, decentralized
authority structures co-exist with centralization and hierarchy that assists efficiency
of communication. Our results support this argument by demonstrating the central
position of higher level GRAND researchers in communication despite the relatively
flat authority structure. It also points to the design of the GRAND – specifically the
deliberate links across projects – that are a mechanism for fostering communication
hierarchy.

Fifth, boundary spanning exchanges in GRAND are low at the network’s early
stages. While ties across disciplines do exist, they are not extensive. There is little
collaboration between Computer Science and Engineering, on the one hand, and
Social Sciences and Humanities, on the other. Researchers in Arts and Technology
emerge as the most active collaborators in the network both internally and externally.
They play an important role in the network by working with researchers on both
sides of the arts and sciences divide. Information Science, the second discipline that
is most apt to cross boundaries, has fewer collaborative ties.

Sixth, collaboration within provinces is the norm. Working across provinces
– just like working across disciplines – is not extensive. Work flows across
provinces are not abundant. Canada is a big country, and there are few places where
participating universities in different provinces are near each other.

The low level of cross-boundary collaboration – both across disciplines and
across provinces – is in line with previous findings. It is difficult to achieve
cross-disciplinary collaboration, due to language, epistemological, and resource
differences that can hinder the formulation of visions, goals, and tasks [39]. When
scientists collaborate with others from different sectors, organizations, commu-
nities, and countries, additional challenges may arise from different perspectives
regarding what constitutes a research goal, realistic tasks, and task completion
time frames [47].
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In this analysis, the low level of cross-boundary collaboration can also be
explained by the early stage at which the network was studied. Yet, such an
interpretation may not be the full story. Quan-Haase and Wellman [41] found
patterns of glocalization in a networked organization: its members were connected
glocally – both locally and globally – with a high proportion of communication
occurring within the local work unit and within the organization rather than further
afield. GRAND researchers demonstrate similar glocal patterns with respect to
disciplines and locations. Such glocal patterns may not be the sign of undeveloped
cross-boundary flows but an integral part of the way networked organizations
function. The scholarly world is not flat; it is lumpy.

Early discussions viewed networked organizations as the antithesis of tradi-
tional bureaucratic organizations. These discussions expected key characteristics
of bureaucracies such as hierarchy, centralization and formalization to be absent.
Empirical research, scarce as it is, reveals a more complex picture. Traditional
bureaucratic properties co-exist with new post-bureaucratic ones, emergent com-
munication structures overlay old authority structure and functional divisions, and
performance is differently determined [1, 35, 46]. Our research shows that reality is
more complex than the early deductive expectations for networked organizations.
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Chapter 14
How Al Qaeda Can Use Order Theory to Evade
or Defeat U.S. Forces: The Case of Binary Posets

Jonathan David Farley

Abstract Terrorist cells are modeled as finite partially ordered sets. This paper
determines the structure of the terrorist cell most likely to remain intact if a subset
of its members is captured at random, provided that the cell has a single leader and
no member has more than two immediate subordinates.

14.1 Introduction

I arrived at Ted K.’s cell. “Cell” was the wrong word: As the door swung open, I
walked into what you would think of as a plush apartment. All that would strike you
as strange was the absence of any windows.

“I still can’t get over how well they take care of you here,” I said, shaking my
head. “Is that flat-screen TV new? I’m surprised they let you watch the news.”

Ted was sitting at a large glass table, papers with his neat handwriting littering
the surface—ordered chaos. His grey-black beard and hair were as wild as ever.
“Don’t worry: it’s just for playing video games.”

I sat down, folded my hands and said, “You have something for me?”
Ted smiled, the wrinkles around his eyes deepening. “As you know, for the last

five years I have been working on the problem of creating the perfect terrorist cell.”
“From inside prison?” I asked with a cold smile.
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Fig. 14.1 A poset example

“To be precise, I want to determine the structure of the terrorist cell that can best
withstand your government’s attempts to destroy it—a cell that, if a certain number
of its members were to be captured at random, would still have the best possible
chance of being able to carry out its mission.”

“And why would you want to do that?”
“To settle a score. That fellow from the NSA said my research wasn’t useful.

Wait till Al Qaeda gets a hold of it: Then your military will wish it had given me
funding when they had the chance.”

I usually let Ted go on a while with his the-fools-I’ll-show-them-all monologue,
but today I had little time. “And you’ve succeeded?”

Ted’s shoulders sagged slightly. “Not quite, but I’m getting close.”
“You remember that we model terrorist cells as partially ordered sets, or posets,

which are essentially organization charts where commands flow from the top to the
bottom.” He sketched a diagram, which he labeled, “Fig. 14.1.”

“In this example, Osama sits at the top of the organization. He can pass plans
down to his immediate subordinates, Obama”—I rolled my eyes—“and Adama,
but only them. Osama must rely on Obama and Adama to pass his orders further
down the organization: Adama to Bananarama, his only immediate subordinate, and
Obama to either Bananarama or Copacabana.

“Eventually Osama’s orders reach the foot soldiers, Copacabana and Fred, who
are the people who will actually carry out the attacks.

“Your government’s goal,” Ted continued, “is to arrest—”
“Or kill.”
“Arrest or kill enough terrorists so Osama’s plans cannot reach the foot soldiers.

For example, you could capture Osama himself, or both Obama and Adama, or both
Obama and Fred.”

“But not Copacabana and Adama,” I said impatiently, “because then Osama’s
orders could still get to a foot soldier, Fred, via Obama and Bananarama. I read
Fraly’s monograph, you know.”

Ted smiled wanly. “Then you know that the subgroups of terrorists you want to
capture are called cutsets. So the cell with the fewest cutsets will be the hardest for
your government to disrupt.”
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Fig. 14.2 A spider

Fig. 14.3 A binary tree with
seven terrorists

Ted sat back and put his hands behind his head. “Of course, the cell with a single
leader that has the fewest cutsets is clearly a spider: one leader with everyone else
as his immediate subordinate.” He called this “Fig. 14.2.” “To prevent the leader
from passing his plans to at least one foot soldier, you either have to capture him or
capture every foot soldier.

“But this is unrealistic,” Ted continued, “because can one man really supervise 8
or 9 or 18 different people? It is much more practical,” Ted said, “to suppose there
is a bound, b—say 3 or 4—on the number of immediate subordinates a terrorist
can have.

“If the cell is a tree—that is, if the cell has one leader and no one has more than
one immediate superior, like Fig. 14.3—then some computer scientists in Montreal
found that the best tree structure looks like this.” He drew Fig. 14.4. “You have
a leader with exactly b immediate subordinates, all of them foot soldiers except
for one, who has b immediate subordinates, and so on, until you run out of men.”
He sighed.

“The problem is, there are lots of possible terrorist cell structures that are
not trees.”

“Figure 14.1, for instance,” I chimed in.
“Still,” he said, “Fraly looked at all binary cells—”
“‘Binary’?” I asked.
“Where b equals 2,” Ted clarified. “Fraly showed in his monograph that the best

binary cell with a single leader and at most six terrorists was always one of the
special trees he had discovered, the ones the Montreal group later considered, and
Fraly posed a problem.” He paused. “But now I have settled the issue.”

I stared at him, narrowing my eyes.
“In the binary case,” Ted said quietly.
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Fig. 14.4 The perfect binary
terrorist tree with seven
members

14.2 Proof that the Optimal Binary Terrorist Cell
with One Leader Is a Pure Fishbone Poset

For order theory terminology, refer to Davey and Priestley [1] and Farley [2].

Definition 14.1. Let P be a finite poset. For p in P, let LC(p) be the set of lower
covers of p.

Definition 14.2. Let P be a finite poset. Let k be a natural number. A k-cutset is a
k-element subset that intersects every maximal chain of P. Let Cut(P,k) be the set
of k-cutsets of P and let cut(P,k) equal |Cut(P,k)|. A subset C of P is a cutset if it is
a |C|-cutset.

Observation 14.1. Let P be a finite poset with greatest element �. Assume
LC(�)= {t,x}. Then {t,x} is a cutset, and, if LC(t) and LC(x) are non-empty,
{t}∪LC(x), {x}∪LC(t), and LC(t)∪LC(x) are cutsets. �

Definition 14.3. Let P be a finite poset. Let b be a natural number. We say P is
b-ary if, for all p in P, |LC(p)| ≤ b; if b = 2, we call P binary.

Definition 14.4. For a natural number n, define the poset FP(n) as follows:

FP(0) := /0
FP(1) := 1, the one-element poset

FP(k+ 2) := [FP(k)+ 1]⊕ 1 for all k≥ 0.

Example 14.1. The posets FP(n) are shown in Fig. 14.5 for 1≤ n≤ 6.
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Fig. 14.5 The posets FP(n) for 1≤ n≤ 6

Note 14.1. For n ≥ 1, FP(n) is called in Farley [3], Definition A0.1 the pure fish-
bone poset of type ( n+1

2 , n−1
2 ;1,2, . . . , n−1

2 ;n) if n is odd and ( n+2
2 , n−2

2 ;1,2, . . . , n−2
2 ;n)

if n is even.

Proposition 14.1. For n≥ 3, cut(FP(n),1)=1.

For n≥ 3, cut(FP(n),2)=

{
n+ 1 if n = 4

n if n �= 4.

For n≥ 5, cut(FP(n),3)=

⎧⎨
⎩
(n−1

2

)
+
(n−3

1

)
+ 2 if n = 6(n−1

2

)
+
(n−3

1

)
+ 1 if n �= 6.

Proof. This follows from Corollaries A0.1 and A0.2 of Farley [3] or by direct
analysis. �

Corollary 14.1. Let P be a finite poset with a greatest element � that has exactly
two lower covers, t and x.

(1) Let a = 1 if |P|= 4 and let a = 0 otherwise. If

|{C ∈ Cut(P,2) : � /∈C and C �= {t,x}|> a

then cut(P,2) > cut(FP(|P|),2).
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(2) Let b = 2 if |P|= 6 and let b = 1 otherwise. If |LC(t)∪LC(x)| ≥ 2 and

|{C ∈ Cut(P,3) : � /∈C and {t,x} �⊆C}|> b

Then cut(P,3) > cut(FP(|P|),3).

Proof. (1) The cardinality of {C ∈ Cut(P,2) : � ∈ C} is n− 1, so by Observa-
tion 14.1,

cut(P,2) > n− 1+ 1+ a.

Use Proposition 14.1.
(2) The cardinality of {C ∈ Cut(P,3) : � ∈C} is

(n−1
2

)
;

|{C ∈ Cut(P,3) : � /∈C and {t,x} ⊆C}|=
(

n− 3
1

)

by Observation 14.1; and cut(P,3)>
(n−1

2

)
+
(n−3

1

)
+ b, so by Proposition 14.1

we are done. �

Lemma 14.1. Let P be a finite binary poset with greatest element �. Assume that
|P| is at least 3 and that for k equal to 1, 2, or 3, cut(P,k)≤cut(FP(|P|),k).

Then there exists a lower cover x of � such that P \ {x,�} has a greatest element
and

P = [P\ {x,�}+ {x}]⊕{�}.
Proof. Since |P| is at least 3, |LC(�)| is at least 1. If |LC(�)|=1, then by
Observation 14.1, cut(P,1)≥ 2, contradicting Proposition 14.1.

Since P is binary, let LC(�)={t,x} where t �= x. Assume for a contradiction that
LC(t) and LC(x) are non-empty.

If |LC(t)|= 1 = |LC(x)|, then Observation 14.1 and Corollary 14.1(1) contradict
Proposition 14.1.

Without loss of generality, |LC(t)| = 2. If |LC(x)| = 1, then, since |P| �= 4,
Observation 14.1 contradicts Corollary 14.1(1).

If |LC(t)∩LC(x)| equals 2 or 1, then Observation 14.1 contradicts Corollary 14.1
(1) or (2). Thus LC(t)∩LC(x)= /0, so |P| �= 6 and hence Observation 14.1 contradicts
Corollary 14.1(2).

Without loss of generality, LC(x)= /0. Then t is the greatest element of P\{x,�}
and x ‖ y for all y in P\ {x,�}. �

Lemma 14.2. Let Q be a non-empty finite poset. Let x and � be distinct elements
not in Q and let P = (Q+ {x})⊕{�}. Then for all k ≥ 0,

Cut(P,k+ 1) = {B∪{x} : B ∈ Cut(Q,k)}∪{D∪{x,�}: D⊆ Q and |D|= k− 1}
∪{E ∪{�}: E ⊆ Q and |E|= k}.
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Proof. Let C ∈ Cut(P,k+ 1). If x and � belong to C, then let D equal C \ {x,�}. If
� belongs to C but not x, then let E equal C \ {�}. If � does not belong to C, then
x belongs to C since C is a cutset. Let B equal C \ {x}.

If B is not a k-cutset of Q, then there is a maximal chain N of Q such that N∩B =
/0. Then M := N∪{�} is a maximal chain of P since N is non-empty, so M∩C �= /0,
i.e., /0 �= N ∩C = N ∩B, a contradiction.

Conversely, if F is a subset of Q, then F ∪{�} and F ∪{x,�} are cutsets of P.
If B is a k-cutset of Q, let C equal B∪{x}. If C /∈ Cut(P,k+ 1), then there exists a
maximal chain M of P such that M∩C = /0. Clearly x /∈M and�∈M, and M \{�}
is a maximal chain of Q, so M∩C ⊇M∩B �= /0, a contradiction. �

Theorem 14.1. Let P be a finite binary poset with a greatest element such that, for
all k ≥ 0, cut(P,k)≤cut(FP(|P|),k).

Then P is isomorphic to FP(|P|).
Proof (by induction on |P|). We may assume that P has at least three elements. By
Lemma 14.1, there exist x in P and a subset Q of P with a greatest element such that
P = (Q+ {x})⊕{�}, where� is the greatest element of P. Clearly Q is binary.

By Lemma 14.2, for all k≥ 0, cut(Q,k)≤cut(FP(|P|− 2),k), so by induction

Q∼= FP(|P|− 2).

Hence P is isomorphic to FP(|P|). �

14.3 Conclusion

“So what’s that mean in English?” I pleaded.
Ted sighed. “It means that if a terrorist cell has a single leader, and each terrorist

has at most two immediate subordinates, then the cell structure most likely to
succeed if some of the terrorists are captured at random looks like something in
Figs. 14.4 and 14.5.”

I shuffled my papers and stood up from the glass table. “Okay, we’re done here,”
I said: “You’re never getting out.” I smiled.

Ted was unperturbed. “Wait, I’m not dangerous yet. I haven’t figured out
how terrorists should organize their cells if each man can have three or more
subordinates. There’s still work to be done. You still have time to support my
research before it’s too late for your government, before Al Qaeda gets a hold of
my work and uses it to evade or defeat your government’s forces.”

“I’m not worried,” I lied. I walked to the door of his cell, pausing with a shock
as I opened it.

Man! Even the door handles were nice.
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Chapter 15
The ABCs of Designing Social Networks
for Health Behaviour Change: The VivoSpace
Social Network

Noreen Kamal, Sidney Fels, Mike Blackstock, and Kendall Ho

Abstract This chapter presents the Appeal, Belonging, Commitment (ABC)
conceptual framework, which describes how online social networks can be designed
to motivate positive health behaviour change. The ABC Framework is based on the
existing theoretical models that describe the determinants for motivating the use of
online social networks and health behaviour change. Common themes are drawn
from these theoretical models and combined to provide the determinants for the
three emergent themes: Appeal (individual determinants), Belonging (social deter-
minants) and Commitment (temporal determinants). Results from a questionnaire
survey and interviews are presented to validate and iterate the ABC Framework.
Based on these themes and their determinants, design suggestions are presented. A
case study implementation of the ABC Framework is shown through the design of
VivoSpace. The design strategies are interpreted to design the online social health
system, VivoSpace, and the ABC Framework is used to evaluate the design. This
case study shows that the ABC Framework provides the best methodology to design
and evaluate an online social network that will lead to a committed user base and
motivate health behaviour change.

15.1 Introduction

Maintaining good, healthy behaviour remains elusive for many. While most people
realize the importance of maintaining a healthy lifestyle, they often have difficulty
in managing their health. At a community level, a healthier population can lower
healthcare costs; therefore, it is not surprising that many public health initiatives
exist that encourage citizens to lead more healthy lives [16,19,44]. Healthcare may
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need to focus on wellness and prevention of illness to ensure future viability [13].
Furthermore, leading a healthy lifestyle is key to avoiding illness and vital for
managing chronic diseases. In fact, self-management of one’s health has been shown
to be of key significance in achieving positive health outcomes for all people,
healthy and sick [7, 18, 46]. We intuitively understand that our life choices are
heavily influenced by family, friends, colleagues and other connections we have.
In particular, our social connections heavily influence our health decisions such as
diet, exercise, smoking and drinking. In fact, social networks as far as three degree
away (friend of a friend of a friend) have been found to influence us in many ways
including health behaviour [8, 9].

Interestingly, the use of online social networks and online social gaming has sur-
passed everyone’s expectations, and led to a committed user-base [30]. Therefore,
it is not surprising that there is increasing interest in utilizing online social networks
as a technical platform for health behaviour change [31,32]. Consideration needs to
be given to the motivation for use of online social networks, as we need to ensure
that users will make use of the online social network system. For this reason, we
look at how the motivations for using online social networks can be understood to
inform the design of a system that will motivate positive health behaviour change.
We take a theoretical approach to understanding the motivation for the use of online
social networks and health behaviour change. We will show that existing theoretical
models both for motivating health behaviour change and for understanding the
motivations in using online social networks provide a conceptual framework, the
Appeal Belonging Commitment (ABC) Framework. The ABC Framework is used
to inform design strategies for online social networks to motivate health behaviour
change, which is a contribution to the domain of Human-Computer Interaction
(HCI) literature.

This chapter has the following organization. Related works is first presented in
Sect. 15.2, which shows studies that have been conducted in HCI. Then, Sect. 15.3
presents the theoretical models and their determinants for both motivation to
use online social networks and motivation to change health behaviour. The ABC
Framework is presented in Sect. 15.4, and it is evaluated and iterated in Sect. 15.5.
Section 15.6 presents the design strategies, and the case study is presented in
Sect. 15.7. Concluding remarks are provided in Sect. 15.8.

15.2 Related Work

In HCI literature, substantial number of papers have been published around the
design of technologies to promote health behaviour change. This includes papers
that have been specifically based on existing theoretical models. Furthermore, HCI
literature has also provided papers that support personal informatics and how to best
design and interact with the information. These foundational works are described
here. The reason that previous works in personal informatics is being described
alongside works in health behaviour change is based on the assumption that personal
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health informatics can be used to change health behaviour. For example, a user
can better understand their current poor nutrition by accessing personal nutritional
informatics. Personal health informatics can then also provide trajectories over time
for one’s illness trajectory [42].

15.2.1 Technologies for Health Behaviour Change

Persuasive technologies to change health behaviours are increasingly being de-
signed and evaluated by the HCI research community [10, 11, 26, 29]. These
technologies often assist individuals in increasing their activity level or achieving
improved nutrition. The importance of setting goals was explored by Consolvo et
al. in the context of a mobile application that encourages physical activity [11].
This study used the Goal-Setting Theory, which specifically looks at the importance
of setting goals. In a similar fashion, behavioural economics has been applied to
designing technologies to change health behaviour with respect to user’s dietary
choices [26]. In another example, the design of a mobile phone application was
used to encourage physical activity [10], where the design considered social aspects
as well as other design aspects. Similarly, an application to monitor, reflect upon and
socialize diet, exercise and medicine information was developed and evaluated [29],
which filled the gap in previous works through the use social scaffolding. The
term social scaffolding refers to social supports through the sharing of stories and
obtaining advice through one’s family, friends and other social networks.

15.2.2 Use of Theoretical Models When Designing ICTs

There are also foundational works that highlight the merits of considering theoreti-
cal models when designing ICTs (Information and Communication Technologies).
These theoretical models include understanding both the motivations for using on-
line social networks and the motivation for changing health behaviour. Furthermore,
these theoretical models are used either to understand design strategies or to develop
evaluation mechanisms, and they are based in health and psychology disciplines.

HCI literature has revealed the application of foundational theoretical models for
understanding motivations in using online communities, which include the Uses
and Gratification Theory and Organization Commitment Theory [25]. The uses
and gratification for the use of Facebook has been explored [21]. Furthermore, the
use of theories from psychology discipline has also been presented for designing
technologies to support behaviour change [12], which draws from the Goal-
Setting Theory, Transtheoretical Model, Presentation of Self in Everyday Life and
Cognitive Dissonance Theory to present design strategies for behaviour change.
Understanding the theoretical principles for the motivation to use online social
network combined with the motivation for health behaviour change has also been
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explored [23]. However, there are some theoretical models that are absent from this
work of Kamal et al. [23] most notably the Common Sense Model and The Theory
of Planned Behaviour. This chapter will include these two theories in our literature
review. However, [23] does present the importance and validity for consolidating
theoretical models from both the social networking and health motivation domains.
This chapter will build on the foundational work of [23] to provide better synthesis
of the literature into a conceptual framework that can be applied to the design on
online social network to motivate health behaviour change.

15.2.3 Personal Informatics

Understanding and reflecting upon one’s behaviour through personal informatics is
one way to understand that one’s health behaviour needs to change. However, the
motivation to enter one’s health information is often a challenge. For this reason, an
exploration of related works in HCI on personal informatics deserves a review, as
this will provide an understanding of some of the key challenges and facilitators in
the study of personal informatics.

Understanding personal information especially those that do not fit into existing
personal information management systems has been explored, and it was found that
the information often is stored in temporary and dispersed locations such as notepad,
Post-it notes and temporary text files [6]. Similar work has been done to understand
how mobile applications can better support note-taking [14].

The move beyond simply logging of personal information into personal informat-
ics was modelled through a stage-based model [28]. This study proposed a five-stage
model for the life-cycle of personal informatics: preparation stage is where people
motivate to collect data about themselves; collection stage is where data is collected;
integration stage is where information is prepared, combined and transformed;
reflection stage is where the user reflects on her/his personal information; and action
stage is where people choose what they are going to do with the information.

From these previously mentioned studies it is evident that there are numerous
amounts of personal information that are stored in ad-hoc areas and they do
not fit into existing personal information management systems. Furthermore, the
life logging systems that have been developed require a high level of motivation
to use, which makes the system much less useful. None of these studies has
combined online social networks. Social network can provide a methodology to gain
information from others, promote continuous use and increase the overall usefulness
of the system.

Other related works include personal informatics and life logging applied to the
health domain. The challenge of managing personal health information from health
clinics, insurance information, and home information has been explored in [35]. Fur-
ther work was done to understand the types of unanchored information that needed
to be managed by cancer patients [24], which found the large diversity in the infor-
mation that was required to be handled from various locations, cognitive capacities
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and comprehension limitations. Additionally, the visualization of clinical informa-
tion was explored using a horizontal timeline to review personal histories [4, 34].

These health related studies of personal informatics reveals some of the chal-
lenges with storing and retrieving information. The studies again did not take
the dimension of social network into consideration; however, it was found that
connection with social ties was a key component of managing their disease [24].

15.3 Determinants from Theoretical Models

Key determinants of motivation and behaviour change can be understood by
studying existing theoretical models. A literature review was conducted in both
domains: motivation for using online social networks and motivations for health
behaviour change. This review of the literature for theoretical models is then used
to develop a conceptual framework to motivate health behaviour change using online
social networks.

15.3.1 Motivation for the Use of Online Social Networks

The theoretical models that describe motivation for use of online social networks are
Uses and Gratification Theory, Common Identity Theory, Common Bond Theory,
Social Identity Theory, Organizational Commitment Theory, Behaviour Chain for
Online Participation, and social network threshold.

The Uses and Gratification Theory presents individual determinants for motiva-
tions to use online social networks. This theory was established from social sciences
in the 1970s, and there has been renewed interest in it from its applicability to
telecommunications, computer-mediated-communication and the internet. The Uses
and Gratification Theory aims to understand why people use a specific media and
the gratification that they receive from it. Table 15.1 shows a review of the literature
for this theory, and presents the determinants for motivation.

Tables 15.1 and 15.2 show the synthesis of these theoretical models by com-
bining similar behavioural determinants. These tables show the unique behavioural
determinant from all these theoretical models on the left column. The right column
shows the theoretical model(s) where the determinant is derived from, and the right
column also shows the exact terminology of the behavioural determinant used in
the theoretical model. The purpose of presenting this information is to provide
transparency in the derivation of the behavioural determinants.

The Common Bond Theory [37], Common Identity Theory [37], and Social
Identity Theory [15, 43] show the socially based motivational determinants for
using online social networks. The Common Identity and Common Bond Theory
have been applied to the design of online communities. The premise of common
identity is that an individual feels an attachment to a group as a whole; the other side
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Table 15.1 Key determinants from uses and gratification theory

Determinant Determinant from literature

Entertainment Diversion [40], pass time [33], entertainment [15,25,
33]

Social enhancement Social utility [40], interpersonal utility [33], social
enhancement [15, 25]

Maintaining interpersonal connectivity Social utility [40], interpersonal utility [33],
maintaining interpersonal utility [15, 25], social
connection [21]

Self-discovery Personal identity [40], self-discovery [15, 25]
Get information Surveillance [40], information seeking [33],

purposive value [15], get information [25], con-
tent [21], social network surfing [21], social
investigation [21]

Provide information Purposive value [15], provide information [25],
status updating [21]

Convenience Convenience [33]
Shared identities Shared identities [21]

Table 15.2 Key socially based motivational determinants for using online social networks

Determinant Determinant from literature

Social categorization Social categorization: common identity theory [37],
social identity theory [15, 43]

Interdependence Interdependence: common identity theory [37]
Social comparison Intergroup comparisons: common identity theory [37]

Social comparisons: social identity theory [15, 43]
Psychological distinction: social identity theory [15, 43]

Social interaction with others Social interaction with others: common bond theory [37]
Personal knowledge of others Personal knowledge of others: common bond theory [37]
Personal attraction to others through
similarities

Personal attraction to others through similarities:
common bond theory [37]

Social identity Social identity: social identity theory [15, 43]
Sense of belonging Sense of belonging: social identity theory [15, 43]

of the coin is common bond, where an individual feels an attachment to individuals
within a group. Social Identity Theory is rooted in psychology, and it is based on the
psychological process by which individuals perceive themselves as part of a group
and how they interact with a group [43]; this theory has been used to understand con-
sumer behaviour in virtual communities [15]. Table 15.2 shows these socially based
determinants and the root determinant from its corresponding theoretical model.

The Theory of Organizational Commitment [3] and the Behaviour Chain for
Online Participation [17] show the types of attachment and the temporal aspects
(respectively) to staying committed to online social networks. Organizational com-
mitment theory is derived from occupational psychology literature and it has been
applied to online communities [25]. The three main components to organizational
commitment are the following: affective attachments are emotional and often why
one wants to stay in an organization; continuance attachments are the perceived



15 ABC Framework 329

Table 15.3 Key determinants and their antecedents for committing to the use of online social
networks [3]

Determinant Antecedent

Affective attachment Personal and structural characteristics
Continuance attachment The magnitude or number of investments and perceived lack of

alternatives
Normative attachment Influenced by experiences both prior to (familial/cultural socializa-

tion) and following (organizational socialization) entry into the
organization

cost of staying or the perceived need to stay in an organization; and normative
attachments are reasons to stay based on obligation [3]. Table 15.3 shows these
determinants and their antecedents.

The Behaviour Chain for Online Participation [17] and the social network
threshold [45] show the temporal aspects of commitment, as stages over time. The
Behaviour Chain provides the determinants of moving between stages of use that
include: discovery, superficial involvement and true commitment. In addition to the
behaviour chain and commitment, the social network threshold [45] describes the
adoption of innovations through influence of ones social networks. Indeed, these
innovations can be health habits. The adopter categories include: early adopters,
early majority, late majority and laggards.

15.3.2 Motivation for Health Behaviour Change

The theoretical models reviewed for positive health behaviour change are the follow-
ing: the Health Belief Model, Social Cognitive Theory, Theory of Reasoned Action,
Theory of Planned behaviour, Common Sense Model, and The Transtheoretical
Model. The Goal-Setting Theory [11] as mentioned in Sect. 15.2 has not been
included in this review because the Goal-Setting Theory is not founded in health, but
rather task motivation. The concept of goal-setting, however, is a central component
to the theoretical models that are included in the review.

The Health Belief Model was developed to understand disease prevention and
uptake of screening tests by social psychologists in the 1950s, which has been the
basis of numerous studies to understand health behaviour change from preventative
health behaviour to self-management of chronic diseases [20]. The Social Cognitive
Theory holds that behaviour is determined through expectancies and incentives, and
the key expectancies are environmental, outcomes and efficacy [5, 39]. The Theory
of Reasoned Action is rooted in social psychology, and it suggests that a person’s
behavioural intention depends on the person’s attitude about that behaviour and
subjective norms [2,41]. The Theory of Planned Behaviour [1] is an extension of the
Theory of Reasoned Action [2,41], which was made necessary because the previous
model’s incomplete incorporation of will power. The Transtheoretical Model shows
the stages of health behaviour change, and the determinants to move between the
stages [36].
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Table 15.4 Individually based motivational determinants for health behaviour change

Determinant Determinant from literature

Perceived susceptibility or knowledge Perceived susceptibility to adverse health outcomes:
health belief model [20]

Knowledge of health risks and alternative health
behaviour: social cognitive theory [5, 39]

Perceived severity or knowledge Perceived severity of current health behaviour: health
belief model [20]

Knowledge of health risk and alternative health
behaviour: social cognitive theory [5, 39]

Expectation about outcomes Perceived benefit of specific health behaviours: health
belief model [20]

Expectations about outcomes: social cognitive theory
[5, 39]

Perceived barriers Perceived Barriers: health belief model [20]
Sociostructural factors (impediments): social cognitive

theory [5, 39]
Expectations about self-efficacy Expectations about self-efficacy: social cognitive theory

[5, 39]
Perceived behavioural controls: theory of planned

behaviour [1]
Individual incentives Individual incentives: social cognitive theory [5, 39]
Expectations about environmental
cues

Expectations about environmental cues: social cognitive
theory [5, 39]

Goals Distal and proximal goals: social cognitive theory [5,39]
Proximal goals as targets: common sense model [27]

Attitude Attitude: theory of reasoned action [2, 41] and planned
behaviour [1]

Self re-evaluation: transtheoretical model [36]
Interaction between emotion and
cognition

Interaction between emotion and cognition: common
sense model [27]

The key determinants for positive health behaviour change can be drawn from
these theoretical models. Many of these determinants are individually based, and
they are shown in Table 15.4 along with their corresponding theoretical model.
Social determinants are also a common theme from the theoretical models, and they
are summarized on Table 15.5. Tables 15.4 and 15.5 show the synthesis of these
theoretical models by combining similar behavioural determinants. The information
displayed in the left and right columns is provided in the same manner as for
Tables 15.1 and 15.2, and this methodology is described in Sect. 15.3.1.

The theoretical models for changing health behaviour also show that there
are temporal factors that determine change. The Transtheoretical Model and the
Common Sense Model present these determinants. The Transtheoretical Model
presents the stages of change: pre-contemplation, contemplation, preparation, action
and maintenance. The model also states that individuals can revert to a previous
stage at any time [36]. The Common Sense Model also states the importance
of maintenance or sustaining health behaviour change [27]. The Diffusion of
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Table 15.5 Socially based motivational determinants for health behaviour change

Determinant Determinant from literature

Environmental cues Cues to action: health belief model [20]
Environmental cues: social cognitive theory [5, 39]
Environmental re-evaluation: transtheoretical model

[36]
Subjective (social) norms Subjective norms: theory of planned behaviour [1]
Moral norms Moral norms: theory of planned behaviour [1]
Self-efficacy (vicariously through others) Social cognitive theory [5, 39]
Social outcome expectation Social cognitive theory [5, 39]
Sociostructural factors Sociostructural factors: social cognitive theory [5]

Helping relationships: transtheoretical model [36]
Sociostructural barriers Social cognitive theory [5, 39]

Innovation is another model that presents the temporal aspects of accepting new
knowledge through the adopter categories [38], which is similar to the work of [45]
as described in Sect. 15.3.1.

15.4 ABC Framework

The literature review reveals 13 theoretical models: seven describe the motivations
for using online social networks and six describe the motivations for changing
health behaviour. The determinants for behaviour change based on these theoretical
models reveal three dimensions that emerge around the motivation for using online
social networks and changing health behaviour that we call Appeal, Belonging and
Commitment. The ABC Framework is based on the behavioural determinants that
were described in Sect. 15.3.

Together these dimensions provide the foundation for the Appeal Belonging
Commitment (ABC) Framework illustrated in Fig. 15.1 that describes how online
social networks can be used to motivate health behaviour change. The ABC
Framework is an overview of these three dimensions and their determinants. It
shows that motivations for health behaviour change and use of online social
networks are complex and are defined by a multitude of factors with significant
interplay between the determinants. The brackets in this figure show the interplay
between the determinants. The font size for the determinants shows the strength of
the determinant, which is described in more detail in Sect. 15.5.4.

15.4.1 Appeal

The online social network needs to Appeal to users on an individual level in order
for the system to be used. The behavioural determinants for motivating individual to
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Fig. 15.1 ABC Framework for using online social networks for health behaviour change

use online social networks is shown in Table 15.1, and the behavioural determinants
for motivating health behaviour change is shown in Table 15.4; these determinants
make up the first portion of the ABC Framework shown in the top green box in
Fig. 15.1, and the interplay between the determinants is shown with the brackets.

Important to health behaviour and personal health informatics is the determinant
to provide information, which allows others in the social network to get information.
These two determinants then interplay with the determinants to change health
behaviour: perceived susceptibility, attitude, and expectations about outcomes. In
other words, the design of the system needs to ensure that the information that is
provided allow perceptions and attitudes to be changed. Furthermore, entertainment
is a determinant for use that can allow one to try to attain health goals by
incorporation of individual incentives. Additionally, a health system can also use the
health information that is provided to display meaningful health information such as
calories and carbohydrates (get information), which will lead to self-discovery, an-
other Appeal determinant. Self-discovery can facilitate one to better understand their
self-efficacy in healthy living. By self-efficacy, we are referring to one’s confidence
in their ability to live healthy as defined by the Social Cognitive Theory [5, 39].

Other determinants described in Table 15.4 include attitude towards the be-
haviour and perceptions about the behaviour change. These determinants interplay
significantly with the determinants for use of online social networks. For example,
an online social network that displays raw as well as calculated information about
one’s health behaviour will lead to the following individually-based determinants
of health behaviour change: knowledge, perceived susceptibility, attitude towards
behaviour, expectations about outcomes, and self-efficacy. Further, the individually-
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based determinants for use of online social networks such as maintaining con-
nectivity and social enhancement can also allow users to see how to overcome
perceived barriers through communication exchanges with friends and family, and
expectations about social cues can be seen if users wish to have influence in
their social network (social enhancement). The less intuitive interplay exist in the
Appeal dimension; specifically, maintaining interpersonal connectivity and social
enhancement can lead to change in expectations from these environmental cues and
also changes in perceived facilitators and barriers through communication with
others, understanding what others are doing, and need to build social status.

15.4.2 Belonging

There are also several socially-based determinants that we have labeled as Be-
longing. The socially-based determinants for use of online social networks are
shown in Table 15.2, which includes determinants that are relevant when groups
are formed, such as social comparison, shared identities, interdependence, sense
of belonging, and social identity. These factors interplay significantly with socially-
based determinants for health behaviour change as described in Table 15.5. Through
the development of groups and by providing visibility into the health behaviours
of the group through the sharing of information, socially-based determinants of
health behaviour change start to emerge; for example, subjective norms and moral
norms are developed as individuals mimic healthy behaviours of their social
networks. Further, by social comparisons (i.e. with other groups) and gaining
personal knowledge of others, users can change their own understanding of their
self-efficacy (vicariously through others). Social categorization as described by the
Common Identity Theory [37] and the Social Identity Theory [15, 43] allows
a user of an online social network to develop health behaviours through social
outcome expectations, which is a behavioural determinant from the Social Cognitive
Theory citbandura. Social categorization, a socially-based determinant for use
on online social networks can lead users to overcome sociostructural barriers
and further develop sociostructural facilitators, as well as change social outcome
expectations. This is shown in the middle brown box on Fig. 15.1.

15.4.3 Commitment

There are several stages, attachments and adoption categories for use and behaviour
change related to commitment, which reveals the complexity in motivation, as it
is not a simple discrete change but rather a continuum over time with multiple
stages that include readiness and action. The literature reveals several temporal
stages as well as types of attachment to a system. The stages for use of online
social networks from the Behaviour Chain for Online Participation [17] include
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discovery, superficial involvement and true commitment, and the stages of health
behaviour change [36] are pre-contemplation, contemplation, preparation, action
and maintenance. Therefore, a each user’s journey will be unique; for example, they
may be in the preparation stage for their health lifestyle, but be truly committed to
the online social network system. The types of attachment [3] to the online social
network also contributes to the user’s commitment level, and they are: affective,
continuance and normative. If we use the previous example, this user may only be
truly committed because all her/his friends are on the system, normative attachment.
The ABC Framework provides an better understanding of the user’s temporal
journey as well as attachment to the online social network, which can then be used to
design better more persuasive systems tailored to each individual. The Diffusion of
Innovation [38,45] is not listed out explicitly in the Fig. 15.1, since it is not a stage,
but rather more of an understanding of the adoption of technology (in this case
online social network system) to change health behaviour. The adopter categories
are: innovators, early adopters, early majority, late majority and laggards. The
rate at which an online social network system would be adopted can be understood
through these adopter categories.

15.5 Evaluation

Although the individual theoretical models have been validated in themselves, the
ABC Framework has also been validated as a whole. The theoretical models that
have been synthesized for the development of the ABC Framework were often
created for entirely different purposes. For example, the Theory of Organizational
Commitment [3] was developed to understand employees commitment to their
employer, and it was later applied to attachment to online communities [25];
however, it has not been evaluated for online social networks such FacebookTMor
Google+TM. This is also true for the Common Identity Theory and Common
Bond Theory [37], which is used to describe motivation to participate in online
communities. Further, the Social Identity Theory [43] describes the basis of group
dynamics, and it was only later applied to online communities [15]. Since the
evaluation of most of these theoretical models have not been applied to online social
network, we conducted a questionnaire and interview evaluation of the determinants
of the ABC Framework to determine their true validity in the motivations to use
online social networks. We also evaluated the determinants for health behaviour
change to better understand the validity of our synthesis; in other words, the
evaluation provides an understanding if we can extract determinants from multiple
theoretical models for health behaviour change into a single framework. An initial
evaluation was done through questionnaire inquiry for the key aspects of the
ABC Framework. Additional interviews were also conducted to obtain a richer
understanding of individuals’ thoughts on the use of online social networks and
health. The points of inquiry for the questionnaire and the interviews were based on
the ABC Framework.
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Another objective of the ABC Framework is to be valid across age, gender and
ethnic boundaries. Healthy living should not be limited to young adults, who are ac-
tive users of technology, nor should it be for particular ethnicities. The actual validity
of the theoretical models used in the ABC Framework across age, gender and ethnic
boundaries is unknown. Therefore, we have endeavoured to obtain adult participants
in our evaluation that cross various age and ethnic groups. The evaluation also looks
further at the differences within these groups, so that the design of an online social
network system can focus on aspects that are similar across these groups.

15.5.1 Questionnaire: Recruitment and Respondents

Online and paper questionnaires were developed to learn if the determinants from
the ABC Framework were valid. This is especially important for motivation to use
online social networks, as many of the theoretical models were based on motivation
to participate in online communities and other media. We recruited adult participants
from a diverse age range and ethnic identities, and both healthy people and those
identifying as having health problems.

Participants were recruited from university listservs, the authors’ personal social
networks, online social networks, direct outreach to First Nations community, and
having a table at a local Punjabi Diabetes forum. We obtained 104 responses to our
online and paper questionnaire. Twenty-six respondents completed a paper survey
and the balance were completed online.

Of the 104 respondents that completed the questionnaire, 52 % were women and
48 % were men; 15 % 19–24 years old, 29 % 25–34 years old, 29 % 35–49 years
old, 12 % 50–64 years old, 12 % 65–74 years old and 3 % were over 75 years old;
26 % identified as Canadian, 24 % as South Asian, 18 % as First Nations, 14 % as
Chinese, 7 % as European, and there were eight other ethnic groups that represented
the remaining 11 %; 33 % of the respondents identified as having health problems.

The respondents were users of technology and online social networks to varying
degrees; 95 % of the respondents used a computer at least once a day; 24 % had
never used Facebook; and 9 % had never used any online social network or online
community. The respondents to this survey were high use of technology and online
social networks, which was likely due to our recruitment methods. This will create
a general bias towards technology; however, it will allow us to better understand
the motivations to use online social networks to best evaluate the Framework’s
determinants of for use of online social networks.

15.5.2 Questionnaire: Results

The results from the questionnaire showed strong agreement with the ABC Frame-
work and also revealed some motivational differences between age and ethnic
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groups. 85 of the 104 respondents answered questions inquiring about their
motivation for using online social networks. Respondents were asked to rank their
agreement to statements that are reflected by the ABC Framework. For example, re-
spondents were asked for their degree of agreement or disagreement on a five-point
likert scale to statements such as, I use online social networks to get information,
which reflects the to get information determinant in the Appeal dimension.

The results to the responses around individually based (Appeal) determinants for
motivation to use online social networks revealed that the strongest agreement was
to maintain connection with people and convenience. The weakest agreement was
to learn about oneself and social enhancement. The Belonging dimension for using
online social networks was not fully incorporated into the questionnaire due to the
complexity in obtaining responses around group behaviour; however, it is interesting
to note that “belonging to a group” did solicit positive and negative responses. This
does suggest that evaluating social motivation requires alternate inquiry methods.
The results also revealed that the strongest Commitment determinant is affective
rather than continuance or normative, which are described in Table 15.3.

We also looked more deeply into respondents’ motivation by understanding
the differences between gender, age group and ethnic groups. For this reason,
factorial ANOVA was run on the data to better understand any significant difference
between these groups, the main effects and the interaction effects. The factorial
ANOVA revealed significant differences in the Appeal dimension. The motivation
to use online social networks for entertainment (F(4,70) = 2.89, p = 0.031) was
significantly different for different age groups. The greatest difference in the
entertainment determinant occurred between the 19–24 years old and 50–64 years
old age group (meandifference = 1.68, p = 0.017). Similarly, social enhancement
(F(2,66) = 3.14, p = 0.05) was significantly different for different ethnic groups.
The difference between the Canadian and Chinese/South Asian ethnic groups are
statistically significant (meandifference = −1.39, p = 0.001). The analysis also
revealed a significant difference in the Commitment dimension, as age groups
showed significant difference in continuing to use online social networks for
their fondness (affective attachment) of them (F(4,55) = 2.81, p = 0.034). The
significant difference is between the 19–24 years old and 50–64 years old age group
(meandifference= 2.17, p = 0.024).

Respondents were also asked about their thoughts on their health to gain a better
understanding and validation of the ABC Framework, and the results show a strong
agreement with the framework. 102 of our 104 respondents answered questions
inquiring about their health. Generally, respondents seemed to have agreement
with understanding how to live healthy with the greatest concern around exercise.
Further, the responses to the Belonging and Commitment dimensions show good
support. Although there is somewhat mixed agreement to social influence on health
behaviour, and they are mixed about commitment, since many agree that they can
live healthier. We realize that this method of inquiry and the value of responses
to this inquiry are limited because asking a person if s/he understands how to
live healthily does not mean s/he understands. However, the answers do reveal
respondents’ perceptions about their understanding of healthy living.
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Similar to the feedback on online social network data, the data on the respon-
dents’ thoughts on health was also analyzed using factorial ANOVA to better
understand the difference between gender, health status (healthy or not), age
and ethnicity. Age and ethnic groups were treated the same as was described
previously. The results reveal that the Appeal dimension does show significant
differences. Knowledge was one such determinant, as the questionnaire inquiry on
“understanding the nutritional value of food” showed statistical difference. The age
groups show a statistically significant difference for this determinant (F(4,43) =
3.29, p = 0.019). This difference is between the following age groups: 19–24 years
old and 25–34 years old (meandifference = −0.59, p = 0.033), 19–24 years old
and 50–64 years old (meandifference = −0.70, p = 0.026), 19–24 years old and
65–74 years old (meandifference = −0.97, p = 0.003), and 35–49 years old and
50–64 years old (meandifference = −0.75, p = 0.009). This analysis also revealed
interaction between age and health status for understanding nutritional content
(F(4,43) = 2.81, p = 0.037). Concern for one’s health in the Appeal dimension
shows significant difference between healthy and those that have health problems
(F(1,43) = 13.81, p = 0.001) with a mean difference of −0.76 with the those with
health problems being more concerned.

The Belonging dimension showed significant difference, especially when they
were asked about friends and family influence on their diet. There were signif-
icant differences between age groups (F(4,43) = 2.88, p = 0.034), health status
(F(1,43) = 6.10, p = 0.018), interaction between gender and age (F(4,43), p =
0.008), interaction between age and ethnicity (F(8,43) = 3.59, p = 0.003), inter-
action between age and health status (F(4,43) = 13.12, p = 0.001), and interaction
between ethnicity and health status (F(2,43) = 10.42, p = 0.001).

The Commitment dimension showed significant differences as well in the
inquiry, I ate healthier foods in the past than I do today. There were significant
differences between gender (F(1,43) = 4.53, p = 0.39), where the mean difference
between male and female was −0.608. Significant differences also existed between
ethnic groups (F(2,43), p = 0.043), where the post-hoc analysis revealed differ-
ences between Canadians and First Nations (meandifference = −1.02, p = 0.007),
Canadians and Chinese/South Asians (meandifference=−0.74, p = 0.022).

15.5.3 Interviews

In order to obtain a richer understanding of people’s thoughts around using
social networks and their health behaviour, one-on-one in-person interviews were
conducted with 11 people. Participants were recruited through university listserv
and personal connections. There was no selection criteria except that all participants
needed to be over 19 years old. No honourarium or other incentives were given to the
participants. There were seven men and four women. Four identified as Canadians,
two as Mexican, one as American, one as Indonesian, one as Korean, one as Persian
and one as East Indian. Although age was not asked directly, participants were asked
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to select which age range they belonged to: six were aged 25–34 years old, four were
aged 35–49 and one was aged 19–24. They were all users of social networks to
varying degrees: one participant checked updates every 20 min, and the others used
it at least once a day. As for health problems, four said they had health problems.

There were 13 themes that emerges when users were asked about their usage of
online social networks. These themes were: frequency of use (14 comments), change
in frequency of use (7 comments), provide information (7 comments), to stay con-
nected to family, friends and other connections (7 comments), view friends activities
(7 comments), different uses/purposes for different social networks (7 comments),
get information (5 comments), self-promotion (2 comments), participate in social
gaming (2 comments), linking two online social networks together (1 comment),
research human behaviour (1 comment), build relationships (1 comment), does
not contribute to Facebook (1 comment), not concerned with friends’ activities (1
comment), entertain friends (1 comment), and not wanting to share information
(1 comment).

There were many components of Facebook, Twitter and other online social
networks that appealed to the participants. The most common reason to use online
social networks was to connect with friends and family. The following quote shows
how online social networks allowed the participant to connect with old friends:

I found that Facebook is a very good method to keep in touch with my friends even old
friends as I could find many of my old friends from university or my former colleagues
from my previous company, so in this sense it is very useful. (P 6)

Many of the participants said that they use online social networks to get information
and view the activity of their friends, such as the following example:

[I use Facebook] to see what my friends are doing, like what is interesting, what interesting
things are going on around my community of friends. (P 4)

This previous quote also provides insight to the Belonging dimension, as partici-
pants need to view activities that their friends are doing, which builds a group and
community network.

Participants also alluded to Commitment or lack of it in their use of online social
networks. Some participants discussed how they use certain social media less than
they did in the past showing a lack of commitment, such as the following examples:

I use to use Facebook but I disabled it because it wasn’t a good use of my time. (P 5)

It is funny, I actually hated [Facebook] before because of the way it spams bunch of things
on to your profile. I know there is a way to control that but its like what’s the point, so I ac-
tually stopped using it for awhile, a year and a half, but I decided to come back to it because
I was getting disconnected to other people who I wanted to keep in touch with. (P 10)

Overall, the interview participants mentioned a number of uses and gratification
or Appeal determinants for using online social networks, but the frequency of use
and level of commitment varies based on the individual and her/his need to use it.
Interestingly, the previous quote shows the commitment to Facebook for this person
to be more normative than affective.
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A total of 18 themes emerged from a category about living healthy. The themes
were mostly based around Appeal of living healthy. The 18 themes were: healthy
eating (14 comments), doing exercise (8 comments), importance of health (6
comments), need to be organized (3 comments), relieving stress (2 comments),
awareness of importance of healthy living (2 comments), motivation to live healthy
is to lose weight (2 comments), finds it easy to be healthy (2 comments), reminders
on food products pertaining to health (1 comment), living healthy improves one’s
chronic conditions (1 comment), need to be committed to live healthy (1 comment),
balanced lifestyle leads to healthy lifestyle (1comment), need to be motivated to
live healthy (1 comment), will power is important (1 comment), need to improve
health behaviour (1 comment), clinical information (1 comment), self-initiative is
more important than friends (1 comment), and mental health (1 comment).

Much of the discussion was around their own practices in healthy living as it
pertained to healthy eating and exercising, for example:

I do go to the gym very often and I try to exercise because its something that I need as it
un-stresses me. (P 1)

The next quote touches on the Appeal determinant of knowledge, as this participant
understands the importance of comprehending one’s nutritional intake:

I think monitoring what you eat is one of the most important [things] and that is one of
the things that you should try to do, so [I read] all of the nutritional facts about food that I
purchase. (P 2)

The participants also discussed the Belonging components or social influences on
health in great detail. The following quote show the social norms that occur through
one’s friends:

If you are with thin people, your behaviours tend to match up a little better, so I think those
are huge influences. (P 9)

Negative social pressures were also mentioned:

Well if you go out with friends who eat bad stuff, drink alcohol, eat at MacDonald’s
everyday, eat those fried stuff, well you would eat them too. (P 8)

The difficulty in committing to healthy behaviour was discussed by many of the
participants as well as possible reasons why they have not been able to commit to
healthy behaviour, as shown by the following quotes:

I think that it really varies from one period or year to another period. There [is] summertime
[when] there are lots of activities and I’m really a big fan of outdoor activities and I have
things that I do: I go out and I go mountain climbing and stuff and I feel like I’m doing
better and doing more exercise and that makes me feel healthier too. (P 4)

I think a lot of [healthy living] comes down to being better organized. You know finding
time making time one of those expressions for the things you need to be doing maybe also
prioritize. (P 9)

Overall, interview participants felt that they generally had the technical knowledge
to eat healthy and they knew that they should be exercising more. However, they felt
that there were barriers in motivation to maintaining a healthy lifestyle.
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15.5.4 Iteration of the Framework

As the results confirm, different population groups’ behaviour is affected differently
by the various determinants. For this reason, we categorize the determinants
between the most and least overlap between the various population groups. These
strong determinants lead to design strategies that should have the strongest impact
across cultural and age groups versus ones that may need tailoring. For example,
respondents across age and ethnic groups said they use online social networks to
maintain connectivity with family and friends. We used this strategy across all
the determinants, and the results of the evaluation are shown on Fig. 15.1; we
use larger fonts for determinants that share the most agreement and smaller for
least overlap. There is an important caveat to this iteration of our framework.
The questionnaire enquired only about use of online social networks and personal
health behaviour. We expect that some of these determinants will be much more
important for an online social network that is designed to motivate health behaviour
change. As was shown in the ABC Framework, there is significant interplay between
the determinants from both domains when put together. Specifically, the three
determinants that have a larger impact when the domains are coupled are: (1)
self-discovery, (2) expectation about outcomes, and (3)environmental cues. Self-
discovery can allow one to understand one’s health behaviour, which leads to
designs that include personal health informatics about the user such as sodium
intake over time. Expectation about outcomes becomes much more evident through
the visibility of one’s nutritional intake and exercise level. Environmental cues may
also be designed into the online social network by displaying evidence-based ‘seals
of approval’ when certain activity meets health and medical criteria. Thus, as seen
in the next section, we exploit these determinants in proposing design strategies for
an online social network promoting health behaviour change.

15.6 Design Strategies

We derived design strategies for online social networks that aim to motivate
health behaviour change based on the ABC Framework and the results from our
initial study. There are several design strategies in each of the Appeal Belonging
Commitment Dimensions of the framework.

15.6.1 Appeal

Connection to Family and Friends The ABC Framework shows that providing
connectivity to friends and family is the strongest determinant for using online social
networks. By providing a means to connect with friends and family, the system
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can reveal health behaviour for one’s social networks to facilitate the development
of health norms. Conversation can occur to allow for social supports and reveal
barriers and facilitators to healthy living as is shown by the ABC Framework.

Entertainment: A key determinant from the ABC Framework is entertainment;
therefore, the system should provide fun and entertaining features such as social
gaming to promote commitment toward reaching goals and to build individual
incentives, both of which are determinants from the ABC Framework. This design
strategy will overcome barriers for use of the social system and also build
commitment to healthy life choices.

Personal Health Informatics: A key determinant for health behaviour change is
to understand one’s self-efficacy. By providing a personal health informatics system,
people will have visibility into their own health behaviours, which in turn will
promote self-discovery. The personal health informatics system is facilitated by
the determinant to provide information and get information both key determinants
of the ABC Framework. As shown by the ABC Framework, this information will
develop health knowledge and change one’s attitude towards certain behaviour. Not
surprisingly, strategies to reduce barriers to acquire personal health information fit
within this category; however, motivational factors lead to higher tolerance for the
inconvenience of entering personal data.

Information to Promote Education: An important design strategy is to provide
educational definitions and information about nutrients and strategies for healthy
living on demand. This will overcome perceptions of outcomes, susceptibility and
severity of health behaviour, which are key determinants of the ABC Framework.
This education design strategy will also build knowledge about healthy living.

Goals: Central to health behaviour change is the creation of goals as shown by the
ABC Framework, which are both a determinant and a design strategy. The online
social network should support the ability to create specific time sensitive goals.

15.6.2 Belonging

Groups and Clubs: The online social network should support the creation of
groups and/or clubs to promote the following behavioural determinants from the
ABC Framework: social categorization, sense of belonging and social identity. This
will lead to the development of normative health behaviour, which is reflected by the
subjective norms determinant.

Social Norms (Friends and Family): Visibility into the health behaviour of
friends and family will promote the ability to develop social norms, or mimicking
the health behaviour of others. This visibility can also promote the following de-
terminant: self-efficacy vicariously experienced through others. Social norms tie in
directly to connection to friends and family design strategies that is described above.
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Approvals (Medical Evidence): The use of evidence-based seals is a design
strategy that can support the development of the environmental cues to action
determinant. The seals can automatically appear if a certain activity meets specific
health criteria. These seals need to be applicable to the general population; however,
they need special consideration if the approval can be harmful to individual’s with
certain chronic conditions. Further, specific seals for people with chronic conditions
and/or allergies can also be developed for a decision support tool for individual’s
with special needs.

Social Dialog of Health Behaviour/Information: The system needs to support
dialog on the user’s health behaviour and its associated health information with the
users social networks. This will build sociostructural facilitators, social interaction
with others and build motivation through expectation of social outcome, all of which
are determinants from the framework.

15.6.3 Commitment

Rewards through Gamification: Users can develop habitual usage patterns
through the desire to collect rewards and points (e.g. for achieving goals). These
are specific features to design an entertaining system, as described above in the
Entertainment strategy.

Start and End Dates: Commitment will be built by having firm start and end
dates for the achievement of goals, which is in itself a design strategy and a
determinant. This can be tied into reward through gamification design strategy
described above.

Competition: The creation of competitive goals (e.g. challenges) can build com-
mitment for some users, so this option should be available for users who are
motivated by competition. Visibility into the leaders of the challenge through such
means as a leaderboard will help promote commitment as well as social norms.
Competition can help individual to achieve their health goals, and it can also help
individuals to move from preparation or even contemplation stage to action. For
some people, competition can also be an environmental cue to action.

15.7 Case Study: VivoSpace

The ABC Framework, based on a synthesis of the top theoretical models and the
corresponding design strategies, can start to provide the basis to build an online
social networks for healthy living. The design strategies as outlined in Sect. 15.6
can be used to start a user-centred design process, where the evaluation is based on
the determinants of the ABC Framework. The application of the ABC Framework
has started with the design of VivoSpace. This section will provide a summary of
the design of VivoSpace, as a case study for the application of the ABC Framework.
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Fig. 15.2 VivoSpace: paper prototype for the timeline page

The design strategies were used to develop paper prototypes for VivoSpace.
There were 14 pages developed in total in Adobe Illustrator, including: a timeline
page that allows users to enter their meals and exercise information; a newsfeed
page to be able to see what one’s friends are doing; a dashboard page to view one’s
progress over time; a dashboard to compare one’s progress with their friends; a
dashboard to view one’s activities on a map; and also sidebars with a calendar/to-do
list that links to the users other calendars/to-dos and an area to combine one’s digital
assets including music, videos and pictures. The design attempted to recognize the
need for motivation to provide information, which is a key determinant of the ABC
Framework, so it provided a combined portal to the user’s other assets such as digital
assets and calendar events. Figure 15.2 shows the timeline page, and the side bars
showing the combination of user’s digital assets. The timeline page uses some of
the same design features as FacebookTMand Google+TMsuch as a text entry field
to enter a status update, which provides users with familiarity with the interactions
and recognition as an online social network; however, the difference with the status
update is that the user of VivoSpace would enter their meal or activity in natural
language and VivoSpace would provide nutritional information for the meal and
calories burned for the activity. The menu bar at the top also shows the links to the
other pages.
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When the paper prototypes were evaluated through one-on-one in-person inter-
views based on the determinants of the ABC Framework [22], many shortfalls in the
design were revealed. The interviewees were concerned about the amount of effort
that it would take to enter their health information, and furthermore, they did not feel
that combining their digital assets to their health information was of value to them.
Some determinants from the ABC Framework that need to be brought out in the
design are personal goals and the use of clubs and challenges to build motivation.
These are very salient points that the paper designs failed to capitalize on. This
shows the validity for the use of the ABC Framework to evaluate the design. The
full evaluation revealed 385 comments with 100 themes emerging about the design,
and it generally showed promise for the use of online social networks for health
behaviour change. The top comments included a suggestion to create clubs and
challenges to motivate health behaviour change and expression of concern around
the difficulty to enter information; however, participants felt the system would be
helpful for their health and the dashboard was appreciated.

These results were used to iterate the design and build a medium fidelity
prototype of VivoSpace. The medium fidelity prototype was an interactive prototype
developed with HTML, jQuery, CSS and Javascript. There were 32 HTML pages in
total and Fig. 15.3 shows one page from the medium fidelity prototype. This page
represents the main activity page. Users can also view the newsfeed, which shows
the activities that their friends have shared; change their nutritional targets; change
what they will log; and change the evidence-based seals that are automatically
visible. There is a dashboard page that shows weekly averages for daily intake of
nutrients against the target, time series charts for each nutrient of interest; a narrow
channel for the users intake of each nutrient is also provided: a green check mark
shows that they are on target and a red “high” or “low” as appropriate show those
where the target has not been met. The prototype makes goals central to the design
and also provides clubs, which are goals that are collaboratively completed with
friends and challenges which are competitive. This iteration of VivoSpace simplifies
the initial design while still providing the key functionality.

The medium fidelity design of VivoSpace was evaluated in a laboratory with the
use of the ABC Framework. Thirty-six study participants were provided with tasks
to complete and after each set of tasks they were asked to complete a questionnaire.
The questionnaire contained statements that related back to Appeal or Belonging
determinant, such as:

I would be able to gain information about myself and my capabilities by using a system like
this (Appeal: self-discovery)

The newsfeed would allow me to view how my friends and family are staying healthy
(Belonging: social comparison)

Participants were asked how strongly they agree or disagree on a seven-point likert
scale. Group belonging and group commitment were also evaluated in the laboratory
through indirect methods, as these could not be inquired directly in a laboratory
experiment. The results were very encouraging for the ABC Framework, as it
identified key determinants that were lacking in the design. The main concern for the
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Fig. 15.3 VivoSpace: medium fidelity prototype showing the main activity page

medium fidelity prototype of VivoSpace was that it did not provide enough incentive
to provide information, which is central to a social personal informatics system such
as VivoSpace. The results also reveal a huge variation in participants’ comfort for
the competitive challenges function showing that this may need to be combined
with the personal goals and group goals (clubs) section in order to appeal to the
greatest audience.

The ABC Framework has allowed the design of VivoSpace to evolve in a manner
that ensures it will motivate its use and also motivate health behaviour change. The
next stage for VivoSpace is to iterate its design based on what was learned from the
medium fidelity prototype’s lab study, and to build a fully functional prototype, so
that it can be tested in the field. Once again the ABC Framework will be used to eval-
uate if VivoSpace can change health behaviour through an online social network.
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15.8 Conclusions

Online social networks provide enormous opportunity to promote health behaviour
change, which yields an opportunity to understand what the design strategies for
such a system. However, in order for these systems to be designed to adequately
promote health behaviour change, the design should be imbedded in theoretical
models for both health behaviour change and motivations to use online social
networks. The Appeal Belonging Commitment (ABC) Framework incorporates 13
theoretical models and reveals key determinants in each of these three dimensions:
(1) the system must Appeal to users through individually derived determinants for
motivation; (2) it must promote Belonging to the online system and their social
networks; and (3) it needs to build Commitment to good health behaviour and use
of the online social network.

The ABC Framework provides the following design strategies. For Appeal, the
design strategies include: creating connection with friends and family, entertain-
ment, personal health informatics and goals. For Belonging, the design strategies
are the creation of groups and clubs, social norms, approvals and social dialog of
health behaviour. For Commitment, the design strategies include: rewards through
gamification, start and end dates, and competition. These design strategies have been
used to build an online social health system called VivoSpace through a user-centred
design process. The ABC Framework then provides a solid foundation to evaluate
the design at each stage of the design process to ensure that it meets the determinant
to motivate use and health behaviour change.
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Chapter 16
Evolution of an Open Source Community
Network

Nilesh Saraf, Andrew Seary, Deepa Chandrasekaran, and Peter Monge

Abstract The study attempts to better understand the evolution of the structure of a
network using two snapshots of the developer-project affiliations in an Open Source
Software (OSS) community. We use complex networks and social network theory
to guide our analysis. We proceed by first extracting separate bipartite networks of
projects in each of the five development stages – planning, pre-alpha, alpha, beta and
production/stables stages. Then, by analyzing changes in the network using degree
distributions, assortativity, component sizes, visualizations and p-star models, we try
to infer the project-joining behavior of the OSS developers. Simulations are used to
establish the significance of some findings. Highlights of our results are the higher
levels of assortativity and networking in the Beta and Stable subnetworks, and a
surprisingly higher level of connectivity of the Planning subnetwork. Significant
clustering of projects is observed based on the programming language but not on
other project attributes, including even licenses.
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16.1 Introduction

We report the results of an exploratory analysis of the networked structure and
evolution of the open source software (OSS) development community. Many studies
have examined OSS activity by considering each open source project as a separate
developer community, in isolation from other open source projects. Other recent
studies have also begun to analyze open source projects as a network where the
linkages between projects are formed when developers cross-participate in multiple
projects [39,51]. The basic premise underlying these studies of the OSS community
as an innovation network is that the developers are conduits for knowledge transfer
and learning between projects. While this is a useful perspective few studies have
attempted to study how and why these networks evolve over time which would have
important implications about technology trajectories of OSS products. Our analysis
offers several interesting insights that could contribute to a better understanding of
OSS community evolution.

We follow two directions in our analyses of network data from an OSS
development portal (http://www.sourceforge.net). First, we segregate projects in
distinct development stages into different sub-networks because we believe that
the key to understanding how the OSS network structure emerges and evolves,
is to understand the linking behavior of developers at various stages of software
development. Software engineering literature suggests that the resources required by
software projects in different development phases differ. Therefore, we conjecture
that the manner in which they link with other OSS projects would differ.

In this study, we examine how the network changes after a 9-month lag and
how the network properties differ between projects in various stages ranging from
planning to pre-alpha, to alpha, to beta, to production/stable, in chronological
order. This allows us to infer the behavior of developers as they engage in OSS
development. We find that these subnetworks indeed show distinct properties. For
example, our simulations reveal that the subnetworks of projects in the latter phases
deviate significantly from a random graph whereas the early-stage subnetworks do
not. This means, that developers in the latter stages engage in deliberate selection
of other projects to participate in more often than those in early stages. And further,
this choice of newer projects is not random but is guided by specific criteria which
we seek to identify in this study.

Second, with the purpose of identifying rules that guide network change, we
explored the evolution of one of the latter stage subnetworks since we found this
to be a non-random network. Specifically, to understand what criteria developers
in this subnetwork might be using in forming links, we were guided by three
logics that underlie tie formation in most types of social networks [1, 20]. One,
the rationale of preferential attachment proposes that those OSS projects which
are already central in a network of projects accrue more project-project links over
time. In the literature, this is labeled as the winner-takes-all or rich-get-richer
phenomenon. Two, popular developers seek to participate in a more diverse set of
projects rather than specializing in a narrow category of projects. This is referred
to in literature as multi-connectivity [1, 20]. Third, the logic of homophily suggests

http://www.sourceforge.net
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that similar projects would tend to share developers and thus form links with each
other more than dissimilar projects would. That is, developers, tend to affiliate with
other projects that are similar to their prior projects.

The results of these analyses also suggest a more complex picture. The results
indicates support for the homophily logic, but not the preferential attachment or
multi-connectivity logics. Specifically, we observe that the largest component of
the production subnetwork demonstrates clustering based on different programming
languages. This is consistent with recent analysis of mature-only projects [2] where
mature projects linked with other mature projects sharing the same programming
language. However, the affinity for the same programming language that results
in project-project links does not manifest when projects share the same operating
systems or the same topics. Finally, a typical property of large networks is the
expansion of the main component where previously unconnected nodes in the
network eventually coalesce to join the large component. Our comparison of the
subnetworks captured at two cross-sections 9 months apart also reveals a visual
illustration of such a network trajectory.

16.2 Literature

While the high degree of granularity of the data on the content of OSS project
coordination offers an opportunity to advance software engineering methods, the
large quantity of data on thousands of OSS projects has helped us better understand
the principles underlying complex network emergence. Our analysis following a
brief review of relevant literature therefore, will borrow from both these streams
in order to better understand the evolutionary patterns in the Sourceforge OSS
community. However, the guiding theories for our exploration are the logics of
attachment in social networks [1] – homophily, preferential attachment and multi-
connectivity. While software engineering literature attempts to advance the software
development principles of modularity and coordination in the social context of soft-
ware development, complex networks research is less concerned with the context.
Instead, the latter body of literature attempts to identify topological network patterns
that manifest from purposive social behavior, as distinct from patterns that manifest
from random linking behavior in networks. Notwithstanding the differences, both
these literatures attempt to understand to varying extents how the social motivations
represented by these logics proposed by Monge and Contractor [1] manifest in the
formation of links among network actors.

16.2.1 Software Engineering and OSS Project Networks

Software engineering research has considered the socio-technical nature of the
OSS projects and attempted to understand how the structure of the software code
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converges with the coordination structures between groups of OSS developers [41].
Thus, the dependencies between different components of the software artifact also
are reflected in the hierarchy and coordination among sub-groups of developers.
Therefore, assuming this congruence is beneficial for software projects, it can be
measured at different points in time in order to optimally guide software develop-
ment activity [42]. Further, because much of the software development knowledge
is implicitly captured in text such as emails, discussion forum and online chats,
scholars have also developed tools to extract implicit social networks from such data
[43,44]. Comparing the structure of implicit social networks between successful and
unsuccessful OSS projects affords greater insights for refining software engineering
methods. Similarly, using social network analysis to study the leadership behavior
of OSS developers working on specific projects [48], helps to develop a deeper
understanding of the types of coordinating activities important for managing such
projects. The ‘social’ dimension of software development also surfaced in another
recent study that finds the developers also prefer to associate with others with similar
status and experience [47]. Overall, the community level analysis of OSS projects
using a social network lens [46] has generated a significant body of knowledge of
how these communities succeed in developing successful software artifacts.

16.2.2 Complex Networks of OSS Projects

Open source software researchers have examined the social network of the commu-
nity in different ways. Valverde et al. [3] analyze the network of debugging-related
emails of a specific open source communities such as the Python (a programming
language) and TCL project, and they find scale-free behavior where a core of
programmers participates in most of the email traffic. Xu et al. [4] examine
the topology of the entire set of 87,000 projects and 912,000 developers on an
open source development to find that the degree distributions of the (one-mode)
developer-network and the (one-mode) project-network are scale-free. They find
that the core developer network is far more fragmented than a larger network
consisting of not only the core but also peripheral developers and users. This
finding is consistent with the predictions of how assortativity affects network
structure. Degree-assortative networks are those where nodes associate with nodes
of equivalent degree. Assortative networks percolate faster and form smaller giant
components. This also suggests that the peripheral developers serve to weakly inte-
grate the entire community into a larger cluster than the core developers themselves.

Thus, depending on the sampling procedure, the open source network is char-
acterized by both as a small world (resulting from its scale-free behavior) and as a
highly clustered network (i.e., clustered according to a project attribute, not in terms
of link transitivity as is conventionally defined in complex networks literature) [2].
In the same study, while the scale-free distribution is similar confirmed, the
project-project network was also found to cluster predominantly according to the
programming languages of the projects. Another finding is that the network of
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mature-only projects is meta-assortative whereas that of early-stage projects is meta-
disassortative. That is, mature projects are more likely to link with other mature
projects when they have similar attributes, e.g., programming language [2].

Past research [9] suggests that preferential attachment [5–7], clustering and as-
sortativity [8] are key mechanisms that lead to change in the network structure. The
theoretical models also apply to and have been tested on bipartite social networks
(two-mode) such as the scientific collaboration network of authors collaborating
on articles [11], the board of directors network [8], and the movie network [12].
Watts [13] discusses how findings from analysis of one-mode can be extended to
understanding bilateral networks.

An important concept used to characterize social networks is its small world
structure where the diameter of the network increases as the logarithm of the number
of nodes in the network [12, 14]. In small world networks, path distance between
most pairs of nodes is extremely small compared with the size of the network. The
mechanism that contributes to a small world structure of a network is preferential
attachment where it is the central nodes lower the diameter of the network signifi-
cantly. However, while preferential attachment has been found to be predominant in
social networks of scientific patents [15], clustering and assortativity also are char-
acteristic of social networks [10,40]. Intuitively, preferential attachment would con-
tribute to the emergence of a small world structure, while the relationship between
assortativity or clustering within small-world structures is more complex [16].

An interesting theoretical prediction in the complex networks literature is the
role of the assortativity in percolation of a giant component [10]. Highly assortative
networks percolate faster but the size of the giant component is smaller than when
the network is disassortative. Conversely, a disassortative network percolates more
slowly but the size of the giant component is larger than in assortative networks.
For neutral networks with zero assortativity, the emergence and size of the giant
component is intermediate between the above two extremes. Guimera et al. [17]
discuss how depending on how teams grow by (i) either allowing entry to new
entrants or network incumbents, and by (ii) allowing inclusion of past collaborators,
the network structure evolves differently. They describe how these parameters affect
the percolation of the network and its task performance.

16.3 Data and Exploratory Analysis

We utilize the data from Sourceforge.net, the largest repository of Open Source
software on the Internet. As of September 28, 2006, there were about 130,647
registered projects and 1,401,662 registered users on Sourceforge.net. Even though
there are several other much smaller sites such as Freshmeat, Rubyforge, or
ObjectWeb, Sourceforge can be considered to be representative of the population.

Three types of data from the FLOSSmole website were utilized for this study
[18]: (i) Developer-project affiliations: Each project team on Sourceforge consists of
a project administrator or owner, who coordinates the efforts among the remaining
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contributors consisting of both, the core and peripheral developers. Of these, the
core-developers are the most important since they are considered experts and have
privileged access to the code repositories. We captured data on which developer
was registered as the core-developer of each project. (ii) Project characteristics:
Sourceforge also provides different classification systems for projects. For example,
project characteristics are captured in terms of the database environment, intended
audience, license, operating system and programming language. (iii) Project stage:
Developers also classify their own projects as belonging to one or more of these
stages in a project life cycle: planning phase; pre-alpha phase; alpha phase; beta
phase; production/stable category and mature phase of development. Though many
projects belong to the same stage of development, they may have been initiated
and registered on Sourceforge in different years from 1999 to 2005. We segregated
our data into sub-samples using the information about the stage of every project
(planning, pre-alpha, alpha, beta, stable and mature). In our analysis, we trimmed
the data by excluding projects whose phase information was not available. Next,
we proceeded using a combination of network descriptive statistics, network
visualizations, and statistical testing typically used in complex networks research,
which help us develop a rich picture of the dynamics of OSS community social
networks. Graphical visualizations, which we obtained using Multinet [19], are
often useful to draw inferences and guide further exploration [20]. Visualizations
presented in this study depict the bipartite network. Eigenvectors coordinates were
used to graphically locate the nodes [21].

16.3.1 Sampling

Projects which declared themselves simultaneously in two separate phases were
recoded into one phase, the latter of the two declared phases. For example, a project
XYZ which was declared to be in the alpha and beta phases was assigned to the beta
sub-network and excluded from the alpha sub-network. Thus, we obtained a set of
60,164 projects for April 2005 and 71,154 projects for Dec 2005.

Furthermore, projects with only one developer who was not participating in any
other project in both time periods, were considered as isolates and excluded from the
analysis since these do not contribute to any understanding of the network change.
All remaining projects were retained. However, once a project has more than one
developer in either April or December, it was retained in both networks. Therefore,
a project was removed only if it was an isolate in both April and December. Thus,
out of 62,439 projects in April, 1,094 were isolates but these were retained since they
were not isolates in December. In the December data no isolates were retained for
our network analysis. Line 4 in Table 16.1 shows the number of projects which were
connected and also had phase information. It is about 25 % of the initial number,
but since the isolates were 30–40 % of all the projects, the percentage of networked
projects with their phases declared is actually about 42–44 % (Table 16.2).
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Table 16.1 Sampling April 2005 December 2005

Total projects 93,514 106,888
Projects with phase 60,164 71,154
Isolated projects 35,680 43,632
Analyzed non-isolates 24,484 27,522
Percent of non-isolates 42 % 44 %

Table 16.2 Distribution of
December 2005 connected
projects (analyzed)

Phases Counts Percentage (%)

Planning 6,662 24.20
Pre-alpha 3,969 14.40
Alpha 4,650 16.90
Beta 6,357 23.10
Production 5,120 18.60
Mature 365 1.30
Inactive 399 1.40

16.3.2 Analysis of Network Degrees

1. Network Degree
Degree centrality of a project indicates the prominence of a project in the OSS
community. Similarly degree centrality of a developer indicates the prominence
of a developer and therefore his access to resources within the network [24, 25].
We assess degree centrality of a project simply as the number of participating
developers and the degree centrality of a developer simply as the number of
projects he or she was participating in. The project degree centrality also is an
indicator of the complexity of the project as existing developers recruit additional
ones in order to fill project requirements [35]. Developer degree centrality
represents the access to diverse workgroups by a developer and thus access
to more skills and software knowledge within the community. It is seen from
Table 16.3 that the mean developer degree shows an increase especially in the
latter groups, namely the beta and stable projects (i.e., from 1.08, 1.05 and 1.06
to 1.22 and 1.13). The increase in mean degree suggests that developers overall
activate more links as they work on projects in the latter phases compared to
the early stages. From the first rows of Tables 16.4 and 16.5 we note that the
number of developers with a degree of one forms a smaller percentage of the total
number of developers as we progress from Planning to Stable stage (96–90.5 %
for Table 16.4 and 93.40–90.50% for Table 16.5). It is to be noted that the above
computations were done separately for the bipartite networks (subnetworks) for
each of the phases. Similarly, the mean degree of projects also increases, which
means that on an average projects in the stable stage are connected to a larger
number of other projects in the stable stage (compared to the earlier stages).
Therefore, this understates the differences between the mean degree for each
phases since the cross-phase links (between the two subnetworks) were excluded
from the individual phase-wise subnetworks.
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Table 16.3 Mean degree

April 2005 December 2005

Network measure → Mean developer Mean project Mean developer Mean project
Phase degree degree degree degree

Planning 1.08 3.74 1.08 3.78
Pre-alpha 1.05 3.56 1.05 3.62
Alpha 1.06 3.77 1.06 3.83
Beta 1.22 4.37 1.11 4.40
Stable 1.13 5.04 1.13 5.05

Table 16.4 Developer degree (April 2005)

Distribution
values

Pre-alpha Alpha Beta Stable

Counts %age Counts %age Counts %age Counts %age

1 11,489 96 14,033 94.4 20,187 83.4 18,200 90.5
2 437 3.6 739 5 1,595 12.9 1,500 7.4
3 28 0.2 80 0.5 266 2.7 310 0.4
4 5 0 8 0.1 54 0.7 75 0.1
5 2 0 2 0 14 0.1 16 0.0

Table 16.5 Developer degree (December 2005)

Distribution
values

Planning Pre-alpha Alpha Beta Stable

Counts %age Counts %age Counts %age Counts %age Counts %age

1 21,769 93.4 13,152 96 15,823 94.5 23,045 83.4 20,761 90.5
2 1,288 5.5 495 3.6 826 4.9 1,822 12.9 1,736 7.6
3 176 0.8 46 0.3 81 0.5 287 2.7 328 1.4
4 44 0 7 0.1 16 0.1 61 0.7 84 0.4
5 10 0 2 0 2 0 18 0.1 19 0.1

2. Visualizations
Qualitative differences are also observed between the five subnetwork phases.
To illustrate, the subnetworks for the early stages were highly tree-like with
mostly single paths between connected projects. That is, projects are connected to
other projects by single developers (see Fig. 16.1 for the pre-alpha subnetwork).
For the Beta subnetwork, it is noted that the central portion is highly meshed
with multiple paths connecting several project pairs (Fig. 16.2). This suggests
more intensive networking by developers as they participate in multiple projects.
This is also seen from the exploded central portion in Fig. 16.3. A similar or
slightly higher degree of intermeshing was observed for the Stable subnetwork.
Surprisingly, the Planning sub-network appears to have a higher degree of
networking than either the Pre-alpha or the Alpha subnetworks. The degree
of intermeshing can be observed by removing developers with degree 2 and
observing the number of components thus created due to the deleted paths.
In Pre-alpha and Alpha subnetworks, a large number of small components
are formed by deleting developers of degree 2, where the Beta and Stable
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subnetworks split into fewer components. For example, Fig. 16.4 shows the
component sizes for the giant component in the Beta subnetwork after the
developers with degree-2 are removed.

16.3.3 Analysis of Non-random Network Formation Processes

While degree analysis indicates actor-level tendencies to form links within a
community, it does not indicate how the network actors are identifying alters to form
ties with. If actors randomly form links with others, then complex networks theory
predicts that the distribution of component sizes should differ significantly from the
distribution that would result if the link formation is non-random. Therefore, we
examined the component size distribution of each subnetwork (planning to stable
phase) separately in order to understand whether and how they differ, if at all from
a random graph. These results were also compared with assortativity computations
to develop implications for link formation in the OSS community. In particular,
separate analysis for each subnetwork highlighted the differing network formation
logics underlying the subnetworks.

1. Component Sizes
We examined the connectivity of the OSS network by an analysis of the
component size and its distribution, where size of a component is the number of
projects and developers weakly (directly or indirectly) connected to each other.
The distribution of component sizes was obtained separately for projects in five
phases. These are weak components and are obtained by using the network links
to cluster the projects. The sizes of the components are indicated in terms of
the number of nodes. Since this is a bipartite graph, the nodes include both
developers and projects [45].

Table 16.6 shows the size of the top five components for each of the
subnetworks. For example, the largest component in the Stable sub-network has
7,088 nodes (developers and projects) of which 6,182 are developers working
on 906 projects. This component has 28.6 % of the total number of nodes in
the stable subnetwork, significantly more than the relative component size of the
largest components in Alpha and Pre-alpha subnetworks. The size of the biggest
component in percentage terms decreases from Stable to Pre-alpha but shows
a surprising increase for the Planning sub-network. Thus, note that the largest
component for the Planning sub-network consists of 9.5 % of the total nodes in
that subnetwork indicating that the Planning sub-network is more fragmented
than the Stable subnetwork. However, the Planning subnetwork is surprisingly
less fragmented than the Pre-alpha and Alpha networks which have only 1.3 and
2.7 % of their nodes in the largest components. While all this broadly suggests
that in the latter stages, developers and projects tend to get more interconnected,
it is not clear why there should be an unusual increase in the connectivity of the
Planning subnetwork (Fig. 16.5) compared to the Pre-alpha projects and also the
Alpha projects (not included here).
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In order to find statistical support, the theory of random graphs was applied.
The theory of random graphs [26] concerns the evolution of complex structures
within a graph as the density (average degree) increases. This theory was based
on Poisson degree distributions and did not apply to graphs with special structure
such as bipartite graphs or to other degree distributions. A central part of this
theory predicts percolation of a giant component. That is, before the mean of
the degree distribution approaches a critical value, the graph has many small
components with simple structure such as paths and trees; then develops triangles
and longer cycles as the small components coalesce; after which it very rapidly
forms a giant component which absorbs most of the nodes; all other components
remain far smaller with a simple structure. For Poisson degree distributions, the
critical value of node-degree is 1 at which a giant component percolates [26,27].
Recent theoretical developments [23, 28, 29] show that important features of the
original theory also apply to bipartite graphs and to quite a wide range of degree
distributions.

The evidence of non-random processes underlying the network formation can
be detected if graphs are randomly generated conditional on the same degree
distribution of the actual network. A method for generating bipartite random
graphs with given degree distributions is described and demonstrated in [23].
If these simulations yield component size distributions significantly different
from the actual data, this suggests that non-random link formation is occurring.
Therefore, simulations were run to test whether the structure found in both April
and December phases could be explained by simple random assignment of links,
with the same separate degree distributions for developers and projects found
empirically in the SourceForge data. Each simulation was run 25 times to attempt
to get reasonable statistics. The results are shown in Table 16.7 (April 2005) and
Table 16.8 (December 2005). The second-largest component sizes are shown for
each phase to indicate the distribution of component sizes for that phase.

For both April and December, the observed component sizes of the Plan-
ning (9.5 %) and Pre-alpha(1.3 %) phases appear very similar to the random
simulations (8.5 and 1.4 % respectively). This means that the components in
these phases could arise from random connections of developers and projects.
The Alpha phases show the largest component to be about twice as big in the
simulations (2.7 and 5.2 %), but the error bar (StdDev) is also large. However,
for both Beta and Stable phases, it is clear that the largest components of the
data are considerably smaller than what would arise from random connections,
implying that the linking of projects in the large components are not the result
of random processes. The last line in each table shows the data and simulation
results for all the projects (except the isolates), whether they have an assigned
phase or not. For example, in Table 16.7, the size of the actual large component
(48.8 %) is much smaller than the simulated result (71.2 %).

A possible explanation for the non-random link formation among Beta and
Stable projects could be the clustering tendency of developers. Developers with
high degree tend to work on projects with other developers of high degree in
these phases. This would concentrate the higher degree developers on fewer
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Table 16.6 Component distribution of phase sub-networks (only five largest components are
shown)

% of total % of total % of total
Component Node nodes of Developer developers of Project developers of

Phase number count subnetwork count subnetwork count subnetwork

Stable 1 7,088 28.60 6,182 30.60 906 20.00
2 195 0.80 180 0.90 15 0.30
3 182 0.70 164 0.80 18 0.40
4 169 0.70 163 0.80 6 0.10
5 126 0.50 114 0.60 12 0.30

Beta 1 6,728 24.20 5,841 26.40 887 15.80
2 229 0.80 206 0.90 23 0.40
3 117 0.40 109 0.50 8 0.10
4 80 0.30 70 0.30 10 0.20
5 74 0.30 63 0.30 11 0.20

Alpha 1 516 2.70 460 3.10 32 0.70
2 193 1.00 183 1.20 12 0.30
3 135 0.70 125 0.80 23 0.50
4 103 0.50 90 0.60 21 0.50
5 95 0.50 85 0.60 12 0.30

Pre-alpha 1 209 1.30 177 1.50 32 0.90
2 72 0.50 65 0.50 7 0.20
3 68 0.40 67 0.60 1 0.00
4 51 0.30 49 0.40 2 0.10
5 49 0.30 46 0.40 3 0.10

Planning 1 2,523 9.50 2,072 10.00 451 7.60
2 223 0.80 176 0.90 47 0.80
3 168 0.60 155 0.80 13 0.00
4 86 0.30 80 0.40 6 0.10
5 82 0.30 80 0.40 2 0.00

projects in the large component. For example, Newman [10] describes how
highly assortative networks percolate faster but the size of the giant component
is smaller than when the network is disassortative or random [10]. Thus,
the component sizes of the Beta and Stable phases show some indication of
assortativity or clustering tendencies. To test this explanation assortativity was
computed next.

2. Assortativity
To gauge the assortativity, the average degree of co-workers was calculated for
each degree of the developer degree distributions with at least ten developers.
If there is no correlation between the degrees of workers and co-workers, the
average co-worker degree should be constant over all degrees. The results for
Alpha, Beta and Stable in April and December are shown in Figs. 16.6 and 16.7.
There is an upward trend from low worker and co-worker degree to higher worker
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Table 16.7 Comparison of empirical and simulated networks for April phases

Empirical Simulation from 25 runs

Second Second
Phase Total # of nodes Largest largest Largest StDev largest

Planning 26,623 2,523 (9.5 %) 223 2,263.3 (8.5 %) 840.9 471
Pre-alpha 15,491 209 (1.3 %) 72 199.2 (1.4 %) 64.6 128.3
Alpha 19,063 516 (2.7 %) 193 988.2 (5.2 %) 491.8 336.5
Beta 27,764 6,728 (24.2 %) 229 11,387.7 (41.0 %) 254.3 102.9
Stable 24,748 7,088 (28.6 %) 195 14,169.5 (57.0 %) 153.8 55.5
ALL 128,386 62,671 (48.8 %) 90 98,360.9 (71.2 %) 256.8 37.7

Table 16.8 Comparison of empirical and simulated networks for December phases

Empirical Simulation from 25 runs

Second Second
Phase Total # of nodes Largest largest Largest StDev largest

Planning 29,959 2,241 (7.5 %) 228 2,567.0 (8.5 %) 739.3 530.7
Alpha 21,402 329 (1.5 %) 219 1,045.0 (4.9 %) 499.7 308.8
Pre-alpha 17,676 238 (1.3 %) 68 222.2 (1.3 %) 491.8 152.8
Beta 31,606 7,936 (25.1 %) 86 12,997.1 (41.1 %) 254.3 110.5
Stable 28,072 7,735 (27.6 %) 190 15,711.3 (56.0 %) 153.8 67.7
ALL 131,771 65,518 (49.7 %) 116 95,153.4 (72.2 %) 256.8 35.7

and co-worker degree. However, the underlying distributions are very long-tailed
since over 80 % of the developers, over all phases, only work on a single project.

The degree distributions of co-workers resemble Pareto distributions [30,31].
Pareto distributions are of the form: Pr(X > x) ∼ x−k (with mean k/(k− 1)
for k > 1), which is the cumulative distribution derived from the Power Law
distribution function: Pr(X = x) ∼ x−(k+1). A log-log plot of a Power Law
frequency distribution is a straight line, and with slope = −(k+ 1), from which
the mean of the Pareto distribution is k/(k− 1). Figure 16.7 shows examples of
December Stable co-worker degree distributions for developers with degree 1,
3 and 6. The distributions are shown as log-log plots of log degree versus log
count of co-workers with that degree, and are approximately linear. As the fitted
slopes−(k+1) decrease, the mean degrees k/(k−1) become greater. Figure 16.7
shows the mean degrees if Pareto distributions are assumed. For both tables there
is a general increase in mean degree of co-workers with increases in developer
degree.

16.3.4 Analysis of Network Change

While the analysis of component size distribution is only cross-sectional, the
community social networks across two time periods were first analyzed to identify
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whether and how clusters interlinked over time by virtue of new links. Exponential
Random Graph Modeling, also called P* analysis was performed to understand
whether any project level attributes results in clustering of links. The network
attachment logics of accumulative advantage and multiconnectivity were examined
by enumerating the new links formed and dissolved by a small samples of projects.

1. Network Change
To understand the evolution of the OSS network we also compared how the
clusters in the networks across the two time periods – April and December 2005 –
changed. Clustering of the largest component of the Stable subnetwork was done
based on the sign patterns of the eigenvectors. The project-project network was
clustered for both time periods (April 2005 Stable and December 2005 Stable
subnetworks) by considering the number of common developers as a binary link
between each project pair. As displayed in Tables 16.9 and 16.10 four clusters
emerged of which two were the largest and about 95 % of the projects fell in
both these clusters. Interestingly, we observe a very high degree of clustering
with over 98 % of the developers within any cluster linked to other projects
within the same cluster. Many small components from April Stable (top five are
shown in Table 16.9) were added to December Stable. Some of these components
merged with the two large April clusters whereas some did not. This illustrates
that over time developers tend to participate in other more connected projects
thus resulting in the small components of the network coalescing into the large
components. However, when the new projects were identified for December
2005, it was found that almost all new projects joined one of the April 2005
clusters without any increase in the number of links across clusters (Fig. 16.8).
In other words, the clusters across the 6 month period remained stable with very
little inter-cluster links (Table 16.8). This suggests that developers are perhaps
restricted to certain clusters based on certain project-specific attributes such as
operating systems, programming languages, intended audience or licenses. These
differences can impose a technological and knowledge barrier that prevents
projects having different attributes from sharing developers. The P* analysis
presented next was used to understand such clustering behaviour.

2. Homophily
Further examination was done by using P* to blockmodel the Stable subnet-
work [22]. P* is a class of logit models which are used to model link formation
by accounting for the non-independence across dyads (observations) [33].
A key measure of model fit is the change in chi-square, whereas the Wald
statistic is used to assess the significance of each parameter. Since the networks
under consideration are non-directed project-project networks, only three types
of simplistic network tendencies were examined for their effects, apart from
the blocks (programming language, operating systems, intended audiences and
licenses). Therefore, four blocks were included – programming language, oper-
ating systems, intended audience and licenses.

Since a project can be listed under multiple licenses, operating systems,
programming languages and intended audiences, additional simplifying rules
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Table 16.9 Network clustering (April 2005)

Lower-left Upper-left Lower-right Upper-right Total

LL 570a 3 4 0 577
98.79 %b 0.52 % 0.69 % 0 % 7.43 %
98.28 %c 0.07 % 0.15 % 0 %

LR 7 4,219 3 1 4,230
0.17 % 99.74 % 0.07 % 0.02 % 54.43 %
1.21 % 99.83 % 0.11 % 0.39 %

UL 3 3 2,699 4 2,709
0.11 % 0.11 % 99.63 % 0.15 % 34.86 %
0.52 % 0.07 % 99.74 % 1.54 %

UR 0 1 0 254 255
0 % 0.39 % 0.00 % 99.61 % 3.28 %
0 % 0.02 % 0.00 % 98.07 %

Total 580 4,226 2,706 259 7,771
7.46 % 54.38 % 34.82 % 3.33 %

aCOUNT – Count of links from developers of row cluster to projects of column cluster
bROW % – COUNT as a percentage of total links from the row cluster
cCOL % – COUNT as a percentage of total links to the column cluster

Table 16.10 Network clustering (December 2005)

New Lower-left Upper-left Lower-right Upper-right Total

New 2,042a 78 180 171 18 2,489
82.04 %b 3.13 % 7.23 % 6.87 % 0.72 % 29.35 %
91.78 %c 12.40 % 5.71 % 7.56 % 8.57 %

LL 12 538 3 2 0 555
2.16 % 96.94 % 0.54 % 0.36 % 0.00 % 6.54 %
0.54 % 85.83 % 0.10 % 0.09 % 0.00 %

UL 90 9 2,967 2 1 3,069
2.93 % 0.29 % 96.68 % 0.07 % 0.03 % 36.19 %
4.04 % 1.43 % 94.04 % 0.09 % 0.48 %

LR 78 3 4 2,087 4 2,176
3.58 % 0.14 % 0.18 % 95.21 % 0.18 % 25.66 %
3.51 % 0.48 % 0.13 % 92.26 % 1.90 %

UR 3 1 1 0 187 192
1.56 % 0.52 % 0.52 % 0.00 % 97.40 % 2.26 %
0.13 % 0.16 % 0.03 % 0.00 % 89.05 %

Total 2,225 629 3,155 2,262 210 8,481
26.24 % 7.42 % 37.20 % 26.67 % 2.48 %

aCOUNT – Count of links from developers of row cluster to projects of column cluster
bROW % – COUNT as a percentage of total links from the row cluster
cCOL % – COUNT as a percentage of total links to the column cluster
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Table 16.11 New link formation

New pairs Old pairs New links Old links
Type of project Apr-2005 Dec-2005 Apr-2005 Dec-2005

Planning 104 226 116 242
Pre-alpha 48 56 52 66
Alpha 92 74 96 78
Beta 436 148 458 148
Stable 496 272 514 278
N/A 140 32 144 34

were used to create and assign blocks (such as the most common license was used
to assign the block (dummy variable)). Most projects were listed under a single li-
cense, whereas the operating systems were clubbed into three categories POSIX,
OS Independent and Windows. This categorization is somewhat consistent with
prior exploratory studies [32]. Of these four blocks, only programming language
could be used to derive reasonably clean clusters. This is consistent with recent
findings on the linking behavior by mature projects on Sourceforge [2] Therefore,
in the P* models described next, only programming language was used as a
block.

As in the P* output (Figs. 16.9 and 16.10 and Table 16.16), the parameter
(left most column) refers to the network variable (1 = choice, 5 = degree and
6 = cyclicity). Separate parameters were assigned to each block for the same
network mechanism. As seen 36 % of the ‘1’ links were correctly predicted. The
importance of clustering was confirmed when another model was run excluding
Cyclicity as a network mechanism (parameter 6). That the chi-square reduced
dramatically (doubled) suggests a significant level of clustering of links based on
programming language, indicating that developers might seek multiple projects
sharing a common programming language (Table 16.11).

3. Preferential Attachment
The rationale of preferential attachment suggests that the more connected
projects increase their degree centrality more than the less connected projects
would. To test this in an exploratory fashion, we identified the December Stable
projects which were also April Stable projects and then calculated the increase in
their degrees in the project-project network in two ways: (a) Difference between
weighted link counts of December Stable and April Stable projects. The value
of a weighted link between two projects is the number of developers they have
in common. This difference would then count the number of new developers
coming to each project. (b) Difference in the number of links between projects
in December and April, ignoring their weights. This counts the number of new
projects each project is connected to by developers new to either project.

The top 20 projects with the largest increase in degree amount and degree
count are shown in Tables 16.12 and 16.13. Thus, for example, project e107,
which has the maximum number of new developer links, had 13 developers
in common with other projects in April 2005. Since the rank of this project is
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Table 16.12 Project link amounts in the bipartite network (counting
binary Project-Project links)

Project December new April project April link amount
name project links link amount rank (max 87)

e107 40 13 75
∗moodle 33 119 13
Lportal 28 43 45
∗collective 26 430 1
∗php-blog 25 56 35
wicket-stuff 24 23 65
Tahoe 24 2 86
∗sblim 19 18 70
Ebxmlrr 18 25 63
Vtigercrm 16 7 81
typo3xdev 16 51 39
Gate 16 1 87
Wxcode 15 15 73
Bmfo 13 11 77
∗wikindx 12 7 81
Jpivot 11 12 76
Devkitpro 11 9 79
Chipmark 11 14 74
∗archetypes 11 185 3
∗abbot 11 10 78

75, it implies that there were 74 other OSS projects which had more than 13
developers in common with other projects in April 2005. e107 therefore had 40
more developers who joined the project and were at the same time participating in
other projects. Based on the preferential logic attachment, we would have instead
expected to see the top ranked projects (e.g., collective and archetypes which had
a rank of 1 and 3 respectively) acquire the maximum number of new developers
in common with other projects. However, this does not appear to be the case
from Table 16.12 and also from Table 16.13, which captures the number of new
project-project links (instead of the number of developers). Again, we do not find
evidence of the top ranked projects forming the most number of new links in the
network. (Note: The amount and number of links in the April network, along
with their ranks are also included in both Tables 16.12 and 16.13. There is some
overlap of project; the seven that appear in both tables are marked with *. In both
tables at least one project with low rank (1, 2, 3) appears in the table, and one
project (collective) with very low rank appears in both.)

4. Multiconnectivity
The logic of multiconnectivity suggests that over time the prominent developers
will engage in more diverse projects. This exploration tendency is proposed to
be characteristic of popular developers since it helps them to engage in broader
learning. To test this intuition, developers involved with many projects for all
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Table 16.13 Project link numbers in one-mode project network (counting
binary Project-Project links)

Project December new April project April link amount
name project links link amount rank (max 87)
∗collective 10 33 2
∗php-blog 5 13 17
amis 5 1 29
poedit 4 9 21
∗moodie 25 56 35
dirstorage 24 23 65
∗archetypes 24 2 86
∗abbot 4 2 28
zanebug 3 2 28
xmule 3 1 29
xine 3 10 20
winpooch 3 1 29
∗wikindx 3 1 29
wcx 3 1 29
tortoisecvs 3 13 17
syncml ctoolkit 3 3 27
Sotf 3 2 28
Shorewall 3 2 28
∗sblim 11 185 3
Plone 11 10 78

the April 2005 data were selected. Of the 96,348 developers involved in multiple
projects (across all phases), 86 of them were involved in at least ten projects
(“high degree”), and they represent only 0.09 % of all the developers as shown
in Table 16.14. These developers were then identified in the large component
of the April 2005 Stable developer-project network by using a prominence
representation [34]. The projects are colored by the clustering found for this
component (Fig. 16.11). Of the 86 developers with at least ten projects, 55 of
them appear in this component (and therefore no other), and their degree in this
component is shown in Table 16.14. The prominence representation raises each
of the 55 “high degree” by an amount proportional to their total April degree
above the plane showing the connections among other developers and projects. It
is clear that most of these high-degree developers are involved with the two main
clusters of projects, although only one of them (Steinbeck) works on projects
in both the two main clusters. The top 20 of the high degree developers in this
component were then selected for an examination of the diversity of the projects
they are involved in based on the project attributes cluster, license, OS, language
and audience; the results are shown in Table 16.17. It is observed that there is
much more variation in the licenses and operating systems than in the audiences
and languages. Table 16.15 shows the number of projects these 20 developers
were involved in over all phases of the December 2005 data. There is very
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little change in the number of projects for these developers between April and
December 2005. Thus, the results do not support the multi-connectivity as a logic
driving the formation of links in this community.

16.4 Contribution, Limitations and Future Research

Re-organization of the open source community occurs dynamically as software de-
velopers participate in multiple projects thus creating an interlinked structure. Such
interlinking is beneficial for the software community due to the high potential for
software reuse [35]. However, OSS projects do not achieve success spontaneously.
Despite the popularity of many OSS products, such as the Mozilla Browser or
the Linux operating system, only a small percentage of OSS projects successfully
compete with commercial software products. Those that do are considered to be
of very high quality and enjoy significant developer and user adoption, whereas
significant effort is wasted by developers and software firms by investing in OSS
projects that do not become successful and are then discarded. These challenges
make it important to understand the evolution of the open source network and
thereby infer developers’ project-joining behaviors.

The open source community is like a storehouse of software knowledge where
each project member’s access to the knowledge is determined by how they are
connected to the rest of the network. Considering the open innovation paradigm
where participation is entirely voluntary, it is tempting to conclude that individuals
will be able to broaden their access to the software expertise residing in the
community by participating in a diverse portfolio of projects or will engage in
exploration at the cost of exploitation [52].

A distinctive feature of the open innovation communities is the emergence of an
invisible network of collaborators spread throughout the community [36] termed as
the “main component” of the network. Members of this component are presumed to
be able to access knowledge elsewhere by accessing the multiple intermediate links
to the source of the knowledge. While we are not focusing on understanding how
network processes generate positive and negative outcomes for developers, we try
to fuse the principles from complex networks with current understanding of social
theory.

Overall, results do not indicate support for the two logics of preferential
attachment and also multi-connectivity. The absence of preferential attachment
in this network is consistent with recent work on online communities [49, 50].
However, we do find homophilous linking behavior in terms of programming
languages and assortativity. More specifically, the results suggest that assortativity
leads beta projects to form smaller but more robust (more densely connected)
giant components than early stage networks. We also find that over time, these
components sustain their boundaries and do not coalesce very easily with other
components. Perhaps the barriers arising from various project attributes are un-
surmountable in that developers restrict themselves to their original clusters. A
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Table 16.14 Statistics

Developer degree for April 2005 all phases
MEAN VAR STDEV MIN MAX MED SIZE BINS

1.31 0.7514 0.8668 1 50 1 96,348 25
High degree developer projects in April stable large component
MEAN VAR STDEV MIN MAX MED SIZE BINS

5.07 15.78 3.972 1 11 4 55 11

Degree distributions
Developer degree Higher degree developer projects
for April 2005 all phases in April stable large component

Values Count Percentage (%) Values Count Percentage (%)

1 78,245 81.20 1 2 3.60
2 12,096 12.60 2 15 27.30
3 3,523 3.70 3 11 21.80
4 1,307 1.40 4 13 23.60
5 573 0.60 5 4 7.30
6 267 0.30 6 4 7.30
7 134 0.10 7 2 3.60
8 78 0.10 8 1 1.80
9 39 0.00 9 1 1.80
10 25 0.00 11 1 1.80
11 15 0.00
12 12 0.00
13 8 0.00
14 5 0.00
15 2 0.00
16 6 0.00
17 2 0.00
18 1 0.00
19 4 0.00
20 1 0.00
21 1 0.00
28 1 0.00
29 1 0.00
2 1 0.00

surprising result is that we do not find much evidence of preferential attachment
since neither the top 20 developers were observed to form more links nor did
we observe the top 20 projects forming more links than the rest of the projects.
Inference of scale-free behavior from past studies, however, are inconsistent with
this observation. In fact, we do find highly skewed degree distributions in our data
as well.

We acknowledge the following limitations of our analyses. First, Howison and
Crowston [37] identify several concerns with the Sourceforge data set, which we
have attempted to address in our sampling procedure. However, the importance of
including as large a portion of the population as possible is suggested by network
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Table 16.15 December 2005 Total degree of top 20 April stable large
component developers

Developer (degree) Total degree Developer (degree) Total degree

saunup(50) 50 dreamcatcher(12) 13
hobbs(32) 32 bwarsaw(13) 13
paul-h (29) 27 thusted(12) 12
joeretro(21) 21 limi(12) 12
andreas kupries(15) 16 aegis(13) 12
timriker(14) 14 steinbeck(10) 11
roock(13) 14 hobbs2(11) 11
loewis(13) 14 das(11) 11
myers carpenter(13) 13 rinkrank(10) 10
hzeller(13) 13 fdrake(10) 10

literature in order to [38] avoid bias in the analyses. Since the focus of our theory
building is explaining the formation of links, exclusion of projects and developers
in the initial sample poses the risk that new links from the excluded projects
are not captured and thus can give an inaccurate picture. Our exclusion of the
isolates across both time periods is based on the premise that these projects reflect
a lack of commitment on part of the developers and therefore do not capture the
phenomenon of our interest. Second, we have separately analyzed the subnetworks
for the various phases since that is computationally feasible. Obviously, therefore,
the analysis did not include the links between projects in different subnetworks.
We have not been able to quantify in this paper as to how much bias has entered
into our results by segregating the entire community in this fashion. Third, in some
of our tests, especially those that analyze the preferential attachment and multi-
connectivity rationales, we have sampled only the first few developers, which is too
small a sample size for statistical validation. Finally, we have defined co-workers
simply as those belonging to the same core group of a project. However, more
fine-grained analysis can be performed by acquiring more granular data on the
collaboration behavior on discussion forums and software versioning systems used
on Sourceforge or other open source portals (Tables 16.16 and 16.17).

The findings in this study have several implications. The finding that common-
ality in programming languages is the only project attribute that leads to cross-
participation, highlights the challenges faced by an open innovation community
in achieving its key objective, which is to foster and synthesize diverse pieces
of knowledge from a very large number of experts. However, such collaboration,
mostly facilitated by an online knowledge exchange platform such as Sourceforge,
is undermined by the formation of clusters. While formation of clusters of dense
ties has its benefits in terms of greater trust and transactive memory systems, it also
has pitfalls in that its signifies artificial barriers to the synthesis of diverse expertise.
Future research efforts need to be directed towards a deeper understanding of how
the clusters in this community network are bridged by specific types of developers,
such as experts with niche skills or diverse experience. Understanding this bridging
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Table 16.16 Blocking schemea

2 1 1 1 1 1 1 1 1 1
1 2 1 1 1 1 1 1 1 1
1 1 2 1 1 1 1 1 1 1
1 1 1 3 1 1 1 1 1 1
1 1 1 1 4 1 1 1 1 1
1 1 1 1 1 5 1 1 1 1
1 1 1 1 1 1 6 1 1 1
1 1 1 1 1 1 1 2 1 1
1 1 1 1 1 1 1 1 7 1
1 1 1 1 1 1 1 1 1 8
aLinks 5564, Nodes = 2,192 (Diagonal not included)
−2 Log PseudoLikelihood – 49,427.423 (52,196.1 with single within-block parameter)
Goodness of Fit = 12,808,212.968
Model Chi-squared = 6,508,489.689
df = 24

Parameter Block b Std. error PLWald p(df = 1) exp(b) Counts Errors

1 1 −7.703 0.0333 53,344.787 <0.01 0 2,612 0.000
1 2 −5.199 0.096 294.338 <0.01 0.01 858 0.000
1 3 −4.988 0.230 468.882 <0.01 0.01 140 0.000
1 4 −5.373 0.110 2,371.156 <0.01 0.01 428 0.000
1 5 −4.618 0.259 318.816 <0.01 0 214 0.000
1 6 −5.942 0.131 2,045.129 <0.01 0.01 184 0.000
1 7 −5.960 0.067 7,824.120 <0.01 0 730 0.000
1 8 −5.217 0.317 271.336 <0.01 0 378 0.000
5 1 −0.038 0.005 61.075 <0.01 0.01 19,690 0.000
5 2 −0.466 0.028 277.284 <0.01 0.96 3,620 0.000
5 3 −0.354 0.062 32.789 <0.01 0.63 638 0.000
5 4 0.018 0.007 6.358 <0.01 0.7 8,762 0.000
5 5 0.050 0.021 5.461 <0.02 1.02 4,168 0.000
5 6 0.049 0.022 5.058 <0.05 1.05 980 0.000
5 7 −0.101 0.011 81.024 <0.01 1.05 6,636 0.000
5 8 −0.045 0.019 5.543 <0.02 0.9 11,110 0.000
6 1 1.458 0.015 10,125.617 <0.01 0.96 7,902 0.000
6 2 2.122 0.034 3,871.838 <0.01 4.3 2,430 0.000
6 3 1.977 0.076 683.206 <0.01 8.35 348 0.000
6 4 0.487 0.018 710.648 <0.01 7.22 4,920 0.000
6 5 0.277 0.023 145.375 <0.01 1.63 3,346 0.000
6 6 1.313 0.059 494.170 <0.01 1.32 276 0.000
6 7 1.251 0.028 2,041.907 <0.01 3.72 2,934 0.000
6 8 1.061 0.070 231.741 <0.01 3.5 15,036 0.000

FIT ATP = 0.5 RESIDUALS
Predicted 2,564 Absolute = 7,334.764

< P = P Squared = 3,915.293
Observed 04,796,550 558 21.80%
5,564 1 3,558 2,006 78.20%

63.90% 36.10 %
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Table 16.17 Top 20 developers and project affiliations (see abbreviations in Fig. 16.12)

Developer Deg Cluster License OS Audience Language

hobbs (32) 11 Ul BSD A32, AP, SA, Dev Tcl
OI, OSX

loewis (13) 9 Ul GG, GL, PL, A32, AP, SA, Dev, Python,
O/P OP, OI SR, Info C++

bwarsaw (13) 8 Ul BSD, OA, A32, AP, OI SA, Dev, Python
PL, PS Oth

timriker (14) 7 Ul GG, OS, OA, Lin, SGI, XP SA, EU, Assembler,
Art, PD OI, H/R Ed, Oth Tcl, Perl, PHP

thusted (12) 7 Lr AL, AS, O/P A32, OI Dev, EU, Java, C#
SR Python, APL

paul-h (29) 6 Lr BSD, PL, OI SA, Dev, Java,
AS, SI EU, Oth Python

fdrake (10) 6 Ul MIT, PL, GG A32, AP, OI SA, Dev Python,
C

andreas- 5 Ul BSD A32, OI SA, Dev Tcl
kupries (13)
roock (14) 5 Lr IBM,CP OI Dev Java,

Python
myers- 5 Ul GG, GL, PD, A32, AP, OP, SA, EU, Assembler,
carpenter (13) O/P PI, W32 SR C, C++, Python
hzeller (13) 5 ul Mozp, GL, AP, OI, Oth SA, Dev C,

GG EU, HI Java
hobbs2 (11) 5 ul BSD A32, OSX SA, Dev Tcl

steinbeck (10) 4 ul, lr BSD, GL, OI, Sol SA, EU Java,
GG SR Javascript

rinkrank (10) 4 lr OA, Zope, OI Dev Java
GG

limi (12) 4 ul OA, Zope, OI SA, Dev Zope,
GG JavaScript

joeretro (12) 4 lr BSD, GL, A32, OI SA, Dev Java,
AS, MIT Python, C++

dreamcatcher
(12)

4 ul OA, Zope, OI SA, Dev Zope,

GG, GL Python
das (11) 4 ul OA, Zope, A32, Mac Sa, Dev, Tcl

GG, GL EU
aegis (13) 4 lr ZL, GL, W32, OSX, Dev, EU Assembler, C,

GL, O/P DOS JavaScript

mechanism is of great importance for engendering greater creativity, software reuse
and faster software development. The differences in the network topologies of
projects in the early versus latter stages is noteworthy and suggests that future
research could be directed towards understanding whether alpha stage projects are
disadvantaged because of lower connectivity and assortativity, or whether their later
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percolation compared to beta stage subnetworks, benefits alpha projects because of
greater component sizes and thus greater network reach. It is possible that greater
reach achieved because of greater component sizes, allows highly distant ideas to
reach alpha projects. These implications need to be examined in greater detail in
future work. Our results also cast doubt on the preferential attachment mechanism
suggesting that in professional expert networks, preferential attachment may be
limited simply by the cognitive limitations of individuals and groups to form such
ties. The cognitive limitation also manifests as the absence of the multi-connectivity
mechanism suggested in theoretical literature. In summary, our work has fruitfully
bridged software engineering research on OSS communities with complex networks
theory, in particular, by separately examining the subnetworks for each stage. The
findings thus substantively contribute to both streams of literature.

Appendix

Fig. 16.1 Largest component of the pre-alpha subnetwork (April 2005)



372 N. Saraf et al.

Fig. 16.2 Largest component of the beta subnetwork (April 2005)

Fig. 16.3 Close-up of the central portion of Fig. 16.2
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Fig. 16.4 Component sizes for giant component when degree-2 developers are removed (Beta
subnetwork)

Fig. 16.5 Largest component of the planning subnetwork
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Fig. 16.6 Plots of average degree to co-worker degree (for April + December – Alpha, Beta and
Stable sub-networks)

Fig. 16.7 Log-log plot of co-worker degree distributions (log degree vs. log count) (Dotted: Alpha
(April and December), dashed: Beta (April and December), Solid: Stable (April and December))
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Fig. 16.8 Inter-cluster link (December 2005 stable subnetwork)

Fig. 16.9 Clustering of projects by programming language (April 2005 stable subnetwork)
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Fig. 16.10 Cross tabs for programming language

Fig. 16.11 Multiconnectivity of developers
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Licenses
Abbreviations

Operating Systems
All 32-bit MS Windows (95/98/NT/2000/XP)
All POSLX (Linux/BSD/UNLX-Like OSes)
MS DOS
GNU Hurd
LInux
Apple Mac OS Classic
OS Independent (Written in an interpreted
language)
OS Portable (Source code to work with many
OS plartforms)
OS X
Other
PalmOS
SGI IRIX
Solaris
32-bit MS Windows (95,98)
Windows 2000

A32
AP
DOS
Hurd
Lin
Mac
OI

OP

OSX
Oth
Palm
SGI
SoI
W32
W2K

Audiences
Dev Developers

End Users
Education
Healthcare Industry
Information Technology
Other
System Administration
Scientific Research

EU
Ed
HI

Oth
Info

SA
SR

Apache License V2.0AL
AS
Art
BSD
CP
GG
GL

IBM
MIT
MozP
O/P
OA
OS
PD
PL
PS
SL
ZL
Zope

Apache Software LIcense
Artistic License
BSD License
Common Public License
GNU General Public License (GPL)

GNU LIbrary or Lesser General Public License
(LGPL)
IBM Public License
MIT License
Mozilla Public License 1.0 (MPL)
Other/Proprietary License

OSI-Approved Open Source
Open Software License
Public Domain
Python License (CNRI Python License)
Python Software Foundation License
Sun Industry Standards Sours License (SISSL)
Zlib/libpng License
Zope Public license

Fig. 16.12 Abbreviations
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Chapter 17
SociQL: A Query Language for the SocialWeb

Diego Serrano, Eleni Stroulia, Denilson Barbosa, and Victor Guana

Abstract Social-networking sites are becoming increasingly popular with users of
all ages. With much of our social activity happening online, these sites are now
becoming the subject of scholarly study and research. Unfortunately, despite the
fact that they collect similar content and support similar relations and activities, the
current generation of these sites are hard to query programmatically, offering limited
views of their data, effectively becoming disconnected islands of information. We
describe SociQL, a high-level query language, and a corresponding service, to
which social-networking sites can subscribe, that supports the integrated repre-
sentation, querying and exploration of disparate social networks. Unlike generic
web query languages, SociQL is designed specifically to support the integration
of networks through a common information model for the purpose of examining
sociological questions, motivated by social theories. The paper discusses the design
and rationale for the SociQL language elements and syntax, as well as our
experience using the SociQL service to query a variety of social-network sites.

17.1 Introduction

We are witnessing a dramatic increase in user participation in social-networking
sites, accompanied by a progressive diversification and specialization of their pur-
pose and manner of use. Social tagging, blogging, instant messaging, shared events
and fan clubs are just some of the different ways in which people interact online
today. In spite of the variety of social-networking platforms available to users today
and their distinct user interfaces, they are all built around similar “objects of social-
ity”, namely, individuals, connected as friends or followers, belonging in informal
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or formal communities, and interacting though a variety of communication channels
among them. Another common feature among most current social-networking sites
is the fact that they are “ego-centric”, hiding from their users most of the network
except from their immediate neighbourhoods. However, despite their similar under-
lying conceptual models, such sites are currently insulated from each other, forcing
their members to replicate and maintain much of their data in multiple repositories.
As a result, the information is siloed in multiple places, preventing us from
leveraging the synergies that could arise by sharing and cross-referencing it. We
seek to address both limitations with SociQL. On one hand, the SociQL language is
designed from the ground up to support the formulation of queries relevant to social-
network analysts. On the other hand, the SociQL service proposes a methodology
for integrating data from disparate networks and implements the SociQL language
in order to answer such queries of interest across the integrated networks.

The benefits of linking social networks are invaluable. Users would be able to
have their unique profiles exposed across sites and effortlessly become part of multi-
ple communities. One could easily receive updates from “friends” across platforms,
and interests expressed in one community could easily sip through to others. This
integration, in addition to increased information dissemination, could also lead to
further community differentiation; instead of requiring that new members replicate
their personal information just to start participating in a community, users could
invest their efforts in taking advantage of the unique features of each platform,
providing and accessing more platform-specific information and services.

These opportunities are even more interesting and relevant in our area of interest,
i.e., networks of researchers. There exists a variety of research communities today,
for announcing conferences, for sharing one’s publications, or for rating and
commenting on publications. We believe that the more these communities become
integrated, the more substantive the discourse will become, thus contributing to
the research activity itself. Towards these goals, SociQL explicitly models the
abstractions necessary to represent the elements and relations captured within a
typical social network in general, and a research community in particular.

In order to validate the expressiveness and usefulness of SociQL’s conceptual
model, we have used it to model the data captured in two research networks:
ReaSoN [14] and the GRAND Forum. ReaSoN (REseArcher SOcial Network
http://hypatia.cs.ualberta.ca/reason) is not a “live” social network; instead, it is a
repository of information about computer-science research, including researcher
profiles, their affiliations with organizations, their publications and citations among
them, and publication venues. In this context, SociQL enabled us to study research-
collaboration patterns. The GRAND Forum is the collaboratory for the researchers1

involved with the GRAND (Graphics Animation and New Media) Network of
Centres of Excellence. The GRAND community includes a number of distinct
projects, organized around five themes. Each project involves researchers from
numerous universities across Canada and their industrial partners, producing a
variety of types of publications and artifacts. Within GRAND Forum, SociQL

1At the time this paper is written, this community includes about 500 members.

http://hypatia.cs.ualberta.ca/reason
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enabled us to answer a variety of questions, some of them required by the
reporting process of NSERC, the agency funding the network. In addition, SociQL
is helping the network manager flexibly explore the information in the GRAND
Forum, eliminating the need to develop specif-purpose user interfaces for infrequent
yet interesting queries. Our experience with ReaSoN and the GRAND Forum
demonstrated that SociQL is expressive and readable enough to enable querying
and exploration of the information is these repositories, with relatively little effort.

Our work with SociQL makes several contributions to the general field of social-
network analysis.

• First, it proposes the conceptualization of social-networking repositories
grounded on a socio-material theory of networks, which is a natural framework
for the problem at hand. Along these lines, it supports the browsing and
querying of these repositories, as Socio-Material Networks [8]. We have based
the language design on the identification of actors, relations among them, and
their properties. Furthermore, the language syntax is designed to explore social
phenomena, such as induction and homophily.

• The SociQL language is implemented in the SociQL service, which can be
integrated with a variety of social networking systems. In a nutshell, the
integration of the SociQL service with a new social-network repository involves
first, the mapping of the repository data model to the SociQL conceptual model,
and second the compilation of SociQL expressions either into SQL queries
(assuming the repository database is directly accessible to the SociQL service) or
into REST APIs (when the repository supports such access to external systems).

• The deployment of the SociQL service is further supported by a visual query
editor (VQE) and two special-purpose visualizations for the query results. The
SociQL VQE enables users to easily define queries of interest, which are subse-
quently automatically interpreted to access the data of the underlying resources.
The visualizations of query results are designed to better communicate privileged
properties and relations of the social network subsets represented in the query
results, namely geographic distribution of actors and their interconnections.

• Finally, we discuss the integration of the SociQL service with the GRAND Forum
and ReaSoN systems, and the support that it provides towards establishing links
across systems. Furthermore, we have experimented with the language and the
service through several exploratory queries in our database in concert with infor-
mation available in other online resources, such as DBpedia [5] and Facebook.

Through these technologies, i.e., (a) the SociQL language, (b) the compilation
methods to SQL and REST APIs and (c) the visual SociQL query editor, we aim
at advancing the research agenda of interoperability across social networks.

The rest of this chapter is organized as follows. Section 17.2 presents background
concepts related with social networking theories, and query languages. Section 17.3
presents SociQL conceptual framework. Section 17.4 shows the language design
and data model using the ReaSoN project context. Section 17.5 exposes SociQL
architecture and implementation. Section 17.6 portrays SociQL interoperability and
querying examples using the GRAND research network. Section 17.7 closes with
our conclusions and our future research agenda.
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17.2 Background

In this section, we briefly discuss the sociology theories that guided our design
and implementation of SociQL, and we review the area of special-purpose query
languages for the web.

17.2.1 Social Networking Theories

Social-networking applications share the same conceptual models since they all
intend to model similar social interactions, namely their common interest or use of
shared objects. Bojars et al. use the term “object-centered sociality” referring to the
hypothesis that people are connected by a shared object, which is why sociologists
often prefer to talk about “socio-material networks” [8]. Social-network theories
attempt to explain the causes of social correlation [3] that, for the case of online
social networks, can be roughly categorized in two types: induction, and homophily.

Induction refers to the influence induced by the social context to a person’s
behavior. The induction phenomenon in a social network can be recognized as the
tendency of a group of actors to exhibit behaviors similar to the source of influence.
As an example of this phenomenon consider, for example, the situation of an author
who decides to use a keyword because some of his/her colleagues/friends have
recently adopted it [3]. The importance of identifying induction as the type of
correlation lies in its possible use for recognizing the creation of research paradigms
and “fads”.

Homophily is the tendency of individuals to associate and bond with similar
others. Individuals in homophilic relationships share common characteristics (be-
liefs, values, behaviors, etc.) that make communication and relationship formation
easier. Homophily also takes into account external influences from the environment,
such as geography and family ties. The homophily hypothesis is straightforward
for individuals [17]. At the individual level, persons are more likely to have a
connection, friendship or association if they have common attributes [6]. And while
common norms are promoted through common attributes, so are common attributes
likely when association or friendship occurs as a result of collocation and commonly
situated activities [2].

17.2.2 Web Query Languages

The problem of web query-language design has been of long-term interest to the
academic community and industry. In the design of query languages for the web, the
notion of a graph data model as an abstraction is fundamental. Pioneering web query
languages, such as WebOQL [4], WebSQL [4], and WebDB [19] model the web as
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a graph over which queries can be expressed using familiar (essentially relational)
constructs. In the realm of the semantic web, in which resources are explicitly
described as graphs and a multitude of languages have been proposed, SPARQL [24]
emerged as the standard, offering an expressive graph pattern-matching metaphor
[22]. However, these languages were not designed with social analysts in mind,
and thus none of them provides the proper abstractions in terms of which one
would consider querying social networks. On the other hand, they deal with graphs
consisting of nodes (e.g., web pages) and vertices (e.g., links between web pages)
and it is possible to use schemas, to further refine the kinds of nodes and edges that
are allowed; for instance, SPARQL allows the use of domain ontologies that restrict
the kinds of graphs it can handle.

A more serious limitation of using graph-based query languages in social net-
work analysis is due to their generality and their expressive power. These languages
are said to be general because they were designed to deal with arbitrary graphs,
irrespective of what they represent or mean. Therefore, queries in these languages
are expressed at the node and edge level; similarly, computations (e.g., finding the
centrality of a node in a network) can only be expressed at the algorithmic level.
For instance, if one needs to find the centrality of a node in a network (which
is a basic operation in social-network analysis), one needs to write the algorithm
for computing the centrality as part of the query, provided that the language is
powerful enough for expressing the necessary algorithm. This is a severe limitation
for most social-network analysts who are typically not trained on programming, nor
on declarative query processing to write the complex queries required when using
these languages.

In terms of expressive power, it is long known that the more expressive a query
language is, the harder (computationally) it is to process and optimize queries in
that language [1]. Moreover, it so happens that many of the queries of interest to
social-network analysts involve computations which are impossible or very hard to
optimize in a generic query language. For example, using the SQL query language
implemented by most relational database systems,2 it is impossible to write a query
that checks if there is a path connecting two arbitrary nodes in a graph. This is
because, for performance reasons, the original SQL standard does not support the
notion of recursion, which is common in most graph-processing techniques. It must
be noted that most graph query languages in the literature are significantly more
expressive than SQL. The implication here is that they are commensurately harder
to process, and more complex to use.

What is needed here is not a generic and powerful query language, which makes
queries hard for the user to write, and computationally expensive to process. Instead,
we need specialized query languages, that provide the right abstractions for their
intended users, and can be efficiently implemented.

2To be precise, we refer to the SQL:99 edition of the ISO standard, which is supported by the
majority of vendors.
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17.2.3 Social Networking Data Services

The first steps towards the right querying model for social networks were provided
by Yahoo! and Facebook, who have implemented data services with simple query
languages allowing client applications to access their data. In 2007, Facebook intro-
duced the FQL query language [12], which allows Facebook application developers
to use a SQL-style interface to more easily query the same Facebook social data that
can be accessed through other Facebook API methods. The clauses are of the form
select-from-where, allowing only a single relation in the from clause. Joins are not
explicitly allowed in the language, but can be simulated by using nested queries.

The Yahoo! approach is known as YQL [25], and is similar to FQL. The grammar
of the language is the same; the only difference is in the possibility to use show and
desc clauses to obtain metadata from the source. In both languages (FQL and YQL),
the queries are fairly restricted, in order to achieve better performance. Moreover,
unlike the web-oriented query languages, YQL and FQL focus on providing “ego-
centric” queries in which a small portion of the networks are visited during the query
(usually pertaining to a single user of his/her connections).

17.2.4 Special-Purpose Query Languages

Our primary objective in designing SociQL was to develop a domain-specific
language that would make sociologically relevant constructs “first class citizens”;
the language primitives should reflect the concepts in terms of which sociologists
think about social networks and the syntax should make straightforward the
formulation of queries, driven by sociological theories. Therefore, we fully embrace
the notion of “socio-material networks” [10], where social actors relate to each other
through objects.

We also recognize that the same social entities co-exist and interact in many ways
and in multiple overlapping networks simultaneously. For example, two researchers
may co-author papers and may also cite each other, thus relating to each other
through both co-authorship and citation relations. At the same time, in addition
to being related within their research social network, they may also be “facebook
friends”. A secondary objective was to balance the trade-off between expressiveness
and readability on one hand, and performance, on the other.

The work most closely related to SociQL is Ronen and Shmueli’s [23] SoQL, a
new language for querying and creating data in social networks. Like SociQL, this
language is designed, with performance in mind, to manage the increasing volumes
of data and includes two features for querying social networks: path and group.
A path is an ordered set of network participants in which every consecutive two
are friends, and a group is essentially a set of participants. The main element of a
query is either a path or a group, with subpaths, subgroups and paths within a group
defined in the query. SoQL suffers from two fundamental limitations as compared to
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SociQL. First, it relies on an over-simplified conceptual model of the social network,
assuming unimodal networks and bidirectional relationships, which is not realistic
in modern social networks. Moreover, SoQL does not offer any support for queries
across social networks.

17.3 The SociQL Conceptual Framework

In sociology, object-centered sociality characterizes social relations between in-
dividuals by means of objects [10]. Essentially, while recognizing the social
interaction between individuals, this theory exalts the role of specific objects as
the reasons why social actors affiliate with each other. In the same spirit, the theory
posits the “objectualization” of social relations in which objects progressively dis-
place persons as relationship partners and increasingly mediate social relationships.
For this reason, we define the SociQL data model around the concept of an object.
For instance, in the context of ReaSoN, we have that a paper (an object) connects
the researchers who authored it; similarly, a publication venue (an object) connects
authors who publish their work in it. In our model, both objects and relations are
associated with properties (actual data), such as the name of an author, or the date in
which a citation is made from a paper into another. We also distinguish the context in
which properties are defined to describe the objects and relationships. For instance,
the same query might return different email addresses for the same individual
depending on the social network context in which the query is asked (professional or
personal). In practice, each context corresponds to different social-network system;
thus, each context may have its unique data access methods and privacy restrictions,
which complicates query processing to a great extent (as discussed below).

Figure 17.1 illustrates (in a schematic way) some key elements of the SociQL
model (contexts, objects, properties, and relationships), applied to (fragments of)
ReaSoN and Facebook. In this example, ReaSoN (context) describes three kinds
of objects, Authors, Papers, and Venues, which are related by the Writes and
Appears relationships. Authors in the ReaSoN context are also related to Users in
the Facebook context, with the special-purpose relation, sameAs.

In designing SociQL, we have developed a simple, yet comprehensive, model
for capturing the semantics of the information contained and extracted from social
networks. We define a Social Network and its basic components as a four-tuple
(O;R;PO;PR). The object set O is a set of social objects, or individuals, in what
we call socio-material networks, for example, “authors” and “papers”. The relation
set R is a set of links or edges between the objects in O that represent the flow
of information of materials, like the relation “writes” or “affiliated-with”. All
objects and relations have properties that define them, represented by PO and PR
respectively, like the “title” and the “date” of publication for a “paper”, or the
“starting date” in the “affiliated-with” relation. Every property, be it an object
property or a relation property, contains a value of a given type (e.g., integer,
boolean, string). So, values are objects whose associated meaning is universally
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Fig. 17.1 The data models of two contexts, ReaSoN and Facebook, mapped to the SociQL data
model

agreed upon. We define the types as a finite non empty set T ; and the domain D
associated to each type t ∈ T , as dom(t) ⊆ D. In contrast to values, social objects
represent real or conceptual objects in the world, which are defined in terms of their
properties. In the representation of objects, we distinguish a type Oid ∈ T of object
identifiers. We assume an infinite set Odom of object identifiers, Oids, and a disjoint
set of values, Vdom. The object can be formally defined as a tuple:

O = [id : Oid; label : t]

Where id is a unique identifier for the object, with a label of type t identifying
the type of the object. Each object is characterized by a set of properties, depending
on its type. The properties of the objects PO are defined through the object identifier
of the associated object, as follows:

PO = [id : Oid; label : t1;value : t2]

Where id represents the object identifier, label describes the property name and
value is the value of the property. Analogously, we can define the relations as:

R = [id1 : Oid; id2 : Oid; label : t]

Where id1 and id2 are object identifiers that represent the origin and the end of
the relation link,3 and label identifies the type of the relation. The properties of a
relation PR are defined through the two ids that uniquely identify a relation:

PR = [id1 : Oid; id2 : Oid; labelRel : t; label : t1;value : t2]

Where id1, id2 and labelRel together represent the relation instance, label
describes the property name and value contains the value of the property, just as
in the object definition.

3Note that in this formulation, relations are directed.
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17.3.1 “sameAs” Interlinks

Many objects in one social network (i.e. context) will also “exist” in several other
networks. This phenomenon is known as Pirandello’s identity problem [9] in
reference to the novel “One, no one and one hundred thousand”, in which the
protagonist discovers that everyone he knows has constructed an image of him in
their imagination, and that none of these images corresponds to his own image of
himself. This identity problem is inevitable: every social-network site exists for a
specific purpose and is, thus, narrow in scope. For instance, a researcher may be
described in ReaSoN in terms of her academic activities (e.g., her university address,
and her co-authors) whereas she will be described in terms of her social activities in
Facebook (e.g., her postings and her friends).

As it turns out, this problem is extremely hard to solve in practice. In order
to correctly interlink the different communities, different social-network sites
describing the same object would have to refer to it with a globally consistent
identifier. In practice, however, each site has its own local identifier, unique only
in its particular context. This practice results in a proliferation of identifiers, making
it hard to merge social networks. SociQL supports a special-purpose relation,
“sameAs”, to connect object identifiers across contexts, as shown in Fig. 17.1 above.
We return to this discussion later when presenting our current implementation.

17.4 The Query Language

In this section, we illustrate the syntax and relevance of SociQL by reviewing a set
of sociologically relevant questions, and showing how they can be formulated in
SociQL. Queries in SociQL are expressions of the form:

SELECT Oi.p1, . . . , Oj.pn
FROM Object O1, . . . Object Ok
WHERE Predicate P1 AND . . . AND Predicate Pm

The main construct of SociQL is the familiar select-from-where. The semantics
of SELECT queries in SociQL are, essentially, the same as the well known class
of relational query languages called Conjunctive Queries [1]. Given an instance of
the data model, we find valuations satisfying the first-order formula in the WHERE
clause, and add the tuples formed by projecting the object properties as indicated in
the SELECT clause. The SELECT clause identifies the objects and their properties
of interest to be returned by the query. The FROM clause specifies the types of the
objects to be examined by the query, some of which will be part of the query result.
Finally, the WHERE predicate describes a list of predicates relating the objects
under examination. A predicate may be (a) a relational predicate, establishing an
association between a pair of objects; (b) a selection predicate, filtering out objects
based on (the values of) their properties; or (c) an interlinking “sameAs” predicate,
pairing object identifiers from different networks that refer to the same real-world
object. The Boolean conditions defining the predicates support eight comparison
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operators: = (equals), ! = (not equals), > (greater than), ≥ (greater or equal than),
< (less than), ≤(less or equal than), ><(contains) and <> (does not contain). The
first six operators can be applied to properties corresponding to ordinal types (i.e.,
those for which a partial order can be defined); while only=, !=, >< and<> apply
to properties corresponding to nominal types (i.e., those for which no inherent order
is defined).

Thus applying SociQL in the ReaSoN context, we can retrieve the names of the
authors who have co-authored papers with a given author and the corresponding
papers, as shown in the following example, which retrieves co-authors of researcher
“Gregor Kiczales” and their papers which contain the keyword “Aspect” in the title.

Q1: SELECT r1.name, p1.title, p1.venue
FROM paper p1, author r1, author r2
WHERE writes(r1,p1)

AND writes(r2,p1)
AND r2.name=‘Gregor Kiczales’
AND p1.title >< ‘Aspect’

The query above essentially retrieves the first-order zone of “Gregor Kiczales”,
i.e., the ReaSoN authors who are directly related to “Gregor Kiczales” through
the “writes” relation. The notion of order zones in SociQL refers to increasingly
expanding regions of nodes, directly or transitively linked to a focal node. The
region of nodes directly linked to a focal node, such as the co-authors of “Gregor
Kiczales” above, is the first-order zone; the nodes two steps removed from a focal
node, such as the region including the co-authors of his co-authors, constitute the
second order zone, and so on.

17.4.1 Influence and Induction

SociQL supports the discovery of zones of influence between two actors, through
any relations, with the NEIGHBORHOOD construct. This construct defines two
participating objects and a maximum number of relationships, necessary to connect
them. Consider for example the following query that retrieves all the organizations
related to “John Smith”, up to his fourth zone. By default, the query results also
include the types of objects that serve as intermediaries to reach the target object.

Q2: SELECT o1.name
FROM author r1, organization o1, NEIGHBORHOOD(r1, o1, 4)
WHERE r1.name =‘John Smith’

A conceptually similar construct is that of PATH. Path expressions are a syntactic
convenience4 helpful for finding connections and possible impact zones in social
networks. Consider the query in which we want to get the organizations linked to
John Smith directly or indirectly.

4A path query can always be translated to a series of basic SociQL queries.
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Q2b: SELECT PATH(r1,o1)
FROM author r1, organization o1, NEIGHBORHOOD(r1, o1, 4)
WHERE r1.name = ‘John Smith’

In the query above, we evaluate the objects named r1 and o1 and the path
expression r1,m,A,n,B, p,C,q,o1. This path can be interpreted as: start from
‘author’ r1, follow a relation ‘m’ that leads to object A, then a relation ‘n’ to B, then
follow a relation ‘p’ that leads to object C, and finally a relation ‘q’ to organization
o1. Furthermore, we limit the length of the path to a maximum of four, allowing
shorter paths, like r1,m,A,n,o1, to form part of the answer as well.

While, in principle, there can be an infinite number of zones, we assume that
the influence of each zone on an individual node declines exponentially. For most
purposes, the number of effectively consequential zones is between two and three;
that is, whatever is being studied, individuals or objects, past the third or at most
fourth zone have relatively small effects on the focal individual or structure [17].
This phenomenon of decreasing influence between nodes as the distance between
them increases has been well documented. For example, if a direct connection in
one’s social network is lonely, then this individual is 52 % more likely to be lonely.
If one is only connected to a lonely person through an indirect relation (a friend of a
friend), then his/her likelihood of being lonely falls to 25 %. At the third order zone,
one is linked to a friend who is linked to a friend with a lonely friend, the probability
for the original individual to be lonely is 15 % [11].

To support the expression of such decrease in influence, SociQL incorporates
syntax to support the filtering of results based on the “importance” of the objects
included in the original result set. This importance is measured in terms of a
number of social-network centrality metrics, including indegree (the number of links
incoming to the object), outdegree (the number of links outgoing from the object),
closeness (the inverse of the sum of the object’s distances to all other objects in the
network), betweenness (the number of shortest paths from all vertices to all others
that pass through that node), and pagerank [21], applied to a particular relation.

Consider, for example, a query to obtain the authors and papers, in which authors
are affiliated with MIT, and have published more than one paper.

Q3: SELECT writes(r1,p1)
FROM author r1, organization o1, paper p1, affiliated(r1,o1), writes(r1,p1)
WHERE o1.name=‘MIT’
FILTER BY (OUTDEGREE OF r1 ON writes) > 1

SociQL supports yet another way to limit the set of results returned by a query.
The LIMIT clause is used to limit query results to those that fall within a specified
range. In other words, the clause can be used to show the first n result patterns.
The following example demonstrates how to obtain the first instance of an author-
publication relation, where the author’s paper is affiliated with “MIT”.

Q4: SELECT writes(r1,p1)
FROM author r1, organization o1, paper p1, affiliated(r1,o1), writes(r1,p1)
WHERE o1.name=‘MIT’
LIMIT 1
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17.4.2 Interlinking Predicates

Let us now revisit our original motivation for interoperation of social-networking
sites. An extensive experimental literature in social psychology established that
homophily, i.e., similarities in terms of attitude, abilities, beliefs, and values, leads
to attraction and interaction. It would make sense then to be able to study one’s con-
nections across social network platforms, since the union of these platform-specific
sets of connections should be informative about the subject under examination. For
example, it is highly probable that among a person’s friends in Facebook, one can
find individuals publishing on topics of interest to the person in question. In this
way, listing the papers of a person’s Facebook friends could return a list of papers
of interest to the person in question. This query is shown in Q5.

Q5: SELECT r1.name, p1.title, p1.year
FROM paper p1, author r1, user u1
WHERE writes(r1,p1)

AND sameAs(r1,u1)
AND p1.year=‘2009’

In this query, r1 is a researcher in ReaSoN, and u1 is the same person, as a
Facebook user. The query essentially returns the papers of all one’s Facebook friends
that exist in ReaSoN. There is no need to explicitly refer to the Facebook friendship
relation, because this query accesses the Facebook API using someone’s credentials
and therefore returns only the network of this person’s friends.

17.4.3 Visualizing Query Results

The result of invoking a SociQL query is always a social network, i.e., a set of
objects and relations among them. The SociQL service exports the result to a
web-accessible user interface, which, by default, reports the results in a tabular
form. There are situations where other means of communicating the information
represented in the result might be more appropriate. To that end, the SociQL user
interface also supports two alternative representations: a graph and a map-based
representation.

The graph-based representation of the results makes more evident the rela-
tionships between the objects and the importance of the object, inferred based
on the number of connections. Furthermore, this representation is interactive: by
right-clicking on a graph node, the user can inspect its properties. To return a
graph-based representation of the query results, the line containing the projected
properties must be modified: the keyword SELECT must be replaced with EX-
PLORE. Figure 17.2 shows the graphical representation of the results returned
by query Q1.
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Fig. 17.2 Graphical representation of the Q1 explore query execution

Geographical proximity or collocation is perceived as a fundamental factor in
sociological phenomena. According to the propinquity principle, at all levels of
analysis, nodes are more likely to be connected with one another, other conditions
being equal, if they are geographically near to one another [20]. This is why
the SociQL user interface also includes a map-based result visualization, which
provides the geographic location of the individual or object, if available. To
build a map query, the line containing the projected properties must be mod-
ified. Basically, the keyword SELECT must be replaced with MAP, following
the name of the object and the properties that the marker will contain, like in
the following query.

Q6: MAP r2:name, url
FROM paper p1, author r1, author r2
WHERE writes(r1,p1) AND writes(r2,p1)

AND r1.name=‘John Smith’

The result of Q6 is shown in Fig. 17.3.
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Fig. 17.3 Graphical representation of the Q6 MAP query execution

17.5 Design and Implementation of the SociQL Service

The architecture of the SociQL data query, extraction, and interpretation is exposed
in Fig. 17.4. Since the goal of social-network analysis is to help users to take
advantage of implicit and explicit relations, it would be convenient to create levels
of abstraction around the available information in order to rise our querying and
inference capabilities. [16] introduce what they call “semantic social network”,
a structure made of three superimposed networks that are assumed to be strongly
linked:

• Data layer explicitly relating actors at the lowest level of abstraction;
• Concept layer relating concepts on the basis of implicit similarity and derived

relations;
• Network layer relating networks on the basis of explicit conceptual relationships.

In SociQL, we have adapted the ideas of semantic social networks, and apply
them to our query language. Figure 17.4 shows a graphic representation of the
multi-layer architecture followed in the implementation of the SociQL service,
however, due to space restrictions, only a portion of the concept layer is shown
in the Figure. The thin slashed arrows represent the mapping between the data and
concept layer, the thick slashed lines represent the derived relationships within the
concept layer, and the dotted lines depict the mapping between the concept and
network layer.
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Fig. 17.4 The layered architecture of the SociQL service

17.5.1 The Visual Query Editor

In order to improve the user experience for the creation and execution of SociQL
queries, we have created the Visual Query Editor (VQE). The VQE is a web-based
application, developed using the Flex [13] framework. It provides a visual and
interactive user interface that allow the user to create a visual representation of the
actors involved in a query along with their properties and relations.

Inside the editor, a query is represented as a visual graph in which actors
and properties are modeled as a set of nodes. The relations between the actors
can be expressed as arcs connecting the related actors within the query. Selec-
tion, and relation conditions can be created using smart menus that detect the
actors and properties involved. This feature helps the users to avoid errors in
the creation and edition of SociQL queries. The VQE is capable of translating
the graphical model that the user has expressed as a query, generating its re-
spective SociQL expression, and invoking the necessary language services for
its execution.

Figure 17.5 depicts the visual representation of query Q10, using the Visual
Query Editor.
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Fig. 17.5 Q10 visual query expression using VQE

17.5.2 Query Execution in the SociQL Service

The query-execution process in the SociQL service is diagrammatically shown in
Fig. 17.6. Once a query is received, it is initially validated against the catalog of
known social networks in the system. Then, an execution plan is developed for
the query, specifying the order in which the statements have to be executed, and,
especially, the order in which data from the external sources subscribed to the
service should be requested. At the query-execution step, all external data relevant
to the query is fetched and stored locally first; then the actual SociQL query is
translated into an SQL expression that is executed on the local RDBMS containing
all data needed by the query. The final step is to rank the objects in the answer to
the query according to their importance. The remainder of this section reviews the
technical challenges we had to address in each of these steps.

17.5.3 The System Catalog

Table 17.1 shows (part of) the catalog mapping the ReaSoN social network to the
SociQL conceptual model. The catalog describes all the social networks subscribing
to the service, i.e., all available contexts, and the mechanisms by which they can be
accessed. More specifically, these are essentially queries that return
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Fig. 17.6 Data representation with SociQL data model at ReaSoN

Table 17.1 Model specification for a research network

Type Attribute Value

Context Name Reason
Endpoint Local
Type SQL

Object Name Author
Site Reason
Query SELECT authorId FROM researcher
ObjectId researchId

Property Name Name
Object/relation Author
Query SELECT researcherId, name FROM researcher
type nominal

Object Name Paper
Site Reason
Query SELECT paperId FROM paper
ObjectId paperId

Property Name Title
Object/relation Paper
Query SELECT paperId, title FROM paper
Type Nominal

Relation Name Writes
FromProperty Author.Id
ToProperty Paper.Id
Query SELECT authorId AS id1, paperId AS id2

FROM writes

Relation Name CoAuthor
FromProperty Author.Id
ToProperty Author.Id
Query SELECT a1.id AS id1, a2.id AS id2 FROM author AS

a1, author AS a2, paper, writes WHERE a1.id =
writes.author id AND paper.id = writes.paper id
AND a2.id = writes.author id
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• For objects: unique ids within the network;
• For relations: unique pairs of object ids;
• For object properties: an of object id and a value; and
• For relationship properties: triples with two object ids and a value.

For social networks accessible through APIs, such as Facebook or DBpedia, the
catalog contains the API calls that produce data in the same format. When a query
is executed, if necessary, the SociQL service requests the user issuing the query
to authenticate into the remote social network site (e.g., Facebook), thus ensuring
access control and privacy settings are respected.

Once this mapping has been established, the SociQL service is able to materialize
all the relevant data of all participating contexts locally, and convert SociQL
expressions over equivalent SQL ones that identify all objects that belong in the
answer to the query.

17.5.4 Visibility and Reputation

A central issue when examining a subset of a social network (such as the result of a
SociQL query), is identifying and exposing the relative importance of the objects in
that set. In the context of ReaSoN, for instance, when a user searches for researchers
in the ‘Bay Area’, whose ‘papers’ mention the ‘keyword’ ‘XML’, she is most likely
interested in knowing about the most influential (or productive) researchers, in the
likely numerous set of researchers included in the result. This is in contrast with a
search in the database sense where one is interested in every object the satisfies the
criteria. Finding the relative importance of objects in social networks is a vast and
mature field of research. Because so many “importance” metrics have been proposed
to, each with its own nuances in interpretation, we designed SociQL to be orthogonal
to the specific notion of reputation used. In our current implementation, however, we
employ the established and well understood network “outdegree” and “visibility”
[18] as an indicator of reputation. In passing, SociQL’s notion of visibility is a
generalization of Google’s PageRank [21]. Details of how SociQL computes the
visibility of objects can be found in [14].

Ranking of objects is done implicitly in SociQL. There are two aspects of the
problem to be considered: obtaining the ranking of the objects and visualizing
the objects in a way that exposes the ranking. When it comes to visualization,
SociQL works as follows. For SELECT queries, the results are simply sorted by
decreasing visibility, with more visible results appearing earlier in the table. For
MAP queries, the markers on the map corresponding to the results are assigned
different colors, based on a scale for visibility values. With the graph-based
visualization of EXPLORE queries, however, relative importance is hard to convey
because the visual characteristics of the nodes (and edges) in the graph already
convey other information (such as the kind of object and relation).
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17.5.5 Query Execution

We now discuss the actual execution of queries in SociQL (recall Fig. 17.6). Once
the data has been materialized in the local SociQL database, the bulk of the work
consists in translating the expression in SociQL into an equivalent executable SQL
statement, based on the specifications of the networks in the system catalog. Our
goal in doing so is to leverage the several decades of performance improvements on
relational query processing engines. The main idea behind the translation is to treat
each element of the data model defined in the catalog as a view; the final query is
defined in terms of all such views.

We illustrate this translation through an example. Recall query Q1, which returns
the co-authors of Gregor Kiczales together with their papers containing the keyword
Aspect in their title. Notice that there are two properties of Paper objects that are
needed to answer the query: title and year. This means that the final SQL query will
have two table expressions in its FROM clause that are individual queries over the
base table that stores all data about Paper objects: p1.title and p1.year. In order to
make sure that every Paper object is faithfully reconstructed from the database, we
define equality joins over object ids (recall the discussion about the system catalog)
in every such view. In our example, this is captured by adding p1 title.id = p1 year.id
to the WHERE clause of the resulting SQL query. The query relations translation is
processed in a similar manner.

As an example, after Q1 is translated to SQL, we have:

SELECT r1 name.name, p1 title.title, p1 year.year AS pYear FROM
(SELECT id, name FROM author) AS r1 name,
(SELECT id, name FROM author WHERE

name=‘Gregor Kiczales’) AS r2 name,
(SELECT id, title FROM paper WHERE title=‘Aspect%’) AS p1 title,
(SELECT id, year FROM paper WHERE title=‘%Aspect%’) AS p1 year,
(SELECT author id, paper id FROM writes) AS writes 1,
(SELECT author id, paper id FROM writes) AS writes 2

WHERE p1 title.id = p1 year.id
AND r1 name.id = writes 1.author id
AND p1 title.id = writes 1.paper id
AND r2 name.id = writes 2.author id
AND p1 title.id = writes 2.paper id

17.5.6 The Query Planer

The SociQL query planner is concerned with identifying the ordering in which to
request data from external social networking sites (which are used in interlinking
relations). The goal is to find a strategy for answering the queries that minimizes
the amount of external data that is retrieved. Some of the issues that need to be
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considered are the access control restrictions as well as limitations in the number of
answers that API calls are allowed to obtain.

Our solution follows the rationale of [19]. Basically, the planner attempts to
find the most cost-effective plan, by examining the costs of the various subqueries.
Local queries, i.e., queries directly translatable to SQL and issued to a database on
the same intranet are assumed to be the least expensive.

Since local queries, i.e., queries to systems whose repositories are directly
accessible to the SociQL service, are most preferable, the planner makes a subquery
with only the local actors, in order to get an initial subset of possible results
and, based on it, to narrow the queries to the external resources. In case all the
actors are external, the planner focuses first on the most constrained objects (those
objects which have the highest number of selection criteria defined over them),
in an attempt to increase as much as possible the selectivity of the queries to be
submitted to external sites. For unconstrained NEIGHBORHOOD queries, which
examine multiple types of relations, the planner performs a breadth first search on
every undefined relation, up to a maximum number of levels defined in the query.
Then, every path will create an independent query, that finally will be combined
using UNION in the SQL query.

17.5.7 Linking Across Social Networks

One last challenge in executing SociQL queries is solving Pirandello’s identity
problem, that is, finding an effective way of determining when two objects from
different networks are indeed the same object. Because each network defines its
own internal identifiers for the objects it contains, we resort to linking objects based
on equality of some of their properties.

As a crude example, the “sameAs” predicate used in query Q5, establishes
that a researcher in ReaSoN and a user in Facebook with the exact same name
are the same object. While this solution is clearly brittle, our implementation
allows for more sophisticated ones. For instance, we could use duplicate detection
algorithms [7] which can be defined over a combination of several attributes (as
opposed to a single one, such as the name of a person). However, our ability
of using such solutions depends on the kind of data that is available from the
external site.

At the time of writing, we are able to successfully link objects from ReaSoN
with their counterparts in Facebook and DBpedia. By doing so, in a sense, we
are able to enrich the objects in ReaSoN with contextual and social metadata, in
a process similar in principle to that of social tagging. A final observation about
this issue is that despite the resulting cross-referencing of data, our approach does
not fundamentally compromise the privacy of individuals as each context i.e., social
networking siteretains its own privacy and access control restrictions. Furthermore,
we fully respect data retention and caching restrictions.
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17.6 The SociQL Service as a Means for Social-Network
Interoperability

The majority of our work on designing the SociQL conceptual model and syntax and
implementing the SociQL service was done in the context of our experimentation
integrating ReaSoN, DBpedia and Facebook. To validate the usefulness of the lan-
guage and the service as a means for supporting the interoperability and integrated
study across social networks, a new member of our team, working independently,
integrated the SociQL service to yet another social network. Our experience with
this experiment demonstrates that the integration of SociQL with new contexts that
involve different networks is indeed a straightforward and systematic process. Given
that the language was designed in a decoupled manner from the networks where
it can be deployed, the integration of SociQL with a new context can be done in
two steps.

1. Map the data model of the new social network into SociQL’s model.
2. Establish correspondences between the new social network objects and other

objects from other social networks, already mapped in SociQL, to solve the
Pirandello’s identity problem.

The first step is concerned with the construction of the social objects, relations
and properties of the new social network inside the SociQL system’s catalog; the
last one is centered on filtering the non-normalized information from the disparate
networks through a mapping process.

We applied this process to integrate the GRAND Forum with SociQL. The
GRAND Network of Centres of Excellence is a large-scale, national, interdisci-
plinary project, with academic and industrial partners, with a community of about
500 members, as of September 2011. GRAND includes two meta-level projects,
conceived to support, reflect upon, and report on the activities of the GRAND
community and its evolution through the lifecycle of the Network. To that end,
we are developing the GRAND Forum, a set of tools built on the MediaWiki
platform, designed to support the activities of the community and the administration
processes of the network. The GRAND Forum contains information about the
GRAND projects, its members, the artifacts they produce and their activities. As a
general matter, the GRAND Forum contains three main sources of information. The
first and biggest one is the database, where relational information about the projects,
researchers and teams live in a non-normalized manner. Additionally, many of the
network human actors (e.g. researchers and HQP) have Facebook and/or twitter
accounts, consequently, there is valuable distributed information that together
structure the researchers profiles, their team relations, home organizations, and
projects. Thus, the GRAND Forum essentially consists of three SociQL contexts:
the GRAND Forum database (accessible via SQL queries), Facebook (accessible
via REST APIs using FQL), and Twitter (available through the twitter REST API).
In this way, we could first define the different contexts where the information comes
from, and then, the technical details about the consumption of the services needed
for the information extraction.
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Fig. 17.7 A SociQL data catalog model for the GRAND research network

A partial view of the GRAND Forum catalog model produced after the ex-
ecution of steps two and three is shown in Fig. 17.7. We have noticed that the
redundant information (related with actors and relations) not only comes from
the intersection of information between heterogeneous networks, but also from
endogenous data integration. For example, because the GRAND Forum database is
used to support multiple forums and project-management wikis, its data is structured
in a non-normalized manner. Along these lines, we found actors and relations
defined in multiple ways within the same context. In those cases, the solution
strategy was based on picking the predominant actor (the one with more attached
properties) and introduce in his set of properties mappings to his homologous
actor properties.

As a result of the integration of SociQL in the GRAND Forum we were capable
of generating several valuable queries for the GRAND network manager. In fact,
several of the tables required by the NSERC reporting process were produced
through SociQL. Below, four queries are presented exposing the utilization of
SociQL within the GRAND Forum.

Query Q7 shows how users can follow the milestones of a project inside the
network. It reports information about a specific project set of milestones along with
their descriptions and current status (e.g. abandoned, completed, new, revised).

Q7: SELECT a1.id, a1.name, a2.group, a2.id, a2.status, a2.title
FROM project a1, milestone a2
WHERE hasMilestone(a1,a2) AND a1.id=‘140’ AND a2.group=‘7’
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Query Q8 reveals a view of the network project milestones that have the word
‘sensors’ as a part of their description. In order to highlight and look for the
milestones related with an specific topic or resource, a user could introduce more
complex keywords (e.g. complete sentences), or a set of them (e.g. ‘sensors’ and
‘3D’ and ‘camera’).

Q8: SELECT m1.id, m1.group, m1.title, m1.assessment, m1.description,
m1.endDate, m1.startDate, m1.status

FROM milestone m1
WHERE m1.description><‘sensors’

The GRAND network follows a fairly structured and hierarchical role organi-
zation for its researchers. From the management perspective, there is a particular
interest to follow network-specific human assets in order to distribute them in
particular research areas (e.g. full time professors, an area expert, or Ph.D. students).
The query Q9 allows the filtering of projects where the highly-qualified personnel
(HQP) work, and where the primary qualified human assets are concentrated.

Q9: SELECT a1.username, a1.nationality, a1.position, a1.twitter,
a1.birthday, a1.university, a2.type, p1.name

FROM user a1, role a2, project p1
WHERE hasRole(a1,a2)

AND a2.type=‘HQP’
AND worksOn(a1,p1)
AND a1.gender=‘Female’

As a final example, query Q10 exposes the different budgets allocated in the
network projects classified per year, project id, and/or amount.

Q10: SELECT a1.id, a1.year, a1.amount, a2.name
FROM budget a1, project a2
WHERE allocated(a2,a1)

Together, the information that can be integrated using the presented domain
specific language can be exploited as a set of reports for the decision making
support. Throughout the GRAND Forum and ReaSoN case studies, we have verified
in first place, the viability of the functional aspects attached to the mechanical
characteristics of the language: expression, information retrieval and synthesis. And
in second place, we have tested its interoperability and decoupling characteristics
through the integration of the language with different networks to explore.

17.7 Conclusions and Future Work

In this paper, we discussed our work with SociQL, a query language and its service
implementation for querying multiple social networks in an integrated manner,
grounded on sound sociological theories. The original motivation of this work is
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to overcome the common limitations in query languages in dealing with social
networks, namely the integration of path finding and the notion of importance
in the language. We discussed how SociQL adopts a layer model to support
abstractions and hide the complexity of the data. We outlined a method to rank the
results according to the knowledge inferred by the topology of the social network.
Additionally, we exposed an interoperability strategy in order to use the query
language within multiple network contexts.

The litmus test for the validity and usefulness of any query language is whether or
not it can be used to perform the common tasks in the application domain for which
the language is designed. To achieve this, SociQL was designed from the ground
up to help in answering typical queries in social network analysis. Its data model
is a formalization of the socio-material network model (recall Sect. 17.3), and the
language constructs (Sect. 17.4) all originated from typical social network analysis
and/or theories. In order to make SociQL appealing to a larger audience, we chose
the core syntactic constructs of the language to be the familiar SELECT, FROM,
WHERE from the SQL query language. Furthermore, the language includes intuitive
constructs to support the examination of zones of influence, NEIGHBORHOOD and
PATH, the ordering of the results according to importance, ORDER BY, and to limit
the results, LIMIT and FILTER BY.

As discussed in Sect. 17.5, SociQL is amenable to an efficient implementation
allowing for several optimizations. In particular, our implementation supports
three visualization strategies allowing the presentation of the results in terms
of three familiar forms, tables, graphs and maps. Finally, our experience with
the integration of the GRAND Forum with SociQL, carried out by a third-
party developer and used to actually formulate queries defined by an external
client, i.e., the GRAND Forum manager, provides persuasive evidence for the
systematically of the implementation and the process of the service integration with
social networks.

Our experience with SociQL to date is encouraging that our paradigm might
be effective in helping social researchers (and other non-experts in database
technology) search and explore large, inter-connected social networks. A full
usability study to confirm this hypothesis is among the immediate future work for
us. Moreover, three technical problems need further investigation. The first pertains
to merging ranking scores across networks. There are two facets to this problem:
when limited or no global rankings are available for one network, and when two
networks use different metrics to rank objects. The second problem concerns the
efficient computation of multiple visibility scores at query runtime; this would allow,
e.g., computing scores on subsets of the network defined dynamically by the query.
While most reputation metrics are expressible within the realms of relational query
languages, the resulting performance is typically unacceptable for large graphs [15].
Finally, we plan to investigate more refined ways of defining inter-network links that
could be used in SociQL.
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Erdős-Rényi random graphs, 17
Extremal problems, 86

F
FDIC, 57, 60, 71
Financial networks, 4, 5, 7, 16, 86
Formal verification, 185

G
GEO-P model, 270, 277, 278, 280–282
Geometric graphs, 272
Graduated response, 91, 92, 96, 97, 102, 109,

110, 114
GRAND, 382

H
Health behaviour, 325
Health behaviour change, 329

E. Kranakis (ed.), Advances in Network Analysis and its Applications,
Mathematics in Industry 18, DOI 10.1007/978-3-642-30904-5,
© Springer-Verlag Berlin Heidelberg 2013

407



408 Index

Hierarchical OLSR (HOLSR), 117–119, 131,
145

Hierarchical TC (HTC), 119, 133
Human-Computer Interaction (HCI), 324

I
Information and Communication Technologies,

325
Information-theoretic cryptography, 246
Insider threats, 91, 114
Insolvency cascades, 5, 8
Interbank network, 59

K
k-Covered-MPR, 119, 130, 131, 140, 144
Key distribution, 231, 232

L
Lattice theory, 315
Linear feedback shift register, 152, 154
Low weight polynomial multiple problem,

151, 157, 176

M
Mean field approximation, 258–260, 266
Monte Carlo simulation, 28, 30, 35, 39, 41, 42
Multipath OLSR (MPOLSR), 117–119, 140,

142
Multipoint Relay (MPR), 117

N
Neighborhood discovery, 181, 184, 185
Network clustering, 361
Network profiling, 91, 96, 109, 114
Networked individualism, 288
Networked organizations, 290, 291, 294, 304,

306, 310
Networked work, 287–290, 310
Networks of Centres of Excellence, 294

O
On-line social networks, 269
Open problem, 85
Open source software, 350, 352, 353
Optimized Link State Routing (OLSR), 117
Order theory, 318
Ordered set, 316

P
p-star models, 349
Percolation, 28, 41, 54
Perfect terrorist cell, 315
Perfectly secure message transmission, 231
Poset, 316, 318, 319, 321
Post-quantum, 150, 151
Power law graphs, 272, 279
Power-law distribution, 360
Preferential attachment, 350, 351, 353, 363,

366, 368, 371
Privacy, 232, 235, 237, 245
Public-key cryptosystem, 149

Q
Query languages, 383

R
Random graphs, 269, 275, 280, 350, 357, 358,

361
ReaSoN, 382
Reduced form models, 3, 4
Reliability, 245, 247, 249
Research networks, 291, 292, 304, 309
Riemann Zeta function, 260
Risk-Adaptive Access Control, 93
Rollback Access, 91, 100, 102, 110, 113, 114

S
Scale free network, 260, 263
Scholarly networks, 289, 291, 293–295, 309
Security, 91, 92, 94–96
Simulation, 258, 259, 264
Social network analysis, 319
Social networks, 294, 300, 301, 303, 383
SocialWeb, 381
SociQL, 382, 384, 386, 387, 389, 390
Structural models, 3
Systemic risk, 4, 6, 24, 27, 42, 49

T
T-boxes, 215
TCHo, 151–154, 157–159, 161, 163, 167–169,

171, 173–176
Threshold models, 35
Topology control (TC), 118, 129, 131, 132
Triple revolution, 290
Trust Management, 92, 93, 96, 97, 101, 109



Index 409

U
US banks, 57, 60, 61, 71, 74, 80

V
Valuation, 58–60, 69, 70, 73, 74, 76, 79
Virtual black-box property, 211
VivoSpace Social Network, 342, 344

W
Web Query, 384
White-box AES, 210, 212, 228
White-box attack context, 210,

217
White-box DES, 210
Wireless sensor networks, 187, 231


	Advances in Network Analysis and its Applications
	Preface
	Contents
	Part I Financial Networks
	Part II Network Security
	Part III Social Networks
	Index



