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Preface

Knowledge is increasingly recognised as the most important resource in organisa-
tions and a key differentiating factor in business today. It is increasingly being ac-
knowledged that Knowledge Management (KM) can bring about the much needed
innovation and improved business performance in organisations. The service sec-
tor now dominates the economies of the developed world. Service innovation is
fast becoming the key driver of socio-economic, academic and commercial research
attention. Knowledge Management plays a crucial role in the development of sus-
tainable competitive advantage through innovation in services. There is tremendous
opportunity to realise business value from service innovation by using the knowl-
edge about services to develop and deliver new information services and business
services.

Although there are several perspectives on KM, they all share the same core
components, namely: People, Processes and Technology. Organisations of all sizes
across nearly every industry are seeking new ways to address their knowledge man-
agement requirements. Cloud computing offers many solutions to the problems
facing KM implementation. Cloud computing is an emerging technology that can
provide users with all kinds of scalable services, such as channels, tools, applica-
tions, social support for users’ personal knowledge amplification, personal knowl-
edge use/reuse, and personal knowledge sharing.

The seventh International Conference on Knowledge Management in Organi-
zations (KMO) offers researchers and developers from industry and the academic
world to report on the latest scientific and technical advances on knowledge man-
agement in organisations. It provides an international forum for authors to present
and discuss research focused on the role of knowledge management for innova-
tive services in industries, to shed light on recent advances in cloud computing for
KM as well as to identify future directions for researching the role of knowledge
management in service innovation and how cloud computing can be used to ad-
dress many of the issues currently facing KM in academia and industrial sectors.
This conference provides papers that offer provocative, insightful, and novel ways
of developing innovative systems through a better understanding of the role that
knowledge management plays.



VI Preface

The KMO 2012 proceedings consist of 53 papers covering different aspects of
knowledge management and service. Papers came from many different countries
including Australia, Austria, Brazil, China, Chile, Colombia, Denmark,
Finland, France, Gambia, India, Japan, Jordan, Netherlands, Malaysia, Malta,
Mexico, Netherlands, New Zeland, Saudi Arabia, Spain, Slovakia, Slovenia,
Taiwan, Turkey, United States of America and United Kingdom. We would like to
thank our program committee, reviewers and authors for their contributions. With-
out their efforts, there would be no conference and proceedings.

Salamanca Lorna Uden
July 2012 Francisco Herrera

Javier Bajo Pérez
Juan Manuel Corchado Rodrı́guez
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Jesús Villadangos

Emerging Concepts between Software Engineering and Knowledge
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Sandro Javier Bolaños Castro, Vı́ctor Hugo Medina Garcı́a,
Rubén González Crespo
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Dante I. Tapia, Ricardo S. Alonso, Óscar Garcı́a, Fernando de la Prieta,
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Evaluation of a Self-adapting Method for Resource
Classification in Folksonomies

José Javier Astrain, Alberto Córdoba, Francisco Echarte, and Jesús Villadangos

Dept. Ingenierı́a Matemática e Informática, Universidad Pública de Navarra, Campus de
Arrosadı́a, 31006 Pamplona, Spain
josej.astrain@unavarra.es, alberto.cordoba@unavarra.es,
patxi@eslomas.com, jesusv@unavarra.es

Abstract. Nowadays, folksonomies are currently the simplest way to classify infor-
mation in Web 2.0. However, such folksonomies increase continuously their amount
of information without any centralized control, complicating the knowledge repre-
sentation. We analyse a method to group resources of collaborative-social tagging
systems in semantic categories. It is able to automatically create the classification
categories to represent the current knowledge and to self-adapt to the changes of
the folksonomies, classifying the resources under categories and creating/deleting
them. As opposed to current proposals that require the re-evaluation of the whole
folksonomy to maintain updated the categories, our method is an incremental aggre-
gation technique which guarantees its adaptation to highly dynamic systems without
requiring a full reassessment of the folksonomy.

1 Introduction

Folksonomies are nowadays a widely used system of classifying information for
knowledge representation [10]. Tags made by users provide semantic information
that can be used for knowledge management. As users annotate the same resources,
frequently using the same tags, their semantic representations for both tags and an-
notated resources emerge [12, 13, 15]. Folksonomies are based on the interaction of
multiple users to jointly create a “collective intelligence” that defines the semantics
of the information. Although users follow an easy and simple mechanism to clas-
sify resources, knowledge representation becomes more difficult as the volume of
information increases [3]. Folksonomies are difficult to be studied due to their three-
dimensional structure (hypergraph) [2, 9]. Then, different two-dimensional contexts
of this information are often considered [2] (tag-user, tag-resource and tag-tag).

Folksonomies are highly dynamic systems, so any proposal should be scalable
and able to adapt to its evolution. In [8], a generalization of the methods used to ob-
tain two-dimensional projections dividing them into non-incremental aggregation
methods and incremental aggregation methods is proposed. The first one includes
solutions similar to those proposed in [2, 9] where the incorporation of new infor-
mation to the folksonomy involves the complete recalculation of the similarity ma-
trices. The second one includes solutions in which new annotations introduced in

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 1–12.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



2 J.J. Astrain et al.

the folksonomy do not involve a repetition of all the calculations. Faced with these
tag-centric based proposals, resource-centric approaches have been poorly studied
with the aim of structuring the folksonomy resources. In this paper, we consider
the improvement of the folksonomy knowledge representation by creating semantic
categories, also called concepts, that group the folksonomy resources. We try to ob-
tain the relationship between kolksonomies and ontologies obtaining the semantics
from both tag and resources.

Some works in literature [1, 14] attempt to classify the resources of a folkson-
omy into concepts to offer improvements in user navigation. In [1] the resources
of a folksonomy are classified under a set of classification concepts. These clas-
sification concepts are previously obtained through a manually search through a
repository of ontologies. Once obtained the classification concepts, an algorithm
classifies the tags of the folksonomy under the concepts obtained combining the
co-occurrences of the tags and the results obtained after submitting certain search
patterns to Google. Folksonomy resources are classified into concepts according to
the tags they have been assigned. Furthermore, the authors do not propose an im-
plementation or prototype of their proposal, so it is not possible to assess to what
extent the classification aided navigation. This non-incremental method depends on
the intervention of a user which defines the terms for the classification of ontologies
in which resources are classified, and the use of external information sources. Au-
thors also fail to take into account the evolution of the folksonomy and how to adapt
their proposal to the incorporation of new tags and resources.

An optimization algorithm for the classification of resources under a set of con-
cepts, using a set of predefined concepts and a set of previously classified resources,
is used in [14]. In this regard, the goal of this algorithm is similar to the method de-
scribed in this work, since it directly classifies the resources under concepts. How-
ever, the algorithm has some drawbacks such as: a) the categories are fixed, and their
evolution are not considered; b) it requires full reassessment of the algorithm each
time the folksonomy evolves since it is a non-incremental method; and c) it does not
describe how resources are sorted within each concept.

This paper introduces a simple method for the automatic classification of the re-
sources of a folksonomy into semantic concepts. The main goal is to improve the
knowledge management in folksonomies, keeping the annotation method as simple
as usual. Folksonomies are highly dynamic systems where new tags and resources
are created continuously, so the method builds and adapts these concepts automati-
cally to the folksonomy’s evolution. Concepts can appear or disappear by grouping
new resources or disaggregating existing ones and resources would be automatically
assigned to those concepts. Furthermore, the method has a component-based open
architecture which allows its application to folksonomies with different characteris-
tics. It uses a reduced set of the folksonomy’s tags to represent both the semantics
of the resources and concepts because it requires a high classification efficiency to
allow its application to real folksonomies (where the number of annotations grows
very fast), and assigns automatically an appropriated name to those concepts.
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The rest of the paper is organized as follows: Section 2 describes the method;
Section 3 deals with the method evaluation using a real folksonomy; Acknowledge-
ments, Conclusions and References end the paper.

2 Method Description

The method, introduced in [6], follows a component based open architecture, which
allows its application to folksonomies with different characteristics. It requires a
high classification efficiency to allow its application to real folksonomies, where the
number of annotations grows very fast.

Given a folksonomy, the method initially creates a set of concepts where re-
sources are grouped, and it assigns a name to each concept according to the se-
mantic information provided by the resources grouped in each concept and their
annotations. Once created the concepts, each new annotation of the folksonomy is
processed updating the semantic information and adapting the concepts when nec-
essary. The method starts with the creation of the set of representative tags (Srt)
and the vectorial representation of the resources of the folksonomy. The component
Representations is in charge of these tasks. It may use different criteria to create Srt

like the tags more frequently used, the tags used by more users and even more. Then,
each resource is assigned to subsets Rconverged or Rpending in terms of whether they
have converged or not. In order to obtain those tags that best describe the semantic
of a resource, in [11], it is showed that tagging distributions of heavily tagged re-
sources tend to stabilize into power law distributions. The component Convergence
may use many criteria like the total amount of annotations, or the number of anno-
tations associated to the Srt set to assign the resources to Rconverged .

The component Clustering clusters the resources of the folksonmy belonging to
Rconverged in a set of concepts, generating the set of semantic concepts on which re-
sources of the folksonomy are grouped (C) and the set of pairs (r,c) where r ∈ R
and c ∈ C, representing that resource r is grouped into the concepts c (Z). The ini-
tial clustering of the resources may follow different criteria: applying clustering
techniques to the resources of the folksonomy, creating manually the classification
concepts and selecting a relevant resource as seed of the classifier, or adapting some
tag clustering algorithms like T-Know [1] in order to classify resources, instead of
tags, under the concepts that have been previously selected. The component Merg-
ingSplitting analyses the concepts provided in order to evaluate the convenience of
merging or splitting any of them, updating C and Z sets. It merges those concepts
whose similarity values are greater than 0.75, using the cosine measure. The com-
ponent Classifier is in charge of grouping the resources under those concepts with
which they have high semantic similarity by comparing all the resources belonging
to the Rconverged set with the concepts in which they are grouped in Z. The compo-
nent assigns the resource to the Rclassi f ied set according to the similarity measures
between each resource and its group or keeps it on Rconverged and removes it from
Z. The component Representations creates the vector representations for the C con-
cepts using the Z set, and the component Naming assigns meaningful names to these
concepts according to some criteria like the tags with higher weights.
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1. Representations::createSrt()
2. Representations::createVectors()

3. forall r ∈ R do
4. if Convergence::hasConverged(r) then
5. assign r to Rconverged
6. else assign r to Rpending

7. endif
8. endforall

9. Clustering::create(Rconverged )
10. MergingSplitting::process(C,Z)

11. forall r ∈ Rconverged do
12. if Classifier::isCorrectlyClassified(Z,r) then
13. assign r to Rclassi f ied
14. else drop r from Z
15. endif
16. endforall

17. Representations::createConceptVectors(C,Z)
18. Naming::process(C,Z)

19. while true do

20. tagging = wait(FolksonomyEvolution)

21. if not Representations::inSrt (t) then
22. continue
23. endif

24. Representations::updateVectors(Tagging)

25. if tagging.action = create then
26. if r ∈ Rpending

and Convergence::hasConverged(r) then
27. assign r to Rconverged

28. endif
29. if r ∈ Rconverged then
30. Classifier::classify(Z,r)
31. Representations::updateConceptVector(Z,r)
32. endif
33. endif

34. if RecalculationCondition::check() then
35. Representations::updateSrt()
36. Clustering::update(C,Z)
37. MergingSplitting::process(C,Z)
38. Representations::updateVectors(C,Z)
39. Naming::process(C,Z)
40. endif

41. endwhile

Fig. 1 Method algorithm

At this point, the method has built Rpending, Rconverged , Rclassi f ied ,C and Z sets from
the folksonomy, so it provides a set of concepts that group folksonomy resources
based on their semantics. Once created these concepts, the method self-adapts to the
evolution of the folksonomy taking into account the new annotations made by users.
The lines 19 to 41 of the pseudocode described in Fig. 1 are responsible of processing
these new annotations. The method waits for a change on the folksonomy when creat-
ing or removing an annotation. This change is represented by the method as a new Tag-
ging element, which contains the annotation information (user, resource and tag), and
if it has been created or deleted. If the tag used in the Tagging does not belong to the
representative set of tags (Srt ), Tagging is ignored and it expects the reception of new
annotations. If this tag belongs to the Srt set, the component Representations updates
the vectorial representation of the resource. If the resource belongs to the Rclassi f ied

set the component also updates the vectorial representation of the concept in which
the resource is grouped. If the Tagging is of type create, the method checks whether
the resource has converged or not, and the possibility of grouping it under any existing
concept. If the resource belongs to the Rpending set, the component ConvergenceCri-
terion checks if the resource has converged after receiving the new annotation. If so,
or if the resource already previously belonged to Rconverged , the component Classifier
provides the most appropriate concept for this resource. The component compares
the semantic of the resource with that of each concept in C. Based on this similarity,
the component assigns the resource to the Rclassi f ied set and creates a new entry in Z,
or lets the resource continue to be assigned to Rconverged . If the resource is assigned
to a concept, Representations component updates the vectorial representation of the
concept with the resource information.
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The method groups the resources in concepts, so that once a resource is classified
it will never return to the set Rconverged . Therefore, when a Tagging of type delete
is received, the method does not checks if the resource has converged or whether it
must continue to exist under the current concept, the method only updates the corre-
sponding vectorial representation. In addition to gathering new converged resources
into existing concepts, the method considers the information received from the new
Taggings, updating the Srt set and the existing concepts. Thus, Srt and C sets may
adapt to the folksonomy’s evolution, performing their adaptation for example to new
users’ interests. Since a unique Tagging does not use to significantly affect the Srt

set or the concepts set, and this update can be quite expensive computationally, the
method uses the component RecalculationCondition to determine when to update
both concepts and Srt . The recalculation may be performed considering many cri-
teria, for example, after a certain number of processed Taggings, after a given time
period, or whenever a resource or a set of resources are classified. When the com-
ponent determines the convenience of performing the recalculation, in a first step
the Srt set is updated taking into account its establishment criteria using component
Representations. It then uses the Clustering component to update the existing con-
cepts (C) and the resources grouped in them (Z). The component MergingSplitting
reviews these concepts creating, splitting them when necessary. Once obtained the
elements C and Z, Representations updates the concept representation vectors, and
Naming assigns a name to each one of the concepts. Upon the completion of these
tasks, the method returns to stand waiting for the arrival of new Taggings to the
folksonomy for their processing.

3 Method Evaluation

This section is devoted to evaluate experimentally the proposed method using data
retrieved from Del.icio.us. The method creates automatically a set of concepts from
an existing folksonomy and groups under these concepts the resources of the folk-
sonomy, according to their semantics. As the folksonomy receives new annotations,
the method groups new resources, takes into account new relevant tags, and adapts
the existing concepts.

With the aid of a page scraper we have collected a set of 15,201 resources,
with 44,437,191 annotations, 1,293,351 users and 709,657 tags from Del.icio.us
(15th-30th September, 2009)1. Those annotations, depicted in Table 1, concern a
period time from January 2007 to September 2009. We use annotations prior to
2009 to simulate an initial state of the folksonomy in order to create the initial con-
cepts. The rest of annotations correspond to January to September 2009 and they are
used to simulate the folksonomy evolution by means of Taggings elements of type
create. Table 2 summarizes the information concerning the initial folksonomy (t0)
and its state after including the Tagging elements concerning the period Jan.-Sept.
(t1 to t9).

1 http://www.eslomas.com/publicaciones/KMO2012/
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Table 1 Annotation distribution

Year Annotations Year Annotations Year Annotations
1998 2 2002 299 2006 3,140,591
1999 3 2003 628 2007 7,237,129
2000 7 2004 52,345 2008 13,753,922
2001 12 2005 719,216 2009 19,533,037

Table 2 Users, tags and resources in each subset of the experiment

Increment of the number of elements Aggregated values
ti annotations users resources tags annotations users resources tags
t0 24,904,154 972,695 12,117 489,125 24,904,154 972,695 12,117 489,125
t1 1,704,682 35,480 342 23,581 26,608,836 1,008,175 12,459 512,706
t2 1,811,331 37,240 353 23,066 28,420,167 1,045,415 12,812 535,772
t3 2,179,539 40,672 407 26,101 30,599,706 1,086,087 13,219 561,873
t4 2,153,461 34,603 336 24,187 32,753,167 1,120,690 13,555 586,060
t5 2,230,512 33,078 391 24,919 34,983,679 1,153,768 13,946 610,979
t6 2,304,614 33,959 348 24,460 37,288,293 1,187,727 14,294 635,439
t7 2,437,317 34,137 345 24,951 39,725,610 1,221,864 14,639 660,390
t8 2,617,998 36,438 368 26,332 42,343,608 1,258,302 15,007 686,722
t9 2,093,583 35,049 194 22,935 44,437,191 1,293,351 15,201 709,657

The method is configured for the experimentation using the following components.
The comparison between resource and concepts vectors has been performed using the
cosine measure. In the following we describe the components used to configure the
method. The component Representations considers a Srt set built using those tags with
at least 1,000 annotations. The component Convergence fixes the convergence crite-
rion to 100 annotations [7]. The component Classifier uses the method presented in [5]
to classify the resourcesunder themost similar concepts. In theevolution task, theclas-
sifier applies for a given resource each time it reaches a multiple of 50 annotations.
This component has been configured to take into account the two most similar con-
cepts (ci,c j) to each resource (ri), and classify only the resource when the difference
between the resource and these concepts is greater than a minimum threshold value of
0.10 (|sim(ri,ci)−sim(ri,c j)| ≥ 0.10). As proved in [5], the method is able to classify
the resources providing a high precision. The component Recalculation recalculates
monthly both sets Srt and C (after each ti (i : 1..9)). The component Clustering uses
a k-means algorithm, determining the k value by the expression k =

√ n
2 , being n the

number of resources in Rconverged at the concepts creation and in Rclassi f ied when re-
calculating. Thus, the number of concepts can grow as the folksonomy evolves. At
the initial concepts creation, the initial centroids are randomly defined since any a-
priori knowledge is not considered. When recalculating, the representation vectors of
C concepts are used to define the initial centroids, and if k ≥ |C|, then some resources
are randomly selected to define the k− |C| new clusters. The implementation of the
algorithm is performed in a distributed way where the calculus of the number of clus-
ter changes at each iteration is performed over different PCs of a cluster using a task
queue manager (Gearman). We use the k-means method instead of hierarchical tech-
niques because we want to provide a concept cloud (see Figure 2) with a similar user
experience to tag clouds. Component MergingSplitting merges using the cosine mea-
sure those concepts whose similarity values are greater than 0.75, once the Clustering
component obtains C and Z sets.
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Fig. 2 Concept cloud

And finally, component Naming assigns a name to each concept according to the
most relevant tags of its vector. When the weight of several tags is greater than the
50% of the weight of the most relevant tag, the name of the concept is obtained
through the concatenation of those tags after verifying, by means of the Levenshtein
distance, that tags are not syntactic variations of other previous tags. So, a concept
in which the two most relevant tags are php (weight 127,427) and programming
(weight 39,743), is named “Php”.

Besides Gearman, Memcached has been used as a cache system in order to reduce
the number of accesses to the database to obtain resources, concepts and represen-
tation vectors. The employed hardware consists of four commodity PC with Intel
Core 2 Duo processors at 2.13 GHz, and 2GB of RAM memory. In order to perform
the distributed tasks, 8 processes (2 on each PC) have been executed to perform the
processing of the K-means slices, and 24 processes have been executed to process
the Tagging processing tasks.

Table 3 summarizes the information concerning the evolution of the number of
tags, resources and concepts, from t0 to t9. Regarding the tags and the Srt set, it
shows the evolution of the number of tags of the folksonomy and the number of tags
in Srt , and the ratio between them. One can note that the number of tags in Srt in-
creases as the number of annotations in the folksonomy does. The increment in the
number of annotations carries with a higher number of tags exceeding the thresh-
old of 1,000 annotations required to be part of Srt . Lets note that: i) the method
represents the semantics of the resources with less than 0.40% (1,939/489,125) of
the existing tags; and ii) this value decreases slowly as more annotations arrive
to the folksonomy (up to 0.38% after processing t9). This makes the cost of the
method, in terms of space and process, significantly lower than the required when
considering all the tags of the folksonomy to represent the semantics of the re-
sources and their concepts associated. Table 3 shows that the number of classified
resources increases as the number of resources of the folksonomy does. As folk-
sonomy evolves with new annotations, some of the Rpending resources converge and
pass to Rconverged set, while other resources receive enough annotations to determine
an adequate concept, passing to Rclassi f ied . Regarding concepts, Table 3 also shows
the evolution in the k value used by the Clustering component, and the number of
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concepts created at each recalculation. When recalculating, Clustering component
tries to create a number of k concepts considering the number of Rclassi f ied resources,
however, some of these concepts may be merged by MergingSplitting component
when their similarity are greater than the defined threshold (0.75). Note that both k
and |C| values gradually increases after each recalculation. Although in this experi-
ment the number of concepts increases, the method allows the creation, splitting and
merging of concepts, so this number may also decrease. In this experiment the clus-
tering is based on k-means, with k depending on the number of resources, causing
the maintenance or increase of the number of concepts. The number of concepts can
decrease only if, after clustering, the MergingSplitting component finds that there
are two or more concepts with a similarity degree greater than 0.75.

Table 3 Adaptation of the method as the folksonomy evolves

Tags Resources Concepts
ti |T | |Srt | |Srt |

|T | Rpending Rconverged Rclassi f ied |C| k

t0 489.125 1.939 0,40% 337 3.098 8.682 75 77
t1 512.706 2.037 0,40% 289 3.184 8.986 76 78
t2 535.772 2.124 0,40% 305 3.190 9.317 77 80
t3 561.873 2.204 0,39% 282 3.226 9.711 78 81
t4 586.060 2.286 0,39% 269 3.237 10.049 78 82
t5 610.979 2.362 0,39% 250 3.277 10.419 79 83
t6 635.439 2.437 0,38% 225 3.300 10.769 80 84
t7 660.390 2.526 0,38% 206 3.033 11.400 81 85
t8 686.722 2.616 0,38% 139 2.915 11.953 82 86
t9 709.657 2.716 0,38% 43 2.917 12.241 83 87

Analysing the creation of concepts and the evolution in the number of resources
grouped in each concept, one can note that the creation of certain concepts produces
a decrease in the number of resources grouped in other concepts. For example, after
processing the Tagging set t9, the new annotations received in the transition from
the eighth to ninth iteration lead the concept Business&Finance&Money be split
into two concepts: Business and Finance&Money. The initial concept (Business),
which previously brought together 215 resources, now groups 118 resources. The
new concept created groups 119 resources, of which 110 (92 %) were previously
grouped under Business&Finance&Money. In most cases, the number of resources
classified under each concept grows as the number of annotations of the folkson-
omy does, but in some cases, this number may decrease. This decrease occurs either
when the concept under which resources were classified is split either when the ar-
rival of new annotations allow a better definition of the classification concept. As
occurs with Web2.0&Social&Socialnetworking, in which the number of classified
resources decreases from 244 to 230 in the transition from iteration 8 to 9. In this
transition, 220 resources remain classified under this concept, 24 of them are reclas-
sified under other existing concepts (Video, Business, Twitter, Blog, Tools&Web2.0
and Generator&Tools&Fun), 6 new resources are classified under this concept and
the remaining 4 resources were previously classified under other concepts.
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Table 4 Number of resources classified under the eight first concepts

Concept Statistics Iteration
Avg Dev Max Min 0 1 2 3 4 5 6 7 8 9

1 Hardware&Electronics&Technology 4.2 64 72 60 60 61 62 63 64 64 66 69 71 72
2 Jobs&Career&Job 85 6.4 95 75 75 77 81 83 84 84 88 90 92 95
3 Books&Literature 171 13.0 192 152 152 156 161 166 169 172 177 182 185 192
4 Video&Web2.0 214 26.9 252 175 175 183 192 201 206 221 225 237 248 252
5 Html&Webdesign&Web 85 9.2 103 75 75 77 80 80 80 81 85 88 98 103
6 Linux&Opensource 116 6.4 125 108 108 109 110 112 115 117 118 122 125 125
7 Art&Design 198 7.0 208 189 189 190 195 193 194 200 204 205 206 208

74 Howto&Diy 81 8.6 93 70 82 70 72 72 75 83 86 88 92 93

Table 5 Evolution of the resources classified

Number Initial iteration Total
of changes t0 t1 t2 t3 t4 t5 t6 t7 t8 t9

1 320 25 29 17 11 14 11 26 22 0 475
2 79 2 1 3 2 3 0 1 0 0 91
3 2 0 1 0 0 0 0 0 0 0 3
4 1 0 0 0 0 0 0 0 0 0 1

Table 4 shows the number of resources classified under some concepts. In the
same way, the creation of the concept Origami, which groups 16 resources, occurs
after processing the set t1 and its resources come from Howto& Diy, Art&Design
and the rest are resources classified during the processing of t1 and therefore were
not grouped into any concept after t0. It has been found therefore that the origin
of the resources of the concepts created in the evolution presents a semantic rela-
tionship to the concepts created. This indicates that as the folksonomy receives new
annotations, the method is able to group all the related resources and to evolve the
concepts so as to adapt to user interests: e.g., resources that were initially grouped
into Howto&Diy, representing pages with instructions on how to do things with the
appearance in the folksonomy of more information on origami causes the method to
create a specific concept for this topic, bringing together new and existing resources.

Table 5 shows the evolution of the resources classified. The left side of the table
shows that 11,671 of the 12,241 resources retain their original classification along
the evolution of the folksonomy, 475 of the resources change their concept of clas-
sification once, 91 of them change twice, 3 of them make it thrice, and only 1 makes
it 4 times. The right side shows the distribution of the number of changes among
classification concepts experienced by resources according to the iteration in which
they are introduced. Of the set of resources introduced in the initial iteration which
change their classification concept along the evolution of the folksonomy, 320 of
them make it once, 79 of them change their classification concept twice, and so on.
An analysis of the 83 classification concepts involved in this process shows that 75
of them appear in the initial iteration, and the rest appear one for each iteration,
except in the fifth iteration, which does not introduce any new concept.

Regarding the performance of the method, the time spent in each stage has been
registered. Table 6 shows the time needed to create the initial concepts (lines 1-18
of the method described in Fig. 1).
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Table 6 Creation costs for the initial concepts

Action Time (minutes)
Srt creation 1.10
Vectorial representation creation 22.83
Convergence verification 0.08
Clustering (k=76) 192.21
MergingSplitting 0.98
Assignation to Rclassi f ied 61.62
Creation of concept’ vectors 0.53
Naming 0.01

Table 7 Time spent in evolution

Time (minutes)
ti Number of taggings Tag. Processing Recalculation
t1 1,704,682 28.23 23.47
t2 1,811,331 31.24 24.35
t3 2,179,539 41.98 48.91
t4 2,153,461 43.12 29.18
t5 2,230,512 40.36 56.45
t6 2,304,614 41.12 27.39
t7 2,437,317 41.84 81.34
t8 2,617,998 32.65 27.26
t9 2,093,583 37.34 63.12

Table 7 shows the time spent processing the Tagging elements of t1 to t9 sets
(lines 19 to 41 in Fig. 1). Regarding the Tagging elements processing, the method
has processed them with an average throughput of 965.74 Tagging elements per
second, which represents an average of 40.24 Tagging elements per second and tag-
ging processing worker (24 workers, threads annotating concurrently). These results
show the applicability of the method in real systems, processing the new annotations
to adapt the classification concepts. Regarding the time spent in the recalculation,
it is quite variable, depending on the number of iterations of k-means algorithm.
However, the time spent by the Clustering component when recalculating is much
lower than the time spent at the first clustering (t0), because the representation vec-
tors of C are used as initial centroids, while at the first clustering the centroids are
randomly created. We are now working on the use of different clustering techniques,
including hierarchical clustering techniques, implementing the Clustering compo-
nent over Apache Mahout, which implements a Framework MapReduce[4] allowing
the usage of different clustering techniques.

In order to validate the quality of the classification of resources obtained, we
have evaluated the 12,241 resources considered with the aid of 102 computer science
students (advanced and regular internet users) at the Universidad Pública de Navarra
during the course 2010-2011. Each reviewer has evaluated a subset of the resource
set, ensuring that each resource has been evaluated by five different reviewers. Each
reviewer has evaluated its subset of resources after the initial classification, and then
those new resources and those whose category of classification has changed along
the different recalculations. Reviewers evaluated, for each of the resources, how well
resources are classified under their category of classification, quantifying this value
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between 1 and 5, meaning (1) a very poor classification, (2) a poor classification,
(3) a reviewer indecision, (4) a good classification and (5) a very good classification.
Reviewers considered 106 resources very poor classified (1%), 259 poor classified
(2%), 4,492 good classified and 6,313 very good classified. The reviewers were
hesitant with 971 resources (8%).

4 Conclusions

We have proposed, implemented and analysed a simple and incremental method for
the automatic and semantic creation of concepts to group the resources of a folk-
sonomy, in order to improve the knowledge management in folksonomies, with-
out changing the way users make their annotations. The method automatically cre-
ates these concepts and adapts them to the folksonomy evolution over time, group-
ing new resources and creating, merging or splitting concepts as needed. It is an
incremental-aggregation technique that adapts to the folksonomy evolution, without
requiring to re-evaluate the whole folksonomy.

The method uses a small subset of tags, the set of more representative tags (Srt),
in order to apply it to real folksonomies and their evolution without adversely affect-
ing its performance. Furthermore, the method is based on a component based open
architecture. This allows its application to folksonomies with different features and
needs, and a useful way to assign names to the classification concepts.

The semantic information assigned to the resource by their annotations allows the
automatic classification of the resources of a folksonomy under classification con-
cepts without requiring the intervention of human experts. We have experimentally
validated, with the aid of human experts, that the method is able to create auto-
matically these concepts and adapt them to the folksonomy evolution over time,
classifying new resources and creating new concepts to represent more accurately
the semantic of the resources.
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Abstract. Software Engineering (SE) uses different theories to empower its prac-
tices. One such theory is Knowledge Management (KM), which provides an im-
portant conceptual heritage. Our proposal establishes emerging concepts that 
enrich SE from KM. All these concepts are in between knowledge and software, 
hence we call them Softknowledge (SK), y Hardknowledge (HK); they constitute 
Knowledgeware (KW). In this paper we emphasize the intentionality that pertains 
to these concepts, which is a fundamental characteristic for the development, 
maintenance, and evolution of software. Additionally, we propose a nurturing  
environment based on the present proposal. 

1   Introduction 

Since the term SE was coined [1], there has been constant crisis within this discip-
line. This crisis can be seen when observing the discouraging figures reported by 
official bodies like the Standish Group [2], where high percentages of failure on 
the projects conducted are reported. Aiming at improving such a bleak situation, a 
variety of software development processes have been proposed, ranging from code 
and fix [3] to Waterfall [4], Spiral [5], V [6], b [7], RUP [8], among others. On the 
other hand, methodologies such as XP [9], Scrum [10], Crystal [11], ASD [12] 
have been proposed to address the development of practices, values and principles 
[13]. It seems that knowing the way (how), the people (who), the place (where) 
and the time (when), that contribute to the development, the processes and the me-
thodology around a problem is a suitable roadmap; however, discouraging  
reports continue to appear. 

The present paper points in a different direction, namely knowledge manage-
ment and it attempts to reduce failure of the software projects. Although this ap-
proach was studied already [14], [15], [16], emerging concepts in between the 
theories of Software Engineering and Knowledge Management have not been  
proposed to strengthen the understanding and the solutions to some of the most  
relevant problems encountered in Software Engineering. 
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2   Problem Statement 

Although Software Engineering has been empowered from Knowledge Manage-
ment, the work done so far has adopted concepts that, from the perspective of 
Knowledge Management, favor Software Engineering. One of these concepts is 
what is known as tacit knowledge [17]; however, when adopting a concept, not 
only are the solutions brought in but also the problems associated to the frame-
work within the providing discipline of origin. Even though the classification of 
both tacit knowledge and explicit knowledge [18] together with its processes 
framework (SECI) [19] represent a good approximation to many of the problems 
found in collaborative work – which is typical of software projects such as: the 
strengthening of knowledge generation [20], knowledge gathering [21], know-
ledge exchange [22] and knowledge co-creation [23] processes – it is clear that 
engineers always end up  facing the same advantages and disadvantages that have 
already been identified for the same processes in the field of KM. 

The tendency of researchers to narrow the gap between two theories as a means 
of improving knowledge frameworks causes harmful side effects, which are 
eventually identified in most cases. There is a special and apparent similarity 
between software engineering and knowledge management, but you need to check 
the most favorable concepts carefully and find mechanisms beyond the mere 
adoption and adaptation of these ideas. 

We believe that, more than doing a theory transfer, it is necessary to generate 
emerging concepts. 

3   Knowledgeware: The Missing Link between Knowledge and 
Software 

Software is a product obtained from intellect [24], it is an extension of our though-
ts [25]. When software products are made, there are as many variables as people 
participating in the development process – “Conway’s law” [26], [27]. It could al-
so be claimed that software is knowledge; however, such an statement is too 
straightforward and it would be reckless not to acknowledge knowledge as intelli-
gence [28], an ability [29], as states of the mind [30], beliefs, commitments, inten-
tions [18] among other features; and although software is pervaded with our  
reasoning, that reasoning is constrained by the conditions of the programming lan-
guage and programming paradigms [31], and also by the intended purposes [32] of 
the documents supporting the software product. The solution to this situation is 
knowledgeware KW; this new species can be found between knowledge and soft-
ware, and it takes its traits from both concepts.  

Given that, from the perspective of knowledge management, there is a clear 
distinction between tacit knowledge and explicit knowledge and such a distinction 
points to the possibility of coding; likewise, in the case of KW, we propose to 
have a distinction between what we call softknowledge SK and hardknowledge 
HK. From the point of view of coding, tacit knowledge is orthogonal to explicit 
knowledge. While tacit knowledge resides in people, explicit knowledge can be 
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stored using physical media, typically IT media. One of the most recurrent con-
cerns is perhaps the way in which organizations gather knowledge and manage it, 
and so different approaches have been proposed [33], [34], [35], [36], [37], [38]. 
We consider that leaving tacit knowledge to the world of people is the most suita-
ble approach, our concern should actually focus on the construction of a bridge to 
join tacit knowledge and software; this bridge is what we regard as SK. Likewise, 
there should also be a bridge between explicit knowledge and software, which is 
what we regard as HK. 

Knowledge resides in peopleware PW [39], SK and HK reside in KW, and ul-
timately software resides in hardware. Knowledge management analyses PW from 
the point of view of the organization; among some of these frameworks we find: 
organizational knowledge management pillar frameworks [33], intangible asset 
frameworks [34], intellectual asset model [35], knowledge conversion frameworks 
[18], knowledge transfer model [36], knowledge management process model [37], 
and knowledge construction frameworks [38], among others. Regarding these 
models and frameworks, a lot of effort has gone into defining different types of 
processes that have an impact on the knowledge of the people who make up the 
organization. Likewise, within software engineering, the problem of conducting a 
project has been addressed, where projects themselves are based on organizations 
consisting of people who must assume the responsibility of a given process in or-
der to obtain software. While in knowledge management processes lead to know-
ledge, processes in software engineering lead to software. We propose that in or-
der to find a path from knowledge, through KW, up to software, it is necessary to 
conduct both a traceability process and a representation process.  Fig. 1. 

 

Fig. 1 Knowledge Model 

3.1   Traceability 

Software traceability [40] is a powerful mechanism that allows the construction of 
conceptual continuity. Such continuity must permit going back on every step taken 
in order to understand the origin of concepts [41]. The traceability we propose 
goes from tacit knowledge to SK, and from there on it goes all the way to end up 
becoming software; it also goes form explicit knowledge to HK, and form there on 
it ends up in software. 
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3.2   Representation  

In order to make traceability visible, we propose carrying out representation 
through languages. If traceability remains over the path tacit-knowledge-to-SK-to-
software, we suggest exploiting the advantages of widely-recognized modeling 
languages, namely archimate [42], UML [43], [44], SPEM [45], or exploiting no-
tations such as BPMN [46] supported by international documents [47]. We also 
propose the creation of ontological entities supported by languages such as OWL 
[48]. We believe that software development, when oriented to the creation of 
models capable of intentional perspectives, can capture certain descriptions where 
software approximates the knowledge wherein it was created. If traceability also 
remains on the path explicit-knowledge-HK-software, we suggest exploiting the 
advantages of having a key between modeling and programming languages, 
whose perspectives and transformations [49] lead the way from the models lan-
guage to the programming language.  

We coined the concept of Intentional Modeling Language IML, fig. 1, whose 
additional characteristic over conventional modeling languages will be to provide 
representation mechanisms that allow expressing the models extended semantics. 
Some ways to achieve this might be found in the construction of an enriched pro-
files vocabulary that helps to tinge the models. It is possible to obtain these me-
chanisms as extension mechanisms in languages like UML. Fortunately, from the 
perspective of the programming language-transformation-model, this area has 
been widely developed e.g. MDA [50]. 

3.3   Intentionality 

Most of the problems associated to software lie in the complexity introduced not 
only by source codes but also by the large volumes of documentation supporting 
such codes, not to include the typical risks of both coding and documents falling 
out-of-date. In an attempt to develop and maintain software, engineers often resort 
to keeping an artifact logbook, where specifications, architectural and design mod-
els, user manuals and other records can be found. However, it is by no means an 
easy task to deal with a product that has been expressed using a language that is in-
tended for a machine as well as using other languages understood by humans. The 
most considerable difficulty   is that the type of knowledge resulting from abstrac-
tion, which is expressed in documents and software artifacts, does not easily reflect 
the actual intention of such creation - of course it is very difficult to capture subjec-
tive expressions –; however, it should be possible at least to capture an approximate 
description. KW was defined as a subjective expression that contains knowledge 
and that allows itself to be captured through a graphical or textual description by 
using modeling and programming languages that can incorporate intentional ex-
pression mechanisms. Even in art, where so many different emotions are awaken, 
the piece of art itself provides information about its creation conditions and even 
about its creator; the piece of art is pervaded by the artist’s intentions. Of course in 
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software these intentions must be a lot more bounded; fortunately, disciplines such 
as software architecture and software design, which leave their mark on software, 
are very useful to clarify the purpose of how applications are built. In this context, 
architectural patterns [51], [52], families and styles [53], and also design patterns 
[54], [55] represent a clearly intentional guide to software.   

Other intentional approaches can be used as a mechanism for profiles; in this 
sense, languages like UML [56] allow an extension of the models semantic mean-
ing through such profiles. Another very valuable approach lies in onthological de-
finitions, which allows adjusting the problem/solution domain with a clear sense 
of purpose, combating ambiguity. Following these ideas, KW is the traceable and 
re-presentable knowledge that reflects its intentions in software and therefore faci-
litates not only software development but software evolution. 

4   Intentionality-and-Process-Centered Environment 

The importance of processes for both knowledge management and Software Engi-
neering has already been understood, there is even a wide variety of process cen-
tred software engineering environments PSEE [57] for software development, 
which use process modeling languages PML [57]. Nevertheless, although these 
proposals represent a good development guide when software evolution needs to 
be evidenced, the roadmaps are not loaded with the necessary intentions to clearly 
establish the initial purpose of using a given process. We coined the term intentio-
nality-and-process-centered environments. 

This type of environment is supported by our own PML proposal. The plus in 
our PML lies in the SK-and-HK visual modeling from an innovative perspective. 
Within innovation, we put forward the idea of enriching model semantics and so 
being capable of building KW. The details of the proposed PML are beyond the 
scope of this article, but we do illustrate the most relevant concepts from the four 
points of view of the proposal, namely the knowledge and communications view-
points, which points to the “software” product; and the improvement and incidents 
viewpoints, which points to the development process. 

4.1   Knowledge Viewpoint 

This viewpoint allows modeling knowledge descriptions as well as actors and 
roles. In this category, a graph permits signaling the most important features from 
the intellectual assets involved in the development process. Fig. 2 shows the actor 
called “engineer” with his corresponding role, namely “tester”; the SK is 
represented as a round-line cloud and HK appears as a straight-line cloud. It can 
be seen that SK describes ability, while HK describes the possible transformation 
into a informatics protocol. Both the descriptions are representations of knowledge 
with a particular intention that allows enriching the semantics of the product. 
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Fig. 2 Knowledge viewpoint 

4.2   Communications Viewpoint 

Fig. 3 shows how the architect asks the different people involved in the organiza-
tion about the business nature by conducting an interview whose purpose is to 
know the architecture. Since the Tower of Babel, the problem of communication 
has been the obstacle when it comes to setting up projects [24]. Having a simple 
but expressive vocabulary is another way to achieve clear intentions; we propose 
modeling a communication interface between actors and roles that expresses the 
mechanism as well as the ideas arising from a given situation. 

 

Fig. 3 Communication viewpoint 

4.3   Improvement Viewpoint 

One of the maxims of software engineering is “process improvement” [58],  
but yet it has not been directly described in the process model, therefore it is 
not visible, and because of this, the model and its execution end up being  
divergent; the person leading the process is supposed to be aware of such an 
improvement, but a loss of memory is suffered from one process to the other. 
We propose that the process be enriched with descriptions that point in the  
direction of improvement. These descriptions can be seen as principles, among 
other things. Fig. 4. 
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Fig. 4 Improvement viewpoint 

4.4   Incidents Viewpoint 

In the software development process, another fundamental criterion that must be 
considered as an intrinsic factor to software is risk [5]; however, like its improve-
ment counterpart, this criterion is not directly associated to a process model either. 
We believe that risk together with limitations and descriptions are part of a greater 
set of events that we call incidents, which should be directly reflected in models, 
Fig. 5. 

 

Fig. 5 Incidents viewpoint 

The purpose is to provide the models with intentions by taking advantage of ei-
ther the graphical or textual extensibility mechanisms. 

5   Software Tools 

There is a wide variety of software development environments that are  
process-centered, such a Oikos [69], spade [60], Dynamite [61], adele-tempo [62], 
PADM [63] among others. We propose to have a PSEE plus the models inten-
tions, which we call Coloso and will soon be available in its open version at 
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www.colosoft.com.co. This environment integrates Archimate (for the architec-
tural layer) UML (for the design layer) and java (for the programming layer). The 
whole process is managed from our PML layer. Our proposal also integrates pat-
tern and anti-pattern components, metrics, and process templates. Fig. 6. 

 

Fig. 6 Coloso 

The proposed concept from the Coloso platform allows modeling both SK and 
HK together with their constituent properties. The necessary conceptual continuity 
between the knowledge layer and the software engineering layer can be estab-
lished using traceability mechanisms, which are implemented on the platform, in-
cluding the components that link different types of resources and artifacts such as 
models, documents, codes and so on. With this approach, it is possible to go from 
the idea embodied in a conceptual model to its representation expressed in a pro-
gramming language. 

6   Future Work 

Three software projects are being developed and tested. An eight-month schedule 
and a five-people team are the common features of these projects, where two 
phases are proposed, namely a development phase and a maintenance-and-
evolution phase. Our proposal will be used in two of the projects; one of these 
projects will experience a change in its personnel during the second phase. This 
event is expected to shed some light on the impact of our proposal.  

Another future study addresses the creation and profile-and-ontology enrich-
ment of the Coloso environment, which is expected to allow different shadings of 
the software problem/solution domains. This study is also intended to strengthen 
the emerging patterns found in between knowledge management and software en-
gineering, which are additional to those patterns already in use [64]; this should  
allow handling an enriched vocabulary in software processes. 



Emerging Concepts between Software Engineering and Knowledge Management 21
 

7   Conclusions 

Great care is needed when applying theories with the purpose of enriching a 
discipline; since such theories come together with their own strengths and risks. 
We believe that the blend of two theories such as SE and KM will necessarily give 
rise to new concepts like the ones proposed in the present article. The aim of 
having new concepts is to integrate the strong points; we consider that knowledge 
is reflected in software, but its intentions will get lost due to the limitations and 
restrictions that pertain to programming languages unless we decide to use 
mechanisms like the ones proposed in this article.  

Since software is not only about source codes and executable files, we must 
take advantage of other constructs such as models, which, by using semantic  
extensions, can be pervaded by the purpose, which makes it easier to perform 
software development tasks, software maintenance and software evolution. In this 
article, SK and HK are proposed as two new concepts that can tinge both know-
ledge and software. By using these two concepts, we propose to construct a bridge 
between the PW domain knowledge and the hardware domain software. SK and 
HK must be characterized since they are intentional, that is, they provide the pur-
pose of their very making through different mechanisms, allowing their traceabili-
ty to be evidenced through the given presentation. 
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Abstract. Effective use of knowledge in organisations would typically lead to im-
proved organizational performance. Organisations that practice and leverage orga-
nizational knowledge through integration, innovation and sharing of lessons 
learned will continue to improve and strengthen the organisation’s operation. The 
ecosystem approach described in this paper centred on the premise that knowledge 
is individualised information enriched through the process of learning, then shared 
and applied to practical situations. To capture better knowledge management, a 
collaborative knowledge management framework is used to examine the positions 
of knowledge management in an organisation. To highlight the complex and hete-
rogeneous nature of knowledge management, a set of practices aimed to enhance 
collaboration is presented as holistic approach toward improving practical learning 
environments. In addition, a set of actionable knowledge management strategies to 
improve the relationships among the components interacting within each organisa-
tional ecosystem can be recommended as a result of using the framework.  

Keywords: Knowledge Management, Organisational Learning, Learning Ecosys-
tem, Collaborative Learning. 

1   Introduction 

Today’s enterprises are knowledge-based entities where proactive knowledge 
management (KM) is vital to attaining competitiveness [15]. Nonaka and Takeu-
chi [22] emphasised that knowledge is a strategic corporate asset that has become 
“the resource, rather than [just] a resource”. Consequently, KM is an integral 
business function as organizations [3] begin to realise that their “competitiveness 
hinges on [the] effective management of intellectual resources” [12].  

Por [27] articulates that “knowledge exists in ecosystems, in which informa-
tion, ideas and inspiration cross-fertilise and feed one another”, implying that the 
interactions that occur among individuals, organizations and knowledge artefacts 
are the primary sources of learning, knowledge creation, sharing and utilisation. 
Drawing on this insight, this research emphasises that KM is a set of principles 
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and practices that aims to improve collaborative and cooperative interactions that 
occur within a particular organizational environment. Janz and Prasarnphanich 
[16] conducted a study where knowledge is intrinsically gained through coopera-
tive learning with a view that successful organizational KM involves effectively 
facilitating the ongoing creation, transfer and application of knowledge [2] by 
creating an environment that is conducive to collaborative learning. This way, 
learning is direct interactions between individuals and peers in small groups. This 
environment stresses the importance of just-in-time socialisation or networking in 
face-to-face or online modes. 

Organisational knowledge arises through a continuous dialogue between expli-
cit and tacit knowledge where knowledge is developed through “unique patterns 
of interaction between technologies, techniques and people” [4]. Individuals  
continue to develop new knowledge and organizations play a critical role in articu-
lating and amplifying that knowledge [21]. The successful codification of individ-
uals’ tacit knowledge to permanently retain as organisational knowledge relies on 
the effective implementation of KM.  

While there has been considerable development in the areas of knowledge, KM, 
communities of practice and organizational learning, much of the KM research has 
been accomplished without substantial impact on the way organizations operate 
[12]. To bridge the gap between theory and practice, this study draws on Brown’s 
[5] proposition that “an organization is a knowledge ecology” comprise of inte-
racting components. The research advances Chang and Guetl’s [6] ecosystem-
based framework by drawing on the relationship between KM and collaborative 
organizational learning, and highlights three key categories of contributors to the 
dynamics of collaborative learning environments; these being (1) the learning or 
knowledge management utilities, (2) the learning stakeholders and (3) the internal 
and external influences that could impact the learning environment [6]. The Colla-
borative Learning Ecosystem (CLES) serves as a valuable framework for examin-
ing and improving the KM positions of organizations. 

2   Knowledge Management and Collaborative Organizational 
Learning 

McAdam and Reid [19] and Janz and Prasarnphanich [16] observed that know-
ledge and learning are inextricably related, each relying on and influencing the 
other. A learning organization is one creates and shares new knowledge, recogniz-
ing that its ability to solve problems does not rely solely on technology [12] or in 
the individual expertise of personnel, but rather, is a result of an interaction among 
components within the organizational knowledge base [9]. Alavi and Leidner [2] 
reinforce that bringing individuals together in a collaborative environment to en-
hanceboth tacit and explicit knowledge [30] is a KM imperative. 

Nonaka [21] asserts that “organisational knowledge creation is a never-ending 
process that upgrades itself continuously”; and new concepts evolve after it is  
created, justified and modelled. This interactive process that occurs both  
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intra-organizationally and inter-organizationally is facilitated by collaborative  
organizational learning where the state of knowledge is continually changed to en-
able its application to a problem or situation [11]. 

It is clear that effective organizational learning is dependent on the successful 
creation, storage, retrieval and transfer of knowledge for appropriate application. 
Learning, knowledge creation and sharing take place at the individual, team and 
organizational levels, and these processes are vital to organizational learning [11, 
2]. The key focus of KM is to encourage and simplify the collaborative learning 
process into consideration a range of technological, cultural and social factors.  

2.1   Development of a Technological Infrastructure 

Information technology (IT) serve as an effective enabler [16] of various facets of 
KM, from the capturing of tacit or explicit knowledge to its application [29]. KM 
tools assist in the development of K systems involving a combination of people, 
technology and culture [18]. 

Without a stable technological infrastructure, an organization will have difficul-
ty enabling its knowledge workers to collaborate on a large scale [13]. The selec-
tion of technology, implementation approach and delivery of content must be per-
formed with a focus on users’ needs [13]. The ongoing strategic planning and 
maintenance of IT applications, including ongoing IT risk management that incor-
porates security and authentication controls [29] and business continuity manage-
ment, are integral aspects of developing a stable IT infrastructure. Users must be 
guided on how to use the technology to communicate and share knowledge [13]. 
Also, if KM is to be a strategic asset rather than a ‘passing fad’, it must be aligned 
with economic value which is attainable by “grounding KM within the context of 
the business strategy” [34]. 

2.2   A Knowledge-Friendly Culture 

Organisational culture is considered the most significant input to effective KM 
and organizational learning in that culture shapes the values and beliefs that could 
encourage or impede knowledge creation, sharing and decision-making [16]. Janz 
and Prasarnphanich [16] suggest that a positive culture is one that promotes know-
ledge-related activities by giving workers the support and incentives to create an 
environment that favours knowledge exchange and accessibility. Alavi, Kayworth 
and Leidner [1] conclude that there exists a positive relationship between a ‘good’ 
knowledge culture (defined by trust, collaboration and learning) and a firm’s abili-
ty to effectively manage knowledge. They express that a culture of trust and colla-
boration establishes a greater willingness among employees to share insights and 
expertise. In contrast, “value systems that emphasise individual power and compe-
tition among firm members will lead to knowledge hoarding behaviours” [1].  
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2.3   Communities of Practice and Social Networks 

A community of practice is a “self-organised, self-directed group of people” [8], 
who are held together by a common purpose, shared interests and varied affilia-
tions [5]. These communities of practice gain access to the creativity and resource-
fulness of informal groups of peers, allowing its members to “initiate and contri-
bute to projects across organizational boundaries” [27]. These platforms for 
interaction contribute to the amplification and development of new knowledge 
[21], as ideas initially formed in individuals’ minds are able to be developed 
through the interactions based on a “passion for a joint enterprise” [8]. Therefore, 
communities of practice, formal and informal networks are increasingly valued as 
fundamental platforms for collaborative learning [9]. In today’s web-based era, 
organizations that create an environment that supports the formation of virtual 
communities of practice or communities of influence can also gain significant 
benefits in the areas of knowledge transfer, response times and in-novation [8].  

Developing a climate conducive to learning is expected to enhance organiza-
tional learning, and in turn, business performance [16]. Nunes et al. [23] state that 
“KM advantages have to be clear and easily attainable; otherwise organizations 
will continue to focus on the traditional way of working”. Earl [10] and Grover 
and Davenport [12] assert that even if an organisation embraces the concept that 
well-managed knowledge could enhance performance, they often do not know 
how to plan and execute KM initiatives. To address the KM challenge where the 
application of KM is problematic and the factors requiring consideration are often 
ambiguous, the Collaborative Learning Ecosystem (CLES) framework has been 
developed to holistically examine unique organizational learning environments. 

3   The Collaborative Learning Ecosystem (CLES) Framework 

A vital aspect of this framework is the ability to capture the evolving nature of 
knowledge and hence the term ‘ecosystem’ was used.  The term ‘ecosystem’ was 
originally defined by A.G. Tansley as “a biotic community or assemblage and its 
associated physical environment in a specific place” [26]. The definition implicitly 
highlights the existence of interactions among the biotic (living) and a-biotic (non-
living) components, as well as intrinsically within various highly-complex ele-
ments. Pickett and Cadenasso’s [26] insights on the applicability of the ecosystem 
concept to “any system of biotic and a-biotic components interacting in a particu-
lar spatial area” led Chang and Guetl [6] to apply the concept to the learning do-
main in developing an initial “Learning Ecosystem” (LES) framework. 

Papows [25] notes that “effective KM systems enable tacit and explicit know-
ledge to feed off of one another in an iterative manner”. It is through this collabo-
ration among the ecosystem components that organisational knowledge is able to 
grow and be translated into increased value. With a view to highlight knowledge 
worker as both ‘teacher’ and ‘learner’ engaged in collaborative learning activities, 
the cur-rent research extends Chang and Guetl’s [6] framework to incorporate a 
focus on collaboration. The model is re-named a ‘Collaborative Learning Ecosys-
tem’ (CLES) to represent the framework’s intended application focus.  
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3.1   Overview of the CLES Framework  

The CLES framework (Fig. 1) emphasises “a holistic approach that highlights the 
significance of each component, their behaviour, relationship and interactions, as 
well as the environmental borders in order to examine an existing system or form 
an effective and successful system” [6].  

 

Fig. 1 Representation of the CLES (Adapted from Chang & Guetl [6]) 

The CLES attempts to simultaneously highlight three key components of con-
tributors (as described below) that “consists of the stakeholders incorporating the 
whole chain of the [collaborative] learning processes, the learning utilities and the 
learning environment, within specific boundaries, called environmental borders”. 

A: Learning Utilities or KM Tools 
These are the static and dynamic media that contain and deliver the learning con-
tent, and are represented by individual and clusters (each dot denotes a single unit 
and a group of units make up a cluster that function and work together to serve a 
purpose) of ‘a-biotic units’. These typically (but not necessarily) technology-
oriented utilities include all hardware, software and any other computerised plat-
forms that carry the content to the learner.   

B: Learning Stakeholders or Knowledge Workers 
Learning Stakeholders comprise (i) the learning communities and (ii) other stake-
holders who contribute to and/ or benefit from the ecosystem. Learning communi-
ties constitute individuals or workgroups (as denoted by clusters of ‘biotic units’) 
who can “interact and collaborate synchronously and asynchronously with one an-
other” [6]. Other stakeholders are those who provide the learning content, or sup-
port the learning processes through the provision of expertise and services. 

C: Collaborative Learning Environment (Restricted CLES Conditions) 
The learning environment is dynamic due to changes in a range of internal and  
external influences, and the impacts of these influences are dependent on the  
lifecycle of the examined system. External influences include economic dynamics, 
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domain knowledge, competition and technology advancements [24]. Cultural and 
sociological influences, funding, business strategies and management support are 
examples of internal influences [6].  

3.2   Investigating the Specifics of the Learning Utilities or KM 
Tools (A) 

It is crucial that both IT and non-IT mediums are considered when investigating 
the range of learning utilities employed by a firm. The ways in which learning 
utilities are used by stakeholders in carrying out tasks should be examined and 
where appropriate, represented using Alavi and Leidner’s [2] framework shown in 
Table 1. Once the complete set of learning utilities have been identified, the rela-
tionships, usage and implementation effectiveness of each can be investigated. 
The nature of the interactions among individuals and these utilities is also an issue 
of interest of the CLES framework.  

Table 1 KM Processes and the Potential Role of ICT (Adapted from Alavi & Leidner [1]) 

KM Processes Knowledge 
Creation 

Knowledge 
Storage/Retrieval 

Knowledge Transfer Knowledge Application 

Supporting 
Information 
Technologies 

- Data Mining    
  tools 
- Learning  
  Tools 

- E-Bulletin Boards 
- Repositories 
- Databases 
- Search and  
  Retrieval Tools 

- E-Bulletin  
  Boards 
- Discussion   
  Forums 
- Knowledge   
  Directories  

- Expert Systems 
- Workflow Systems 

Groupware and Communication Technologies 
- Instant Messaging, Email, Online Forums, Web 2.0 tools 

Intranets/ Extranets 
Platform 
Technologies 

Internet  

3.3   Investigating the Specifics of the Learning Stakeholders (B) 

Learning communities possess learning attributes, which include unique learning 
styles, strategies and preferences. The learner’s demographics, experience, skills, 
IT competence, objectives, motivations and needs are also important characteris-
tics. Of the range of learning attributes which could influence collaborative learn-
ing, a set of characteristics considered to be central are established based on the 
following characteristics and existing literature.  

• Learning style and preference [4] 
• Background experiences and perceptions of personal contribution [4, 12, 16, 

17, 20] 
• Expectations of contributors and usefulness of information [16, 20] 
• Motivation to learn [4, 12] 
• Motivation to share knowledge [1, 14, 18, 25, 33] 
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3.4   Investigating the Internal and External Environmental 
Influences (C) 

The application of CLES involves the investigation of the influences affecting a 
firm’s internal and external operating environments. These influences and their 
impacts usually fluctuate across the business life cycle; and it is vital that the or-
ganization adapts to the conditions prevalent at a particular point in time and take 
action to facilitate the ongoing interaction among the stakeholders and utilities.  

A range of existing frameworks can be usedto examine an organization’s inter-
nal and external environments. Examples of these frameworks include the SWOT 
analysis, internal value chain or network analysis [28, 31)], Porter’s [28] five 
forces model and the Political, Economic, Social and Technological model.  

3.5   Investigating the Internal Environmental Influences 

Cultural, business strategies and management support are examples of internal in-
fluences of a firm’s KM implementation success. The factors and the correspond-
ing literature are used to evaluate the specifics of each internal influence. 
 

• Management leadership and support [7, 13, 14, 18] 
• Existence of a knowledge-friendly culture [7, 13, 16, 18, 20] 
• Clear knowledge strategy [7, 18, 34] 
• Commitment towards an IT infrastructure [2, 7, 13, 18, 29] 

3.6   Investigating the External Environmental Influences 

Organizations operate within a broad external environment characterised by a cli-
mate that is susceptible to radical change [25]. Chang and Guetl [6] consider the 
industry, government policies, competition, and technology life cycles as impor-
tant external influences to a firm’s collaborative learning environment. The stan-
dard Political, Economic, Social and Technological (PEST) analysis could serve 
as an effective approach to consider the external environment of an organization.  

Competition is a key external influence that has an impact on the learning envi-
ronment of a firm. Porter’s [28] Five Competitive Forces model provides a de-
tailed understanding of the competitive environment and relative position of the 
firm in its industry. The ways in which competitive forces affect a firm’s KM and 
collaborative learning activities can be evaluated based on this analysis.While the 
PEST and Porter’s Five Forces models may not be necessary for every case, each 
model provides a comprehensive structure for thoroughly evaluating the range of 
external factors impacting on an organization’s learning conditions.  

4   Operationalizing the CLES Framework 

The CLES framework is believed to provide a holistic approach to facilitate the 
development of collaborative learning environments. The key to maintaining a 
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positive environment is to “improve the ecosystem as a whole” [6], which in prac-
tice, refers to incorporating user-centric collaborative learning, technological in-
novation, content and learning design in line with the prevalent environmental 
conditions. These could result in the development of a range of knowledge man-
agement practices to help learners respond to uncertain conditions. It is vital that 
all the components that contribute to or interact within the CLES are appropriately 
integrated and that a balance in the utilization of each component is achieved [6]. 

Fig. 2 provides an example of an organization represented as an ecosystem us-
ing the CLES framework. This small business general engineering firm operates 
two distinct business functions of fabrication and machining. The organization 
which provides specialized services has 7 staff, 2 of whom are office staff, and it 
is in the early stages of its business. 

 

Fig. 2 Representation of a CLES 

Analysis was conducted on effectiveness of each learning utility (A), the learn-
ing attributes of the learning stakeholders (B) and the levels of interaction among 
these to carry out work processes. The impacts of various internal and external in-
fluences were examined, and based on the analysis; key favourable and unfavour-
able aspects of the firm’s KM practices were identified. 

The favourable aspects were: 

1. The users willingly adapt to and make the most of technology-oriented utilities. 
2. The information required is usually easily accessible in a readily useable for-

mat and does not need to be deciphered. 
3. Good use of document templates by office staff to create consistent documents. 
4. Frequent use of formal face-to-face interaction platforms to facilitate know-

ledge transfer and collaborative learning (eg. daily workshop meetings). 
5. Active leadership in building the organizational structure and culture. 
6. Positive knowledge-friendly culture that is conducive to collaborative learning 

(staff have a genuine interest in each others’ lives. 
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7. Minimal barriers to knowledge sharing – on both the social and work levels 
(atmosphere that values mutual trust, openness and collaboration). 

8. Staff have a relatively high motivation to learn and consider their working ex-
perience to be a constant learning process. 

9. Staff are given opportunities and the flexibility to leverage their backgrounds 
and experiences. 

10.Capable and motivated staff members whose skills are valuable assets. 
The unfavourable aspects were: 
 

1. IT utilities are inadequately attuned to users’ information needs 
a) lack of integration of IT utilities 
b) risk of human data-entry error due to minimal integrity constraints and 

in-efficient information sharing and transfer – due to physical separation 
of workstations. 

2. High volume of inaccurate or incomplete documents. 
3. Poor (or non-existent) backup and disaster recovery strategies. 
4. Inadequate security controls –critical documents are not password protected. 
5. Complacent attitudes towards internet security. 
6. Significant reliance on individuals’ expertise –relies on individuals’ ‘head 

knowledge’ which is often not documented. 
7. Substantial reliance (possibly over-reliance) on ad-hoc (verbal) communication 

- insufficient enforcement of the use of documents and records for informa-
tion transfer. 

8. Weak records-management and filing procedures. 

Based on the above favourable and unfavourable analyses and in view of the ap-
parent lack in technological integration in the firm, the following key recommen-
dations were noted: 
 

1. Actively discover ways to better leverage IT capabilities. 
2. Proactively encourage the use of desired learning utilities to gather and accu-

rately communicate work-related information. 
3. Implement formal disaster recovery and information security controls. 
 

Based on the premise that the key focus of KM is to encourage organisational 
learning by taking into account a range of technological, environmental and socio-
logical factors, the CLES framework aims to provide a holistic perspective on the 
specifics of the (A) Learning Utilities/ Knowledge Management Tools; (B) Learn-
ing Stakeholders (individuals and groups of knowledge workers) and the (C) In-
ternal and External Environmental Influences; which contribute to the dynamics of 
the particular organisation.  

The primary aim is to examine the relationships and interactions that occur 
within the ‘environmental borders’ of the organisation, and evaluate how effec-
tively KM practices facilitate organisational learning in the firm. Taking into ac-
count the behavioural and interaction performance gaps identified, as well as the 
technological, environmental and sociological factors, a viable set of KM practices 
to promote more effective collaborative learning is recommended.  

In addition to the brief CLES application as provided in Section 5, KM studies 
using the CLES framework has been carried out on small-to-medium enterprises 
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and these are reported elsewhere [32]. The examination of the firm’s KM effec-
tiveness involved a description of its key business processes, followed by an ex-
amination of the learning utilities, learning stakeholders and the impacts various 
environmental influences have on the organization’s learning environment. Focus 
was placed on investigating the range of KM tools and practices employed, and ef-
fectiveness of these to support key business processes and organizational value 
creation; and the impacts of environmental influences on staff interaction, KM in-
itiatives and organizational learning. The CLES allowed a range of significant as-
pects to be considered in order to make suitable recommendations to facilitate a 
more conducive collaborative learning environment. 
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Abstract. The Knowledge Management (KM) literature is reviewed with a focus 
on theory, finding a core issue in the lack of a widely accepted and understood  
definition of knowledge. Theories are categorised on the bisecting continua of per-
sonal vs. organizational knowledge, and reified knowledge vs. knowledge as so-
cial action. It is argued that a fresh approach based on the Discourse Psychology 
framework, and its research tool of discourse analysis, would shed new light on 
the primary issues. Social interaction – and therefore, language – is considered by 
many KM theorists to be essential to knowledge sharing and creation, yet lan-
guage has not been the locus of investigation. DP views language as the site of  
social action, and reality construction. Consequently, a study of talk in interaction 
is likely to reveal more about the nature of knowledge and in particular its psycho-
logical formulation, with implications for its management. 
 
Keywords: Knowledge Management, Discourse Psychology, discourse analysis. 

1   Introduction: A Sea of Theory 

There can be few domains of practice and academic inquiry which attract such a 
broad spectrum of theories and points of debate as Knowledge Management 
(KM). (Despres and Chauvel, 2002) suggest there are too many theories and that 
this, combined with what (McFarlane, 2011) calls a lack of a unifying framework 
on the near horizon, presents a challenge for KM and its practitioners. As to be 
expected, this patchwork quilt of theories is indicative of definitional difficulties, 
particularly that of knowledge itself (Quintane et al., 2011). (Bouthillier and 
Shearer, 2002), like many before and since, construct this definitional problem as 
a major issue, casting KM as an ill-defined field which none-the-less makes sub-
stantial claims. Is KM at risk of drowning in its own sea of theory? 

It is also not surprising that a number of studies and commentators point to the 
high failure rates associated with KM initiatives in organizations (Weber, 2007; 
Burford et al., 2011). Mainstream KM theory and practice are criticised for relying 
on flawed or misunderstood assumptions and structures (Virtanen, 2011), while 
others question what it is that KM is actually managing (Crane, 2011). Most main-
stream KM theories set out to design a formula for storing, codifying, transferring 
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and sharing, and creating knowledge within organizations. The claim is that such a 
harnessing of knowledge will lead to innovation and competitive edge. However, 
the risk is that such an approach leads to a reification of knowledge as object 
(Thompson and Walsham, 2004), and that consequently “real” knowledge is simp-
ly devalued and debased. If KM is to evolve and to become an embedded organi-
zational practice, it may be time for a different approach. 

This paper argues the case for a fresh theoretical approach to KM. It is  
proposed that Discourse Psychology (DP) can provide both the theoretical frame-
work, and research methodology, that will pave the way for a different under-
standing of knowledge and its management in organizations.  From the DP pers-
pective, knowledge is not an object to be captured, stored and passed around. 
Rather, knowledge is something that people do in social interaction: knowledge is 
constructed and shared in talk and text interaction. Notably, many existing KM 
theories take this general direction emphasising the concepts of knowledge as ac-
tion, and the importance of language (Thompson and Walsham, 2004; Blackler, 
1993; Burford et al., 2011). DP takes these concepts one step further, focusing the 
enquiry on how knowledge is created / shared in talk interaction, what discursive 
resources people call upon to achieve this, and with what consequences. 

Beginning with a critical review of a sampling of KM theories, the paradigm of 
Discourse Psychology and its research method of discourse analysis are investi-
gated. The discussion section considers what Discourse Psychology could bring to 
KM, with conclusions focusing on the question of “where next?” 

2   Theories in Knowledge Management 

A contemporary classification organises KM theory into the continua of organiza-
tional knowledge vs. personal knowledge, and knowledge as object vs. knowledge 
as social action.  

This sampling of theory – which is by no means exhaustive - shows the majori-
ty of theories located along the “knowledge as social action” axis, split between a 
focus on personal knowledge vs. organizational knowledge. A strong advocate of 
personal knowledge is (Grant, 2002), who is critical of some theories) for their 
subscription to organizational knowledge. According to Grant, the unit of analysis 
must be the person. In his “knowledge-based view of the firm”, Grant proposes 
that knowledge is the most strategically important of a firm’s resources, and the 
purpose of firms is to coordinate teams of specialists, and to facilitate the mutual 
integration of knowledge. In this model, the goal is knowledge integration. Al-
though Grant’s work has been interpreted as a theoretical position, Grant questions 
this, describing it as a set of ideas that emphasises the role and importance of 
knowledge. None-the-less, according to Grant, it is the knowledge of individual 
persons that is the valued asset, and this can only be realised by integration 
through team-work. 

Other personal knowledge theories follow the notion of knowledge as social ac-
tion more closely. (Boisot’s, 2002) I-Frame theory of knowledge creation emphasis-
es the importance of learning as the foundation of knowledge creation, arguing  
that people do not share knowledge. Rather they share information that becomes 
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knowledge once internalised to the individual. In Boisot’s model, knowledge is 
highly personal, and relies on shared repertoires between individuals. As such it 
leans more towards a cognitive understanding of knowledge, and raises implications 
such as people’s attention span, perception, short and long term memory, aswell as 
cognitive demand, although these do not feature in Boisot’s framework. The theme 
that is evident here is that theories in the personal knowledge – social action axis are 
walking in territory that is of intense interest to the Social Psychologist. 

(Blackler’s, 1993) “knowledge and the theory of organizations”, based on a 
modified version of Activity Theory, also emphases the central role of social 
learning. This framework straddles the personal vs. organizational knowledge con-
tinuum in it could refer to either. Blackler argues that knowledge is performative, 
not a possession, preferring the term “knowing” over “knowledge”. He is critical 
of the rational-cognitive mainstream approaches to KM in their reification of 
knowledge, and their assumption of rationality in both organization and individual 
– which Blackler disputes. (Blackler, 1995) goes onto argue that there is a shift 
away from knowledge as situated in bodies and routines (embodied and embed-
ded) towards knowledge as situated in brains (embrained), dialogue (encultured) 
and symbols (encoded). In other words, Blackler argues for and promotes a move 
away from knowledge as objective, tangible and routinisable, to knowledge as  
social action. 

Moving more towards the organizational end of the personal-organizational 
knowledge spectrum, Brown and Duguid place communities of practice at the 
heart of their proposed architecture for organizational knowledge: “(T)the hard 
work of organizing knowledge is a critical aspect of what firms and other organi-
zations do” (1999: p 28). They argue that knowledge is mostly collective, and that 
successful communities of practice are generally informal.  However, their archi-
tecture is largely dominated by themes of organizational command and control. 
Note, for instance, Brown et al.’s emphasis on the “organizing” work of firms con-
trasted with (Grant’s, 2002) position on the organization as co-ordinator. (Leonard 
and Sensiper, 2002) also pursue the notion of people sharing knowledge in group 
work. Leonard et al.’s theory of creative abrasion frames the different back-
grounds, skills, experiences and understood social norms amongst individuals as 
the factors which generate the melting pot of innovation. In this implied chaotic 
environment, people will challenge each other leading to an abrasion of different 
ideas, which in turn gives rise to new ones. As a basic idea, this is not divorced en-
tirely from the concepts of social learning advocated by (Blackler, 1993, 1995) 
and (Boisot, 2002). 

Turning to the other end of the spectrum, the majority of theories taking the line 
of reifying knowledge largely cluster around a focus on organizational knowledge. 
The leading theory is that of the knowledge creating firm (Nonaka, 1994; Nonaka 
and Toyama, 2007). This introduces the SECI model, a dynamic model which ex-
plains knowledge creation as an interaction between subjectivities and objectivi-
ties.  According to this model, new knowledge is created in a spiral of interaction 
between the processes of socialisation, externalisation (explicit knowledge), com-
bination and internalisation (tacit knowledge).  
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Similarly to Brown and (Duguid, 1999), (Nonaka, 1994) describes the “infor-
mal community” as the location of emerging knowledge, but then suggests that 
these need to be related to the formal hierarchical structure of the organization. 
This implies a transformation of the informal to the formal. In his definition of the 
structure of knowledge, Nonaka proposes that tacit knowledge refers to future 
events, while explicit knowledge deals with the past, and that only tacit knowledge 
comprises cognitive elements. There is no evidence for this claim, and arguably, 
tacit knowledge – even if one takes the view that it is internalised, comprising 
skills, difficult to articulate, the “more than we can tell” element of knowledge – 
could refer to the past as well as to the future.  

In this brief review of KM theory, I have shown how these are variously fo-
cused on personal or organizational knowledge, and vary in their approach to 
knowledge as either object or as social action. I have also shown how they largely 
embrace the same factors, but use different terminologies and different emphases. 
A further commonality across KM theory is the substantial assumptions on which 
they are based. These include the assumption that knowledge can be identified as a 
singular thing or activity; that KM outcomes can be measured in some way; that 
the tacit can be made explicit and vice versa; that knowledge resides in people’s 
heads, but they must be motivated to share it. Others assume that language, com-
munication and social interaction are important, but how is not specified; that 
what will work in one culture or organization will work in another; and finally, 
that with the right organizational structure, knowledge can be commanded and 
controlled. 

The paper now turns to consider how Discourse Psychology represents a fresh 
perspective and approach to KM. 

3   Discourse Psychology and Discourse Analysis: New Horizons 

Discourse Analysis (DA) is becoming increasingly popular in organizational and 
inter-organizational research, according to (Phillips and Di Domenico, 2009). As 
Hardy reports, “(S)such discursive studies are playing a major role in the study of 
organizations and in shaping some of the key debates that frame organization and 
management theory,” (2001: p 25). There are many different “flavours” of DA 
(see Phillips et al. for a comprehensive summary, and a review of their application 
in organization studies), but as Phillips et al. point out, they all share an interest in 
how social reality is constituted in talk. DA is generally framed within the post-
modernist, social constructionist paradigm. This is positioned as diametrically op-
posed to conventional or traditional theoretical and research approaches. Whilst, 
as with all theoretical approaches and research methods, DA has attracted its share 
of criticism, for instance, for the subjective nature of its data (Zajacova, 2002),  
“(T)there can be no question that the legitimacy of postmodern paradigms is well 
established and at least equal to the legitimacy of received and conventional para-
digms,”(Guba and Lincoln, 2005). The focus here is on the framework offered by 
Discourse Psychology. 

Discourse Psychology (DP) was first introduced by Potter and Wetherell in 
1987. This ground-breaking work applies the DP theoretical framework, and its 



Discourse and Knowledge Matters: Can Knowledge Management Be Saved? 41
 

distinctive research methodology of discourse analysis (DA), to the study of atti-
tudes and behaviour as examples of studying psychological phenomena through 
the lens of discourse. By comparing and contrasting this to conventional theories 
and methods, Potter et al. highlight the weakness of mainstream approaches, and 
the advantages of DP in revealing the social world as constituted in language.   

The core assumption of DP is that language is the site and location of the social 
world - human action and performance (as distinct from behaviour). People use 
language to create versions of the social world. Unlike other brands of DA, the da-
ta which DP focuses on includes any form of talk and text, drawn from any me-
dium. Conventional Social Psychology, and research methods in general, approach 
language as a transparent medium which reflects reality as it is (Marshall, 1994). 
In the conventional approach, the topic of interest is what people report or say, as 
a means of uncovering some hidden cognitive structures (Billig, 2001) such as at-
titudes or beliefs, or intentions to act. Such approaches and methods have come in 
for considerable criticism over the last two decades (Marshall and Wetherell, 
2001; Billig et al., 2003; Antaki, 2000). Rather than study what Billig describes as 
“…ghostly essences, lying behind and supposedly controlling what can be directly 
observed” (p 210), if one takes the approach that psychology is constituted in lan-
guage, then it becomes possible to study the processes of thinking directly. 

The assumptions that flow from this basis of language as the site of social ac-
tion are what make DP singular: that talk is constructive, functional, consequential 
and variant (Potter and Wetherell, 1987). It is constructive in that talk involves an 
active selection, which may be conscious or not. This in turn implies that all  
language is functional in that it works to achieve some accomplishment (e.g., per-
suasion or argument). It is consequential in the sense that talk construction and 
function lead to consequences for the speaker and the co-participant(s).  It is vari-
able in that one person can describe another, or a phenomenon, action or scene in 
two completely different ways to two different people.  

Unlike traditional approaches, DP and its method of DA are not attempting to 
understand what is said in talk interaction as a means of shining a torch on some 
underlying cognitive entity (Potter and Edwards, 2003), rather their focus is on 
how social reality is produced. (Marshall, 1994) offers a neat and succinct com-
parison of the relative perspectives on language between the post-modernist and 
conventional paradigms: traditional approaches view language as a mirror that un-
problematically reflects reality, whereas DA approaches language as the site of 
study in its own right. This juxtaposition of approach immediately highlights a 
major problem in conventional methods. In its use of questionnaires, scales and so 
forth, the conventionalist searches for patterns and consistencies in their data with 
the aim of uncovering phenomena which can be generalised. But, how does the 
conventionalist accommodate for the variation in language? In this case, the con-
ventionalist must “sort out” any variability in the data as it will impact on results.  
In the DA paradigm, variability in language is sought for, and studied for its con-
sequence and function. As Potter and (Wetherell, 1987) argue, it is this feature of 
DP/DA which is its empirical mainstay. Phillips and Di Domenico sum this up: 
“(L)language and its effects are not a problem to be managed as in positivism, but 
become the core concern of social science,” (2009; p 547). 
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Thus far, the paper has described the theoretical stance of DP and its research 
method. Next is a brief review of DA in action, with an overview of the types of 
insight and knowledge that the discipline has delivered (see Wood and Kroger 
(2000) for a more extended review). Note that while the following are all exam-
ples of DA studies, they are not all strictly in the DP convention.  

Identity is a particular area of interest for the discourse analyst. In a classic 
work, (Abell and Stokoe, 2001)’s analysis of a television interview with Princess 
Diana shows how she actively constructs two separate identities, one a royal role, 
the other her private self, exploring the tensions between these, and how she uses 
her identity work to accomplish consequential actions. In another classic work, 
Locke and Edwards (2003) study former President Clinton’s testimony before the 
Grand Jury, showing how he constructs his identity as caring, sincere, rational and 
consistent, and the effects this has on his testimony. A study of courtoom identity 
demonstrates how identity management can be used to potentially influence a jury 
(Hobbs, 2003), while another shows how discourse is used to construct the catego-
ry of “older worker” and its associated meanings (Ainsworth and Hardy, 2004). 

Studies of discourse in the workplace include (Alvesson’s, 1998) work on how 
men and women construct gender in an advertising agency context. The findings 
indicate how identity work by men places stronger emphasis on workplace sexual-
ity in response to the ambiguous nature of advertising work. In a fascinating study 
of healthworkers’ actual practice vs. official policy, Marshall (1994) demonstrates 
the discrepancies between abstract and actual practice.  

Studies of text – including online discussion forums – have also yielded fruitful 
and meaningful results. Crane (forthcoming), for example, investigates how know-
ledge practitioners construct identity as expert, creating status, trust and recogni-
tion. (Crane, 2011) also investigates how the actors in a forum construct KM, 
comparing this with issues and debates in the literature. In a persuasive work, 
(Slocum-Bradley, 2010) analyses discourse in the Danish Euro Referendum, 
showing how identity construction in discourse could lead to a “yes” or “no” vote. 

This is just a tiny sample of the work that has been done.  While many of these 
cases are not situated in the organizational workplace context, their implications 
for workplace discourse and organizational life are none-the-less valid and trans-
ferable.  They show how people do the business of constructing everyday realities, 
and how these realities can often be shown to be at odds with assumed reality. 
They demonstrate how fundamentally important language is to the action of, for 
instance, constructing identity, accomplishing persuasion and engendering trust. 
These are important and influential concepts in the everyday business of the or-
ganization. The following discussion section considers some the primary implica-
tions that a DP approach might have for KM’s primary issues. 

4   Discussion: Discourse and Knowledge Matters 

To begin, it is worth drawing attention to the fact the majority of studies in the 
KM domain involve conventional research methods: quantitative surveys, struc-
tured interviews and case studies. The introduction of the DP framework 
represents quite a departure. What will the DP-DA approach bring to KM? 
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First, consider that the core aim of DA is to shine a light on how people do 
things in their talk in interaction. Conventional methods of enquiry focus on what 
people do, with an inferred and subsequent why. By gaining a greater understand-
ing of how people accomplish actions in talk, and with what consequences, the in-
fluencing and impacting circumstances can be improved (if needed), fixed (if 
found to be broken) and applied in ways and to activities not previously counte-
nanced. If it is understood how things are done, these actions and the actions 
around them can be applied in a more powerful and effective way. To simplify 
this concept, take (Marshall’s, 1994) study of the discourse of health workers. The 
findings show a discrepancy between official policy and what happens in real 
practice: while workers advocate and support the “good practice” required of poli-
cy, events in reality often prevent or limit such practice. As Marshall argues, such 
a finding would not have been possible using conventional methods: an analysis of 
workers’ discourse reveals how they construct their work and relationships with 
others, as opposed to self-reports about what they do (in an ideal world). The 
problem is revealed, and actions can be taken to address it. 

Secondly, the notion of knowledge being shared and created in social interac-
tion with others, and the primacy of language, is a relatively widely shared notion 
amongst KM theorists and workers. But, language and language practices have not 
been the focus of enquiry. What DP brings to this agenda is a theoretical frame-
work and a tool for focusing the enquiry on discourse.  It is not suggested that, in 
this sense, DP is a replacement for KM theory, but rather as an extension in a di-
rection which many have already signposted. 

Finally, in framing KM’s core questions of how is new knowledge created and 
how is knowledge shared (or how can it be shared) within the DP paradigm, one is 
immediately forced to consider the nature of knowledge. According to DP, know-
ledge can be viewed as discursive action, done in social interaction with others: it 
is, in this view, a social construction. That is not to suggest that an individual can-
not create new knowledge on their own: but in this case, individual new know-
ledge can be seen as the product of their existence in a world of sensory stimulus. 
This notion of socially constructed knowledge is consistent with some of the KM 
literature (Blackler, 1993, 1995; Quintane et al., 2011; Burford et al., 2011). It is 
impossible to avoid asking, if knowledge is action as a social construction, how 
will we know it when we see it? The position argued here is that knowledge is not 
a single, well-bounded phenomenon, but rather a collection of psychological  
phenomena, including, for example, identity construction.  If knowledge is ap-
proached as a psychological phenomenon or phenomena, then it is appropriate to 
apply the DP framework to its investigation.  It is proposed that the identification 
of these related phenomena – and they may turn out to be completely integral to 
what we eventually define as “knowledge” – will lead to a much clearer and ac-
cessible understanding of knowledge, and consequently how we do knowledge. 

Before turning to some conclusions, it is worth noting a major limitation of the 
DP-DA approach.  The nature of this type of enquiry means that subjectivity – 
both on the part of the participant and of the researcher – must be carefully  
attended to (Potter and Wetherell, 1987). The role of the researcher must be in-
cluded in the focus of the study.  While it is important to include context as a core 
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part of the enquiry’s focus, it is equally important to manage the experiences, opi-
nions, goals and so forth of the researcher. One method of addressing these issues 
is to include extracts from the data in study reports to enable the reader to make 
their own independent judgement of the researcher’s interpretation.   

5   Conclusions: Where Next? 

This paper has attempted to show how KM is an important endeavour for organi-
zations wishing to attain and maintain competitive edge and reap the benefits of 
innovation. But, the literature indicates there are ongoing, apparently irresolvable 
issues, predominantly concerned with the definition of knowledge. The paper has 
shown how KM theories can be categorised into how they treat knowledge: know-
ledge as object vs knowledge as social action, and personal knowledge vs. organi-
zational knowledge. There is a strong sense that there are too many theories, too 
many opposing definitions of knowledge, and debates that surround almost all as-
pects of both theory and practice like a besieging army. It is suggested that a fresh 
approach is needed, and that this could well take the form of DP-DA.  Important-
ly, DP is not positioned as a replacement for existing KM theories – or their re-
search methods – but rather it constitutes a method and a means for taking these 
forward along a path that many are already standing at the edge of.  Namely, for 
those who view knowledge as a social construction, with the logical inference of 
the importance of language, then is it not time to turn the lens of enquiry onto dis-
course itself as the field in which all of the actions of KM take place? The implica-
tions for organizational practice are potentially enormous, and as yet untapped. 
Anybody need a lifejacket? 
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Abstract. Ensemble pruning is an important issue in the field of ensemble learning.
Diversity is a key criterion to determine how the pruning process has been done
and measure what result has been derived. However, there is few formal definitions
of diversity yet. Hence, three important factors that should be further considered
while designing a pruning criterion is presented, and then an effective definition of
diversity is proposed. The experimental results have validated that the given pruning
criterion could single out the subset of classifiers that show better performance in
the process of hill-climbing search, compared with other definitions of diversity and
other criteria.

Keywords: Ensemble Learning, Classification, Ensemble Pruning, Diversity of
Classifiers.

1 Introduction

Ensemble learning refers to a process that learns multiple classifiers to predict the
label of an unknown instance, and then combines all the predictions to produce a
final prediction. Each classifier learned is also called a base classifier [1]. In the last
decade, ensemble learning has gained more and more concerns, due to it could sig-
nificantly enhance the generalization ability of classification models [2]. In general,
the learning process mainly consists of two steps: one is building a number of more
diverse and accurate classifiers in training process, the other is aggregating all of
the classifiers’ predictions to produce a final prediction in classification process [3].

� Corresponding author.

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 47–58.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



48 B. Fu et al.

Various algorithms for ensemble learning have been proposed, including bagging,
AdaBoost, and random subspace [4, 5, 6], which have been proven to be effective
solutions in many fields. In recent years, some researchers further proposed ideas of
ensemble pruning, which refers to use only a subset other than all of the base clas-
sifiers for classification [7,8,9]. There are two primary reasons for it, one is that the
time consumption is unaffordable when using all the classifiers for prediction, the
other one is that while building a large number of classifiers, not only the unneces-
sary, but also some bad classifiers are brought in, thus using all of them may reduce
the overall performance of classification. Therefore, It is recognized as a more ap-
propriate approach to select a subset of the classifiers with better performance and
diversity.

Ensemble pruning is viewed as a classical search problem and thus consists of
two key issues. Firstly, an appropriate optimization function or pruning criterion
is needed to evaluate the quality of a subset of classifiers, then how to efficiently
search in the space of classifiers to get the optimal subset given objective function.
Various approaches based on hill-climbing or other strategy have been proposed,
and they can be divided into forward search and backward cutting algorithm by the
search direction [10, 11, 12]. One of the main differences among these approaches
is that different objective functions are used. For example, Caruana et al. used the
classification accuracy [7], while Partalas et al. used one kind of diversity as the
objective function etc. [13].

Despite of the achievements, there are still some potential problems have not
been solved well. Firstly, the selected subset of classifiers may fit the current in-
stances over if accuracy is taken as the only pruning criterion, and thus the gen-
eralization ability of the classification model would be weakened. Secondly, there
is no a better definition of diversity yet, in spite of having been recognized as an
important measurement for a set of classifiers. Most of the existing definitions of
diversity just focus on one particular aspect, but do not get a comprehensive un-
derstanding of it. Finally, It is pointed out that there might be no direct correlation
between the classifiers’ diversity and accuracy given the existing definitions of di-
versity [3], thus it’s important to design a more insightful definition of diversity.
To solve these problems, we firstly give three key factors that should be considered
with respects to diversity, and then define a novel pruning criterion based on the
concept of margin function and the proposed factors. In the experiments, the results
validate that the given pruning criterion could single out the subset of classifiers that
show better performance, compared with several definitions of diversity and other
criteria.

The remainder of this paper is organized as follows: In section 2, we introduce the
related works about existing pruning criteria. Section 3 gives the factors that should
be considered in regard to pruning criterion, and describes our proposed criterion
and algorithm in detail. In section 4, we compare our proposed method with other
methods, and further analyze the results in detail. Conclusions and future work are
given in the last section.
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2 Related Work

In this section, we describe the denotations used throughout the paper. Let X =
{(x1,y1),(x2,y2), · · · ,(xn,yn)} be an instance set of size n, where xi is the ith instance
and yi is its label. Let H = {h1,h2, · · · ,hl} be a set of classifiers. The relationship
of predictions between pairwise classifiers hi and h j for unknown instances can be
depicted as in Table 1, where hi correct or h j correct means the number of instances
predicted correctly by classifier hi or h j, hi wrong or h j wrong indicates the opposite,
respectively.

Table 1 Classification results between two classifiers

hi correct h j wrong
hi correct N11 N10
hi wrong N10 N00

Currently, various criteria have been proposed for ensemble pruning. These crite-
ria fall into two main categories: accuracy-based criteria and diversity-based criteria.
The accuracy-based criteria try to find out the subset of classifiers with best accu-
racy. These criteria include accuracy, root-mean-squared-error, mean cross-entropy,
precision/recall, average accuracy, ROC curve, etc.. Caruana et al. used 10 kinds
of accuracy-based criteria to prune the whole set of 1000 classifiers, and showed
that the performance was improved, compared with the original set of classifiers as
well as the optimal single classifier [14]. Furthermore, a ? criterion named SAR was
proposed.

The diversity of ensemble learning refers to the predictions of all base clas-
sifiers for an unknown instance should be different as much as possible, espe-
cially when they predict incorrectly. Thus the wrong predictions of some classi-
fiers would be covered and corrected by others. For example, using voting strategy,
we could make correct prediction if the number of correct predictions is greater
than the number of wrong predictions. Currently, various definitions have been pro-
posed and they mainly fall into two categories: pairwise diversity and non-pairwise
diversity [15].

2.1 Pairwise Diversity

For this kind of diversity, the diversities of each pairwise classifiers should be calcu-
lated firstly, and then be averaged for the whole ensemble. Skalak et al. proposed the
Dis to calculate the ration between the instances predicted differently by pairwise
classifiers and the whole instances [16], and its definition is given in formula (1).
The greater the Dis is, the more diverse the classifiers are.
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Disi, j =
N10 +N01

N11 +N10 +N01 +N00 (1)

Giacinto et al. proposed DF (Double Fault) [17], as shown in formula (2). Compar-
ing with Dis, DF only considers the situation where instances are predicted wrong
by both of the classifiers. The smaller the DF is, the more diverse the classifiers are.

DFi, j =
N00

N11 +N10 +N01 +N00 (2)

2.2 Non-pairwise Diversity

For this kind of diversity, all the classifiers are involved simultaneously, other than
calculating each pairwise classifiers. Kohavi et al. proposed the Kohavi-Wolpert
variance [18]. It computed the distribution of an instance’s predictions under all
classifiers, as shown in formula (3). The smaller the variance is, the more diverse
the classifiers are.

variancex =
1
2

(
1−

c

∑
i=1

P(y = wi|X)2

)
(3)

Hashem et al. proposed Di f f , which computed the distribution of each instance’s
times when it was classified correctly by all classifiers [19]. It is pointed out that
if the classifiers are diverse, each instance should always be classified correctly by
some classifiers, and thus the variance of distribution of each instance’s times be
classified correctly should be small. The definition of Di f f is shown in formula (4),
where Vi denotes the ratio between the classifiers that classify xi correctly and the
whole classifiers, and var is the variance of the Vi’s distribution.

Di f f = var(Vi) (4)

Kuncheva et al. summarized 10 kinds of definitions of diversity, and examined the
relationship between diversity and accuracy of the set of classifiers [3]. Tang et
al. depicted the relationship between diversity and margin, and further proved that
maximizing diversity equaled to minimizing the maximum margin [20].

3 A Margin-Based Criterion for Ensemble Pruning

As mentioned above, previous definitions of diversity have been given. However,
each of these definitions only focuses on a particular aspect of diversity, thus only
using them might not be enough to get a better subset of classifiers. Furthermore,
Kuncheva et al. have proved that there is no obvious correlation between accuracy
and these existing diversities, and further research about diversity is needed [3]. In
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this section, we hence give the factors need consideration when designing pruning
criterion and propose a novel criterion base on the concept of margin.

After analyzing previous definitions of diversity, we think the following issues
should be further considered when devising the diversity or pruning criterion for
ensemble pruning.

(1) How a single instance is classified by all of the classifiers: Intuitively, the
more possibly each instance is classified correctly, the better a set of classifiers
is. Since the aim of ensemble learning is to improve the prediction performance,
thus the accuracy should also be considered when searching diverse classifiers. For
example, the DF , shown in formula (2), is a criterion that considers the situation
when an instance is classified incorrectly by two differently classifiers based on the
criterion Dis.

(2) The distribution of the number of instances that are classified correctly by all
classifiers: For a instance, the number of classifiers that could classify it should be
similar with others, since a instance always could be classified correctly by some
classifiers. For example, the Di f f shown in formula (4) computes variance of the
times of each instance be classified correctly. The smaller the variance is, the more
diverse the classifiers are.

(3) The distribution of the number of different wrong predictions for one in-
stance: For a instance, the wrong predictions should also be as different as possible.
Thus there would be less wrong predictions that are repeated many times, and they
also could then be covered and corrected by the correct predictions more easily
when using a voting method to combine the predictions. For example, the Kohavi-
Wolpert variance depicted in formula (3) calculates the distribution of different pre-
dictions. However it calculates the distribution of all predictions, not only the wrong
predictions.

Schapire et al. use the concept of margin to explain the good performance of
AdaBoost method. The definition of the margin is shown in formula (5).

margin(x,y) = vy − max
c=1,2,...,L(c�=y)

vc (5)

Where vy is the number of classifiers that predict instance x’s label as y, and max(vc)
is the maximum number of classifiers that predict other label except y. Shapire et al.
have proven that the larger the averaged margin value on all instances is, the smaller
the error rate of the ensemble of classifiers is [21].

In order to explain why the ensemble of classifiers could not get good perfor-
mance, while they have been diverse already given existing definitions of diversity,
Tang et al. relate the concepts of margin and diversity, and prove that maximizing
the diversity could not always lead to maximizing the minimum margin of the en-
semble of classifiers, thus could not always get the optimal subset of classifiers and
good performance [20]. Therefore, the concept of margin should also be considered
when devising the pruning criterion.
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3.1 A New Pruning Criterion Based on Margin

Taking all the aforementioned key issues and the concept of margin into consid-
eration, we propose a novel criterion for ensemble pruning. It is named MMMV
(Maximize Margin and Minimize Variance) and its definition is shown in formula
(6). This criterion is composed of 3 main components. Each one corresponds to one
issue mentioned in subsection 3.1.

mmmv =
mean(margin(X))

var(margin(X))∗mean(var(ωi))
(6)

The first component is shown as formula (7). It uses the average margin value on the
test set of instances to measure how each test instance is classified by the ensemble
of classifiers. The larger the average margin value is, the more possibly the instances
could be classified correctly.

mean(margin(X)) =
1
n

n

∑
i=1

margin(xi,yi) (7)

The second component is shown as formula (8). It calculates the variance of the
distribution of each instance’s margin value, in order to examine how the ensemble
of classifiers could classify the whole test set correctly. The smaller it is, the more
average of each instance’s times being classified correctly is.

var(margin(X)) =

√√√√ n
∑

i=1
(margin(xi,yi)−mean(margin(X))2

n− 1
(8)

The last component calculates the variance of the distribution of each classifier’s
times when classifies the instance incorrectly.

mean(var(ωi)) =
1
n

n

∑
i=1

√√√√√
L
∑

j=1(ω j �=yi)
ωi jmean(ωi))

L− 2
(9)

It is shown in formula (9), where ωi j denotes the number of classifiers that predict
label j for instance i. The smaller it is, the more average of the number of different
false predictions is.

In summary, the greater the MMMV value is, the better the ensemble of classi-
fiers should be. In the process of ensemble pruning, we should choose the subset of
classifiers with the maximum MMMV value.
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3.2 Hill-Climbing Method for Ensemble Pruning

After determining the pruning criterion, how to search the subset of classifiers is an-
other basic issue of ensemble pruning. Among various search strategy, hill-climbing
is an effective and common used method. It expects to get a global optimal result
by generating the local optimal results recursively. In this paper, we simply use the
forward search hill-climbing method with our proposed criterion for ensemble prun-
ing. Firstly, the subset is set to empty, and then recursively examine each remaining
classifier and add it into the subset if the subset could get the maximum MMMV
value when it is added into. This recursion continues until some criterion is met.
The whole process is depicted in Alg. 1.

Algorithm 1. The process of hill-climbing-based selection

Require:
dataset D, ensemble of classifier L, size of subset n.

Ensure:
a subset of classifier.

1: Use Bagging method to build L base classifiers;
2: for i=1 to L do
3: create a training dataset using sampling with replacement from the dataset D
4: build a C4.5 classifier on the new training dataset
5: end for
6: set the subset C = {};
7: select a classifier randomly and add it into C;
8: for i=1 to n do
9: find the classifier c from the remaining classifiers that can maximum the MMMV value

of the subset C
10: add c into C
11: end for
12: return C;

In the process depicted in Alg.1, the predictions of each base classifier for the in-
stances should be stored in order decrease the time consumption. In the next section,
we will compare our proposed method with other existing methods and analyze the
results in detail.

4 Experimental Design and Analysis

In this section, we firstly describe the experimental setup and data sets. Then the
experimental results are given and analyzed.
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4.1 The Datasets and Setup

32 data sets from UCI [23] is used for the experiments. These datasets are listed in
Table 2, including the name of the dataset, the number of instances, attributes and
labels.

The setup of the experiments is as follows. We use C4.5 as the base classifier
model; bagging method is used to build 200 base classifiers to form the original
ensemble of classifiers. We then compare the accuracy of the selected subset of
classifiers using MMMV DF , Di f f and Margin, and the whole ensemble of classi-
fiers without pruning. The size of the selected subset of classifiers is set to 40, and a
forward search method is used to find the subset. 70% of each dataset are used as the

Table 2 Description of data sets

Number Dataset Instances Attributes Labels
1 anneal.ORIG 798 38 6
2 audiology 226 69 24
3 autos 205 26 7
4 bridges-version2 108 13 6
5 car 1728 6 4
6 Cermatology 366 34 6
7 ecoli 336 7 8
8 flags 194 30 8
9 german 1000 20 2

10 glass7 214 10 7
11 hayes-roth-test 28 5 4
12 heart-h 294 13 5
13 house-votes-84 435 16 2
14 Hypothyroid 3772 19 6
15 kr-vs-kp 3196 36 2
16 led 1000 10 7
17 letter 20000 16 16
18 lung-cancer 32 56 3
19 lymph 148 19 4
20 mfeat-mor 2000 6 10
21 mfeat-pixel 2000 240 10
22 pid 768 8 2
23 primary-tumor 339 17 22
24 ptn 329 17 22
25 sbl 683 35 19
26 segment 2310 19 7
27 segment-challenge 2100 19 7
28 solarflare 1389 9 2
29 soybean 351 35 19
30 splice 3190 61 3
31 ttt 958 9 2
32 vehicle 846 18 4
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training dataset, and the rest as the test dataset. All the methods are implemented on
the Weka platform [22], and are executed 5 times using 10-fold cross validation on
all datasets with different random seeds 1, 3, 5, 7, 11, respectively. The final results
are the averaged values.

4.2 The Result and Analysis

We compare the accuracy of the subset of classifiers selected using different se-
lection criteria and the original ensemble of classifiers without pruning on the 32
datasets, and the results are given in Table 3. The boldface indicates the best method.

Table 3 Description of the experimental results

Number MMMV DF di f f Margn Bagging
1 95.5556 90.3704 85.1852 91.1111 89.2593
2 82.3529 79.4118 75.0000 80.8824 80.8824
3 75.8065 67.7419 72.5806 82.2581 77.4194
4 84.3750 65.6250 84.3750 87.5000 90.6250
5 92.8709 90.1734 92.6782 91.7148 92.2929
6 97.2727 94.5455 92.7273 97.2727 97.2727
7 88.1188 83.1683 85.1485 87.1287 89.1089
8 64.4068 59.3220 54.2373 69.4915 69.4915
9 83.6667 80.6667 77.6667 81.6667 83.3333
10 86.1538 76.9231 83.0769 83.0769 81.5385
11 77.7778 55.5556 55.5556 77.7778 88.8889
12 83.1461 83.1461 86.5169 85.3933 86.5169
13 96.9466 94.6565 96.1832 96.1832 96.1832
14 99.5583 99.3816 99.2933 99.5583 99.5583
15 99.1658 97.9145 98.2273 99.1658 98.6444
16 75.0000 71.6667 73.3333 73.6667 73.6667
17 94.2167 93.1000 93.0333 94.2667 95.0500
18 60.0000 70.0000 60.0000 60.0000 70.0000
19 75.5556 73.3333 75.5556 80.0000 80.0000
20 77.3333 79.3333 76.6667 77.1667 79.6667
21 93.1667 84.5000 89.0000 90.3333 90.3333
22 83.5498 85.2814 83.5498 85.2814 85.7143
23 55.8824 51.9608 61.7647 58.8235 60.7843
24 52.9412 57.8431 56.8627 50.0000 60.7843
25 92.1951 87.3171 89.2683 92.1951 93.6585
26 97.6912 96.3925 96.5368 96.8254 96.3925
27 97.1111 96.6667 96.6667 96.8889 97.5556
28 86.0911 83.4532 84.6523 84.4125 83.9329
29 94.1463 87.8049 91.7073 92.6829 93.6585
30 93.7304 93.2079 93.3124 93.8349 93.6259
31 89.5833 88.5417 84.0278 86.8056 87.8472
32 86.6142 81.4961 81.1024 85.0394 85.4331
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We firstly compare MMMV with other pruning criteria. The experimental results
in Table 3 show that the MMMV we proposed in this paper performs best on 16
data sets out of the 32 data sets. For the other pruning criteria, the DF performs best
on one dataset meanwhile the di f f on two datasets. Therefore, compared with the
criteria which only focus on one aspect of diversity, considering more factors of di-
versity is more appropriate. In addition, we also compare MMMV method with the
basic definition of margin, and it is showed that the margin is the optimal method
for 7 data sets. The experimental results indicate that consideration of the variance
of the marginal value and the wrong predictions’ distribution could further get the
subset of classifiers with better performance. Secondly, We also compare the predic-
tion’s accuracy of the subset of classifiers selected using MMMV and the original
classifier set without pruning that generated using Bagging method. It can be seen
from Table 3 that the original set of classifiers performs best on 16 data sets. The
subset selected using MMMV has a similar performance, but it only utilizes 20% of
the base classifiers after pruning.

In addition, due to the MMMV method considers the base classifier’s misclassifi-
cation distribution on the test dataset and the number of classifiers that could predict
correctly for each instance, we also analyze the number of classes and the size of
test dataset to examine their impacts on the performance of our proposed method.
It is observed that on the large datasets with relatively small number of classes,
such as german, mfeat-pixel, solarflare etc., MMMV performs better. However, on
the small datasets with relatively large number of classes, such as primary-tumor,
ptn etc., MMMV performs bad. So the MMMV criterion for pruning is much more
appropriate to the relatively large datasets with small number of classes.

5 Conclusion

Ensemble pruning is a very important step in the process of ensemble learning, and
some researchers have proposed a variety of pruning criteria. Although diversity is
an important criterion for pruning, There is not a formal definition of it yet. Most
existing definition of diversity only focus on a particular aspect, and thus the subset
of classifiers selected using them may not be the most diverse actually. In addition,
some researchers also have showed that there is no obvious relationship between
the accuracy and diversity of the subset of classifiers. To solve above problems, we
analysis several existing definitions of diversity, and point out the factors that should
be taken into consideration when designing new definition of diversity or other cri-
teria. These factors include: to what extent the subset of classifiers could classify an
instance correctly; the distribution of results, when the subset of classifiers classify
an instance incorrectly; the distribution of the number of instances that are classi-
fied by each base classifier in the whole data set. Moreover, we propose a novel
definition of pruning criterion considering aforementioned factors. the experimental
results show that our proposed criterion could find out more accurate subset of base
classifiers on majority of the data sets.
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One potential problem is that we just validate the superiority of our proposed
method through experiment, how to theoretically prove the validity of it should be
studied in our future work. In addition, hill-climbing search method could not al-
ways find out a globally optimal solution, thus design other strategy of pruning is
another major focus of the future work.
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Abstract. In this paper, the author discusses an exploratory study to provide IT 
support for field experience management using a process-oriented field experience 
knowledge management framework. This framework is structured around three 
sequential non-lineal phases: (1) before: preparing, searching and placement; (2) 
during: Supervising, tracking progress and providing feedback; and (3) after: 
Reflecting, assessment and reporting. Based on the proposed framework, the 
author constructed a knowledge-centered prototype system to support the field 
experience tracking and administration process. The paper also presents an 
evaluative performance of the system and discusses the implications. The results 
show that the proposed framework is valuable and can be used to guide and 
facilitate knowledge-center support system development in the area of field 
experience management. 
 
Keywords: Knowledge-Centered Support, Field Experience Management, 
Process-oriented Framework. 

1   Introduction 

Field experiences such as internships, practicum & co-ops play an important role 
within education by providing on-the-job experiences to students prior to 
graduation [3]. Students can be better prepared if their academic learning is 
reinforced through authentic workplace experience, where the link between theory 
and professional practice can be realized [14]. Many programs such as computer 
science, information technology, engineering, business and teacher education have 
made field experiences an integral part of their teaching programs for both 
undergraduate and graduate students [6, 11]. Field experiences are designed to 
provide students with the opportunity to gain experiences in the workplace, to see 
the field they want to enter, to apply the skills and knowledge they’ve gained from 
courses into the practice, and to become inquiring, reflective professionals [2, 12]. 
For example, in the field of information technology and computer science, field 
experiences provide students with the opportunity to develop their technical and/or 
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project management skills, to understand teamwork, ethical and social values in 
professional settings, to gain industry experience, to develop a net-work of 
contacts for future work, and to enhance their resumes, in order to prepare them 
for be-coming IT professionals [13]. The role of field experience is highly valued 
and considered important for students’ job seeking and placement as most IT 
positions now require varying level of field experience. 

In practice, many people are involved in creating successful field experiences. 
The key players in the field experience are the faculty, employers and students. 
Figure 1 displays the relationship among them. 

 

Fig. 1 Field experience relationship 

Although field experience is highly valued, little attention has been given to the 
use of knowledge-based systems in administering the field experience process and 
outcomes. Administering field experiences is challenging because it presents a 
range of problems such as supervision of students, difficulty in developing and 
maintaining collaborative relationships between employers and university 
instructors. For example, since university instructors have few opportunities to 
visit or communicate with employers who provide field experience opportunities 
to students, this often lead to lack of clearly agreed upon goals, roles, values, 
requirements and responsibilities for guiding students’ field experience and give 
rise to the tendency to blame each other when problems arise [6]. 

It is also noted that in many fields, a substantial percentage of the field 
experience is tacit knowledge, which is often context-specific and situation-
dependent [1, 8]. An example of tacit knowledge is knowing how to troubleshoot 
problems found in an industry-specific information system if the solutions to the 
problems were not documented before. Some other examples of requiring tacit 
knowledge include maintaining or supporting obsolete applications, developing 
requirement specifications, and debugging complex business programs. A good 
way of developing tacit knowledge is to get “on-the-job” training through the field 
experience which is typically conducted in the work setting under the direction of 
one or more of the employer’s supervisory personnel. However, unfortunately, the 
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tacit knowledge students learned through their field experience or “on-the-job” 
training is often not documented or tracked. 

With these considerations in mind and providing optimal field experience to 
students, we propose a process-oriented knowledge management framework 
outlining specific activities structured around three sequential non-linear/iterative 
phases which follow the typical field experience process. This framework 
provides a systemic understanding of the various roles, requirements and 
responsibilities associated with students’ field experience. As many schools would 
like to keep students field experience information in their own database for 
research, regulation, privacy and documentation purposes, free open source Web 
2.0 tools such as Wikis and Blogs won’t be adopted. Moreover, many schools 
have specific requirements on the information they would like to track and store. 
To meet their specific needs and test the value of the framework, we conducted an 
exploratory study and developed a web-based prototype to support the field 
experience tracking and administration. This prototype was designed to help 
administrators more effectively manage the field experiences process and 
outcomes. By conducting this exploratory study, we can find what issues or 
challenges may exist in the proposed framework, whether the proposed approach 
is viable, feasible and scalable across diverse educational environment. The 
proposed framework is not intended to create a new knowledge management 
(KM) theory, but to propose a KM system to support the field experience tracking 
and administration.  

The remainder of the paper is organized as follows. In section 2, we describe a 
process-oriented knowledge management framework for managing the field 
experience process. Section 3 describes practical considerations/challenges for the 
implementation of the proposed framework as well as the implementation and 
evaluation of a web-based field experience tracking and management system. 
Section 4 presents the conclusion and future research. 

2   A Process-Oriented Framework for Knowledge-Centered 
Support in Field Experience Management 

Guided by the literature in field experience and our practical experience, a 
process-oriented knowledge management framework outlining specific activities 
structured around three sequential non-linear/iterative stages is proposed as 
follows (See Figure 2). The framework was designed to improve capture of field 
experience-related knowledge, retain lessons and share/replicate successful 
experience to provide better field experiences to students and support more 
informed decisions and actions. 

The following is a brief description of each stage listed in the framework. 

Stage 1: Before the field experience: 
In the preparation phase, To prepare for the field experience, students are 
encouraged to talk to their faculty advisors to clarify the goals and roles for the 
field experience, and figure out what value they want to gain from the field 
experience such as an internship, practicum or & co-ops. In the search phase, 
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students will research information on the target fields and actively look for the 
field experience opportunities such as internships that are a good fit for the goals. 
Common search methods include talking to professors, friends, and family; 
research opportunities and possibilities through the web, databases, and campus 
career resource center; do a self-assessment of personal skills; Create or update 
your resume, cover letter and list of references; apply for the field experience 
opportunities and prepare for the interview. In the placement phase, students will 
be involved activities including interviewing with various employers, discussing 
the requirements and responsibilities, finding a match that meets the needs, 
accepting the offer for field experience such as an internship, determining the field 
experience schedule, meeting with the field experience supervisors or mentors, 
and keeping in touch with them if possible. 

 

 

Fig. 2 A Process-oriented Framework for Knowledge-Centered Support in Field Experience 
Management 

Stage 2: During the field experience: 
During the field experience, students will carry out assigned activities and tasks  
in the work setting under the direction of one or more of the employer’s 
supervisory personnel. Students will have the opportunity to interact with others, 
ask questions, and get to do hands-on work. Students are expected to behave 
professionally during their field experience. 



A Process-Oriented Framework for Knowledge-Centered Support 63
 

Students are also expected to maintain ongoing communication with their 
faculty advisor and field experience supervisors in the workplace. Oftentimes, 
students will be asked to report their learning progress, outcomes and self-
reflection on work performance while maintaining confidentiality of information 
about employers from time to time. Faculty advisor and field experience 
supervisors will track students’ progress and collaborate to provide guidance and 
feedback on students’ work and learning. If any conflicts or issues rise, the three 
parties are expected to work together to resolve the conflicts or issues. 

Stage 3: After the field experience: 
To ensure the quality of field experience, students are encouraged to take the time 
to engage in self-reflection on their overall performance and learning after the 
field experience for their personal professional growth and development [7]. A 
reflection paper is often required after the field experience. Students’ performance 
will be evaluated by their faculty advisors and/or field experience supervisors after 
the field experience. A variety of assessment methods or instruments may be used 
to evaluate students’ learning outcomes (e.g., projects, portfolios, papers and other 
artifacts), experience, performance and growth [9]. 

For the instructors and program administrators, they often compile and 
aggregate the data collected or generated from the field experience to develop a 
final field experience summary report which can be used to assist decision making 
on field experience strategies, share successful experience and lessons, and guide 
their future efforts or actions on preparing students for field experience. 

To be used as a practical roadmap, the above field experience process in  
the proposed framework requires a supportive environment [4, 10] such as 
organizational culture, administrative support, and technology support. From the 
knowledge management (KB) perspective, it is important to ensure that people, 
process and technology are aligned to provide better support and achieve better 
outcomes [5]. Successful implementation of the framework requires a web-
enabled knowledge-center support (KCS) system such as a field experience 
tracking and management system to track, administer and streamline the whole 
process, and to preserve the knowledge generated throughout the field experience 
process for knowledge sharing. Knowledge-Centered Support (KCS) is a practical 
approach to organizing and implementing KM in a support environment for 
organizations [5]. 

3   A Knowledge-Center Support System for Field Experience 
Tracking and Administration 

To evaluate our proposed framework and help improve the field experience 
management in real world, we worked with a teacher education program at a  
large public university to implement a web-based field experience tracking and 
management system named iTrax. The current form of the prototype supports both 
stage 2 (during field experience) and stage 3(after field experience) of the field 
experience management process. We hope to expand the prototype to help support 
or facilitate some of the activities in stage 1 as well in the future. 
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The iTrax system was designed to allow students in a teacher education program 
to report their daily field experience including daily event logs for classroom 
activities, time spent on each activity, types of experiences (observation, one-on-
one teaching, small group teaching, shadowing), assessment, issues encountered, 
outcomes, and reflective comments on that day. In addition, the system provides 
modules for instructors, mentors in the workplace, and program administrators  
to provide feedback, track, monitor, and manage aggregated data about students’ 
self-reported field experience. Figure 3 is a screenshot of the instructor module of 
the system. 

 

Fig. 3 A screenshot of the instructor module of the system 

In essence, the system is a web-based educational knowledge management 
(KM) system for field experience management. The raw data collected can be 
used to assess students’ progress throughout their field experiences and also as 
first-hand examples and evidence to support decision making. Instructors and 
program administrators can search the database and use data collected from this 
system to find insights, patterns, major issues, best practices and thus inform their 
program development efforts including teaching and policy making. For example, 
clustering analysis and classification can be carried out to categorize issues 
encountered during the field experience process. 

The process of building the system was based on the classical ADDIE model 
which includes five major phases: analysis, design, development, implementation, 
and evaluation (Table1). We had multiple meetings with the teacher education 
program personnel in order to understand their specific needs and requirements. 
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We refined our system design several times based on their feedback and 
suggestions. An Oracle database was used as the backend database. Both Java 
server pages (JSP) and PHP were used as scripting languages to create different 
parts of the system. 

Table 1 Development using ADDIE Model 

ADDIE Model Activities 

  

Analysis Review of current forms 

 and processes; meeting with stakeholders 

  

Design Interface design; Database design 

  

Development System Programming 

  

Implementation Deployment of test system and Integration 

  

Evaluation Usability testing and Formative evaluation 

  

 
We conducted an exploratory pilot study to evaluate the prototype by 

employing usability testing and formative evaluation methods. Thirteen 
undergraduate students, one university instructor and three host teachers (field 
experience supervisors in the workplace) participated in the pilot study. The 
students in the pilot study had all had previous field experiences and had used the 
paper system in those previous experiences. The pilot study included two surveys 
(one at mid-way through the semester, and one at the end of the semester), 
ongoing discussions with the university instructor, and a final discussion with the 
host teachers over email. Our evaluation results show that students preferred the 
iTRAX system to the paper-based system in terms of field experience reporting. In 
ongoing discussions with the university instructor, she reported that in the past, it 
was very difficult to manage the paperwork associated with a full class of students 
in various field experiences; but that with the iTRAX system, she was able to 
quickly see how each pre-service teacher performed, provide feedback and 
assessment, and complete the paperwork for the class. Host teachers (mentors in 
workplace) also indicated their preference for the system to track and administer 
the field experience. Our results also show that the prototype provides several 
benefits to the teacher education program including access to up-to-date 
information and knowledge about field experiences, ability to search and track  
the types of experiences over time, ability to aggregate data about the students’ 
field experiences, and a reduction of paper printing, duplication and delivery. 
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Suggestions for improving the system include implementing features to allow 
students and host teachers to customize the interface by adding additional 
categories; adding other stakeholder roles (heads of departments in schools, 
colleagues, etc.) to the system.   

4   Conclusion and Future Work 

Higher education programs need to prepare their graduates for the practical 
challenges they can expect to face upon entering the workforce. Learning in the 
workplace has been institutionalized and is being seen as an integral part of the 
university curricula [14]. From the knowledge management perspective, it is 
important to develop a systematic way to streamline the management of field 
experience process using knowledge-centered systems. In this paper we present a 
process-oriented field experience knowledge management framework structured 
around three sequential non-lineal phases: (1) before: preparing, searching and 
placement; (2) during: Supervising, tracking progress and providing feedback; and 
(3) after: Reflecting, assessment and reporting. We have also described our 
experience in designing and developing a web-based knowledge-centered support 
system for tracking and administering field experiences. The evaluation results 
show that our framework is valuable and can be used to guide and facilitate 
knowledge-center support system development in the area of field experience 
management. Future work involves expanding the system to support some of the 
activities in stage 1 of the framework, and integrating data mining techniques with 
the system to classify and analyze the data collected by the system for optimal 
decision making. 
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Abstract. The abundance of sentiment-carrying user-generated content renders au-
tomated cross-language information monitoring tools crucial for today’s businesses.
In order to facilitate cross-language sentiment analysis, we propose to compare the
sentiment conveyed by unstructured text across languages through universal star rat-
ings for intended sentiment. We demonstrate that the way natural language reveals
people’s intended sentiment differs across languages. The results of our experiments
with respect to modeling this relation for both Dutch and English by means of a
monotone increasing step function mainly suggest that language-specific sentiment
scores can separate universal classes of intended sentiment from one another to a
limited extent.

Keywords: Sentiment analysis, cross-language analysis, star ratings.

1 Introduction

Today’s Web enables people to produce an ever-growing amount of virtual utter-
ances of opinions in any language. Anyone can write reviews and blogs, post mes-
sages on discussion forums, or publish whatever crosses one’s mind on Twitter at
any time. This yields a continuous flow of an overwhelming amount of multi-lingual
data, containing traces of valuable information – people’s sentiment with respect
to products, brands, etcetera. As recent estimates indicate that one in three blog
posts [15] and one in five tweets [12] discuss products or brands, the abundance
of user-generated content published through such social media renders automated
cross-language information monitoring tools crucial for today’s businesses.

Sentiment analysis comes to answer this need. Sentiment analysis refers to a broad
area of natural language processing, computational linguistics, and text mining. Typ-
ically, the goal is to determine the polarity of natural language text. An intuitive ap-
proach involves scanning a text for cues signaling its polarity. Existing approaches
typically consist of language-specific parts such as sentiment lexicons, i.e., lists
of words and their associated sentiment, possibly differentiated by Part-of-Speech

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 69–79.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



70 A. Hogenboom et al.

(POS) and/or meaning [2], or components for, e.g., identifying the POS or lemma of
words. Yet, each language-specific sentiment analysis approach typically produces
sentiment scores for texts in its reference language. Intuitively, these scores should be
comparable across languages, irrespective of the techniques used to get these scores
– provided that these techniques adhere to the same constraints in that they, e.g.,
produce a score on a continuous scale between −1 (negative) and 1 (positive). How-
ever, sentiment scores are not directly comparable across languages, as they tend to
be affected by many different language-specific phenomena [3].

Therefore, we propose to perform cross-language sentiment analysis not by using
the sentiment scores associated with natural language content per se, but by involv-
ing another way of measuring sentiment – sentiment classification by means of star
ratings. In such ratings, which are commonly used in, e.g., reviews, a more posi-
tive sentiment towards the topic of a text is typically reflected by a higher number
of stars associated with the text. Sentiment scores are affected by the way people
express themselves in natural language, whereas star ratings are (universal) classifi-
cations of the sentiment that people actually intend to convey.

In this paper, we aim to gain insight in the relation between language-specific
sentiment scores and universal star ratings in order to be able to compare sentiment
scores across languages. As such, we benefit from the robust and fine-grained type
of analysis that traditional, lexicon-based sentiment analysis techniques offer [24],
while using universal star ratings in order to scale the obtained language-specific
sentiment scores so that sentiment normalization across languages can be realized.

The remainder of this paper is structured as follows. First, we discuss related
work on cross-language sentiment analysis in Sect. 2. We then propose a method for
making language-specific sentiment scores comparable across languages through
universal classifications of intended sentiment in Sect. 3. A discussion of insights
following from an evaluation of our method is presented in Sect. 4. Last, we con-
clude and propose directions for future work in Sect. 5.

2 Cross-Language Sentiment Analysis

In a recent literature survey on sentiment analysis [21], the current surge of re-
search interest in systems that deal with opinions and sentiment is attributed to the
fact that, in spite of today’s users’ hunger for and reliance upon on-line advice and
recommendations, explicit information on user opinions is often hard to find, con-
fusing, or overwhelming. Many sentiment analysis approaches exist, yet the topic
of cross-language sentiment analysis has been relatively unexplored.

Among popular bag-of-word approaches to sentiment analysis in an arbitrary
language (typically English), a binary encoding of text, indicating the presence or
absence of specific words, has initially proven to be an effective representation [20].
Later research has focused on different vector representations of text, including vec-
tor representations with additional features representing semantic distinctions be-
tween words [26] or vector representations with sophisticated weighting schemes
for word features [19]. Such vector representations are typically used by machine
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learning algorithms in order to score a piece of natural language text for its associ-
ated sentiment or to classify it as either positive or negative.

The alternative lexicon-based approaches typically exhibit lower classification
accuracy, but tend to be more robust across domains [24]. Also, lexicon-based ap-
proaches can be generalized relatively easily to other languages by using dictio-
naries [17]. Recently proposed lexicon-based sentiment analysis techniques range
from rather simple [9, 10] to more sophisticated approaches that take into account
structural or semantic aspects of content, for instance by means of a deeper lin-
guistic analysis focusing on differentiating between rhetorical roles of text seg-
ments [8, 23, 24].

These existing approaches may work very well for the language they have been
designed for, yet applying the state-of-the-art in sentiment analysis on entirely
new languages has been shown to have its challenges, as each language may re-
quire another approach [18]. Existing research on sentiment analysis in different
languages has been focused mainly on how to create new sentiment analysis meth-
ods with minimal effort, without losing too much accuracy with respect to classify-
ing a text as either positive or negative. The focus of existing research varies from
creating sentiment lexicons [11, 25] to constructing new sentiment analysis frame-
works [1, 5, 6, 7, 18] for languages other than the reference language.

Moens and Boiy [18] have analyzed the creation of different sentiment analy-
sis frameworks for different languages, while requiring minimal human effort for
developing these frameworks. For any of their considered languages, Moens and
Boiy [18] recommend a three-layer sentiment analysis framework in order to re-
alize a fast way of computing sentiment scores. The first layer is very fast in its
computations, yet does yield very accurate sentiment scores. When the result of a
computation is not of a desired level of accuracy, the text is processed by the sec-
ond, more precise, but also slower, computation layer. This process is repeated on
the third layer. If still no accurate score is computed, the score of layer two is kept.
The results of Moens and Boiy [18] indicate that the specifics of the configurations
of such frameworks differ per language.

Rather than creating language-specific sentiment analysis frameworks, Bautin,
Vijayarenu, and Skiena [4] have proposed to analyze cross-lingual sentiment by
means of machine translation. They use machine translation in order to convert all
considered texts into English and subsequently perform sentiment analysis on the
translated results. By doing so, the authors assume that the results of the analysis on
both the original text and the translated text are comparable and that the errors made
by the machine translation do not significantly influence the results of the sentiment
analysis.

However, the quality of machine translation may very well have an influence on
the quality of the output of the sentiment analysis on the translated text, as low-
quality translations do not typically form accurate representations of the original
content and hence are not likely to convey the sentiment of the original text. More-
over, when focusing on developing sentiment lexicons for other languages by means
of, for instance, machine translation, the need for distinct sentiment analysis ap-
proaches for different languages [18] is largely ignored.
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Therefore, Bal et al. [3] have recently proposed a framework in which the sen-
timent in documents written in multiple languages can be assessed by means of
language-specific sentiment analysis components. By means of this framework, the
sentiment in documents has been compared with the sentiment conveyed by their
translated counterparts. These experiments have shown that sentiment scores are not
directly comparable across languages, as these scores tend to be affected by many
different language-specific phenomena. In addition to this, Wierzbicka [27, 28] has
argued that there is a cultural dimension to cross-language sentiment differences, as
every language imposes its own classification upon human emotional experiences,
thus rendering English sentiment-carrying words artifacts of the English language
rather than culture-free analytical tools.

In this light, we are in need of a more universal way of capturing sentiment in or-
der to be able to compare sentiment expressed in different languages. In this paper,
we assume that star ratings can be used for this purpose. A higher number of stars
associated with a piece of sentiment-carrying natural language text is typically asso-
ciated with a more positive sentiment of the author towards the topic of this text. As
such, star ratings are universal classifications of the sentiment that people actually
intend to convey, whereas traditional sentiment scores tend to reflect the sentiment
conveyed by the way people express themselves in natural language. Intuitively,
both measures may be related to some extent, yet to the best of our knowledge, the
relation between language-specific sentiment scores and universal sentiment classi-
fications has not been previously investigated.

3 From Sentiment Scores to Star Ratings

As traditional sentiment analysis techniques are guided by the natural language used
in texts, they allow for a fine-grained linguistic analysis of conveyed sentiment. In
addition, they are rather robust as they take into account the actual content of a
piece of natural language text, especially when involving structural and semantic
aspects of content in the analysis [8, 23]. Yet, this language-dependency thwarts the
cross-language comparability of sentiment thus identified.

Typically, traditional approaches are focused on assigning a sentiment score to a
piece of natural language text, ranging from, e.g., −1 (negative) to 1 (positive). In
order to support amplification of sentiment, such as “very good” rather than “good”,
sentiment scores may also range from, e.g., −1.5 (very negative) to 1.5 (very posi-
tive). Ideally, a sentiment score of for instance 0.7 would have the same meaning in
both English and, e.g., Dutch, yet research has shown that this is not typically the
case [3]. Therefore, in order to enable cross-language sentiment analysis while en-
joying the benefits of traditional language-specific sentiment analysis approaches, a
mapping from language-specific scores of conveyed sentiment to universal classifi-
cations of intended sentiment is of paramount importance.

In our current endeavors, we assume a five-star rating scale to be a universal
classification method for an author’s intended sentiment, i.e., consensus exists with
respect to the meaning of each out of five classes. These classes are defined on
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an ordinal scale, i.e., a piece of text that is assigned five stars is considered to be
more positive than a piece of text that belongs to the class of documents with four
stars. Additionally, we assume that higher language-specific sentiment scores are
associated with star ratings, which we model as a monotonically increasing step
function. As such, we assume texts with, e.g., four stars to have higher sentiment
scores than texts belonging to the three-star class.

Given these assumptions, we can construct language-specific sentiment maps for
translating language-specific sentiment scores into universal star ratings. In each
mapping, we consider five star segments, where we define a star segment as a set
of sentiment-carrying natural language texts that have the same number of stars as-
signed to them. These five star segments are separated by a total of four boundaries,
the position of which is based on the sentiment scores associated with the texts in
each segment.

An intuitive sentiment map is depicted in Fig. 1. One could expect the one-star
and five-star classes to be representing the extreme negative and positive cases, re-
spectively, i.e., covering respective sentiment scores below −1 and above 1. The
class of documents associated with three stars would intuitively be centered around
a sentiment score of 0, indicating a more or less neutral sentiment. The classes of
two-star and four-star texts would then cover the remaining ranges of negative and
positive scores, respectively, in order to represent the rather negative and positive
natural language texts, respectively. Many alternative mappings may exist for, e.g.,
different domains or languages. Mappings may for instance be skewed towards pos-
itive or negative sentiment scores or the boundaries may be unequally spread across
the full range of sentiment scores.

The challenge is to find an optimal set of boundaries for each considered lan-
guage in order to enable cross-language sentiment analysis by mapping language-
specific sentiment scores, reflecting the sentiment conveyed by the way people ex-
press themselves in natural language, to universal star ratings, reflecting the intended
sentiment. The goal of such an optimization process is to minimize the total costs cb

associated with a given set of boundaries b. We define these costs as the sum of the
number of misclassifications εi (b) in each individual sentiment class i ∈ {1, . . . ,5},
given the set of boundaries b, i.e.,

cb =
5

∑
i=1

εi (b) . (1)

This optimization process, yielding a set of boundaries associated with the least
possible number of misclassifications, is subject to the constraint that the boundaries
must be non-overlapping and ordered, while being larger than the sentiment score
lower bound sl and smaller than the sentiment score upper bound su, i.e.,

sl < b1 < b2 < b3 < b4 < su. (2)

Finding an optimal set of boundaries is not a trivial task, as many combinations exist
and the boundaries are moreover interdependent. Once an arbitrary boundary is set,
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Fig. 1 Intuitive mapping from sentiment conveyed by natural language to universal star
ratings

it affects the possible locations of the other boundaries. Furthermore, classes may
not be perfectly separable in the sole dimension of sentiment scores.

For example, let us consider the separation problem presented in Fig. 2, where
documents in Segment A need to be separated from those in Segment B by means of
boundary B. The two segments however exhibit some overlap, which prevents the
segments from being perfectly separable. Yet, some solutions are better than oth-
ers in this scenario. For instance, in the intersection of Segment A and Segment B,
boundary B1 would result in all five documents from Segment A being erroneously
classified as Segment B documents, one Segment B document being classified as a
Segment A document, and only three documents being classified correctly in Seg-
ment B. Boundary B2 on the other hand would yield only three misclassifications in
Segment A, one misclassification in Segment B, and two and three correct classifica-
tions in Segment A and Segment B, respectively.

Many algorithms can be used in order to cope with such issues. One may want to
consider using a greedy algorithm in order to construct a set of boundaries. Alterna-
tively, heuristic or randomized optimization techniques like genetic algorithms may
be applied in order to explore the multitude of possible solutions. Finally, if the size
of the data set allows, a brute force approach can be applied in order to assess all
possible boundary sets at a certain level of granularity.

By using our proposed method, the sentiment conveyed by people’s utterances
of opinions in natural language can first be accurately analyzed by means of state-
of-the-art tools tailored to the language of these texts. The sentiment scores thus
obtained can subsequently be transformed into universal star ratings by means of
language-specific sentiment maps. We can thus make language-specific sentiment
scores comparable across languages by mapping these scores to universal classifi-
cations of intended sentiment.

Fig. 2 Separating two segments of documents from one another by means of tentative bound-
aries B1 and B2. In the intersection of both segments, both Segment A and Segment B contain
three documents with an equally high sentiment score. Segment A contains two additional
documents with a lower score, whereas Segment B contains another document with an even
lower score.
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4 Evaluation

Our proposed approach of making language-specific sentiment scores comparable
across languages by means of mapping these scores to universal star ratings, can be
used to perform several analyses, as depicted in Fig. 3. First, the sentiment score
of documents can be compared across languages (1). This has already been done in
previous research endeavors, which have revealed that this type of cross-language
sentiment analysis is not the most promising one, as sentiment scores as such do
not appear to be directly comparable across languages [3]. A more suitable anal-
ysis is an exploration of how language-specific sentiment scores can be converted
into universal star ratings (2) and how such mappings differ across languages (3).
Therefore, we focus on this type of analysis in this paper. The (interpretation of)
star ratings could also be compared across languages (4), yet this falls outside of
the scope of our current endeavors, as we assume star ratings to be universal and
comparable across languages.

In our analysis, we consider two sets of similar documents. One set consists of
1,759 short movie reviews in Dutch, crawled from various web sites [13, 14]. The
other collection consists of 46,315 short movie reviews in English [16, 22]. Each
review in our data sets contains a maximum amount of 100 words. Each review has
been rated by its respective writer on a scale of one to five or ten stars, depending
on the web site, where more stars imply a more positive verdict. We have converted
all document ratings to a five-star scale by dividing all scores on a ten-star scale by
two and rounding the resulting scores to the nearest integer. This process results in a
data set in which, for both considered languages, the documents are approximately
normally distributed over five star classes, while being slightly skewed towards the
higher classes.

Fig. 3 Considered comparisons between Dutch (NED) and English (ENG) pieces of
sentiment-carrying natural language text
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Table 1 Language-specific sentiment score intervals associated with each considered number
of stars for both Dutch and English

Stars Dutch sentiment scores English sentiment scores
1 [−1.5,−0.5] [−1.5,−0.4]
2 (−0.5,−0.1] (−0.4,0.0]
3 (−0.1,0.4] (0.0,0.2]
4 (0.4,0.9] (0.2,0.4]
5 (0.9,1.5] (0.4,1.5]

The documents in our data set are first analyzed for the sentiment conveyed by
their text by means of an existing framework for lexicon-based sentiment analysis in
multiple languages, more specifically English and Dutch [3]. This framework is es-
sentially a pipeline in which each component fulfills a specific task in analyzing the
sentiment of an arbitrary document. For each supported language, this framework
first prepares documents by cleaning the text – i.e., converting the text to lower-
case, removing diacritics, etcetera – and performing initial linguistic analysis by
identifying each word’s POS as well as by distinguishing opinionated words and
their modifiers from neutral words. After this preparation process, each document
is scored by sum-aggregating the sentiment scores of the opinionated words, while
taking into account their modifiers, if any.

Scoring each document in our data set for the sentiment conveyed by its text
yields a set of 1,759 two-dimensional data points for Dutch and 46,315 similar two-
dimensional data points for English, each of which represents a paired observation
of a language-specific sentiment score and the associated universal star rating of
intended sentiment. These data points can be used to construct a mapping between
sentiment scores and star ratings for each considered language. As the size of our
data set allows for it, we use a brute force approach in our current endeavors, where
we assess the performance in terms of number of misclassifications for all possible
combinations of boundaries, with a step size of 0.1.

The resulting sentiment score ranges per star class are reported in Table 1. These
ranges are averages over all folds of our 10-fold cross-validation. The results in
Table 1 indicate that sentiment maps may have different characteristics for different
languages. For instance, the Dutch sentiment map appears to be more equally spread
than the English sentiment map. Additionally, more than in Dutch documents, mod-
erate sentiment scores in English documents are typically already associated with
extreme star ratings. This effect hold is more apparent in positive ratings than in
negative ratings.

When using the boundaries thus obtained for classifying pieces of opinionated
natural language text into one out of five star categories solely based on the senti-
ment score conveyed by the text itself, the performance of the constructed sentiment
maps turns out to differ per language as well. The 10-fold cross-validated overall
classification accuracy on Dutch documents equals approximately 20%, whereas
the overall classification accuracy on English documents equals about 40%. This
observation suggests that the sentiment conveyed by natural language text may in
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some languages be a better proxy for intended sentiment than in other languages.
As such, more (latent) aspects of opinionated pieces of natural language text, such
as structural aspects or emoticons, may need to be taken into account when convert-
ing language-specific sentiment scores into universal star ratings in order to better
facilitate cross-language sentiment analysis.

5 Conclusions and Future Work

In this paper, we have proposed to facilitate cross-language sentiment analysis by
comparing the sentiment conveyed by natural language text across languages by us-
ing these language-specific sentiment scores to classify pieces of sentiment-carrying
natural language text into universal star ratings. We have shown that the way natural
language reveals people’s sentiment tends to differ across languages, as the relation
between sentiment conveyed by natural language and intended sentiment is different
for the two languages considered in our current work.

The results of our initial experiments with respect to modeling this relation for
each language by means of a monotone increasing step function mainly suggest
that the sole dimension of language-specific sentiment scores can separate universal
classes of intended sentiment from one another to a limited extent. As such, we
have made first steps towards cross-language sentiment analysis through universal
star ratings, yet our results warrant future research.

In future research, we consider relaxing some of our assumptions in order for
the mapping between language-specific sentiment scores and universal star ratings
to be more accurate. For instance, we could consider dropping the monotonicity
constraint and allow for a non-linear relation between sentiment scores and star
ratings. Last, more aspects of content other than the associated sentiment score, e.g.,
emoticons, could be used as proxy for star ratings in order to facilitate sentiment
analysis across languages.
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Abstract. This study analyses organisational knowledge integration processes from 
a multi-level and systemic perspective, with particular reference to the case of 
Fujitsu. A conceptual framework for knowledge integration is suggested focusing on 
team-building capability, capturing and utilising individual tacit knowledge, and 
communication networks for integrating dispersed specialist knowledge required in 
the development of new products and services. The research highlights that 
knowledge integration occurring in the innovation process is a result of knowledge 
exposure, its distribution and embodiment and finally its transfer, which leads to 
innovation capability and competitive advantage in firm. 

1    Introduction 

In this study, knowledge integration (KI) is all the activities by which an 
organization identifies and utilizes external and internal knowledge. The research 
findings suggest that innovations occur when existing or new knowledge is 
integrated within organization which will result in a new product or service 
(Cavusgil et al. 2003). Also findings of the importance of factors across industries 
suggest that integration of knowledge within the companies is the most important 
driver for innovation (OECD 2004). Since knowledge is continuously changing 
and depreciating, organizations cannot possess all the required knowledge 
themselves. This implies that the effective transfer of external knowledge or 
internal creation of new knowledge is significant success factor for innovation and 
new product development (NPD). This process of external transfer of knowledge 
or internal capability development and learning which will result to knowledge 
integration and new product development within organization is the focal subject 
of this study. The conceptual research question is: How is knowledge integrated, 
sourced and recombined from internal and external sources for innovation and 
new product development?  

To analyse the above question from a conceptual perspective, this paper firstly 
examines theoretical background of KI and it then provides some evidence of KI in 
Japanese firms with particular reference to the case of Fujitsu. Finally a conceptual 
framework will be suggested which may provide a better understanding of 
knowledge integration within an organisation. 
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2    The Theoretical Background 

Knowledge integration in firms has received considerable attention in recent 
research (see, for example, Mohannak 2011; Brusoni et al. 2009; Zirpoli and 
Camuffo 2009; Becker 2003). In particular the research has highlighted the pivotal 
role of knowledge integration in creating and sustaining firms’ innovative and 
competitive advantage (Kraaijenbrink et al. 2007; Grant 1996a; Kogut and Zander 
1992). From the perspective of the knowledge-based theory of the firm, the main 
problem lies in assuring the most effective integration of individuals’ specialized 
knowledge at the lowest attainable cost (Grant 1996a). A central claim of the 
knowledge based theory of the firm is that organizational capabilities depend not 
only on specialized knowledge held by individuals but also on an organization’s 
ability to integrate that specialized knowledge (Galunic and Rodan 1998; Garud 
and Nayyar 1994; Grant 1996a; 1996b; Huang and Newell 2003; Kogut and 
Zander 1992; 1996; Okhuyzen and Eisenhardt 2002; Purvis et al. 2001). The 
knowledge-based theory thus extends existing theory on organizational 
differentiation and integration to include the differentiation and integration of 
knowledge. Stemming from the need for differentiation and integration, the theory 
of knowledge integration emphasizes the economic value of specialization and the 
effectiveness of integration. In other words, competitiveness depends on the 
diversity and strategic value of specialized knowledge, as well as an 
organization’s capacity to integrate the knowledge in an effective manner. Grant 
(1996a) describes the integration of individuals’ specialized knowledge to create 
value as a key capability. 

Following knowledge-based theory of firm, Alavi and Tiwana (2002) has 
defined KI as synthesis of individuals’ specialized knowledge into situation-
specific systemic knowledge. This definition is based on the fact that the 
specialization of organization members turns organizations into distributed 
knowledge systems in which the range of knowledge that is required for 
production or innovation is dispersed over organization members (Tsoukas 1996). 
Therefore, organization members have to integrate dispersed bits of specialized 
knowledge held by individuals, i.e., to apply this dispersed knowledge in a 
coordinated way (Becker 2001; Grant 1996a). In this sense, knowledge integration 
is essentially a matter of organization, and the ability to create and exploit useful 
combinations is the raison d’être of firms (Kogut and Zander 1992; Grant 1996a).  

Another definition is given by Huang and Newell (2003:167), which is defined 
as: “an ongoing collective process of constructing, articulating and redefining 
shared beliefs through the social interaction of organizational members”. In fact, 
the emphasis on the need for communication and shared knowledge which is to be 
found in much product development literature is reflected in this definition. This is 
to say that new product development team members must be able to communicate 
in a manner that is meaningful. Moreover, they must be able to create new 
knowledge. In this way, the outcome of knowledge integration consists of “both 
the shared knowledge of individuals and the combined knowledge that emerges 
from their interaction” (Okhuysen and Eisenhardt 2002:371).  
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However, as emphasized by Huang and Newell (2003) it is crucial to recognize 
that cross functional knowledge integration within the context of a project team is 
not limited to a focus on the dynamics occurring within the team boundary. It is 
equally vital to understand the dynamics of knowledge integration beyond the 
team boundary, in particular in relation to knowledge integration within or outside 
the firm and with all stakeholder groups. In this view, knowledge creation, sharing 
and transfer constitute an important component of knowledge integration. Indeed, 
facilitating the combination of knowledge elements relies on the ability to create 
shared agreements across different expertise (Nonaka 1994). Therefore, for the 
purpose of this paper knowledge integration is defined as all activities by which an 
organization identifies and utilizes internal and external knowledge including 
creating, transferring, sharing and maintaining information and knowledge.  

Knowledge integration, therefore, is a fundamental process by which firms gain 
the benefits of internal and external knowledge, create competitive advantage and 
develop capability. However, characteristics of new technologies and learning 
processes are such that organization members have to specialize in order to acquire a 
high level of expertise. Given the large amount of relevant knowledge that are 
available in many fields and the limitations of human information processing, 
individuals have to share and integrate their knowledge. While efforts aimed at 
knowledge sharing can constitute important mechanisms for knowledge integration, 
other organizational mechanisms such as codification of knowledge through 
procedures, instructions, and code books (Grant 1996a), knowledge platforms 
(Purvis et al. 2001), communication networks, knowledge integrators, communities 
of practice, teams (Grandori 2001), rules, directives, routines, group problem 
solving, decision making (Grant 1996a), tacit experience accumulation, articulation 
and codification (Zollo and Winter 2002) all facilitate knowledge integration. 

As Gittell (2002) emphasized organizational routines in particular cause 
predictable patterns of collective behavior, and hence are appropriate integration 
mechanisms in stable environments (Gittell 2002). Routines also support complex, 
simultaneous and varied sequences of interactions among agents (Becker 2004; 
Grant 1996a). Grandori (2001) suggests that the tacit and unobservable nature of 
judgment and action generates epistemic complexity. Such complexities can be 
captured in tacit organizational routines which in turn allow for task partitioning 
and for specialization among organizational members (Prencipe and Tell 2001).  

In contrast to these internalizing features of learning through experience 
accumulation and routines, literature also has emphasized the need for firms to 
acquire knowledge from external sources. External knowledge, generally, can be 
traded in labor or intellectual property markets. It tends to be rather technical and 
explicit, which makes it relatively easy to acquire, be it through internal training 
or simply by ‘hiring’ a specialist in the market. External knowledge does not lead 
to differentiation, although it may be essential for any given firm because a certain 
level of this type of knowledge is indispensable for competitive survival. In 
contrast, internal knowledge is idiosyncratic and typically related to a particular 
firm and refers to and is embedded in its particular organizational context. It acts 
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as a sort of organizational glue that holds the organization together, giving it 
cohesiveness and sense of unity. It is therefore more valuable inside the 
organization than in the market, and is less subjected to imitation. Hence it 
constitutes a critical source of sustainable competitive advantage. 

It is, therefore, through the internal development or external acquisition that an 
organization is able to get both the range and the quality of expertise, which is 
required for complex production and innovation processes. Project teams, for 
example, generate knowledge internally and often seek knowledge from external 
sources. Team members must combine their complementary, yet separately held 
knowledge into a new knowledge set. In order for a project team to be productive, 
they must have a deep knowledge of their own disciplines and an appreciation for 
the relevance and importance of their teammates’ knowledge. All this external and 
internal knowledge must be integrated into team responses (Anand, Clark and 
Zellmer-Bruhn 2003). New product development and innovation requires the use of 
a multitude of skills and expertise, as well as the accumulated knowledge of the 
organization in order to maximize the performance of the new product. The 
integration of all this accumulated knowledge into the business processes used by 
these skilled and experienced employees has great potential to improve the new 
products themselves. It has been suggested that it is the degree of integration of 
dispersed and distributed knowledge that helps explain differences in the  
product development performance of different firms and that it is the effectiveness 
of a firm’s knowledge integration that distinguishes it from its competitors  
(Carlile 2002). 

As Grant (1996a) mentioned the integration of knowledge may be viewed as a 
hierarchy which is not one of authority and control, as in the traditional concept of 
an administrative hierarchy, but is a hierarchy of integration. In this view, 
organizational knowledge is treated at different levels of integration, which can be 
seen as an elaboration of knowledge distinctions that simply focus on different 
levels of analysis (Hedlund 1994; Kogut and Zander 1992). At the base of the 
hierarchy is the specialized knowledge held by individual organizational members 
which deal with specialized tasks, while at the very top lies cross-functional and 
new product development capability. The purpose of the multi-level integration 
process is to create innovation that is firm-specific. However, the crucial extension 
of this hierarchy is the explicit recognition of the need for specialized knowledge 
at the different levels. Firms may also need to combine various specialized 
knowledge from different disciplines such as electronics, biology, computer 
science, etc. This specialized knowledge might be held by individuals within the 
firm or can be acquired through external sources. 

In this paper, the internal and external dimension of the knowledge integration 
is emphasized, which matches the concept of hierarchy of integration (Grant 
1996a) especially considering the nature of differentiated specialized knowledge. 
As discussed it should be noted that in relation to different knowledge integration 
processes defined here – namely creation, sharing/transfer and use, knowledge 
integration may occur at different levels of interaction – individual, group, 
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organizational, inter-organizational. The focus of this paper is to explore how 
firms respond to knowledge integration needs. In particular how firms exploit 
potential synergies among various internal and external knowledge sources and 
create competitive advantage. Knowledge exists in firms and networks, but how 
firms execute KI processes and whether knowledge integration performed by 
individuals, teams, or by firms – or whether KI is something that happens at the 
network level? The proposition here is that KI addresses technical, strategic and 
operational challenges at the various levels. To illustrate this point next section 
will look at KI in Fujitsu. 

3   KI in Fujitsu: Towards a Human Centric Networked Society 

In order to analyze the process of knowledge integration at Fujitsu Corporation, 
this study combined on-site interviews with analysis of company internal 
documents such as annual reports, web pages and internal publications. The 
interviews were conducted in 2010 in Japan. Senior managers at the Fujitsu 
headquarters and middle managers who were directly involved in the new product 
or system development project were interviewed. Findings suggest that, KI in 
Fujitsu is not limited at individual, team or organisational levels. More 
importantly, at technological level, Fujitsu is moving toward a Human Centric 
computing environment, where ICT could provide tailored and precise services 
wherever and whenever people needed those services (Yoshikawa and Sasaki, 
2010). In this way, Fujitsu through its slogan “Shaping Tomorrow with You” is 
shifting the paradigm from system centric to human centric solutions. Fujitsu 
realised that through evolution of social activities that are supported by 
technological innovation in information and communication technologies there are 
numerous real-life fields in which the application of ICT can be further leveraged 
especially through application of cloud computing. 

Furthermore, in Fujitsu new knowledge, whether from inside or outside, fuels 
innovative breakthroughs and sharing of knowledge is not purely a matter of 
multifunctional teams. The extensive R&D activity makes it possible to use 
invented technologies in new or unexpected industries and further build up the 
competitive edge. For example, technology fusion and integration in Fujitsu, 
builds from knowledge from different industries and technologies with a multi-
technology basis instead of reliance on a single technology. In this regard, 
building integrated knowledge capital platforms from accumulated experience and 
expertise works advantageously in responding to technological change and 
resolving new issues which require speed and creativity. 

In this regard, attempts are being made to achieve innovation in field operations 
and collaborate with service providers by sharing data in addition to the shared use 
of service components. For example, Fujitsu has been working on field solutions 
that allow a detailed understanding of field situations by introducing wireless and 
sensing technologies to the fields where IT technologies have not traditionally 
been in place, such as agriculture and healthcare, for collecting, analysing and 
sharing field data, namely real-time filed management, and proposed optimization 
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of management resources, improvement of eco-friendliness and sensor solutions 
(Takahashi et al. 2010). To achieve this, Fujitsu is conducting R&D in integrating 
new technologies in areas such as Cloud computing, network technology and 
Smartphone evolution (Abe and Shibata 2009). Fujitsu’s strength lies on its 
command over all of these relevant technologies and Fujitsu believes integration 
of these technologies will provide significant technological revolution with varied 
social and human centric applications. 

Fujitsu intends to take advantage of the major social changes, increased 
business opportunities, and other such substantial changes that can be brought 
about by sensing the various kinds of information and acquiring knowledge from 
the environment that surrounds individuals. This information then can be provided 
to the Cloud environment via a network and converting the immense amount of 
collected knowledge into new value (Yoshikawa and Sasaki 2010). As a result it 
would be possible feeding it back to the individual and to the business 
environment that surrounds individuals. The question is what technology and 
infrastructure is needed to achieve this? Fujitsu believes it is important to place 
people at the centre while taking a strategic and scenario-based approach to R&D 
by focusing on changing events and then developing technologies and products. 

For this purpose, Fujitsu has adopted a series of strategic and technological 
decisions to integrate the world of ICT and the real world. The aim is to be able to 
analyse massive volumes of sensor and web data and proactively deliver necessary 
services whenever are needed (Lida 2010). In this way, Fujitsu is striving towards 
a world where people, society and IT systems are in harmony with each other. For 
example, technologies can be developed to detect human movements through 
acceleration sensors embedded in mobile phones. By analysing human movements 
then it would be possible to provide health support or sports diagnostic services. 
Another example of human centric application would be, for instance, 
visualization of power consumption and environmental sensing in order to 
optimise the power usage based on comprehension of behavioural patterns. Fujitsu 
is currently working on several such applications with emphasis on integrating 
technologies (such as sensors, mobile devices, human interfaces, mining, 
ergonomics, etc.) that would merge the real world with the world of ICT and 
leverage knowledge and innovation (see Lida 2010).  

Fujitsu’s R&D strategy in this relation currently focusing on three themes: 1) 
large-boned themes, which consist of core research projects on important themes 
for the future technology of Fujitsu Group with medium- to long-term 
development; 2) business strategic themes, which focuses on strategic business 
projects with commitment from internal business segments for commercialisation 
with short- to medium-term technology development; and 3) seeds-oriented 
themes, with emphasis on new research areas for growth of future emerging 
technology seeds, which basically these projects are for long-term technology 
development (Murano 2010). According to Yoshikawa and Sasaki (2010), to 
enable a human centric networked society Fujitsu’s laboratories have adopted 
several important policy initiatives including: 
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• Roadmap-based R&D activities related to business while looking forward ten 
years into the future. 

• Open innovation activities utilising cooperation between industry and 
academia. 

• Business incubation activities aimed at opening new markets. 
• Strategic public relations activities for mass media, investors, and analysts, and 
• Cultivation of personnel. 

In summary, it seems that Fujitsu will continue to innovate by placing importance 
on technology and continuing to create new value. Through systemic technology 
and knowledge integration it will continue contributing to building a human-
centric networked society in which a new social infrastructure brings people into 
harmony with computers and enable ICT to leverage knowledge and expertise. For 
this purpose, Fujitsu needs to integrate knowledge by forming networked team 
within the firm, while also absorbing the knowledge of external partners via 
integration with other firms. This internal and external knowledge integration for 
the Fujitsu case forms the base of the ‘knowledge integration,’ which integrates 
knowledge at various layers of the company. 

4   Towards a Conceptual Framework for KI 

Based on the above discussions, a framework for knowledge integration in R&D 
organizations will be proposed. The framework will assist in conceptual 
understanding of the issues related to integrating knowledge from internal and 
external sources in R&D firms. As emphasized before, integration capability plays 
an important role in acquiring and exploiting the knowledge from internal and 
external sources. The paper argues that knowledge integration can be 
characterized as having a multi-layered structure with an external (i.e., outside the 
firm) or internal (i.e., within the firm) orientation. Furthermore as emphasized in a 
R&D firm extent of the individual specialized knowledge, team–building 
capability, social networks, and internal/external organizational climate affect 
capability, which in turn will affect the creation of new products and services. 
Before discussing the conceptual framework, it is worth reviewing some of the 
current relevant frameworks.  

Kodama (2005), for example, have proposed a framework in this relation. He 
bases his framework on the notion of strategic communities (SC) and maintains 
that these strategic communities are horizontally and vertically integrated within 
Japanese firms. These horizontally and vertically integrated SC networks, Kodama 
(2005) argues, promotes the external and internal integration of knowledge among 
corporations including external customers and internal-layers of management, so 
that the corporation can provide products and services that match market needs. 
He referred to this networking as external and internal integration capability. In 
this model heterogeneous knowledge from inside and outside the firm, which 
arising from dynamic changes to vertical and horizontal corporate boundaries, 
delivers two new insights regarding ‘new knowledge creation’: (i) the vertical 
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value chain model distinctive to Japanese firms realizing new products, services 
and business models, and (ii) the co-evolution model realizing new win-win 
business models. Kodama investigates this integration at macro-level within 
Japanese firms; however he does not elaborate on the role of the individuals, 
teams or knowledge management systems within the knowledge integration 
process. 

On the other hand Andreu and Sieber (2005) argue that different firms need 
different knowledge integration systems. They have identified different 
knowledge integration systems needed at the corporate level, which is determined 
by the type of knowledge the firm wishes to integrate. Using three classifications 
of knowledge (explicit vs. tacit, collective vs. individual, external and internal) 
these authors emphasize that different combinations, impacts overall feasibility 
(‘integration trajectories’) of knowledge integration among organizations or 
business units. 

This study builds on the previous literature and takes the knowledge integration 
capability as the key capability in a dynamic environment and as a starting point 
of departure (see among others Grover and Davenport 2001; Probst, Raub, and 
Romhardt 2000; Lu, Wang and Mao 2007). This study suggest the process of 
integrating knowledge in R&D firms comprised of various activities that are 
involved in the identification, selection, acquisition, development, exploitation and 
protection of technologies. These activities are needed to maintain a stream of 
products and services to the market. In fact, R&D firms deal with all aspects of 
integrating technological issues into business decision making and new product 
development process. Furthermore, it is emphasized that knowledge integration is 
a multifunctional field, requiring inputs from both commercial and technical 
functions in the firm. Therefore effective knowledge integration requires 
establishing appropriate knowledge flows between core business processes and 
between commercial and technological requirements in the firm. 

The conceptualization of knowledge integration capabilities assumes that there 
are both “macro” and “micro” organizational mechanisms designed to address the 
problem of knowledge integration in new product or process development. 
Therefore, this study considers a knowledge integration system that can be 
described by internal or external orientation. Internally-oriented knowledge 
systems rely primarily on private knowledge sources (both personal contacts and 
documents) inside the firm. In contrast, an externally-oriented knowledge system 
relies on company’s collaborative agreements (such as consortia, alliances or 
partnerships) as well as employees external private networks with people at other 
companies or when R&D staff in internal knowledge systems access external 
knowledge and information. 

Therefore, organizational mechanisms for effective knowledge integration 
should address four components: 1) team-building capability; 2) integration of 
individual specialized knowledge that are sources of technical and commercial 
information; 3) knowledge integration through communication networks within 
and outside the organization; and 4) technology/knowledge system integration. As 
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Fig. 1 illustrates, the technology systems overlap in producing the organizational 
capabilities in which technical staff solve problems and create new technology. 
Firms rely on the interaction between their organizational mechanisms and their 
employees’ activities involving problem solving and experimentation, facilitated 
by their ability to import and integrate knowledge. As explained the components 
of the knowledge integration model can be described as internal or external 
according to their orientation to firm-based rules or external markets, respectively, 
in determining how work is organized, skills are learned, and the new technology 
is integrated within the new product or processes. For example, companies 
creating new products in an industry with short product generations find 
themselves relentlessly combining new internal knowledge with external 
knowledge to keep pace with the industry. 

 

 
Fig. 1 The relationship between knowledge activity and knowledge integration 

Hence managing the integration of knowledge do not operate in isolation, and 
are generally not managed as separate ‘core’ business processes. The various 
activities that constitute the knowledge integration processes tend to be distributed 
within business processes (for instance, technology selection decisions are made 
during business strategy and new product development). In fact, formal 
interventions and routines that focus on the improvement of the group process are 
also a potential way to achieve superior knowledge integration (Eisenhardt and 
Okhuysen 2002). In R&D firms specialized knowledge are more widespread and 
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ideas should be used with enthusiasm, thus organization must be able to integrate 
them through mechanisms such as direction and organizational routines (Grant 
1996a). Additionally firms that can harness outside ideas to advance their own 
businesses while leveraging their internal ideas outside their current operations 
will likely thrive in this new era of open innovation (Chesbrough 2003). 

As indicated in the Fig. 1, the technology and knowledge base of the firm, 
represents the technological knowledge, competencies and capabilities that 
support the development and delivery of competitive products and services, and 
may include other organizational infrastructures such as KM systems. Knowledge 
integration activities including identification, selection, acquisition, development, 
exploitation and protection, operate on the technology and knowledge base, which 
combine to support the generation and exploitation of the firm’s technology base. 

This framework provides an example of how the issue of knowledge integration 
may be formulated into a holistic and systemic perspective by including some 
internal and external factors in the process of new product or process development. 
Emphases have been put on the context within which knowledge integration occurs 
within units (e.g., an individual, a group, or an organization), and the relationships 
between units, and properties of the knowledge itself. The overall aim is to support 
understanding of how technological and commercial knowledge combine to support 
strategy, innovation and operational processes in the firm, in the context of both the 
internal and external environment. 

5   Concluding Remarks 

As this study demonstrated, knowledge integration takes place in different levels, 
namely individual level, team level and systemic level. The research highlights that 
knowledge integration occurring in the innovation process is a result of knowledge 
exposure, its distribution and embodiment and finally its transfer, which leads to 
innovation capability and competitive advantage in firm. Knowledge management 
provides platforms, tools and processes to ensure integration of an organization’s 
knowledge base. Through knowledge management structures and systems such as 
taxonomies, data mining, expert systems, etc., knowledge management can ensure 
the integration of the knowledge base. This enables staff members to have an 
integrated view of what knowledge is available, where it can be accessed, and also 
what the gaps in the knowledge base are. This is extremely important in the 
innovation process to ensure that knowledge as resource is utilised to its maximum 
to ensure that knowledge is not recreated in the innovation process. 

Furthermore, this paper suggested a conceptual framework emphasising 
specifically team-building capability, capturing and utilising individual tacit 
knowledge, and communication networks for integrating dispersed specialist 
knowledge. Knowledge integration, as discussed, is a fundamental process by which 
firms gain the benefits of internal and external knowledge, create competitive 
advantage and develop capability. It is through internal development or external 
acquisition that an organization is able to get both the range and the quality of 
expertise, which is required for complex production and innovation processes.  
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Abstract. Manufacturers and operators of complex service systems are 
increasingly focused on customer-centric strategies. Examples include solution-
based contracts, which provide more holistic approaches closely linking design, 
manufacture, use and reuse functions within a firm, or across a network of firms 
and suppliers, to deliver tailored value. Solutions deliver broader benefits that 
exceed the rewards of traditional transactional service delivery. Trends from the 
defence industry illustrate how innovative business models are applied in complex 
service systems to adapt and apply the knowledge resident in the firm and external 
networks. This paper seeks to share insights into understanding collaborative 
service approaches as firms adapt to changing market forces by retooling their 
priorities, focusing their resources, and adopting strategies driving new business 
models.  

Keywords: Defence, Business Model, Innovation, Services. 

1    Introduction 

This study presents empirical data from the UK Ministry of Defence (MoD) which 
illustrates how innovative business models are being applied to deliver new forms 
of value through collaboration amongst suppliers and customers.  

In their examination of customer solutions providers, McKinsey consultants 
illustrate how shifting from a product/manufacturing focus to a customer focus 
typically requires larger scale commercial and technical integration, as well as 
higher customization to individual customer needs (Johansson, et al 2003). By 
focusing on the customer’s value chain, suppliers identify where they can best 
contribute to the customer’s business (Slywotzky & Morrison, 1998). To achieve 
this end, many suppliers of complex systems are adopting customer centric 
attributes, which include adopting a customer relationship management culture, 
gaining a deeper knowledge of the customer’s business, and initiating engagement 
based on customer problems/opportunities (Galbraith, 2002).  
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A 2008 IBM survey found that nearly all of the 1100 surveyed corporate CEOs 
reported the need to transform their ‘business models’, however few believed they 
had the knowledge required to do make changes (IBM, 2008).  Whilst suppliers 
often adopt the rhetoric of being customer centric, it is argued that customer 
centric qualities are rarely achieved in practice (Galbraith, 2002; Shah, et al 2006). 
Despite recent efforts in the academic literature, there has been limited attention 
on how customer-centric business model innovation is taking place in industrial 
complex systems markets, prompting calls for further empirical research (Jacob & 
Ulaga, 2008; Kujala, et al 2010). 

Section 2 of this paper examines the concept of business model innovation and 
how this applies in complex systems environments. Section 3 presents empirical 
data from the MoD which illustrates how innovative business models are being 
applied to deliver new forms of value for suppliers and customers of defence 
systems. Section 4 summarizes findings from two in depth case studies.  Finally, 
Section 5 presents a discussion of findings and a conclusion.    

2   Literature Review 

2.1   Business Model Innovation 

What is a business model and how does this theoretical concept translate into 
practice? While Amit & Zott (2001) declared that “a business model depicts the 
content, structure, and governance of transactions designed so as to create value 
through the exploitation of business opportunities”, Casadesus et al (2010) 
described a business model as “a reflection of the firm’s realized strategy”. Each 
of these views captures elements of the phenomena of business model innovation; 
however, Osterwalder & Pigneur (2011, p 15) provide the most useful definition 
for further analysis, “A business model describes the rationale of how an 
organisation creates, delivers, and captures value and serves as a blueprint for a 
strategy to be implemented through organizational structures, processes, and 
systems”.  This paper adopts Osterwalder’s (2005) nine distinctive business model 
elements as a framework for analysis as shown in Figure 1. 

David Teece argues that business models ‘have considerable significance but 
are poorly understood – frequently mentioned but rarely analysed’ (Teece, 2010, 
p172).  Similarly, in business-to-government contexts, scholars and practitioners 
alike identify the pressing need for business model innovation study (Miles & 
Trott, 2011). Kaplan & Porter cite dysfunction in US health care and describe 
missed opportunities, underutilized resources, and misguided business models 
(Kaplan & Porter, 2011). Innovation through changing business models allows 
firms to develop a more completive view of their organization, customers, 
suppliers and the environment in which the firm operates.   
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HOW  WHO 
CONFIGURATION 
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How do we reach 
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 RELATIONSHIP 
How do we get and 

keep? 
 HOW MUCH?  
 REVENUE  Pricing  
 COST  

Fig. 1 Business Model Elements 

Generically, this paper looks at firms engaged in the provision of complex 
service systems. Specifically, it examines service innovation in a defence industry 
context and draws on business model frameworks to capture insights.  

2.2   Complex Engineering and Service Systems Industries 

In complex systems industries, like the defence sector, the provision of customer 
solutions is an example of a fundamental departure from traditional supply and 
support business models (Galbraith, 2002; Davies, 2004; Kujala, et al 2010). 
Unlike selling a product, a customer solution is based on a value proposition, and 
is realised through fluid service agreements that are designed to improve the 
customer’s operations. Customer solutions are often output or outcome based and 
difficult to imitate, thus providing a source of sustainable competitive advantage. 
Notable suppliers of customer solutions include General Electric, IBM, Rolls-
Royce and Siemens (Slywotzky & Morrison, 1998; Cerasale & Stone, 2004; 
Wucherer, 2006). 

Customers of complex systems are subject to increasing operational pressures 
such as the rising complexity of technology, unforeseen costs, obsolescence, poor 
governance decision-making and tighter budget constraints (HM Treasury, 2007). 
Many customers are reforming their complete system acquisition practices to 
address these issues (Robertson & Haynes, 2010). Unlike outsourcing, customers 
are now seeking to work more effectively alongside external partners/ suppliers to 
improve the organisation of their large scale industrial integration activities, as 
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well as the utility and performance of core services to end users (Pew & Mavor, 
2007; Whitehead, 2009). 

2.3   Research Gap 

Although the extant literature has usefully highlighted the case for business model 
innovation, as well as differences in philosophy between traditional offerings and 
new collaborative business models, there remains much scope for exploring how 
innovation is taking place at the practical level. As argued by Baines, et al (2009, 
p 12) service design and management is a relatively new area of study, and “yet to 
be explored are the detailed practices and processes needed to deliver integrated 
products and services.”  

3   Study of the UK Defence Industry 

Support efforts between industry and the UK Ministry of Defence (MOD) provide 
an ideal context to study the on-going transformation from a manufacturing to a 
service based enterprise and more specifically the adoption of a customer focused 
business models.  The UK has the fourth largest defence budget in the world of 
which an estimated £18 billion is spent on defence in manufacturing and service 
(Secretary of State for Defence, 2012, p 7).  

The United Kingdom’s Defence Industrial Strategy (DIS) authored in 2005 was 
a critical catalyst in shaping a new paradigm for UK defence acquisition. Three 
objectives from the UK Industrial Strategy  have implications for this paper: (1) a 
shift in defence acquisition, away from design and manufacture of leaps in 
capability and upgradable platforms, toward a new paradigm focused on in-the-
field operational performance, (2) an emphasis on through life capability 
management, characterized by modularity and sustainability thinking, and (3) 
longer more assured revenue/expense streams based on long term support and 
development (Secretary of State for Defence, 2005).  

In early 2012, the UK Ministry of Defence published its latest policy paper on 
defence acquisition - 'National Security Through Technology', which supplements 
the Defence Industrial Strategy 2005 and the Defence Technology Strategy 2006 
(Secretary of State for Defence, 2012).  The report concedes that that neither 
SMEs or MoD are qualified to manage complex system solutions as SMEs “lack 
the capability or capacity to deliver a complete platform or weapon system, 
particularly where this demands complex integration, high-volume or capital-
intense manufacturing” and MoD “lacks the resources and skills needed to 
manage the task and the associated risks, which can be considerable” (Secretary of 
State for Defence, 2012, p. 60). Consequently defence industry firms play the 
crucial role of prime contractors to deliver and support weapons or systems and 
manage the associated multi-organizational networks required to deliver solutions. 

In response to these policy shifts and the changing economics of manufacturing 
as firms increasingly transition to service provision, defence firms have engaged 
in several innovative partnerships in support of UK military forces. These ventures 
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are not routine collaborations; they are complete organizational transformations 
where structures, operating procedures, workforces, and service delivery systems 
are redesigned to implement a customer centric business approach. 

3.1   Methodology 

Empirical insights provided by company literature, reports, and industry analysis 
provided a means to frame the issues and opportunities associated with service 
business model innovation in defence.  Defence firm perspectives were captured at 
the enterprise, operating business, and functional level.  Once illustrative projects 
were identified that best captured innovations in contracting collaboration within 
the focal firm (BAE Systems), the authors engaged with key project programme 
managers, designers, engineers, production leaders, and customer service 
representatives. Semi structured interviews with key leaders involved in the 
design, delivery, and management of service varied in length from 30 minutes to 
over two hours.  Twelve in-depth interviews were held with industry supplier and 
government (uniformed and civil MOD) staff, working on two major MOD 
complex service projects.  

The first project focused on ‘availability contracting’ of Royal Air Force (RAF) 
Tornado aircraft, which is a mature programme established nearly 10 years ago. 
BAE Air Solutions is the lead in the Availability Transformation Tornado Aircraft 
Contract (ATTAC), a Tornado fighter jet support programme that provides a 
context to retrospectively examine the role of business model changes on a 
successful transition to availability contracting. The theory behind this approach 
yields stable service provision and predictable cost for MOD and revenue for 
industry.   

In contrast to the RAF case, the second Royal Navy (RN) example is a more re-
cent endeavour (2007) which examines support across a series of platforms both 
on ships, submarines and on the waterfront as part of the Warship Support Mod-
ernisation Initiative (WSMI).  Like the RAF, the Navy’s intent is to maximize 
platform availability while minimizing through life support costs. Both cases are 
summarized in Table 1. 

Table 1 UK MoD projects examined in this study 

Defence  
Project 

End User  
Customer 

Prime   
Supplier(s) 

Contract features 

ATTAC Air Force (RAF) BAE 

Rolls Royce 

Aircraft availability support 

Depot-level support and maint. 

Monitor system health, costs 

WSMI 

 

Navy  

(RN) 

BAE, 

Thales,  

Babcock  

Ship availability and capability 

Managing ship engineering  

Monitor system health, costs 

Synch design, production, support 
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4   Findings 

4.1   Value Proposition 

In their examination of strategy in the firm, Kaplan and Norton suggest that 
satisfying customers is the source of sustainable value creation (Kaplan, 2004). 
Satisfaction in service business models is anchored in identifying a value 
proposition by considering benefit to customers, service differentiation, and a 
strong insight into customer needs and requirements. This customer centric view 
of a value proposition, as described by Anderson (2006), requires in-depth 
knowledge of the market and future trends, an understanding of the firm’s 
capability to deliver compared to alternative solutions, and strong customer 
relationships. 

4.1.1   Service Provision to the UK Royal Air Force 

ATTAC was established as a long term availability contract which transitioned re-
sponsibility for service and support from the Royal Air Force to BAE Systems. 
The military pays for a specified level of aircraft availability.  The level of support 
is extensive and includes routine and scheduled maintenance, management of 
spare parts, and detailed collection and sharing of crucial flight and mechanical 
information for the Royal Air Force. These services are provided at a fixed 
negotiated cost where BAE has strong financial incentives to meet or exceed 
availability goals.  A fundamental mind-set change from the traditional sale of 
spares and payment for maintenance following the sale of an asset, this new model 
was best summarized by a service managers as being, “A reasonable profit many 
times, not a big fast buck once”.  

4.1.2   Service Provision to the UK Royal Navy 

The Royal Navy in Portsmouth has relinquished ownership of various functions in 
the logistics arena including warehouses and related inventory and management, 
facilities upkeep, catering, and dockside operations. Waterfront operations, led by 
BAE Systems, have moved away from government provided services to contrac-
tors who serve as systems integrators across a constellation of sub-contractors  
in-tent on improving efficiency, applying commercial expertise, maximizing com-
mercial technology, and lowering costs for the customer.    

The value proposition in the maritime case is similar to that of the air domain as 
industry seeks to assume responsibility for military maintenance and support; 
however, the Warship Modernisation Initiative goes further than delivering 
availability contracts for ships and includes elements of capability contracting. 
The Ministry of Defence Acquisition Operating Framework describes capability 
as the enduring ability to generate a prescribed outcome of effect (MOD, 2009).  
Applied to industry, this definition translates into the ability for a platform or 
system to deliver a specific requirement.   
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What is unique about this approach is that ownership of the asset no longer 
rests with the customer as their interests are met not by a product or platform, but 
an outcome. The Royal Navy in Portsmouth has relinquished ownership of various 
functions in the logistics arena including warehouses and related inventory and 
management, facilities upkeep, catering, and dockside operations. Expanding the 
value proposition for the customer through a mix of capability and availability 
contracting model is an innovative move forward that presents the opportunity to 
learn from both its early successes and future challenges. 

4.2   Value Configuration through Partnerships 

Both cases examined demonstrate specific ways in which firm’s chose to config-
ure to deliver value. In each case the firm organized people and processes  
differ-ently, yet delivered successful service. 

4.2.1   Integrated Teams at BAE Air Solutions  

Various initiatives that increase integration across boundaries were taking place 
across the air domain. First, five hundred uniformed RAF work at RAF Marham 
as part of ATTAC. Many airmen work for civilians; conversely, civilians work for 
MOD. The organizational structure is very unique and not common in the UK mil-
itary. Second, the use of customer-supplier ‘Integrated Logistics Operation  
Cen-tres’ (ILOCs) to collocate procurement staff, has improved overall contract 
responsiveness. In many instances, the extent to which service performance 
addressed customer needs was tied to collaborative individual interpersonal 
relationships and a joint-service ownership mindset.  What appears to have been 
one of the most important factors, according to the programme manager, was the 
project team’s ability to “coordinate, collaborate, and communicate”.  

When reflecting on the programme, an industry leader commented that 
“ATTAC is not a partnership with the RAF, it’s a marriage”.  To underscore this 
point, the word trust was frequently used to describe the partnership between BAE 
and the RAF. Nearly everyone who participated in interviews, telephone follow 
ups, or presented briefings mentioned the importance of mutual trust.  The 
Programme Manager empathized that any success they enjoyed was because of 
the partner-ship, “It’s all about the relationships”.  

The senior Warrant Officer at BAE Air in Marham was particularly candid in 
sharing his views on the role of service and industry culture in building 
partnerships. He shared that the friction continues, but it is largely managed by 
strong leadership on both sides. Most of the friction is cultural.  He said, one 
partner works for profit, the other to serve the country.  While they are one team, 
their objectives are different. The RAF still doesn’t quite understand BAE, BAE 
still doesn’t quite understand the RAF, even after five years.  “Organizations are 
different. Different is good”. 
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4.2.2   Broad Partnerships at Portsmouth Naval Base 

Unlike the organisational structure at RAF Marham, the Royal Navy’s integration 
into BAE was not extensive (a few seconded Naval Officers being the exception). 
Nonetheless, the Royal Navy and BAE did uniquely configure to support service 
delivery. Instead of fully integrating, the approach adopted was a partnership that 
included customers, suppliers, stakeholders, and placed BAE Systems in the role 
of the primary integrator.  

A visible signal that the partners involved in the maritime undertaking was the 
name adopted by consortium of client, firm, and suppliers – Team Portsmouth.  
Interviews revealed a sense of shared responsibility for both success and failure 
that did not serve to isolate either Prime or Customer and thus created a healthy 
ethos focused on problem solving versus blame. 

This diverse coalition of partners provided the organization more flexibility to 
grow and adapt to future requirements more easily by adding more partners or 
refocusing and thus avoided retooling any single organization. Second, a 
collaborative partnership allowed competitors to participate as contributors to 
specific aspects of the overall naval base initiative and still keep portions of their 
business separate from their competitors.  Finally, standing partnerships increased 
the speed at which decisions were made and decreased time spent in negotiations.   

Importantly, partners agreed to provide stability at the top management and 
senior decision making levels to mitigate the knowledge drain associated with 
frequent personnel moves. Personnel turbulence at MOD and BAE resulted in 
lengthy periods of rebuilding organizational understanding and delays establishing 
bonds of trust.  A senior manager at Portsmouth commented, “You have a 
customer for two or three years, then we get a different person, with a whole set of 
different ideas. This is not the way to run a business”. 

Finally, like the RAF ATTAC project, WSMI is part of a broader effort by 
BAE Systems at Portsmouth to support various ships that are also under separate 
availability contracts with BAE. Therefore, decisions that could negatively impact 
one element of the contract could well benefit the firm in other ways if support 
was improved by to that ship by reallocating resources to meet a timely or urgent 
need.   Networked complex systems often require a different management mind-
set capable of seeing a bigger picture beyond the boundaries of their business unit. 

4.3   Value Delivery by Focusing the Firm’s Capabilities 

A firm’s capabilities represent its core competency and thus provide a source of 
competitive advantage. As detailed earlier in this paper defence firms are 
increasingly redefining their value as solutions providers, moving away from 
traditional production models. In both cases, our observations led us to recognize 
the difficulty inherent in aligning corporate, business and organizational objectives 
and cultures, and thus delivering value.  A summary the factors influencing the 
delivery of service is summarized in Table 2. 
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Table 2 Factors Influencing Service Design and Delivery 

Business  

BAE & Partners 

Customer 

MOD  

User  

Front Line 

Profit Cost/Value Cost Insensitive 

Reputation,  

Business Development 

Political Trade-offs,  

Balance Forces 

Effectiveness,  

Force Structures 

Business Culture Political Culture  Military Culture 

 
Given these often divergent interests, the capability of a firm to design and 

manage a service delivery system to address these tensions is a prime source of 
competitive advantage as it works to deliver a solution that all stakeholders 
support. 

4.3.1   Managing Contract Support to the Royal Air Force and Royal Navy 

Challenges to service improvement through collaboration in the RN mirror those 
experienced nearly a decade earlier in the RAF. Three obstacles stand out as 
recurring themes in interviews with key leaders: MOD personnel turbulence, 
changing requirements driven by either combat missions or political and policy 
shifts, and skill set imbalance in a workforce accustomed to a manufacturing and 
now adjusting to a service and support focus.  

Industry has responded to mitigate these obstacles and build more positive 
outcomes. BAE Military Air Solutions contracts are deliberately vague to provide 
flexibility to jointly prioritize effort.  These cooperative themes were echoed on the 
maritime sector in the establishment and management of Key Performance 
Indicators (KPIs) developed to sustain and improve service I both cases. KPIs were 
broadly defined and in practice reflected achievement in all areas measured.  KPIs 
were not frequently changed or “tightened” as was the case in more competitive 
contractual arrangements seen elsewhere in the firm. This arrangement was 
beneficial as it allowed the team to see when something was off course, yet gave 
them the flexibility to problem solve and avoid conflicts over variances in 
performance parameters. While it could be argued that this soft KPI arrangement is 
precisely one of the hazards of overly close collaboration, both firm leaders and 
customers pointed out that the programme leadership frequently challenge the 
status quo to deliver more “output for less money while fostering a culture of 
dialogue and knowledge transfer, not by using KPIs to create counterproductive 
competitiveness amongst the team”.  

Both the ATTAC and WSMI projects kept information flowing with the 
customer. At Portsmouth “Intelligent Customer Meetings” held three times per 
week encouraged frank discussions amongst stakeholders iron out both short run 
and longer term issues. For instance, a senior leader on the team described the type 
of scenario ordinarily discussed and solved at these meetings as follows: 

“If someone in fleet engineering phones up and books a crane, it’s covered by 
the plant budget. So the cost is not actually against that specific project. The 
commander says, ‘I don’t care how much the crane is costing, I want the carne 
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there’ despite its only carrying out one lift a day. Consequently that underutilized 
crane costs £3,000 a day to do one lift. This is a problem.” Culturally, a military 
commander gets what he or she needs to accomplish the mission.  Partnerships 
require more flexibility than declaring that the ‘customer is always right’. They 
aren’t. Consequently, having a uniformed officer seconded to industry, or an 
industry leader imbedded in a military organization, helps both sides understand 
the complexities of certain issues.   

Air and maritime domain cases revalidated the importance of leadership,  trust, 
and proper organizational alignment.  

5   Conclusions 

In the last decade, service innovation has not only taken root at firms like BAE 
Systems and other large scale manufacturing multinational firms, it has altered 
how these firms do business. This paper has identified innovative areas of 
collaboration based on the notion of value co-creation for the mutual benefit of 
members of a broader complex service network.  

One area for future research is generalizability of specific elements of a 
customer solution based business model across a firm, industry, or a completely 
different context. In the defence, what may have worked for BAE and MOD in the 
maritime domain, may not work in the ground arena.  

Four recurring themes stand out in interviews: Personnel turbulence, changing 
requirements driven by either combat missions or policy shifts, the importance of 
trust in collaborative networks, and a workforce skill set imbalance in an industry 
accustomed to a manufacturing and now adjusting to a service and support focus.   

Successful collaborative teams were characterized by frequent interaction, 
dependence on one another, and delivering results and sharing credit (or sharing 
blame and the responsibility to fix). The means by which trust and intense 
knowledge of the customer’s problems and the firm’s capabilities are translated 
into value is through building robust partnerships that share information, measure 
system performance, and are well managed and led. 

These cases illustrate that service programmes are difficult to manage and 
require new approaches to service design and leadership. Expanding the value 
proposition for the customer through a mix of capability and availability 
contracting model is an innovative move forward.  
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Abstract. The challenge in service project management is gathering business 
requirements from stakeholders. Requirements are often vague because it is 
difficult for customers to articulate their needs before they see the end product. 
This is especially difficult when different stakeholders are involved. Only when 
projects are built on trust can they work.  This paper studies the importance of 
trust in the initiation of university project. 
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1   Introduction 

Not all projects are successful. Many fail, especially at the start of the project 
during requirements elicitation. The project can be unsuccessful even if it meets 
the timetable and budget. The project can fail if the customers are not satisfied 
with the projects. An elicitation requirement for project is a critical part of project 
management.  

Requirements-specification in projects is volatile, resulting in project scope and 
focus evolving considerably during the course of a project. Realising requirements 
for project development is often impractical prior to commencing design 
activities.  

Requirements elicitation is a key to the success of the development of non-
trivial IT systems. Effective and efficient requirements elicitation is absolutely 
essential if projects are to meet the expectations of their customers and users, and 
are to be delivered on time and within budget (Al-Rawas & Easterbrook 1996). 
Goguen and Linde (1993) have provided a comprehensive survey of techniques 
for requirements elicitation, focusing on how these techniques can deal with the 
social aspects of this activity. The requirements elicitation problem is 
fundamentally social and, thus, unsolvable if we use methods that are based 
entirely around individual cognition and ignore organisational requirements. 

Organisational requirements are those requirements that are captured when a 
system is being viewed in a social context rather than from a purely technical, 
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administrative or procedural view of the functions to be performed. Sources of 
such requirements could be power structures, roles, obligations, responsibilities, 
control and autonomy issues, values and ethics (Avison & Wood-Harper 1990). 
These types of requirements are so much embedded in organisational structure and 
policies that often they cannot easily be directly observed or articulated. 

Most established techniques, however, do not adequately address the critical 
organisational and ‘softer’, people-related issues of software systems.  This is 
particularly important when the project involves different stakeholders.  
From our experience involving a renovation project management case study, we 
found that requirements elicitation for a project must be based on trust. The 
project failed because of lack of trust among and between the stakeholders. Trust 
is fundamental to the success of project.  This paper begins with a review of trust 
followed by a case study discussing the failure of the project, the renovation of a 
university. The reasons for the failure are then presented. Suggestions for building 
trust are discussed. The paper concludes with suggestions for further research.  

2   Trust 

Requirements elicitation requires building relationships and trust among the 
project stakeholders. When trust is absent, the requirements elicitation process will 
take longer, be incomplete, and will generally become an unpleasant experience 
for all concerned. Although building relationships takes time and effort, it can 
actually shorten project time and result in improved project performance. 

”Trust is a psychological state comprising the intention to accept vulnerability 
based upon positive expectations of the intentions or behaviour of another” 
(Rousseau, Sitkin, Burt & Camerer, 1998). Several factors determine the 
trustworthiness of an individual. According to of Sako (1992), several authors 
have adopted a taxonomy of trust dimensions that involves three components: 
ethical, technical and behavioural. Mayer and others (1950) defined trust as the 
simultaneous belief in a business partner’s integrity, reliability and ability to care. 
Trust happens when there is a simultaneous belief in these three elements. 

There are two definitions of trust that can be found in management literature. 
The first one defines trust as predictability, and one that emphasizes the role of 
goodwill (Hardy et al. 1998:64). Trust as predictability, points out that trust 
ensures that you can count on knowledge produced in a specific context by 
specific people or as Bachmann (2001:342) emphasizes, “trust reduces uncertainty 
in that it allows for specific (rather than arbitrary) assumptions about other social 
actors’ future behaviour.” The second definition points out that trust is more than 
predictability. It also includes goodwill, the existence of common values that can 
be translated into common goals (Hardy et al.1998:68). However considering trust 
in terms of both predictability and goodwill presupposes that predictability arises 
from shared meaning, while goodwill arises from the participation of all partners 
in the communication process whereby this shared meaning is created (ibid.:69). 
Thus, trust can be considered a continuous process of sense-making and 
negotiating that bridges heterogeneous groups.  
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Trust is unlikely to emerge spontaneously and, so, we need to learn how to 
create trust between actors with very different goals and values (Hardy et al. 
1998:65). Consequently, trust is a performed achievement of a concerted and 
highly heterogeneous effort with actors, artefacts and other externalized 
knowledge representations. Trust embodies an expectation that those we work 
with will not take advantage of one another or exploit situations that benefit one at 
the expense of others. When trust is low, we usually build formal protections into 
these relationships. When trust is high, we are more likely to develop informal but 
well-understood ways of working together. Often the social context demands a 
formal framework for collaboration.  

There are different types of trust (Dawes 2003): 

• Deterrence-based trust or calculus-based trust: Results from a fear of the 
consequences of behaving in an untrustworthy matter. Calculus process is 
where a trustor calculates the costs and/or rewards for another party to be 
opportunistic. In the prediction process, the trustor forecasts another party’s 
behaviour from historical data. The individual recognizes the consequences for 
not doing what he or she said he or she would do. Calculus-based trust rests on 
information-based rational decisions about the organization or person to be 
trusted. For example, you might decide to trust your doctor based first on his or 
her professional credentials and public reputation. Your trust may be 
challenged or reinforced as you acquire more information through personal 
interactions regarding your medical care. 

• Identity-based trust is based on familiarity and repeated interactions among the 
participants. Identity-based trust also emerges from joint membership in a 
profession, a team, a work group, or a social group. Members of a sports team 
often develop deep trust in one another based on long term association and 
frequent interactions. Players come to know their teammates well and expect 
them to respond to different game situations in predictable, accepted ways. 

• Institution-based trust rests on social structures and norms, such as laws and 
contracts, which define and limit acceptable behavior. When two companies 
enter into a partnership, they draw up formal contracts that specify rights and 
obligations, and these contracts conform to a body of accepted contract law. 
Even if the partners are not entirely sure about all the details of one another’s 
operations, they know they can rely on the contract and its legal underpinnings 
to help the relationship work. Professional trust may rest on any or all three 
types of trust. 

• Swift trust: The time available does not allow trust to be built up in the normal 
way, and team members simply assume that the other team members embrace 
similar values to their own (Jarvenpaa & Shaw 1998). 

• Knowledge-based trust: The individuals trust each other, as they know each 
other sufficiently well to be able to predict each other’s behavior and have 
shared experiences. The trustor uses information about how the trustee has 
carried out tasks in the past to predict future action (Jarvenpaa & Shaw 1998). 

• Transferred trust: May occur when the trustor knows and trusts a person or 
institution that recommends the trustee. This is a form of swift trust (Jarvenpaa 
& Shaw, 1998). 
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• Psychological or behavioral trust: A predisposition towards having confidence 
that others will carry through on their obligations (Warrington, Algrab & 
Caldwell, 2000). 

• Technological trust: A belief that technologies will perform reliably and will 
not be used for untoward purposes (Chiravuri & Nazareth, 2001). 

• Organizational trust: The belief that an organization will carry through on its 
obligations (Cummings & Bromiley, 1996). 

• Situational trust: Dependence on cues and clues in the immediate social 
environment when deciding whether to trust another group, organization or 
institution (Karake-Shalhoub, 2002). 

• Interpersonal trust: An expectation that others will behave in a predictableway, 
and a willingness to be vulnerable during the trust relation (Dibben, 2000). 

Shapiro and others (1992) identified three consecutive stages through which trust 
develops: calculus-based, knowledge-based and identification-based. In the 
beginning, calculus-based trust exists when neither party is familiar with the other. 
The knowledge-based stage is entered when information flow increases and 
behaviour becomes more predictable, therefore adding more mutuality to the 
relationship. Finally, trust develops into the information-based stage. By that time, 
there should be complete empathy within the relationship and a full understanding 
of each other’s needs, wants and intentions (Ashleigh, Connell & Klein, 2003). 

Knowledge sharing requires the following types of trust: benevolence-based 
trust and competence-based trust. Benevolence-based trust is when which an 
individual will not intentionally harm another when given the opportunity to do 
so. However, another type of trust is competence-based trust. Competence-based 
trust describes a relationship in which an individual believes that another person is 
knowledgeable about a given subject area. Knowledge exchange was more 
effective when the knowledge recipient viewed the knowledge source as being 
both benevolent and competent. It is it is possible for effective knowledge sharing 
to occur in both strong-tie and weak-tie relationships as long as competence- and 
benevolence-based trust exist between the two parties. 

2.1    Different Types of Knowledge Require Different Forms of Trust 

Researchers (Abrams et al. 2002) have showed that competence-based trust had a 
major impact on knowledge transfers involving highly tacit knowledge. Serrat 
(2009) argues that high-trust environments correlate positively with high degrees of 
personnel involvement, commitment, and organizational success. Decided 
advantages include increased value; accelerated growth; market and societal trust; 
reputation and recognizable brands; effortless communication; enhanced innovation; 
positive, transparent relationships with personnel and other stakeholders; improved 
collaboration and partnering; fully aligned systems and structures; heightened 
loyalty; powerful contributions of discretionary energy; strong innovation, 
engagement, confidence, and loyalty; better execution; increased adaptability; and 
robust retention and replenishment of knowledge workers. Nothing is as relevant as 
the ubiquitous impact of high trust. 
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According to Fukuyama (1995), trust is the expectation that arises within a 
community of regular, honest and cooperative behavior, based on commonly 
shared norms, on the part of the other members of that community. 

How to build trust? 

Abrams and others (2002) suggested several ways to build trust:  

• Create a common understanding of how the business works 
The development of a common context or common understanding among the 
stakeholders is a useful way. Several of the factors are important in building 
benevolence- and competence-based trust, such as shared language and goals, 
relate to the importance of building a shared view of how the project can be 
achieved. Another issue is that of measurement. Creating this common 
understanding can make it easier for stakeholders to focus on mutually held 
goals and values, and reduce the amount of time and effort spent on individual 
issues and motivations. 

• Demonstrate trust-building behaviors 
This can be achieved by modeling and recognition of trust-building behaviors, 
such as receptivity and discretion. Employing active listening skills and 
encouraging stakeholders to voice their concerns in an atmosphere where their 
issues will not be improperly disclosed can build trust between the various 
parties.  

• Bring people together 
It is important to consider how to bring people to know each other. 

• We can create both physical and virtual spaces where people can easily interact 
with one another. It possible to leverage tools, such as collaborative spaces and 
instant messaging, to make it easier for stakeholders to communicate with one 
another. 

3   Project Front End 

According to Hughes (1991), "Every project goes through similar steps in its 
evolution in terms of stages of work. The stages vary in their intensity or 
importance depending upon the project." The common stages of a project are: 

• Demonstrating the need 
o Conception of need 
o Outline feasibility 
o Substantive feasibility study and outline financial authority 

• Pre - construction stage 
• Construction stage 
• Post completion stage 

A critical activity in the beginning of a project is to ensure that decisions and 
choices serve the best interests of the stakeholders and fulfill their long-term 
strategic objectives. The front end decisions embodied in a product concept define 
and guide the subsequent development activities later in the innovation process. 



110 M. Naaranoja and L. Uden
 

Decisions may fail if product concepts become “moving targets” (Wheelwright & 
Clark, 1992), if product initiatives are cancelled half-way through (Englund & 
Graham, 1999; Khurana & Rosenthal, 1997), if senior managers do not 
communicate their strategic goals and expectations, or if the strategies are too 
abstract to give any direction to front-end activities (Smith and Reinertsen, 1998). 

4   Case Study on Requirements Specification for a University 
Service Renovation 

4.1   Methodology 

The aim of the case study is to describe the role of trust in the initiation of the 
project. The case material was gathered by observing the process. The other author 
was involved in this process. The observed stages were first written as a story. The 
involvement of stakeholders was also studied during each stage.  

The university campus project is presented in section in sections 4.2 and 4.3. 
Sections 4.4 and 4.5 identified the kinds of trust that play important role in the 
failure of the initiation of the project.  

University campus 
University A is located on two campuses. One is in the centre of town where half 
of the students are studying in three buildings. In the seaside campus there are the 
laboratories and building 1, where the other half of the students study. In the 
seaside campus there are two other universities nearby (See figure 1). Seaside 
campus is located near to the middle of the town - only 20 minutes walk from the 
town campus. Different facility owners own all the seaside campus buildings. The 
University A buildings are owned by a facility management company– the 
laboratory is owned by the same company and by two another facility owners. 

 

Fig. 1 Simplified map of the facilities at the seaside campus. The laboratory and library 
building are shared facilities. 
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4.2    Proposals for Renovation  

The seaside building 1 of the University A was in very bad condition. There were 
fire risks in the building, such that the authorities considered banning the use of 
the facilities.  Some of the personnel were not able to teach in every classroom. 
This was known for over five years before taking any actions. Proposal for 
renovation (phase 1). 

The first university renovation proposal was written in 2007.  It was turned 
down because the university did not use the formal process defined by the facility 
owner.  

Detailed need specification (phases 2 and 3) 
This resulted in a second need-specification for Building 1. A person who was 
employed by the university was responsible of writing the detailed need report. 
The needs were studied by forming different kinds of groups: education group, 
administration group, in addition two separate groups of students were asked to 
define their needs. It was achieved through interviews with 80 staff s and 60 
students. The project also involved a survey of the state of the building where 
possible technical problems were described. The project was presented to the 
facility owner representatives during the spring of 2008 in order to write the 
formal need specification.  

The outcome was that because the analyses contained only the functions of the 
Building 1, the analysis was not able to give a sufficient overall view for decision-
making. The facility managers complained that the analyses were too detailed and 
there was a need to write a shorter description.  At this stage, the facility owner 
representatives decided not to be involved though their involvement was 
requested. They wanted the university to take charge of the formal need 
specification to include all facilities of the university. The specification also had to 
include other plans of the seaside campus.  

To speed up the process, the heads of departments in university A were to 
answer questions. The heads were given the option whether to ask the opinions of 
their employees. Some did and some did not. The formal need specification 
contains the wishes of each department.  

In January 2010 a meeting was held with the facility owner. To our surprise 
they again said that the need specification produced was not broad enough.  
According to them we need to consider the seaside campus of all the universities 
together. The University A cancelled the process of writing the need specification 
of the whole university facilities. 

Current situation 
As one can see, the project never took off during the four years of expressing the 
need to renovate. Recently the facility owners have formed a new company that 
owns two university facilities. Meanwhile the condition of the Building 1 is 
becoming worse.  
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4.3   Analysis of the Failure to Start the Project 

The actors in the project were not communicating adequately about what was 
required for the launch document and it appears that the ground rules changed at 
various times, hence hindering the appropriate knowledge capture and 
management. The lacking communication resulted in a lack of a common goal. 
The conflicting interests were not openly discussed between university and facility 
management. 

We can speculate several reasons why the rules of need specification changed –
the facility managers are also able to give reasons.  In this paper we focus on one 
reason: trust.  

In the beginning and during the whole process the facility owners trusted that 
the University would be able to write the formal need specification document in 
such a way that it can be accepted. However, every time when the facility owner 
read the new document they learned they had not given enough instructions 
regarding what kind of information they need for decision making. The parties 
used the need specification as an information broker to transfer the knowledge 
from the university to the facility manager. The process was frustrating for the 
university representatives since the process was too slow for them and the 
university representatives at the same time lost benevolence-based trust, since it 
felt like the facility management representatives did not want to help. 

Facility managers were not able to trust that all the important viewpoints were 
in the report and they were not able to make decision for the renovation. Thus 
there was a need to add new viewpoints into the presented need specification. This 
process was a learning process for both the facility and university representatives. 
Both parties were able to learn during the process.. 

The next section discusses how trust and knowledge transfer are linked together 
in the university project.  

4.4 How Lack of Trust Explains Why Renovation Failed to Start 

From our research, we found the following problems:  

• Failure to make decisions 
• Lack of trust on the information content of the need specification 
• Lack of a common goal 
• Conflicting interests from stakeholders. 

In this paper we focus on trust viewpoint.  We can argue that if the facility 
management representatives had believed in the message of the need specification 
they had been forced to make a “Go” decision in the university renovation project.  

Project front end decisions 
The decision makers did not want to start the project officially since all the facts 
related to the needs were not known. The universities plan to collaborate with each 
other and there are a lot of changes in the air since the amount of young generation 
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is decreasing every year. The lacking strategic goals of the facilities management 
were not communicated, which made it easy to postpone the decision making. 

Distrust 
The most common reason for stakeholder caution and concern is distrust, caused 
by one or more of the following: 

• Fear that the Project will, involve risk for them; 
• Fear that the end product will cost them dearly; 
• Fear of making decision in case the project will fail  

Trust usually takes time to develop. We may initially trust or not trust those 
involved on our projects, based on past experience, personal filters, culture 
(organizational, geographical, and otherwise), and a wide variety of factors that 
can influence our judgments. There was no time to build trust. The parties 
communicated by using the need specification as a media to transfer the 
knowledge, and the viewpoints were learned only inside the university. 

What is the role of trust in needs specification involving different stakeholders? 
We believe that project needs specification is embedded in a social context. 
Participation in the relevant social context is essential for the successful needs 
specification. The very existence of a relationship between participants in the 
project requires the presence of trust. Trust within and between members of the 
group can assist the dissemination of knowledge in group discussion. However, it 
is also important for us to recognize that issues of control and power also shape 
social interaction and, therefore, influence the processes of discussion. This kind 
of trust was visible inside the university. 

Recommendations for requirements elicitation  
It is important that trust can be built before the start of the project.  
1. Co creation of value  
One approach is to adopt the co creation of value from service dominant logic 
(Vargo & Lusch 2004). This can be done by discussing the content of the context 
with the different stakeholders involved. 

 
2. Building of trust  
Trust building can, for example, be supported by a facilitating session, in which a 
facilitator enables all key stakeholders to articulate their requirements in a formal 
way. This approach has many advantages, including using the synergy of the 
group to build relationships and trust. 

Complexities arise when different stakeholders have different requirements that 
must be reconciled and finalized. Without having a clear picture of the political 
landscape, stakeholders will struggle, and the project is likely to take longer than 
expected. 

5   Conclusion 

University facility renovation project has several stakeholders. The facility users 
and owners may have different values. Co-creation of values is important with all 
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the stakeholders. It is not enough that the facility owner observes the situation and 
rules what kind of need specification is broad enough and detailed as an outside 
assessor. 

The strategic goals of the university project need to be clear enough so that the 
decision makers are able to take make decision to start the project.  

Trust is important element in every project. Sometimes initial trust needs to be 
established. In other cases, unexamined initial trust was tested and needed to be 
rebuilt, often in the context of joint problem solving. Once earned, trust is still 
fragile. It needs to be nurtured through continuous attention and demonstrated in 
ongoing interactions (Abrams et al. 2002). 
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Abstract. This paper critically evaluates the impact and consequences of 
TechnoPhobia and TechnoStress (Rosen and Weil 1995) on public and corporate 
ICT policy makers. This research is set in the context of government ministries in 
Malta and performed by Aquilina in 2010/2011, as part of his MSc Dissertation. It 
is of particular significance in indicating how little has changed in the perceptions 
of ICT users surveyed as to their levels of acceptance and trust or distrust in ICT 
in their work and recreation, using the CARS and GATS scales of Rosen and 
Weil. It intimates that the problem may have got worse. The fact that 56% of the 
respondents in Malta showed some degree of technophobia should be of particular 
concern to policy makers. The consequences of Technophobia need to be 
incorporated into the policy making forum to ensure more effective ICT systems 
are developed. 

Keywords: Techno-phobia, techno-stress, ICT Policy Government Corporate 
Public Acceptance CARS GATS CTS. 

1   Introduction 

(Rosen and Weil, 1995) showed that between 33% and 50% of teachers, in a range 
of surveys between 1987 and 1989, exhibited some degree of technophobia. A 
range of research over the intervening years has identified some of the potential 
causes for technophobia as often being related to levels of experience and support. 

In our daily lives, we continue to hear comments from those around us that “the 
system failed again” or something like that, that indicates that we generally do not 
have a high degree of confidence in our use of ICT or the systems themselves. We 
are not surprised when a credit card transaction over the internet is failed by one 
of the third-party security checking systems and then try it next day and it works 
perfectly. Most people do not use the in-built help systems in PC packages but 
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prefer to “ask a friend”. We are pleasantly surprised when voice recognition 
systems work and totally unsurprised when they do not (Wilson, 2012). But, still 
we feel some level of stress as a result. 

The EU states “The ICT PSP (Policy Support Programme) aims at stimulating 
smart sustainable and inclusive growth by accelerating the wider uptake and best 
use of innovative digital technologies and content by citizens, governments and 
businesses” (EU, 2007). Thus, a very clear statement of the perceived benefits of 
ICT in the widest possible terms for all is made. It also, clearly, implicitly assumes 
that there is a high degree of acceptance by many policy makers that ICT is 
beneficial and accepted and will lead to growth in the economy. 

Technology based knowledge management systems are seen, by many, as the 
holy grail for ensuring that the crucial knowledge held by the staff in an 
organisation is captured, codified and preserved for the benefit of the organisation 
as productivity continues to increase and drive down the numbers of staff 
employed. Knowledge management is also at the heart of many government 
portals for the public to use, to gain knowledge, information and data that would 
otherwise be printed. 

It is in this context, of the wide-scale policy for ever increasing dependence on 
ICT, that Aquilina (for his MSc Project) investigated the levels of technophobia 
exhibited by staff within a Maltese government ministry. Malta is one of the 
leading countries in the world for the development of e-government. Public 
Service employees in Malta have been trained in technology so that they can meet 
today’s challenges and provide a faster, more reliable service to the public. 
Employees are expected to use a wide range of  bespoke software referred to as e-
government systems to interact with the public, that allows, amongst other 
supposed benefits, for quicker means of communications that helps to reduce 
queues and thus offer efficient service. Public Service employees can thus be 
regarded as super-users.  

Thus, it is clearly of considerable importance to understand whether the levels 
of technophobia have decreased since the original research of Rosen and Weil, as 
it could be expected that the world should have come to terms with the provision 
of and use of ICT over the following 17 years. The consequences of technophobia 
are raised levels of stress felt by individuals during their interactions with IT 
which can be measured as adverse physiological impact on the cardiovascular 
system (Wilson 2012). 

2   Literature Review 

2.1   Introduction 

Fear or dislike of computers and related technology, is called Technophobia and it 
is an issue that affects many people, many of whom don’t even know it (Rosen 
and Weil, 1992). This may sound out of place in a world where technology 
overdose is considered normal and healthy, yet it is real, and although we are just 
beginning to comprehend the effects of such phobia, history shows us that  
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man-kind has always reacted to technology, whether in a positive manner via 
adoption and use, or in negative ways such as anxiety, avoidance, incompetence, 
fear, stress, negative attitudes and cognitions and so on so forth (Brosnan, 1998). 

Questions start to arise like, do people want technology or is it imposed on 
them in some way or another? Do people want technology to be part of their lives 
and believe that if this was so it would improve it or are we mistakenly assuming 
that just because people use technology, in some form or another, they are happy 
with it? How many of us suffer from technophobia, is this wide-spread? What are 
Governments doing vis-à-vis Technology, why are they promoting it and how will 
this decision affect us? 

All these questions revolve around 2 items, technology and the human 
experience around it. Information Technology can be simply defined as “the 
modern handling of information by electronic means” (Ugwo et al, 2000). The 
Human Experience can be defined as when people interact with other people, an 
object or a situation that can happen at any point in time. 

The impact of technophobia and its sibling, TechnoStress (Weil and Rosen, 
1997), needs to be investigated due to the pervasive impact of ICT throughout 
society. There are dangers that parts of the population may become 
disenfranchised if they are unable or unwilling to engage with technology. 

Research by (Wang et al., 2008) showed that over 75% of managers in a survey 
felt that technology, instead of alleviating their job and job related stress,  has 
actually increased stress and their workloads as it not only affected usability but 
also availability. 

2.2   Innovation and Fear of Change 

Research into the take-up of innovation has shown that most populations normally 
are composed of approximately 10-15% of early adopters (the enthusiasts for 
novelty and change) about 50-60% of Hesitant “Prove Its” (who can be persuaded 
that something new might be worthwhile after all) and something like 30-40% of 
Resisters (who want nothing to do with novelty or new technology however 
beneficial it might be to their life) (Weil and Rosen, 1997). 

In the workplace, this fear of innovation needs to be overlaid with the classic 
stages of the change and response curve which operates during the introduction of 
new processes and technology. (Bocij et al., 2003) show the sequence of shock, 
denial, emotional turmoil, fear, anger, guilt, grief, acceptance and letting go, new 
ideas, search for meaning and finally, it is hoped, integration into a productive 
process. 

The consequences of this compound problem generates considerable stress for 
the workforce, which will adversely affect the organisation being able to achieve 
the intended changes and benefits in the planned timescale, with effective use of 
the new systems and procedures. 

2.3   Consequence of ICT Project Failures 

The Standish Group Chaos reports have, over the years, shown just how fragile 
the ICT project delivery process is, with a fairly consistent level of 65% to 70% of 
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all ICT projects failing to be delivered on time, to budget and with contracted for 
functionality and in the 2009 report, the failure rates were higher than for a decade 
(Standish Group 1994, 1995, 1999, 2005, 2009). The lack of functionality in the 
delivered but not fully successful projects will generate additional stresses in the 
staff, due to the lack of crucial functionality to meet the customers needs. 

In addition to all this, we are all used to random, unexpected failures of the 
technology that we rely on to conduct our work, our play and our other activities, 
credit cards are inexplicably rejected in on-line transactions, automated phone 
systems do not recognise the words we speak, servers crash, systems stop in the 
middle of a transaction, the computer systems do not understand what we want 
(Wilson, 2012) (Weil and Rosen, 1997) with the consequence that, often, our 
stress levels rise (Wilson, 2012). 

2.4   Understanding User Needs 

There are also dangers that significant effort may be wasted in the un-used or little 
used systems. The corporate world has, to some extent, learned part of its lesson 
from the Standish Group Chaos reports, which have demonstrated the critical 
value of looking to the users to define the system (Standish Group, 1994, 1995, 
1999, 2005, 2009). 

Jacob Neilsen continues to demonstrate the critical importance of understanding 
what the users need and want through his regular analyses published on his 
www.useit.com website. However, it is still the case that most new corporate 
systems are less than perfect and fail to satisfy the users. This is nowhere more 
important than in the technologically orientated approaches to knowledge 
management. 

It is therefore of concern that governments and many other types of 
organisations are continuing the drive for the development of systems which seem 
not to be used or are little valued by their intended users.  

2.5   Public Services 

Governments world-wide are driving for replacing people with web-portals for the 
intermediation of knowledge between citizens and the public services. Local 
councils in the UK are reducing the number of planning request notices in the 
local newspapers and replacing these with the web-portal. Again in the UK, all 
local authorities are required to publish all details of purchases over a value of 
about £500 on their web portals in the alleged interests of transparency. In reality, 
these actions which are suggested to place much data and knowledge into publicly 
available formats and accessible modes, actually result in burying information in 
the oceans of available data in plain sight. 

It also results in many citizens finding it very difficult to actually contact the 
relevant staff to gain answers to their questions and needs, particularly those 
citizens who find the newer ICT based processes difficult to come to terms with. 
This is a form of disenfranchisement. 
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Studies, such as (Kolsaker and Lee-Kelley, 2008) cited in (Gauld et al., 2010) 
show low use of e-gov services in Britain, finding that 22.1% of citizens had 
downloaded government information, 7.1% downloaded forms and only 4.8% 
returned completed forms. (Gauld et al., 2010) through 435 telephone interviews 
in Australia and 498 in New Zealand found that the majority of respondents are 
reluctant to use e-gov services with less then half never even visited an e-gov 
website.  The majority of respondents (70% in New Zealand) by far still preferred 
to deal with government through non-digital means. 

2.6   Education 

For years we have been told that our children and students  are the digital natives, 
the Millenial generation, Generation Y and Z. We are living, according to (Dede, 
2005) in the era of students who are at home with Web 2.0 technologies and the 
many and varied forms of electronic devices for communications. It is claimed, by 
Dede, that these new, multi-media technologies through “mediated immersion” 
offer many new ways of meeting the needs of students whose learning styles do 
not benefit from the classic classroom style of teaching and learning, including the 
strengthening of “communal learning involving... with knowledge spread across a 
community and a context as well as within an individual”. 

However, it is found that even though most of the children passing through the 
UK educational system have attended ICT classes, often gaining European 
Computer Driving Licence (ECDL) and Computer Literacy and Information 
Technology (CLAIT) qualifications, they present as undergraduates at University 
with very low levels of ICT literacy (Self and Goh, 2009) with remedial classes 
being found to be of vital importance. They have little idea of blogging or using 
wikis, they have little idea of creating successful search strategies to find 
academic sources of information. 

2.7   Consequences for Knowledge Management 

In the light of the above and the continued developments of new and improved 
systems for the delivery of services and the modern drive for the use of ICT in 
enabling knowledge management for the learning organisation, it is important to 
determine whether the proportions of the population who are either techno-phobic 
or techno-stressed has changed since the original work of Rosen and Weil. 

In order to evaluate whether there have been any changes as a result of the 
rapidly growing use of PCs and the internet during the first decade of the 21st 
century, Aquilina undertook a project during his MSc programme at the 
University of Derby to measure the levels of techno-phobia and techno-stress 
amongst a group of Maltese government employees, who use ICT to carry out 
their daily jobs. 
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3   Research Methodology 

3.1   Research Strategy 

The research strategy chosen was a quantitative approach in order to ensure that a 
relatively wide sample of ICT users could be evaluated, even though it is clear that 
the research would be measuring perceptions, using the Likert scale which, 
conveniently results in statistically analysable quantitative data. 

3.2   Research Instrument 

The questionnaire was divided into 4 parts. 
The first part collected demographic data and also a “Yes” or “No” answer to 

the question of whether the respondents had a Maltese Electronic Identification  
(e-id) to access E-gov services. 

The other three parts were the Technophobia tests created and validated by  
(Dr Rosen and Dr Weil, 1992). These are: 

• questions related to Computer Anxiety named Computer Anxiety Rating Scale 
(CARS) 

• questions related to Computer thoughts named  Computer Thoughts Survey 
(CTS) 

• questions related to General Attitudes towards Computers named General 
Attitudes Towards Computer Scale (GATCS).  

3.3   Research Instrument Design 

CARS contains 20 likert scale questions scored from 1 to 5 with 1 indicating a 
response of “not at all” and 5 reflecting a response of “very much”.  CARS 
contains items created to assess technological anxiety that includes anxiety about 
the machines, their role in society, computer programming, use (including 
consumer use) and issues with computers and technology.  Scoring is divided into 
three parts: Interactive Computer Learning Anxiety, Consumer Technology 
Anxiety and Observational Computer Learning Anxiety with the higher the score 
the more computer anxious the subject is. 

CTS was modeled after the CARS with a similar 20 likert scale questions that 
ranks from “not at all” to “very often”.  CTS reflects how often the respondent had 
each thought (depending on the question) when working or thinking of technology 
and assesses directly computer enjoyment.   CTS differs from CARS as 11 
questions are phrased negatively while the other 9 items are phrased positively.  
Negative items were reversed-scored to yield a summated score with higher 
numbers reflecting more positive cognitions and lower numbers reflecting more 
negative cognitions. 

GATCS is also modeled with a 20 likert scale questions that ranges from 
“Strongly Agree” to “Strongly Disagree”. GATCS contains items created to assess 
attitudes towards computer in education, in employment and in health care.  It also 
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assesses attitudes towards computer control, inequity in computer ability, solving 
societal problems using computer and computers and future jobs.  Similar to the 
CTS, GATCS also was formed with 10 items stated negatively while the others 
positively.  After reverse scoring the 10 negative items, the GATCS higher scores 
will yield more positive attitudes towards computers and technology while lower 
scores reflect more negative values. 

The scores for each of the three scales can then be combined, according to the 
(Rosen and Weil, 1992) procedure to give an indication of the levels of 
TechnoPhobia and TechnoStress felt by the respondents. This results in each 
dimension or instrument (i.e. CARS, CTS and GATCS) being divided into 3 
possible scoring: No Technophobia, Low Technophobia and Moderate/High 
Technophobia. 

Any subject who scores in the Moderate/High Technophobia Group on any one 
measure is considered to possess moderate or high technophobia. Any subject who 
scores in the No Technophobia Group on all measures is considered to have no 
technophobia. Any subject who scores in the Low Technophobia Group on one or 
more measures, but does not score in the Moderate/High Technophobia Group on 
any measure is considered to have low technophobia (Rosen and Weil, 1992). 

3.3.1   Research Tool Validation 

The Questionnaire was developed originally by (Rosen and Weil, 1992) following 
14 studies using research best practices with thousands of university students, 
elementary and secondary school teachers, Business people and second school 
students.  This included a study of 3,392 students in 38 universities from 23 
countries (Weil and Rosen, 1995).  These instruments have been used by many 
other authors (Shashaani, 1993), (Heinssen Jr et al., 1987), (North and Noyes, 
2002), (McIlroy et al., 2001) validating Dr Rosen and Dr Weil’s work. 

It was, therefore, appropriate to use these scales to evaluate the situation within 
the Maltese environment. 

3.3.2   Research Procedure and Sample 

The survey was mainly conducted using an on-line questionnaire, however, a 
back-up of using a paper based form was also produced. 

The questionnaire was sent to 250 Government of Malta employees, out of 
which 116 (46.4%) submitted the completed form back.  Out of these 116 
respondents 96.6% (112) of respondents used the online questionnaire while only 
3.4% (4) of respondents used manual forms. 

10 people where asked to participate in an interview, but only 4 (40%) accepted 
such invitation. 

Gender Age Position Level 

Male 54 Operational Staff 

Female 30 Senior Management 

Female 33 Senior Management 

Male 55 Middle Management 
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It is noticeable that in this self-selected group of respondents three of the four 
respondents are of management level, which became important in interpreting the 
interviewee perspectives. 

4   Findings 

4.1   Demographics 

In terms of age ranges, the 116 respondents were relatively evenly spread across 
the age range from 20 to 60. 
 

Age Count Percent 

<= 20 1 0.9% 

21 to 30 31 27.4% 

31 to 40 32 28.3% 

41 to 50 21 18.6% 

51 to 60 24 21.2% 

Over 60 4 3.5% 

 
In terms of gender, 55% of all respondents were female while 45% were male. Out 
of all respondents 64% are currently registered and own an E-id to access the 
Maltese e-government website while 36% do not. 

4.2   Key Findings 

The most important findings are as follows:- 

1. 58.6% of respondents suffer from some degree of technophobia. 
2. Out of these 58.6% technophobic respondents, 19% suffered from moderate to 

high technophobia while 39% suffered from Low Technophobia in any of the 
three dimensions. 

3. From all of respondents, 72 (64%) had an E-id and 41 (56.9%) of these E-id 
holders where technophobic. 

4. out of a total of 58.6% respondents, 25% where male while 33% where female. 
5. 56% of all male respondents suffered from Technophobia on any of the 3 

dimensions 
6. 59% of all female respondents suffered from Technophobia on any of the 3 

dimensions 

4.3   Discussion 

Several issues are raised by this analysis, the most significant of which is that the 
passage of 17 years has done little to change the levels of technophobia and 
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Technostress, even with the endemic levels of ICT usage in both work and private 
life. 

Indeed, given that the current sample use computers during most of the 
workday, compared to many of the school teachers in the original work by Rosen 
and Weil, who often did not need to use computers during their teaching, it might 
be considered very surprising that the levels have been sustained at such high 
levels. It is therefore extremely important to reflect on this fact and the 
implications for the providers of ICT based systems in all areas of life. 

Most people are unaware that they are technophobic, or if they are, they are 
reluctant to admit it (Rosen and Weil 1995) and this does not benefit the 
workplace as if they do not admit it, they would not try to improve the situation 
and that can lead to aggravating even further their phobia. This was clearly seen 
during the interview process where it was noted that all respondents discussed the 
subject with a firm believe that they were not technophobic yet some were very 
defensive in their answers and showed signs of uneasiness when confronted with 
diverse questions. In addition, they were all positive about the benefits to their 
organisation of ever greater provision of the e-government systems. 

Supposing that these levels of technophobia and technostress should be 
confirmed in the educational sector, the implications for the provision of 
technology enhanced learning are also very significant in terms of both the speed 
and the extent of the development of the delivery platforms for learning 
institutions. 

Weil and Rosen (1977) suggests that much can be done by carefully 
constructed and delivered education and training programmes. 

5   Conclusions and Consequences 

With technophobia and technostress being perceived to be one of the most 
challenging issues in Information Systems Research today (Sami and Pangannaiah 
2006), Governments and other organisations around the world have a significant 
task on their hands, as in one way or another technophobia and technostress 
affects them. With Governments, like other Service Providers implementing a 
diverse range of technologies to allow citizens/customers to produce and consume 
services electronically (Gilbert et al., 2003), the last thing that they want to hear 
about, is a phobia that unfortunately affects use and the adoption of such 
technologies. 

Moreover, if a phobia that is affecting a large proportion of people, as for the 
Maltese Public Sector or students in higher education, can be generalised to the 
majority, this could explain circumstances such as: slower performance of certain 
employees while using technologies, low reliance and usage on computers and 
related technologies to users and students getting anxious, nervous or stressed to 
the extent of producing less accurate performances with a subsequent increase in 
levels of computer anxiety and negative attitudes (Rosen and Maguire, 1990, cited 
in Brosnan and Lee, 1998).  

Even worse, is the clear picture Aquilina received from the interviews 
performed, where some people felt that this was something from the past, that 
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people had overcome technophobia and use computers and related technology 
regularly and willingly. The research suggests that this perception is a denial of 
reality. 

These results bring to the fore just how much technophobia can be a problem if 
it is unnoticed. Without the realization of the problem, the problem will never be 
tackled, let alone resolved.  

However, there also remains the question as to the usability of the technology 
that is being delivered today and its design congruence (or lack thereof) with 
human thought and behaviour patterns.  

Given the rapidly increasing use of knowledge management and all the other 
technology based systems world-wide, unless both training, as advocated by 
Rosen and Weil, and design issues, as advocated by Neilsen, are incorporated into 
the design, implementation and change management plans, it is very likely that the 
projects will continue to not deliver any significant benefits to the organisations 
commissioning them and they will become shelf-ware. 

It is clear that far larger survey is necessary, spanning countries and types of 
organisations and age ranges to fully comprehend the levels and implications of 
technostress. 
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Abstract. Even though many Knowledge Management initiatives are already in 
operation, most do not have the right approach when it comes to capturing tacit 
knowledge. This paper brings to light how social, cultural and organizational 
paradigms can be infused within a KM initiative to capture tacit and new 
knowledge. This research paper also brings to light a holistic approach to 
investigate, analyze, probe and document an activity system for a KM initiative. 
This case study based investigation uses Delphi techniques to elicit responses 
from experts from the lens of Activity Theory (AT). It probes into supervision of 
projects as a case on point to demonstrate how tacit knowledge could be elicited 
from a team of supervisors. 

Keywords: Activity Theory, Delphi Technique, Knowledge Management. 

1   Introduction 

Great philosophers, leading authors and ancients scriptures dwelling on the subject 
of knowledge have somewhat appeared to have reached a common consensus. 
They have all viewed knowledge being linked to (effective) action and 
application. If such knowledge were to only reside within the realms of human 
minds and not made explicit, then the whole discipline of Knowledge 
Management (KM) shall cease to exist. Herein lies the challenge. 

Capturing the tacit knowledge from individuals in a way that can be leveraged 
by the company is perhaps one of the biggest challenges in KM. Arguably; 
effective knowledge elicitation is a precursor to any KM initiative. Although 
managers generally have understood the importance of tacit knowledge and KM, 
most are still skeptical if the KM initiative they are embarking on may bring the 
desired results especially when investments in technology and resources are 
involved (Hurley & Green, 2005). Hence, at the heart of the whole discussion still 
lies the perennial challenge which is to effectively capture tacit and new 
knowledge. 
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2   Problem Statement 

Implementing effective methods to counteract impediments in knowledge transfer 
may not always be plausible. For example, it may be too much to expect that 
contributors describe a knowledge artifact, including the factors that associate the 
strategy with the original context, and how the strategy should change when 
applied to different contexts (Szulanski, G., 1996). 

Although in theory there are sufficient amount of literature espousing the need 
for holistic knowledge capture, in actual practice, knowledge capture has not been 
that holistic (Akhavan et al., 2005). Although many research findings have pointed 
out social, cultural and organisational issues as impediments towards successful 
KM implementation, current frameworks are ill-suited towards alleviating these 
hurdles.   

3   Literature Review 

Working with leading companies and government organizations, the IBM Institute 
for Knowledge-Based Organizations has identified a number of important 
roadblocks that organizations typically face when implementing knowledge 
management programs. These roadblocks are (Fontain and Lesser, 2002): 

• Failure to align KM efforts with the organization’s strategic objectives; 
• Creation of repositories without addressing the need to manage content and 

context; 
• Failure to understand and connect KM into individuals’ daily work activities 

Although the aforementioned roadblocks are not exhaustive, they represent issues 
that can hinder the effectiveness of a KM effort, costing organizations time, 
money, resources and perhaps, most importantly their ability to affect meaningful 
business results (Akhavan et al., 2005). 

KM approaches may fail when they are designed without input from all 
stakeholders. This happens when systems analysis and design ignores the 
community processes and organizational culture (Lee et al., 2002). This is very 
likely to increase resistance in adoption of the approach and considered a failure 
factor in the development of any systematic approach. 

From the old adage; Tell me and I’ll forget. Show me, and I may not remember. 
Involve me, and I’ll understand. Much like the old adage, Activity Theory (AT) is 
a way of examining human practices and also the study of the progression of 
human activity within a relevant context (Engeström, 1999). It is also a theoretical 
framework for clarifying human activity and illustrates human point of view, 
interest and interaction. People are embedded in a physical and socio-cultural 
context and their behavior cannot be understood outside of it. Human activities are 
dynamic and if at all, a theory is used to understand and analyse human activities 
and contexts, it must be capable of the same (dynamic). That being said, AT is a 
clarifying tool and not a predictive theory but this is sufficient to unravel intricacy 
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of human behavior, cultural sensitivities and organizational context (Kaptelinin  
et ak., 1995). Using AT one is able to explain why things are done the way it’s 
done, highlight deviations from the norms (human activity) and explicating best 
practices, all of which would contribute to the body of knowledge. In this context, 
it is evident that AT has much to offer to the realm of KM. 

4   Case Study 

4.1   Background 

Programming project is a module where a student undertakes a software 
development project independently for duration of 14 weeks. Students who enroll 
themselves for this module typically do not attend lectures but engages in weekly 
consultations with a nominated supervisor. The deliverable of this subject includes 
a software prototype and documentation. Supervision of projects is inherently 
different from that of lecturing. A competent lecturer may not necessarily make 
good supervisors and vice versa. It has been observed that experienced supervisors 
play a key role in bringing out the best out of their students.  

In order to ensure students’ achieve his or her full potential, it is of paramount 
importance that a supervisor must not only embody sufficient technical prowess in 
the area that he or she is supervising but must possess adequate people-skills. 
There is also no such thing as ‘one size fits all’. An approach which might benefit 
one student may not necessarily benefit another. Likewise, an approach that 
benefitted one student in the past may not necessarily benefit him in another 
context or project. It is also interesting to note that no two supervisors may use the 
same approach in supervision. Yet both may potentially achieve a good outcome 
respectively. What is even more challenging is that despite effective supervision, a 
student may not necessarily do well since 90% of a student’s success rests on him 
and not the supervisor. Each supervisor has his or her own style of supervision. 
Good and consistent supervision provides a good practice guideline for the 
students who are undertaking programming projects to ensure consistency of 
approach for supervisors and students across the school. The aforementioned 
challenges and complexities often demand the best from supervisors alike. For 
new and budding supervisors, these demands often weigh them down 
consequently affecting the quality of project supervision.   

The study was conducted at Taylor’s University, Malaysia involving 10 
experienced undergraduate supervisors but restricted to only lecturers from the 
School of Computing.  

4.2   Aim of the Case Study 

The aim of this case study based investigation is to elicit best practices with 
regards to supervision of programming project. The outcome of the exercise 
 



132 S. Sukumaran, A. Rahim, and K. Chandran
 

would be a deployment of a KM system although this is beyond the scope of the 
case study. This research however, shall delve on the gathering of tacit knowledge 
required for the KM system. It is hoped that the exercise can shed better insights 
on the intricacies and methods employed by supervisors in differing contexts.  
Programming project is a subject that requires students to develop a software 
artifact as a solution to a problem as part of their submission. Students will have to 
provide a documentation outlining their effort and methods employed. There is no 
examination for this subject and students are largely on their own with periodic 
contact with a nominated supervisor.  

4.3   Modus Operandi 

The Delphi technique is a systematic method of collecting opinions from a group 
of experts through a series of questionnaires. The interactive approach espoused in 
Delphi allows KM experts to reconsider their judgments in the light of feedback 
from peers. The process also gives KM experts more time to think through their 
ideas before committing themselves to them, leading to a better quality of 
response. The anonymity of the approach enables experts to express their opinions 
freely, without institutional loyalties or peer pressure groups getting in the way. 

The key functions are identified and should be fulfilled in terms of the 
supervisory process. The researcher is aware that within the supervisory process, 
lies a unique and specific “style” that is not standardized and subjective. The 
“style” belongs to the supervisor’s own way of supervising a student (supervisee). 

All current knowledge elicitation frameworks have strengths and weaknesses 
but very few provide useful support for the critical - people-related (or softer) 
organizational behavioral issues crucial to the successful implementation of any 
new process or system. In this context, AT would appear to have much to offer, 
incorporating, as it does, notions of intention, history, mediation, motivation, 
understanding, communication, culture and context. 

The Delphi technique was used as mentioned above involving a 10 senior 
supervisors (experts) from the School of Computing, Taylor’s University. The 
projects being supervised are limited to ICT projects which are also typically the 
research area of the supervisor. The Delphi technique involves a set of common 
questions to elicit responses aimed to devise criteria and elements required for 
effective supervision on the part of undergraduate supervisors. 

4.4   Analysis of the Activity System Using Activity Theory 

A significant attempt to operationalize theoretical concepts of AT was undertaken 
by (Uden, 2001). Uden in her paper used AT as a descriptive tool for 
understanding what is happening within an activity system and also a practical 
tool for guiding the requirements elicitation process. The following ten-step model 
of Activity Theory into requirements elicitation has been adapted from (Uden, 
2001). 
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An activity is transformation process driven by people’s needs. The process 
transforms objects into the outcomes that satisfy those needs. Subject is the active 
component that carries out the activity is the subject. Tools are element used in 
transformation. Meanwhile communities are the sets of subjects related directly or 
indirectly to the same objects. The relationships between subject and communities 
are determined by rules, for instance laws or social conventions. Where else the 
relationship between community and objects are determined by the division of 
labors.  
 
Clarifying the purpose of the activity system (Step 1) 
This stage is the most important stage in the process because the main motive and 
expectations about the outcome is being anticipated by the stakeholders. Based on 
(Uden, 2001), this step has a dual purpose: 

• Firstly, to understand the context within which activities occur. What are the 
supervisors concerns when it comes to the supervision of the students in 
programming a project? 

• Secondly, to reach a thorough understanding of the motivations for the activity 
being modeled and any interpretations of perceived contradictions. Each 
supervisor has his or her own way of supervision and this kind of supervision 
may be differing and tacit in nature which can either be a problem or a boon.  

From the above two purposes, getting an input from the stakeholders of the system 
is crucial. The stakeholders are the lecturers (supervisors). It is important to ensure 
that the activity system is meaningful from their input on how to understand the 
relevant context within the activities. Each supervisor has his or her own set of 
motives, habits and rules which are not standardized when it comes to supervision. 
The goal of this activity is to make the supervision more consistent and robust and 
to highlight the best practices that can be formulated upon the elicitation of tacit 
knowledge from the supervisors. Inconsistencies where detected has its place in 
AT provided such inconsistencies (contradictions) are brought to light.  

The activities embedded within a typical supervision are as follows: 

1. Motivation – supervisor’s style of motivating the student to perform better; 
2. Consultation / Communication – communication style between the student and 

the supervisor; 
3. Management – administrative duties of the supervisor; 
4. Guidance – guiding supervisees on the right way of work or practice in terms of 

time management and technical skills; 

Analyze the activity system (Step 2) 
This is where the author starts to define the mechanism of activity in detail. From 
this case study, the author can analyze the activity system based on specified 
subjects, objects, communities, rules, division of labour and tools. The details are 
listed below: 
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Activity:  The activity of interest in the case study is the supervision 
process. 

Object:  The purpose of this activity is to ensure successful supervision 
of project.  

Subjects: Supervisors who are in charge of handling students enrolled for 
Programming Project. 

Tools:  Supervisors’ approach, email, Blackboard®, documents and 
guidelines. 

Community: Supervisors, Students 
Rules:  Log sheets, course outline, examiners’ remarks 

Division of labour: None (Project carried out independently) 
 
Produce an activity system of the application (Step 3) 
This step entails analyzing information of the activity system collected from the 
preceding stage before enabling the researcher to obtain basic knowledge of the 
case study and to produce the activity system. The purpose of this step is to map 
the activity system into the Engestrom’s model from the viewpoint of the 
supervisor as shown below: 

 

Fig. 1 Activity system from a view point of the supervisor 

Analyze the activity structure (Step 4) 
The activities can be broken down into operations to analyze and understand the 
context within which it was set for. As the levels go deeper, the interaction process 
between the supervisor and the student can be understood more clearly as seen 
below; 
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Table 1 Activity structure for discussing topic with student 

Activity Actions Operations 

Discuss topic with 
student 

Choose the student’s 
topic 

1. Student choose the lecturer 

2. Listen to the student 

3. Evaluate the topic 

4. Give advice to the student 

5. Approve the student’s topic 

Choose the topic of 
interest 

1. Student choose the lecturer 

2. Student inquires about available topic 

3. Give the topic 

4. Mutual agreement with student about topic 

5. Approve the student’s topic 

Reject the topic 1. Student choose the lecturer 

2. Listen to the student 

3. Evaluate the topic 

4. Topic inappropriate 

5. Reject the topic 

 
Analyze tools and mediators (Step 5) 
From the analysis of the activity structure, the author can obtain information 
regarding tools and mediators. The subject, object and community do not co-relate 
directly with each other. The interaction between subject, object and community is 
mediated by tools.  Decomposition of one such activity is shown below:  

Discuss topic with student 
 

 

 

Fig. 2 Activity system for subject-tool-community 

Tool: Supervisor’s approach method and email 

Community: Student 

Subject: Supervisor 
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Referring to the above figure, a student can discuss a topic with a supervisor using 
the supervisor’s approach or email the supervisor, both of which act as mediators. 
A supervisor’s approach and method (tool of thinking) can be used as a mediator 
to conduct the activity because each supervisor has his or her method of handling 
the student. Besides that, the usage of email is also possible in case the supervisor 
or the student is not free. The tool of thinking is basically a tacit knowledge that is 
concealed within the supervisor’s approach of supervision. 

 

Decompose the situation’s activity system (Step 6) 
Activity notation can be used to assist the development of narrowing down the 
state of the larger activity into smaller manageable units. One such decomposition 
of an activity is shown below: 

Table 2 One of the activities that being decompose into an activity system 

Actors(Doers) Mediators Objective(Purpose) 

Subject: Supervisor Tools: Supervisor method, email (directive 
tools) 

Approving the topic 

 
Generate questions for each activity notation (Step 7) 
Questions that are specific to a particular combination within the activity notation 
and sub-activity triangle are generated. The questions can be general or specific to 
a particular situation (Uden, 2001). Getting feedback from the experts is crucial. 
The challenge here is handling the students consistently and effectively. In order 
to achieve this, tacit knowledge from the experts (supervisors) must be acquired. 
Capturing the tacit knowledge from the experts can be done via the Delphi 
method. The Delphi Technique was originally conceived as a way to obtain the 
opinion of experts without necessarily bringing them together face to face (Stuter, 
2003). 

In this step, a series of questions will be asked to the experts. Delphi is an 
expert survey in two or more 'rounds' in which in the second and later rounds of 
the survey the results of the previous round are given as feedback. Therefore, the 
experts response from the second round can influence the response of other 
colleagues' opinions (Cuhls, 2003). The process of Delphi mindfully uses the AT 
notion in obtaining human related information allowing social-organization 
processes to be accounted. 
 
Conduct detailed investigation (Step 8) 
This step is to conduct detailed investigation based on the questions and interview 
that have been generated in the previous stage. The main goal here is to discuss 
and bring to light conflicting issues within the activity notation. Some of which 
are listed below; 

• How does other automated or non automated tools help create better 
supervision (subject –tool – object) 

• How does interim deliverables schedule can help supervisor to supervise the 
student better (subject –rule – object) 
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• How do can help the student to perform better (community-rule-object) 
• How does student response to the methods of supervising from their 

supervisor? (community-tool-object) 

Analyze the context (Step 9) 
Based from the questions posed to the panel of experts, the context can be 
discovered by analyzing the answers provided after several rounds of Delphi 
interviews. Several contexts were unearthed from this exercise and each analyzed 
as follows: 

• Supervisors’ ways of discussing the topic of the project with the student 
• Encouragement regarding new idea about the project 
• Estimating student’s ability 
• Strategies to aid students in avoiding delay progress 
• Usage of tools among supervisor 
• Overall approach in supervision by the supervisors 

Discussion on each of the above could not be highlighted here due to the elaborate 
nature of discussion.  
 
Analyze activity system dynamics (Step 10) 
In this final stage, all the data that has been gathered and analysed and interpreted 
in terms of AT’s view on contradictions. Engeström (1987) emphasized the 
importance of contradictions in understanding how an activity system works. In 
this case study of supervision of Programming Project, each supervisor has his or 
her own view and this personal view will eventually lead to a contradiction of 
opinions. By identifying the tensions and interactions between the elements of an 
activity system, it is possible to reconstruct the system in its concrete diversity and 
richness, and therefore explain and foresee its development (Engeström, 1999). 

Several types of contradictions are identified from the case study which forms 
the basis of our knowledge elicitation exercise as stated below: 

- Rule node: Log sheets  
Log sheets serve as mechanism for the students to document the progress of their 
project. The usages of log sheets are effective if students are honest and discipline. 
The supervisor evaluate the logs and authorizes next course of action. 

- Rule Node: Deliverables  
Interim progress checking is effective to guide students in avoiding delayed 
progress. Even though most of the experts agree with this method, to perform this 
method practically requires a lot of time and effort from the supervisor. Interim 
checking can be done weekly or once in two weeks depending on the supervisor. 
The supervisor might be engaged in other academic activities leaving him or her 
unable to perform interim progress checking. 

- Tool node: Thinking tools (Approach) 
Most supervisors prefer to have casual supervision which refers to providing 
greater freedom to supervisees to carry out their course of research independently 
without exercising excessive demands on them. This is true since most supervisors 
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generally supervise students who are academically above than average, i.e. 
discipline and self-motivated. It was seen from the interviews that supervisor’s 
approach may change if they tend to supervise students that are not motivated and 
academically weak. In such cases, supervisors generally employ a more 
regimental approach in supervision instead of a casual one mentioned earlier. 

- Subject node: Supervisor way of evaluating student’s capabilities. 
Some supervisors believe that attitude and the willingness of the student is an 
important aspect to ensure that students can embark on a project. Other 
supervisors feel that a student’s ability to undertake a project depends on one’s 
academic performance. These two perceived opinions contradict but forms an 
important tacit input to the way a supervisor engages with his supervisees.  

5   Conclusion 

The increasing importance of knowledge for organizational success is hardly 
questionable nowadays resulting in significant attention directed towards 
elicitation of knowledge. KM frameworks should be realigned from a best practice 
to a best fit approach. This means knowledge elicitation framework should first 
provide a mechanism to investigate and understand an organization’s context, and 
then, based on the context, provide insight into the most suitable and holistic 
approach to KM. The investigative method employed in this case study through 
the lens of Activity Theory (AT) exemplifies that in order to harvest tacit 
knowledge, KM practitioners must leverage on situations and context which may 
give rise to different meaning and consequently new knowledge. By using both 
AT and Delphi technique, deep analysis was performed, situations and contexts 
probed into which was otherwise not possible.  

The main challenge the researchers faced was that while the study was only 
restricted to project supervision within ICT domain, large number disciplines 
within ICT has rendered some questions relatively insignificant when applied in 
some disciplines and vice versa. This issue was palpable in the study since each 
supervisor was involved in projects with distinct research areas from the other 
which proved to be an important determinant influencing the nature of 
supervision. This has resulted in a criterion or element deemed important for one 
supervisor appears insignificant to another. This has led to the limitation of the 
research because while the knowledge elicited using Delphi technique has shed 
interesting and deep insights into the nature of project supervision from experts, 
one cannot still generalise the findings with regards to criteria and elements 
required for projects supervision due to the reasons mentioned above.  

On a positive note, the authors have shown that it is possible to elicit 
knowledge seamlessly taking into account social, cultural and organizational 
paradigms and its dynamics through Engeström’s AT model of activity system. 
The ability of AT to find contradictions amongst opinions and thoughts is truly 
remarkable providing authors with valuable insights and new knowledge. A 
combination of AT and Delphi technique fused in a KM initiative as shown in this 
paper has paved the way and laid the foundation for the construction of a new 
knowledge elicitation framework which is potentially more holistic and grounded. 
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6   Further Research 

Further research is needed to develop a full-fledged knowledge elicitation 
framework building upon the tenets discussed in this paper. Subsequently, 
researchers could further twig the framework so that it can be generalized with 
carefully designed plug-points to enable seamless knowledge elicitation practices 
across domains. Conversely, researchers can also consider applying the same steps 
as outlined in this case study to other KM initiatives. 
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Abstract. The aim of this paper is to explain how we can achieve and integrate 
customer knowledge into the software engineering process in multi-disciplined 
product development, through developing dynamic capabilities. According to 
service dominant logic, knowledge assets are key drivers in creating competitive 
advantage for organizations. This research will provide significant new information 
about the role of customer knowledge in value creation for the software engineering 
process in the machinery industry. As the result of the research, a model for 
acquisition and use of customer knowledge in value creation of the software 
engineering process is created and guidelines produced. 

Keywords: customer knowledge, dynamic capabilities, software engineering. 

1   Introduction 

The design and development of embedded software for machinery engineering is 
not trivial. Firstly, the role of software engineering in the machinery industry is 
changing. Software products are increasingly becoming more important.  
Traditionally, the product's competitive edge in terms of mechanical engineering 
is based on the characteristics of the physical product. Today, it is increasingly 
em-bedded in software-based products. Software production in a machinery 
company has a strategic role in the company’s competitive advantage. It has 
shifted from a complementary role to the focus of the product development in 
machinery companies. 

Secondly, according to machinery industry reports [15], the following drivers 
of change are influencing the strategic position and value creation in the 
machinery industry: changing customer needs, changing competitive position, 
including price competition and the requirements of focusing, and technological 
changes and environmental issues. Today, customers require detailed and 
comprehensive solutions. The production of customized products requires 
accurate knowledge about (and from) the customer. This is especially important in 
the value creation for software engineering. We have developed a value creation 
model in software engineering for a multi-national machinery company [1, 2].   
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The methodology involves a case study using action research. In data 
collection, several methods were used: interviews, workshops, modeling of 
information flows and processes, inquiries and observation. The data was 
collected over a seven-year period in a machinery company using longitudinal 
empirical research. 

Our study is based on a multi-national group of machinery companies. The 
company group operates several manufacturing plants in Finland, one in Europe 
and sales subsidiaries in Europe and Northern America. The aim of the software 
engineering process is to implement common continuous product development 
and customer-oriented product development projects. The most typical product 
sold to customers is the standard product complemented with customer-specific 
features. This leads to the demand for new standards and exact customer 
knowledge. The use of customer knowledge in the value creation of the software 
engineering process requires acquisition and integration of different knowledge 
assets in value creation through dynamic capabilities. Dynamic capabilities refer 
to the firm's willingness to re-develop processes and routines in order to develop 
and renew the resources of the organization [18, 26, 27, 28].  

From our research, we have identified problems with customer knowledge in 
the different phases of software engineering process: requirements, specifications, 
design, re-design and testing. The requirement phase is informal and very often 
critical customer knowledge is missing. Inadequate knowledge produces 
uncertainty for both customer and salesman. The specifications are often unclear, 
resulting from inappropriate knowledge about features required by customers. 
Better definitions of interfaces are required. The boundary between the phases of 
design and re-design influences the quality of the software engineering process in 
multidiscipline product development processes. There are problems with 
communication between mechanical and electrical engineering processes. 
Typically, the communication is unidirectional and few. There is the risk that 
important customer knowledge does not reach the software engineers. Because 
proper software testing functions are missing, software bugs often appear during 
physical machine testing at the factory or with customers. There are no inspection 
methods or metrics in use. Customer information, for instance customer claims, 
are also not properly documented. It would seem that currently the use of 
customer knowledge in software development is insufficient. 

This research seeks to answer how we can improve value creation of the 
software engineering process and what kind of development actions are needed in 
order to create and integrate customer knowledge in multidisciplinary product 
development in the machinery industry.  

This paper begins with a brief review of the value creation model. This is 
followed by brief reviews of the customer knowledge and dynamic capabilities. 
Subsequent sections discuss how to use dynamic capabilities in order to capture 
customer knowledge in value creation in software engineering process. This is 
followed by a brief evaluation of the model of the integration of customer 
knowledge in software engineering. The paper concludes with suggestions for 
further research. 
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2   Value Creation Model 

Based on the action research cycles during seven years the model of value creation 
has been developed (See Figure 1). The model describes the value creation 
process through dynamic capabilities from balanced scorecard perspectives. It is 
divided into three dimensions as follows: core, three-level layers and 
environmental perspectives. 

 

 

Fig. 1 The model of value creation in software engineering 

Firstly, the core of the model consists of the resources of the software 
engineering process. In order to confront the requirements of the changing 
environment, the competences of different perspectives are required. Secondly, the 
layers around the core describe the dynamic capabilities, which are needed to 
sustain competitive advantage. The development of dynamic capabilities in this 
model is mainly based on the information flows [11, 18]. 

In order to create and sustain competitive advantage, the software engineering 
process must renew and develop its organizational capabilities. The inner layer of 
the model consists of the gain and release of resources, which are needed to 
confront the demands of a changing environment. It is important that the resources 
of the software engineering process are assessed and new resources are acquired 
and other resources are released continuously. The middle layer of the model 
describes reconfiguration of resources, which is based on the need to renew and 
develop the process and working practices all the time.  

The outer layer illustrates the integration of resources. The integration 
comprises the integration between processes, i.e. inside and outside the software 
engineering process, between the other assets of the firm. Thirdly, the 
environmental perspectives are described as follows: customer, financial, internal 
process and learning and growth. 
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3   Customer Knowledge 

Knowledge is a key competitive factor in the global economy. It is now generally 
accepted that the customer is a key strategic resource in any company’s success. It 
is important to manage customer knowledge (CK), in order to support the 
generation of better new products and services to secure customer loyalty and to 
obtain the synergy of collaboration between companies and customers [12]. 

According to Sofianti et al. [24] Customer Knowledge Management (CKM) is 
the strategic process by which cutting edge companies emancipate their customers 
from passive recipients of products and services, to empowerment as knowledge 
partners. CKM is about gaining, sharing, and expanding the knowledge residing in 
customers, to both customer and corporate benefit. 

CKM is described as an ongoing process of generating, disseminating and 
using customer knowledge within an organization and between an organization 
and its customers [24]. In order for the organization to be more efficient and 
effective in delivering products or services to customers, and thus creating 
customer de-light, knowledge of customers will have to be managed to ensure that 
the services organizations provide are those that will address customer needs [21]. 

According to Al-Shammari [3] successful Customer Knowledge Management 
(CKM) requires transformation of organizations from product–centric to customer 
centric, from vertical to network structure, from individualistic to collective work, 
from hoarding to a sharing culture, from ceremonial to results-oriented practices, 
from functional to process work orientation, and from centralized to distributed 
computing. CKM should no longer be a tool like traditional Customer 
Relationship Management, (CRM), but be a strategic process that captures, creates 
and integrates customers dynamically [23]. It is important to identify what types 
of capabilities might facilitate CKM activities. Customer integration is regarded as 
a vital method to improve innovation performance.  

Customer knowledge management (CKM) is a combination of knowledge 
management (KM) and, customer relationship management (CRM) principles. [9] 
The objectives of CKM is gaining, sharing and expanding knowledge of (inside) 
the customer. This implies individual or group experiences in applications, 
competitor´s behaviour, possible solutions, etc. CRM aims to achieve knowledge 
about the customer. This means the use of the customer’s database. In KM the 
perspective is internal and it is focusing on sharing knowledge about customers 
among employees. In the view of business objectives KM is aiming to add 
efficiency and speed, CRM is intending to nurture the customer base and maintain 
customers. The objectives of CKM are to collaborate with customers and co-create 
value. In order to implement CKM we must create favourable conditions to 
develop it. That means understanding of customer value should be integrated in 
the software engineering process. In this paper we have produced a model based 
on dynamic capabilities.   

4   Dynamic Capabilities 

The dynamic capability perspective is used to develop CKM in the software 
engineering process. The dynamic capabilities approach is based on the work of 
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Teece et al. [25, 6]. According to Teece et al. [27], dynamic capabilities are, “The 
firm’s ability to integrate, build, and reconfigure internal and external 
competences to address rapidly changing environments”. Dynamic capabilities 
refer to the firm's willingness to re-develop processes and routines in order to 
develop and renew the resources of the organization [18, 26, 27, 28]. In dynamic 
markets this ability becomes increasingly important. It is insufficient to have strong 
resources and organizational capabilities, with continuous developing and renewing 
of its resources and organizational capabilities also required. [27, 28]. According to 
Eisenhardt and Martin [14] dynamic capabilities are “The firm´s processes that use 
resources – specifically the processes to integrate, reconfigure, gain and release 
resources – to match and even create market change. Dynamic capabilities thus are 
the organisational and strategic routines by which firms achieve new resource 
confirmations as markets emerge, collide, split, evolve and die.” 

Cepeda and Vera [11] studied the knowledge management processes behind the 
development and utilization of dynamic capabilities and their impact on 
operational capabilities. In contrast, Nielsen [18] described dynamic capabilities 
through knowledge management in his research. According to him, dynamic 
capabilities can be seen to be composed of concrete and well-known knowledge 
management activities. Both Cepeda and Vera [11] and Nielsen [18] integrated the 
dynamic capabilities approach and knowledge management approach.  

Anand et al. [5] presented a framework of continuous improvement 
infrastructure, which is derived from the dynamic capabilities perspective and its 
underlying Zollo´s and Winter´s [29] theory of organisational learning. They studied 
the content of continuous improvement strategies and identified infrastructure 
decision areas that are essential for continuous improvement initiatives.  

Barrales-Molina et al. [7] empirically studied the influence of managerial 
perceptions of the environment in the creation of dynamic capabilities. In their 
paper, they identified three dimensions of competitive environment: dynamism, 
complexity, and munificence. Moreover, they used Zollo´s and Winter´s [29] 
theoretical model in order to explain the creation of dynamic capabilities. 
According to Barrales-Molina et al. [7] the managerial perception of the 
environment has a significant role in the processes of dynamic capabilities. 

Drnevichi´s and Kriauciunas´ [13] contribution focuses on the conditions under 
which ordinary and dynamic capabilities contribute to higher relative firm 
performance. They brought out the positive and negative contributions of 
capabilities to relative firm performance. Further, they examined the effects of 
environmental dynamism and the degree of capability heterogeneity. They found 
that environmental dynamism had negative effects on the contribution of ordinary 
capabilities and a positive effect on the contribution of dynamic capabilities to 
relative firm performance. According to Drnevichi and Kriauciunas [13], the 
direct effects of capabilities are stronger with a process-level performance 
measure, while environmental dynamism and heterogeneity have a stronger 
influence with firm-level measures. 

Khavul et al. [13] concentrated on the development of customer-focused 
dynamic capabilities, which are needed because the globalization of innovation 
calls for entrepreneurial new ventures from emerging economies. Shamsie et al. 
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[22] approached dynamic capabilities in a framework of two complementary 
processes. Firms can develop existing capabilities in products and markets in 
which they have experienced recent success, or they can also purposefully focus 
on other products and markets in which they are going to build capabilities. 
Shamsie et al. [22] studied these two processes within project-based industries. 
Based on the study, they identified replication and renewal as two types of 
strategies that firms adopt in order to add a dynamic component to their 
capabilities.  

Barreto [8] concludes based on past research of dynamic capabilities and 
proposes a new definition of dynamic capabilities that accommodates old and new 
suggestions within the field and also attempts to overcome some of their 
limitations, as follows: “A dynamic capability is the firm’s potential to 
systematically solve problems, formed by its propensity to sense opportunities and 
threats, to make timely and market-oriented decisions, and to change its resource 
base.” [8] 

Dynamic capabilities emphasize management capabilities and inimitable 
combinations of resources that cut across all functions, including R&D, product 
and process development, manufacturing, human resources and organizational 
learning. They focus on the firm’s ability to face rapidly changing environments, 
in order to create and re-new resources, and change the resources mix [4, 10, 27]. 
Dynamic capabilities are important because knowledge flows from one capability 
to another, through the reconfiguration of organizational capabilities, leading to 
new knowledge that enables the firm to create superior customer value. 

According to Landroguez et al. [17], a firm’s external and internal 
organizational capabilities are of vital importance for increasing the value created 
for the customer. Because of increased customer importance, a firm should focus 
on improving those capabilities which view the customer as its key component, in 
order to maximize the value created for them. The authors proposed three 
capabilities that they believe are mainly related to customers: ‘market orientation’ 
(MO), ‘knowledge management’ (KM) and ‘customer relationship management’ 
(CRM). Landroguez et al. [17] suggested that combination and integration of 
those external and internal organizational capabilities (MO, KM and CRM) in the 
form of a dynamic capability could be used in the creation of customer value and 
in management in general. 

5   CKM in Software Engineering for Machinery Engineering  

This section describes a case study involving the development of CKM for an 
international machinery company in Finland. The context of this study is 
presented in Figure 2. The creation and sustaining of competitive advantage 
require customer knowledge asset as a key driver. The borders between the 
software engineering process and the customer impose certain barriers in 
acquisition and integration process of customer knowledge. In order to solve this 
challenge the development process of dynamic capabilities is applied in this study. 
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Fig. 2 The context of the research  

The study gives a deep understanding of the role of customer knowledge in 
value creation of software engineering process, which will be achieved by analysis 
of information flows and processes in multidisciplinary product development. In 
this case study the acquisition and use of customer knowledge in value creation of 
the software engineering process is created, implemented and evaluated. In order 
to start the CKM process, customer understanding was developed by developing 
dynamic capabilities. The development process of dynamic capabilities necessitates 
development methods which are easily integrated in common routines in order to 
create commitment to the new value creation.  

The developed model aims to extend the perspective of software engineering in 
order to move from understanding of one’s own process towards understanding of 
the customer's business operations. The customer has an essential role in the value 
creation as in Bowman and Ambrosini´s [10], Norman´s [19] and O´Cass and 
Ngo´s [20] models.  

In order to create and sustain competitive advantage, the software engineering 
process must renew and develop its organizational capabilities. The role of 
customer knowledge is described according to Eisenhard and Martin´s [14] 
definition of dynamic capabilities is used as a basis for the classification: 
integrate, reconfigure, gain and release resources (Cf. Figure 1). 

Regarding customer knowledge, the following integration activities were 
developed: sales policy, project management, internal communication, and 
development of testing process and release policy of software product. The 
reconfiguration of resources is considered in the form of the development of 
project management facilities and project work to acquire and integrate customer 
knowledge. The reconfiguration of resources is based on the need to renew and 
develop the process and working practices continuously. 
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The gaining and releasing consist of the development of the customer 
knowledge. It can be stated that the resources of the software engineering process 
should be assessed and new resources acquired and other resources released 
continuously. While there is a need to gain new kinds of knowledge, the attitudes 
toward the new knowledge areas are important. Based on this study, it can be seen 
that creating possibilities to participate and express personal opinions are key 
elements in successful development processes. So-called learning cases were 
planned in order to gain customer knowledge. The customer knowledge of the 
software engineering process was developed by conducting three business plan 
projects as learning cases including the following themes: product description, 
markets and customer needs, sales and marketing, product development, 
production process and business concept.  

After completing the single business plans, the workshop for the staff of the 
whole department was organized. The business plans are used as training material. 
In the workshop the plans were presented by the person who created the plan and 
after that the plans were discussed with the whole department. The aim was to 
disseminate knowledge throughout the staff. In the same context, the success of 
the process was evaluated by group discussion and personal interviews. The 
evaluation focused on the awareness of customer needs and benefits as well as the 
awareness of cost and risks. In addition to these, the process itself and consequent 
personal learning were evaluated. 

The development of dynamic capabilities requires participants´ commitment to 
the development process, which requires customized developing methods and the 
use of small steps over a long time period. A positive organizational climate 
supports the development process. We can compare the created model to CRM, 
MO and KM as presented in Table 1. 

Table 1 The comparison of the created model to CRM, MO and KM 

 CKM by DC  CRM MO KM 

Aim Responding to  

changing customer 
needs 

Identifying of 
customer needs and 

satisfaction 

Satisfying custo-
mers by being bet-
ter than competitors

Achieving and using 
customer knowledge 

Process Mainly internal External External Internal 

Focus Employees and  

customers 

Customers Market Employees 

6   Evaluation  

The created model is implemented during seven-year research period and it is 
currently in use. The evaluation of the CKM model is accomplished according to 
classification of dynamic capabilities, as follows: 1) integration of resources, 2) 
reconfiguration of resources, and 3) gain and release of the resources. 

Firstly, by resource integration customer knowledge is integrated into the 
software engineering process. Through these development activities the quality of 
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software requirements and design improved. The process development enables 
software engineers to gain, share and expand the customer knowledge. By using 
these development activities software engineers have constant interaction with 
customers providing information flows within product development and sales. In 
implementing process improvements the method of small steps was used in order 
to manage the change and create commitment to new practices.  

Secondly, with the resource reconfiguration we can ensure the functionality of 
the project work and its ability to include customer knowledge and react to 
changes in customer needs. In this model CKM is seen as an ongoing process of 
using customer knowledge within software projects and between the organization 
and its customers. Project leaders are responsible for the reconfiguration of project 
resources. By using customized project development methods, commitment was 
created among software engineers.  

Thirdly, the gaining and releasing of resources focuses on the development of 
software engineers´ customer knowledge. The aim was to add understanding about 
customer value by using business plans as learning methods. The tools developed 
for business plans are currently in use and the planned learning objectives were 
realized. Again, the choice of development actions has great importance, because 
the goal is to develop customer knowledge, which has traditionally not been a 
natural part of the engineering knowledge. Software engineers´ commitment and 
motivation played a pivotal role in this development phase.  

From pure evaluation, we can argue that the created model is effective and 
useful. The company is satisfied with the results obtained using the model. The 
developed model is useful for companies where software engineering is part of the 
multi-disciplinary product development.  

The model provides guidelines for the development process of CKM in 
software engineering in the multidisciplinary product development process. It 
gives us a model for the development of CKM by using dynamic capabilities. In 
addition it also gives us the know how to sustain competitive advantage, which 
requires continuous developing and learning.  

7   Conclusion 

Customers play a crucial role in knowledge-creation. The recognition of customer 
knowledge as a key resource for firms in the current business environment 
confirms the need for processes that facilitate individual and collective knowledge 
creation, transfer and leverage. Value co-creation is associated with the 
opportunity to gain competitive advantage by developing unique competences, 
together with the appropriate organizational resources and technological 
capabilities, aiming at better satisfying customers’ demands for personalized 
products, services and experiences. Knowledge and value co-creation with 
customers – but also with suppliers and other business partners - is becoming 
important for organizations.  

Simply possessing valuable and rare resources and capabilities do not guarantee 
the development of competitive advantage or the creation of value; firms must be 
capable of managing them effectively. Value can be created by recombining 
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existing resources and capabilities. It should be possible to reconfigure 
organizational capabilities to enable the firm to be continually creating value, and 
this is where dynamic capabilities come into play. Because of increased customer 
importance, a firm’s external and internal organizational capabilities are of vital 
importance for increasing the value created for the customer. A firm should focus 
on improving those capabilities which view the customer as its key component, in 
order to maximize the value created for them 

In order to achieve and sustain competitive advantage, software engineering 
requires value creation, which responds to current and future environmental 
requirements. Understanding of customer value and taking it into account in 
software engineering are important. The development of customer knowledge in 
order to confront changing environments helps to create and sustain competitive 
advantage. As the role of software engineering in industry changes towards being 
a creator of competitive advantage, it is increasingly important to consider the 
value creation from strategic perspectives. Value creation must be such that it 
creates and maintains continuous development and learning, enabling the use and 
deployment of a company's resources. Dynamic capabilities play a pivotal role in 
value creation in software engineering, where continuous integration, active 
reconfiguration, gain and releasing of resources are required. 

In future research, the customer perspective may have a more important role in 
the embedded software engineering process. It would be interesting to examine the 
methods by which customer understanding is achieved. One option is to use social 
media.  
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The Influence of System Interface, Training  
Content and It Trust on ERP Learning 
Utilization: A Research Proposal 
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Abstract. This paper examines the factors that affect the use of enterprise 
resource planning (ERP) systems in an e-commerce environment after they have 
been adopted. The model presented here extends the technology acceptance model 
(TAM) to examine how IT trust, training content, and the quality of the system 
interface influence the extent to which knowledge about using an ERP system is 
applied after it has been learnt during a training program. The model extends 
research on ERP utilization by proposing a set of variables which have not been 
explored in depth in studies on the use of ERP systems, especially in the context 
of e- commerce. 

Keywords: IT trust, system interface, system utilization, training content. 

1   Introduction 

The advent of information systems has changed the global business environment. 
Companies today face the challenges of higher competition, global markets and 
rising customer expectations [18]. To remain competitive, as well to maintain their 
market share, organizations must increase their capabilities and competencies to 
communicate accurate information [18]. Firms facing “do or die” situations that 
require a radical transformation of their business processes [15] have been 
motivated to adopt ERP systems. 

ERP systems are integrated software packages which enhance organizational 
performance by integrating information and business processes [11]. ERP 
packages enhance information flow and accessibility among units in an 
organization. The benefits of ERP systems include faster and more accurate 
information exchange, higher productivity, better-integrated supply chain links, 
and more coordinated business processes [10] [18]. ERP systems integrate 
functional units through a database for increased coordination. Empirical findings 
suggest that ERP implementations are costly, time-consuming and complex [2]. 
The purchase and implementation of an ERP system can run into the millions of 
dollars [18]. In spite of the benefits of ERP, there is concern about the 
performance of ERP systems, especially in terms of how well they meet the goals 
of the adopting organisations. 
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1.1   Problems with ERP Learning Utilization 

Several ERP systems have not offered an adequate return on investment when 
evaluated against the cost of purchasing the system and the losses arising from the 
overall organizational disruption during implementation [18]. The lack of 
effectiveness of ERP systems in meeting the goals of the adopting firms has left 
many practitioners in doubt about the advantages of deploying these systems.  

A reason that has been put forward for the failure of ERP systems to meet the 
adopting organization’s goals is the limited use of the system by the organization’s 
employees. Limited utilization or under-utilization of these systems, in terms of 
only using some features to complete work-related tasks, hampers and obstructs 
good practice in the domain of a particular task. It represents ineffective system 
exploration and slight or low technological proficiency [8]. Limited utilization of 
the system constitutes a potential barrier in achieving organizational goals [8]. 
Usually, ERP systems are the single largest IT investment of a firm, and 
significantly affect its ongoing business operations [15]. Therefore, ERP systems 
are instrumental to a firm’s operational performance. However, this benefit can 
only come about if the system is utilized at an optimum capacity. This indicates 
the importance of skills utilisation as a determinant of ERP effectiveness. 

Regular optimization of the system affects the success of the ERP system. This 
requires a critical mass of knowledge and skills in solving problems within the 
system’s framework [18].  However, ERP learning utilization can be limited by 
many reasons, such as unrealistic and unrelated training content and a complex 
system interface, which may hinder learning during the implementation training. 
For instance, ERP learning utilization has been limited by poor training design, 
which makes training inadequate. Also, a lack of trust in the system could affect 
learning and the migration from legacy systems. Trust in I.T (information 
technology) is associated with the functionality of the system in carrying out the 
responsibilities expected of information systems in the work environment. Also, 
the ERP system’s interface affects the learning process, user reactions and overall 
learning outcomes. Consistently, system interface has been identified as a factor 
that affects system usability; however, investigations into its impact on ERP 
learning outcomes at the distal and proximal level remain anecdotal. This issue is 
highlighted because system interface compatibility connotes the ease of use and 
perception of system usability during training. 

This paper proposes that these factors affect learning utilization, or the 
application of skills learned during training to the use of the ERP system. Learning 
utilization refers to the use of learned skills on information technologies by 
organizational members [8]. Successful deployment of ERP systems depends on 
the skill-set of the user. Several studies acknowledge the crucial role of ERP 
training in the implementation success. However, investigations based on the 
technology acceptance model (TAM) have concentrated on the influence of the 
antecedents of TAM on system usage, and have ignored training-related 
antecedents of TAM and their influence on ERP learning utilization. This paper 
focuses on filling this important gap.  
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The remainder of the paper is organized as follows: The second section 
provides the literature review. The third section proposes the research model and 
research propositions. We conclude with a look at the contributions of the study. 

2   Literature Review 

2.1   System Interface 

Human interaction with technology is well documented in human-computer 
studies and information systems literature. The impact of well-designed 
technology on subsequent use makes this dimension important in system 
acceptance adoption. 

The technological dimensions of a new innovation consist of the system’s 
quality its design features. This enhances human perception of the ease of use and 
usefulness of the system. The socio-technical school of thought concludes that 
technology designs affect the post-adoption behavior. The components of a 
system’s design are the board, slides, menus, sound, images, capability, and its 
compatibility with the user. Good interfaces should possess navigation guides for 
users to explore the capabilities of the system. A system interface facilitates 
information-seeking and exploration of the system’s features. Research on ERP 
training indicates that a user-friendly interface increases ERP usage efficacy. Also, 
it potentially minimizes the problem of limited system use. Research has also 
suggested that an easy-to-use interface increases system usability [3] [7] [19]. This 
is consistent with our position in this paper that a user-friendly interface is an 
effective supportive mechanism for learning utilization. 

A user-friendly interface could be the needed impetus to increase users’ 
motivation and encourage positive post adoption behavior. Rich technology seems 
to stimulate users’ engagement and concentration in learning environments. Such 
cognitive immersion is related to the development of positive attitudes, perceived 
usefulness and ease of use and a greater exploratory use of the technology [13]. 
Utilizing the various modules of a complex software application like ERP, it is 
imperative to have a user friendly and easy to navigate interface. A complicated 
interface is likely to increase users’ frustration and anxiety, and make them 
hesitate to use the skills they have learned. The system interface is one component 
of system design, and has tremendous impact on users’ perception of the ease of 
use of a technology [6].  Koh et al. [6] indicate that system design is a key reason 
for ERP utilization. Similarly, Osei-Bryson and Ngwenyama [10] found a positive 
relationship between ERP design features and perceived ease of use and perceived 
usefulness. 

The concept of complexity from diffusion of innovation theory (DOI) [12] 
refers to the degree to which an innovation is perceived to be difficult to 
understand, learn and operate. A complex system interface is not desirable 
because it de-motivates, disrupts a user’s flow, and increases users’ frustration. 
This leads to acceptance and utilization being nearly extinguished. 
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The  concept of compatibility in DOI indicate the degree of an innovation’s fit 
with the potential users’ existing values, previous experiences and current needs. 
A user’s positive perception of an innovation’s compatibility increases positive 
system usage intention and behaviour [16]. Empirical evidence suggests that 
systems interface increases innovation acceptance in a social milieu [3] [4]. 

2.2   Training Content 

Training content encompasses an explanation of the relevance of the training to 
task performance, and has been shown to influence job performance [7]. The 
compatibility between training and task performance indicates the link between 
the training intervention and its effectiveness in a particular work environment. 

The extent to which training contains elements of the business processes of the 
firm is an important aspect of training content. In some cases, it involves the re- 
creation of business situations and information in the work environment during 
training. The goal is to learn about the new system and be able to use it in task 
performance [14]. Put differently, ERP adoption demonstrates business goals 
through the training content. Research findings have shown that ERP solutions 
which support a business’ vision are more likely to lead to success when they are 
used [5]. 

Usually, there is a connection between training content and the skills required 
in the job environment. Where such a condition exists, application of the skills 
becomes regular and continuous. Users’ hesitation or limited use of the required 
skills is minimized, because the learning content corresponds to the task. In an 
ERP setting, learners’ perception of the training content serves as a person-task 
interaction in the person-artifact-task model [3]. Training content provides the 
expected components (in this case, the features and modules of the systems) and 
the outcomes of the training (system appropriation). Training content fills the gap 
between training needs and system utilization. Empirical evidence has shown that 
task-related content increases individual performance [7]. Lim et al. [7] argued 
that, the ultimate goal of a training program is to increase task ability with 
advanced knowledge, technology and attitude on the system. It has been 
emphasized that ERP training should demonstrate the use of the system, so that 
users can develop mental cognitions of how the system can be utilized in real task 
domains. The relevance of the training content and instructor’s competence and 
the ability to impart knowledge to end-users is crucial in connecting training 
content to the real task environment. 

2.3   IT Trust 

Research in this domain identifies technology-related variables which potentially 
influence end-user post-training adoption behavior. Some of the technological 
variables of interest include technology availability, cost, security, reliability and 
capability, functionality and quality [21] [12]. These factors affect the attitude and 
perception of users towards the adopted innovation. Moreover, these technology-
related factors help form IT trust among end-users. For instance, the reliability and 
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capability of a software application shore up trust in it, which connotes 
dependability on software attributes.  

Trust is defined as a psychological state where one is willing to depend on 
another and has favourable beliefs about others’ attributes [17].  Extended into IT, 
IT trust connotes the belief that a technology will perform efficiently. Technology 
trust is connected with a belief in the predictability and functionality of a system 
to carry out the functions it is programmed with. It has been suggested that post-
adoption behavior goes beyond satisfaction or success from utilizing the 
technology. Post-adoption behavior also includes object-specific beliefs about the 
particular technology [17].  

Trust in IT affects the exploratory and transfer intentions of users [17]. While 
IT trust is popular in some sections of the literature, investigation of the influence 
of IT trust appears scarce in the context of this study, particularly as a predictor of 
post-training behavior. IT trust is an important factor that must be considered in 
ERP system selection. Its impact during training and in the post-training 
environment is tremendous. We argue that end-users’ resistance to systems is due 
to a lack of trust in the learning and post-learning environment. We propose that 
this lack of IT trust will negatively affect end-users perceptions of the ease of use 
and usefulness of the technology. A lack of trust can be due to system errors, 
unreliable performances and malfunctioning features. The uncertainty associated 
with system capabilities highlights a gap and a motivation for the study of IT trust. 

Following [17], it is reasoned that trust in IT, (in this context, trust in the ERP 
pack- age, in terms of its integrity, competence and benevolence [20]) would 
enhance its utilization. Trust in IT indicates the helpfulness, functionality, and 
predictability of the system, and is demonstrated in actual usage. Users will not 
use an ERP solution that negatively affects their performance. In fact, the 
literature indicates that trust is positively related to PU, PEOU, the intention to 
explore a system [17], willingness to use, and actual utilization [8]. The 
installation of expensive, unreliable or malfunctioning systems appears to negate 
sound and ethical organizational practice. This study provides an understanding of 
the impact of IT trust on system learning utilization. 

2.4   Technology Acceptance Model (TAM) Constructs 

Drawing from psychological theories [1], TAM argues that, the decisions to 
accept an innovation is based on individual reactions towards the technology. 
Davis argued that affective reactions determine the level of adoption and extent of 
use of an innovation. The core affective reactions, or beliefs, in this case are 
perceived ease-of-use and perceived usefulness. 

Perceived ease-of-use is an individual’s perception of the amount of effort 
required to use the new system and perceived usefulness represents a user’s 
perception of the degree to which the system will improve job performance. 
Perceived usefulness focuses on the extent to which using or dissipating energy on 
the system will translate into increased productivity through the performance of 
the deployed technology. These two elements influence the attitude, perception 
and behavioural intention of users and the extent of system exploration. 
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3   Research Propositions 

We extend TAM and its antecedents into the ERP training setting. In our model, 
systems interface, training content and IT trust are proposed as antecedents of PU 
and PEOU and ERP learning utilization. Most of the research on ERP adoption 
that used TAM focused on individuals’ intention to adopt the ERP system and few 
studies examined ERP learning utilization. This model addresses this gap and 
proposes an approach to investigate ERP learning utilization in an attempt to 
understand ERP utilization.  

 

 

Fig. 1 ERP Learning Utilization Model 

Figure 1 summarizes the research propositions. The model proposes that 
systems interface, training content and trust in IT influence perceived ease of use, 
perceived usefulness, and these two constructs subsequently affect ERP learning 
utilization.  

Drawing on the elements of relative advantage, complexity and compatibility 
elements (Roger, 1995), we propose that: 

Proposition 1: 

The interface of an ERP system influences end-users’ perception of its usefulness.  

Proposition 2: 

The interface of an ERP system influences end-users’ perception of its ease- of- 
use.  

Several researchers have investigated the impact of training on enterprise system 
effectiveness. While training affects user behavior, the role of training content on 
end-user reaction is unclear. The relative advantage (Roger, 1995) obtained from 
training is the benefit derived from the design and content of the training program.  
The tasks that can be carried out with an ERP system are packaged into the design of 
the training program. Hard skills utilisation is a person-artifact interaction that 
involves trialability (Roger, 1995) or experimentation of learned skills on the 
system. Training designs that lack a demonstration of know-how on the system 
(utilization) are considered failures. In line with the explanation, we propose that: 
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Proposition 3: 

Training content influences end-users’ perception of ERP usefulness.  

Proposition 4: 

Training content influences end-users’ perception of ease-of-use of ERP systems.  

Proposition 5: 

Training content influences ERP system utilization.  
One factor that resonates among the critical failure factor is the poor selection 

of the software package. End-users often report that the failure of an ERP system 
can be traced to a poor selection decision. This leads to hesitant behaviors during 
implementation. End-users dissociate themselves from a system when they assess 
it as being untrustworthy. Trust evaluation process leaves certain psychological 
conclusions with users, which mostly influence their judgment of the relative 
advantage or value of such system.  

Trust evaluation acts in conjunction with perceived usefulness and ease of use. 
A lack of trust in an IT package negates the value of any relative advantage that 
comes about from training on the package. This indicates that lack of IT trust 
negatively influences perceived ease-of-use and usefulness of the package, as well 
as its utilization. In such a scenario, users become hesitant and resist the use of the 
software. However, when there is a trust in an application, the system is perceived 
to be useful, increasing the application of their learning on the system. We 
propose that: 

Proposition 6: 

IT trust influences end-users’ perception that ERP is easy to use. 

Proposition 7: 

IT trust influences end-users’ perception that ERP is useful.  
TAM posits that perceived ease-of-use affects usage through perceived 

usefulness [8]. Several studies have reported significant relationships between 
these two constructs [2] [8] [9] [10] [17], and the direct and indirect influence of 
perceived ease of use on system acceptance. We recognize that the context of 
technology use affect users’ behavioural intention and actual usage. Our 
proposition is based on the assumption that: a) post-implementation training 
satisfies the criteria of adequate training content (i.e., provides a relative 
advantage), enhancing the relevance and value of the training for ERP utilization; 
(b) IT trust (the assessment of system functionality and usefulness) is positive and 
(c) system interface satisfies Rogers’ compatibility and trialability concepts. We 
propose that:  

Proposition 8: 

Users’ perception that ERP is easy-to- use influences ERP utilization. 
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Proposition 9: 

Users’ perception that ERP is easy-to- use influences the perception that ERP is 
useful. 

Proposition 10: 

Users’ perception that ERP is useful influences ERP utilization. 

4   Conclusion 

Enterprise resource planning systems are a strategic business intervention for 
achieving competitive advantage in a turbulent market place. While some of the 
variables in this model are known to influence system usage, the literature on their 
influence in relation to ERP learning utilization is lacking. This study extends 
research in this area by proposing relationships between systems interface, IT 
trust, training content, and ERP learning utilization. 

The model contributes to the existing body of knowledge in the following 
ways. Firstly, it extends TAM constructs as learning reactions and intervening 
variables in the explanation of the role of system interface, training content and 
I.T trust on ERP learning usability. Secondly, we adapt the theory of diffusion of 
innovation to justify our propositions. 
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Abstract. This article briefly described as collaborative virtual tools contribute to 
the generation of knowledge in project management. First we will describe what 
are virtual collaborative tools, what are the benefits they bring to managers and 
other project team members, what their main characteristics and main categories. 
Thereafter there will be a recount of some of the technological tools used in 
project management and the impact that they cause in the organization as well as 
successful completion of projects. Finally, we show the evolution of technological 
infrastructure in the world has caused a steady movement towards these systems 
forcing organizations to make better use of these resources, creating virtual 
learning environments, communities, collaborative software and media optimized 
for the most out of these and generate knowledge that will be leveraged in project 
management to convey the experiences and other situations that can be controlled. 

1   Introduction 

In regard to education, it is faced with many challenges generated in response to 
technological changes of the last two decades. With the development of ICT have 
undergone major changes in the way of giving, acquire knowledge and carry out 
educational activities, left behind some activities such as delivery of written or 
printed works, documents, paper presentations, etc. It has been incorporating the 
use of computers, digital documents, email, chats, PDAs and other more complex 
giving the student the opportunity to comment, contribute and share their learning 
and learn collaboratively [1].  

This has led to a wide variety of educational alternatives offered by technology 
in its different shades: E-learning, educational software, online course, e-learning, 
remote desktop teaching, learning objects (OA) and repositories (ROA), etc. 
Providing multiple opportunities to improve educational processes based on WBT. 
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All the tools involve collaborative learning in virtual environments, are called 
"Groupware Tools". These applications aim to provide skills and abilities in a 
group of students to be knowledge-generating activities. Thus, as intended to give 
a brief account of some virtual technology tools, some elements of the 
collaborative platform as e-learning, messaging (email, calendar, contacts), real-
time group collaboration (instant messaging, chat, conferences) and social 
collaboration (wikis, blogs, taxonomy, ontology, folksonomy, social networks 
etc.), some features of such tools as virtual objects and types of classifications that 
describe these platforms. 

The Project Management is a challenge for the Project Manager not only 
manage the efforts of your project team about the financial and technological 
assets, but lead the development and their capacity to influence through 
motivation, sharing experiences, best practices and lessons learned through 
facilitating virtual tools to create a collaborative learning environment conducive 
to the success of the undertaking of projects and thus to achieving the objectives 
of the organization. The Project Management software includes collaborative tools 
together with the software programming, resource allocation, communication and 
documentation systems should be used to help organize a complex project with a 
different task in a given time and with a budget previously assigned. Hence the 
importance of the project team know, be trained, appropriating and using 
collaborative virtual tools, which support and guarantee the successful 
implementation of projects. 

2   Fundamentation 

2.1      Collaborative Learning as a Means of Transmitting Knowledge 
in Project Management 

Learning by virtual tools or collaborative learning expresses the importance of 
interaction with others to acquire knowledge and of the need to share goals and 
distribute responsibilities as desirable forms of learning.  

Pfister and others [2] believe that collaborative learning is a teaching strategy 
through which two or more individuals interact to construct knowledge. This 
social process results in the generation of shared knowledge, which represents the 
common understanding of a group with respect to the contents of a specific 
domain. 

In project management tools are in place to facilitate these learning processes 
and make a more direct approach between the methodological organization of 
project implementation, commissioning, human resources and documentation. 
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2.2   Collaborative Virtual Technology Tools  

The collaborative tools could be defined as systems that allow access to certain 
services that facilitate users to communicate and work together. Tools are grouped 
mainly in Groupware and formally can be defined as "computer-based systems 
that support groups of people working in a common task and provide an interface 
to a shared environment" [3]. The groupware can be divided into four categories: 

1.   Communication tools: They allow communication and dialogue between 
members of a group, email, forums, chat. 

2.   Shared Applications: They make it possible to work simultaneously. Shared 
desktop or whiteboard, concept mapping, decision making (voting, polls) 
or organization of work (Calendars, Diaries). 

3.   Shared documentation: You can store, access and edit documents. 

4.   Management: Allows different levels of access to workspaces (read, 
modify, create new spaces, to convene meetings). 

These tools are known as LMS (Learning Management Systems), CMS (Content 
Management Systems) or Virtual Learning Enviroments. All the features of these 
tools promote knowledge sharing in the environment of project management, 
supports their implementation more successful.    

• Content management systems: It involves software that allows us to 
manage the contents of a Web automatically. In this sense, we can publish, edit, 
delete, grant access permissions or set also visible to the visitor modules. It 
consists of two elements: the content management application (CMA) and the 
dispensing application content (CDA).  

• Learning management systems: E-Learning platforms or LMS 
(Learning Management Systems), which group management capabilities and 
distribution of training content, communication tools, user management, and 
training materials, manage access, control and monitoring the process of learning, 
assessments, reporting, managing communication services such as discussion 
forums, video conferencing, among others, very favorable elements for project 
management. 

The LMS supports learning processes and the minimum instruction unit that 
manages the course itself and the CMS manages the content and the unit that 
handles are learning objects [4]. 

The following table shows the main characteristics of virtual collaborative 
tools regardless of the platform on which they are developed, these properties 
make the groupware is the main channel of interaction between project 
management and transmission of knowledge:  
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Table 1 Features of online collaborative tools. Source: Authors. 

Custom installation and environment 

Instalation Most have a wizard that guides the student through the installation. 

Personalization Templates, style sheets, templates and configuration parameters to modify the 
appearance and dignity, making it more students friendly. 

Idioms Mainly English and Spanish. Some tools such as Dokeos incorporate more than 
20 languages in installation. 

Managing users, groups and profiles 

Users, Defining 
Groups, 
Membership 
Groups and 
Profiles 

Allow individual user loads and massive, some tools loaded from databases and 
/ or flat files. 

Rich user information, photos, features and custom functions. 

Definition of Roles (Administrator, Students, Faculty, Guest). In some tools you 
can define the role of application (process) and / or platform. 

Allow to rename or belong to roles at certain times.

Web 2.0 functionality 

Features Almost all the tools Web 2.0 have basic features like forums, blogs, news, 
messages, calendar, video, chat, glossaries 

Course management and audit 

Management 
and auditing 

Manage one or several courses that can be categorized. They have audit tools to 
manage the work, activities, tests, assessments and so on. 

It can import / export of courses in different formats. 

Manage databases or lists of questions for the test and evaluation. 

Management of exercises in different ways. AutoComplete, multiple choice, 
true or false others. 

Learning objects: Function as tasks, course material on which to base your 
knowledge of specific area. 

Ratings, degree of progress, level of detail, timing and reporting of student 
employees about the course that is performing. 

Instructions based on the course, indicating procedures, functions and methods. 

2.3   e-Learning systems 

The trend of e-learning systems has generated four key features: 

- Interactivity: get a person who uses the tool to be the star of their own 
learning. 

- Flexibility: features that allow the system meets the necessary requirements 
such as content and curriculum and projects. 

- Standardization: the ability to use courses taken by others, in this way, the 
courses are available to the organization that created them and for others 
who meet the standard. 

- Scalability: the ability of e-learning platform to work with a small or large 
number of users. 
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• e-Learning: The e-learning can be defined as all methodologies, learning 
strategies or systems that use digital technology and / or computer-mediated 
communication to produce, transmit, distribute and organize knowledge between 
individuals and community organizations [5]. E-learning is primarily an electronic 
medium for distance learning or virtual, where you can interact with teachers via 
the Internet. The user can manage the schedules, is a completely autonomous.  

2.4   Learning Environment Platforms 

• Moodle: Is an open source tool that has become very popular among   
educators around the world as a tool for creating online dynamic web sites for 
their students [6]. To be effective, must be installed on a web server somewhere, 
either in one of their own computers or one at a Web hosting company. Platform 
Moodle has features that allow students to have a display of very large scales, but 
can also be used for an elementary school or who do not belong to an educational 
community. 

Project is used as a platform to develop activities that complement the online 
management, through forums, wikis, databases, and other community building 
collaboration and team learning. 

• Dokeos: Is an e-learning environment and an application of course 
content management and collaboration tool. Is free software and is licensed under 
the GNU GPL, is international development and collaborative [7]. He is also 
certified by the OSI and can be used as a content management system (CMS) for 
education and educators. This content includes feature to manage content 
distribution, calendar, training process, text chat, audio and video, test 
management and records kept. Until 2009, was translated into 34 languages (and 
several are complete) and is used by over one thousand organizations. 

• Microsoft Groove: Allows users to have a single workspace that allows 
others to simultaneously view the changes. Files can be viewed, shared and 
discussed within the team workspace. Groove also has the ability to integrate with 
Microsoft software. This application is ideal for medium businesses. Microsoft 
Groove is a collaboration tool that allows "different people from different groups 
in different companies work together on projects from anywhere" [8].  

• Mambo: Open Source (July 2006) is an application written in PHP code, 
based on content management systems (CMS) that allows easy creation and 
maintenance of web sites and portals[9]. The simplicity of mambo means that no 
great knowledge needed to update, maintain and customize the contents. 

• WebCT: Is a software platform training (e-learning) for building 
interactive courses and training over the Internet, conducting mentoring and 
monitoring students [10]. This provides information concerning the time, place 
and date on has been visited. WebCT has plenty of communication tools, content, 
evaluation and study. It also allows unparalleled flexibility in customizing the 
presentation of an online course and the type of files that can be incorporated into 
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the course. For this reason can be incorporated, for example, audio and video in 
which the student can read a text and by activating a button to hear the 
pronunciation of a native, and what is essential to the teaching of languages, 
chance to hear it many times as desired.  

• Claroline: Is a learning platform and virtual work (eLearning and 
eWorking) open source and free software (open source) that enables trainers to 
build and manage courses online learning activities and collaboration on the Web 
[11]. Translated into 35 languages Claroline has a large community of developers.  

• Blogs: A weblog, blog or binnacle is a website with dated notes in 
reverse chronological order, so that the most recent entry is the one that first 
appears. In the educational world are often called edublogs. "A weblog is, above 
all, a free form of expression, creation and sharing knowledge" [12]. As for the 
social aspect of these, we find two definitions: 

-    Blogs are the Internet service for personal publishing's most famous web 
today, which has put millions of people to write and share experiences, 
hobbies and interests. 
-     Blogs are a media group that promotes the creation and use of original and 
truthful information, and causes, with much efficiency, social and personal 
reflection on the issues of individuals, groups and humanity. 

2.5   Tools to Tag and Share on the Web  

These tools are characterized because they can publish content without having to 
install any software and are complemented with the tools to organize and rebuild 
the same content. The trend of using virtual learning tools can be defined in a very 
colloquial and "Rip, Mix and Learn" and applies to information "down" daily to 
learn…videos, files, images, documents. 

The way you interact on the Internet based on a single form: Words. Because 
this form has been created ambiguity and heterogeneity in the data. As a result, 
partial solutions were created as methods of editing, assigning tags and 
folksonomy, syndication and content organization and resources on the network. 

• Folksonomy: Is a system of categorization based on the aggregation by 
adding non-hierarchical and overlapping labeling of individual community 
members or service users. According to the definition postulated, we can say that 
the taxonomy does not require its components are connected by a specific type of 
relationship, that is, simply requires that its components are organized [13]. Unlike 
traditional taxonomic categorization is not part of previous ontologies. 
Folksonomies are distinguished from other organizational systems documentary 
classification because they are collaborative, not a documentary expert who 
assigns the classification, are people who find or add information on the web and 
descriptors assigned according to their wisdom and interest [14]. 

• Contents syndication: Ability to navigate the browser by subscribing to 
a particular website and can be informed at all times when you update the page 
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without entering the web, through feed readers. It's like subscribing to a page and 
automatically receives information through this subscription. Automatically 
update the content of blogs, wikis, forums, websites, etc. most visited without 
having to remember each of the URL. The requirements: The site must allow to 
distribute their content through one or more syndication formats or content 
syndicators: RSS, RDF, Atom, etc. (XML-based languages and designed to 
distribute content). 

• e-Portfolio: Personal collection of user information that describes and 
documents the achievements of that person, in which there are records, 
achievements and work done among other materials. The versatility of weblogs 
has made their use as such are used to descend and blogs (or part thereof) as 
eportfolio. The digital portfolio is used to "combine the technological tools in 
order to gather evidence to enable monitoring and evaluation of the learning 
process of students" [15].  

• Wikis: A collaborative website carried out by the collective work of 
many authors. It is similar to a blog in structure and logic, but allows anyone to 
add, edit and delete content, even if they were created by other authors. It is linked 
to concepts of collaboration and community. 

We are beginning to live in an age where the cooperative will have a relevant 
participation Wiki. Not only has captivated education but also in the business 
world, as some companies are replacing groupware applications for business wiki 
solutions that are simple and inexpensive. It allows: Interact and collaborate 
dynamically with team project, share ideas, create applications, propose 
definitions, lines of work for certain purposes, recreate or make glossaries, 
dictionaries, textbooks, manuals, information repositories. 

• Virtual classroom: They are an area of blended learning. They are 
platforms that are built on: education and information technology. Usually many 
of them are based on a constructivist approach (there are some who copied the 
classical model of behaviorism). These tools integrate many of the tools described 
in previous slides.  

3   Questioning 

What are the benefits of technology tools virtual collaborative knowledge 
management?  
    What is the role of collaborative Virtual Tools Project Management?  

4   Methodology 

To build the item identification virtual collaboration tools that support knowledge 
management in project management, we used the process of identifying 
information, which was located, selected, collected and synthesized. This process 
began with the formulation of the questions that guided the search in the 
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documentary collection of this study, they were identified and selected sources, 
then the strategy defined search and retrieval of documents, conducted the analysis 
and evaluation of information and finally the publication was carried out both of 
the tools to support the management and the results obtained by using the same. 

5   Experimentation 

What are the benefits of technology tools virtual collaborative knowledge 
management? 

"The learning environment seeks to foster cooperative and collaborative spaces 
which give the individual skills and group discussion from the students, the time 
to explore new concepts, each one being responsible both for their own learning 
and that of other group members" [16]. The collaborative tools facilitate 
interaction among participants in the project, making contributions enhance its 
development smoothly, accurately and with optimal resource utilization. It also 
allows each member feel free to make their contributions as their experiences and 
mistakes are exploited to complement each interaction in the management.  

Several learning theories can be applied to these types of environments, 
including those of Piaget, Vygotsky [17] and Dewey. The environments of 
collaborative learning prepare students for: Actively participate in the collective, 
integrate into a group, give help to others and ask when required, make 
information available to others their individual strengths, accept the views of 
other, understand the needs of others, discover solutions that benefit everyone, 
establish meaningful contact with communities with different cultures, to compare 
their activities and beliefs with those of others, establish goals, tasks, resources, 
roles, etc., accept the reasonable critic of others, yield to evidence or argument 
weight, recognize the foreign credits, negotiate language and methods and develop 
interpersonal skills. 

For virtual tools to support collaborative project management, there must be 
commitment from management is, as it must lead in organizing the creation of 
enabling environments for interaction among participants who interact with 
projects.   

Virtual technology tools provide techniques to capture, organize, store 
knowledge. Providing flexibility and interactivity. Flexibility is also related to the 
ease of access, as this can be done from anywhere. The project team members can 
choose the route to follow to build their own learning, according to the needs and 
characteristics and can choose speed over that way: go slower in the sections 
where you find major problems, or will move faster in certain points at which 
finds more easily. This allows for more customization in the process, and results 
in increased motivation. 

On the other hand, collaborative virtual tools is through a process of synergy in 
which 'whole is greater than the sum of its parts', so that collaborative learning has 
the potential to produce higher learning gains to learning alone. 

There is a very important element about virtual education and communication. 
This must occur to meet certain requirements to ensure their effectiveness, such as 
it is frequent and fast, and to promote and energize the team work [18]. The ideas 
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put forward by the group must be reasoned and debated constructively evolve by 
learning together. Therefore, the concept of virtual community emerges as a 
necessary step for collaborative learning. Learning communities are the vehicle 
through which learning is accomplished virtually the benefit of the project. Within 
the virtual tools, learning communities are the vehicle through which collaborative 
learning is achieved, which in project management becomes very important. 

Project managers, thinking of increasing awareness of all team members, have 
made companies or organizations allow the implementation of a new 
organizational scheme, based on the culture of knowledge and relied primarily on 
the use of information technologies and communications with collaborative 
learning approaches within the new corporate management paradigm.   

What is the role of collaborative Virtual Tools Project Management? 
Virtual technology tools provide techniques for capturing, organizing and 

storing knowledge, fundamental objectives in project management. Allow those 
involved in the project access to information and tools from anywhere at any time. 
Thus able to adapt to the needs of the disadvantages of distance equipment and / 
or time occurring at the time of managing or develop a project. For example 
Microsoft Dynamics GP for Petrotesting generated significant benefits are 
reflected in the budget execution process, the entire management of the accounting 
process, the adaptability to the industry of hydrocarbon projects in the quality of 
information by keeping it updated in reducing time and opportunity to deliver real-
time reporting [19]. 

Case to highlight is the “Sanitas”, which manages to improve the effectiveness, 
efficiency and quality of project management, thanks to a change in methodology 
that was used in Enterprise Project Management and his concept of earned value 
and earned value. Are very satisfied with the results because they have gotten 
better training, communication with internal and external users, greater customer 
satisfaction and greater flexibility in decision-making. They also highlight the 
importance of knowing at all times the value it brings each project. The interesting 
thing is that earned value deviations in cost and time are measured in real terms. 
At all times the Department of Systems Sanitas know how their projects contribute 
value to the organization [20]. 

Decision making does not depend on geographical variables, organizational or 
time. That is, the tools allow the generation of collaborative virtual spaces 
supported rapid and effective communication in the documentation and analysis of 
the project variables. Organizations like Applies Chile, with project management 
solutions, process and technology; the “Araucana” with social solutions through 
portfolio management; Synapsis with corporate project management through the 
PMO OnDemand; Vizagroup with joint projects and outsourcing through the 
PMO (project Management Office), Sherwin Williams collaborative environments 
for project management, among others, have increased assertiveness in providing 
services and in making appropriate decisions, since virtual tools have enabling 
collaborative knowledge sharing of successful practices, control of risks and 
problems, optimal resource management, excellent managing expectations of 
stakeholders or involved with the project, monitoring the same in all its variables, 
stages and processes.   
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It is worth noting that the virtual tools foster collaborative learning, as they 
build knowledge collectively, through discussion, experience and argument, and 
this is also an important potential of the project development environments. 

These tools allow you to redefine structures, resources, methodologies and 
learning processes in the development of projects, since they are easily exchanged 
experiences and views focused on the process of production and productivity of 
the development team. 

Collaborative learning involves peer exchange, peer interaction, and 
interchangeability of roles, so that different members of a project or project groups 
can play different roles at different times, depending on the needs. 

Collaboration to create new knowledge. Different people working together for 
long periods to achieve common goals: such as technological projects in which the 
sharing of tasks and work plans generate satisfactory results in the completion of 
stages of development and specific activities. 

In the case of projects is essential to use tools to manage information 
repositories and managers have versions for members of the development team 
can focus on the generation of knowledge and effective use of learning tools that 
will to advance in the assigned activities. 

Collaborative virtual tools in technology projects, provide key elements for 
your organization and implementation, they help define strategic elements as: 
Objectives (the nature of the project must be real, sustainable and measurable), 
calendar of activities (must have a program of activities or work plan), demand 
resources (requires skills, knowledge, capital and manpower in various areas of an 
organization or community), organizational structure (has roles and 
responsibilities, for example, Project manager, project leader, sponsor, customers, 
etc.), monitoring and information system (at least one manual or automated 
system to record documents and information related to the project). 

6   Conclusions 

The application of collaborative virtual tools in knowledge management projects 
can be concluded that: 

- These virtual collaborative tools have a high impact on project management. 
Depending on the effectiveness and the virtues of the software can generate 
greater competitiveness in the market. 

- By leveraging virtual collaborative tools that support the generation of 
knowledge, empowers the implementation of projects, as these are used to share 
best practices, to show the mistakes and learn from them, promote ways to solve 
problems, train the team project when required or encourage participation and 
knowledge transfer. 

- In general the virtual tools are presented as a training strategy, participation and 
sharing of knowledge, which can take advantage of project managers to innovate 
in methods, techniques or models of project management. 
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- The groupware is to become the main technological tool that enables enterprises 
to manage and share knowledge. Current requirements that demand higher 
productivity to organizations and reducing technology costs to knowledge 
becoming an invaluable resource for organizations. 

- The implementation of project management technologies in business is 
promoting a cultural change, because the information is shared among all 
employees and ownership around it generates new knowledge. This, in turn, is 
reflected on best practices and the development, implementation and 
collaboration on future activities and processes. The collaborative management 
technologies have been introduced in companies not only as a tool to solve 
problems with employees, suppliers or customers, but have fostered an 
environment of collaboration between all stakeholders, to share solutions, 
continuous improvement in time real and more and better attention to both 
internal and external customers. 
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Abstract. Businesses have recognized that knowledge constitutes a valuable 
intangible asset, and currently they have access to an extensive pool of knowledge, 
from the skills and experience of the workforce and also their understanding of 
customers’ needs. The challenge’s for the businesses are not just processing these 
big data but also dealing with company’s cultural issues that allow knowledge 
sharing and information exchange. Sharing of knowledge constitutes a major 
challenge in the field of knowledge management because some employees tend to 
resist sharing what they know with the rest of the organisation. It takes the right 
environment to create an effective knowledge sharing program and for such an 
environment to be nurtured, organisations need to look inwards at the type of 
culture they promote before investing in knowledge sharing tools. The purpose of 
this study was to analyse the various factors affecting the knowledge sharing 
process in organisations and the use of innovative social business tools to promote 
knowledge sharing in organisations. A global survey was conducted for this study 
relating to the willingness to share knowledge, and the tools available for sharing 
knowledge. Also, a practical case study was conducted on a UK based company.  

Keywords: Knowledge sharing tools, Social business tools, knowledge 
management. 

1   Introduction 

We live in a digital age, everything is transforming into its digital form. 
Traditional print newspapers are transforming into digital news. Print books are 
transforming into e-books etc. Along with the tremendous growth in the digital 
space, the willingness to share the digital information is also on the increase 
amongst people. According to the Facebook, the world’s most popular social 
networking site, more than 5 billion pieces of content in the format of web links, 
news, blog posts, notes, photo albums, etc. are shared each week. The statistics 
given by Facebook on content sharing is beyond the belief and attention grabbing. 
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As Francis Bacon said “knowledge is power. Knowledge can be used for learning 
new things, solving problems, creating core competences, and initiating new 
situations for both individual and organisations now and in the future. The shared 
and processed knowledge over the time would serve as a strategic competitive 
advantage for the organisations. Knowledge sharing is considered to be a key 
component and also a substantial barrier in achieving an effective knowledge 
management. (Chen et Al., 2009) says there are various impediments identified for 
knowledge sharing in organisations like negative attitude toward knowledge 
sharing, organisation’s culture, inadequate organisations support, lack of trust, 
lack of motivation. These identified factors are not related to any technological 
factors as they are general issues effecting knowledge sharing and it may impede 
any organisation trying to promote knowledge sharing using web based tools. 
According to (Hendriks,1999), technological factor that may obstruct the 
knowledge sharing process could be the tool itself. The inability of the tool to 
provide a proper platform for knowledge sharing could have a significant impact 
on the success of knowledge management. The three main objectives of this paper 
are: 

• To analyse the various factors affecting the knowledge sharing process in 
organisations. 

• The use of innovative social network context tool to promote knowledge 
sharing in organisations. The case study on Neo tool used by Pearson group 
will be discussed in detail. 

• To make recommendations in overcoming the factors affecting in knowledge 
sharing and for further enhancement of the Neo tool discussed in the case 
study. 

2   Importance of Knowledge Sharing and Knowledge 
Management in Businesses 

Although knowledge is considered to be a vital asset of an organisation, most of 
the organisations lack in implementing a successful strategic process for managing 
it. One of the main reasons for the failure in knowledge management can be 
pointed out to the knowledge extraction phase. Knowledge sharing is a key 
component and a stepping stone in knowledge management. According to (Tsui et 
al., 2006), Knowledge sharing can be defined as a process of exchanging 
knowledge (skills, experience and understanding) among individuals, a 
community and within an organisation. 

Various organisations have realised the importance of knowledge management 
and knowledge sharing process, a fine example would be a research conducted by 
(KPMG, 2000), to find out the willingness of its organisational units across 
Europe and the Unites States to implement knowledge sharing programmes. The 
survey results revealed that about 81% of the organisational units have either 
adopted knowledge sharing programmes or they are willing to adopt one. 
Knowledge sharing is very important and it’s vital in eliminating the key person 
dependency. When the individuals leave their job they take away the valuable 
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knowledge that they had learned from the organisation. In the year 2007 Chuck 
Law and Eric Ngai conducted an extensive first-hand research on 134 firms to 
determine the importance of knowledge sharing activity in various fields of 
industries including manufacturing, retail and wholesale. The results from the 
research emphatically reveal that knowledge sharing, learning methods and the 
workers behavior are powerfully correlated in getting the business procedures and 
production better. 

3   Difficulties of Knowledge Sharing in Organisations 

One of the hardest challenges of knowledge management is that of convincing and 
making people to share their knowledge. According to (Hansen et al., 1999), 
organisations normally give emphasis to either the personalisation or the 
codification strategy. On the other hand, irrespective of which knowledge 
management system is executed individuals will accumulate the knowledge they 
hold. (Husted and Michailova 2002). Absence of trust in fellow employees is 
another major challenge in knowledge sharing. (Szulanski, 1995). With the past 
researches of (Blau, 1964), (Wasko and  Faraj, 2005), (Kankanhalli et al., 2005), 
(Bartol and Srivastaa, 2002), (Bock et al., 2005) has determined numerous 
possible motivation of knowledge sharing behavior and the three most potential 
motivation of online knowledge sharing can be reputation, mutual benefit and 
rewards. According to (Paul, 1999), individuals should have a positive thought 
towards sharing knowledge. Individuals fear that their shared knowledge might be 
stolen and used by others. This negative thought has to be removed and trust and 
security should be provided to the individuals in order to promote knowledge 
sharing. Based on the above literature review, the following hypothesis will be 
tested in this paper: 

• H1- The positive perception of an individual’s willingness to share knowledge 
is an influencing factor for knowledge sharing. 

• H2- The positive support and encouragement given by an organisation 
promotes knowledge sharing. 

• H3- The available technology platform for individuals is not adequate to share 
their knowledge. 

• H4- The main influencing factor for knowledge sharing is the motivational 
aspect which comprises of the Incentives in the form of bonus, performance 
appraisals and awards. 

• H5- Adapting to social networking model based tools, portals and software 
tools has a positive influence on knowledge sharing in organisations. 

4   Research Methodology 

The online web based questionnaire method was used to collect the primary data. 
The questionnaire was divided into two sections. Section A contains the 
demographic information of the respondents. Section B contains questions relating 
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to this study. The questionnaire was sent totally to 864 members all over the world 
belonging to various fields of industries including education, manufacturing, 
retail, software services, financial services, newspaper; and the questionnaires was 
sent to various level of employees such as managerial, executives, administrative, 
software engineers and general staffs. Also, to identify the difficulties in 
knowledge sharing for a specific UK based global newspaper firm, The Financial 
Times is included in the survey. The survey was kept open from October 2011 to 
Feb 2012 to gain more responses. A response rate of 69.33% (599 responses) was 
received from various countries including United Kingdom, India, United States, 
Canada, Colombia, Chile, Ecuador, Germany, Finland, Spain, Japan, Malaysia, 
Spain, Panama, Argentina and Philippines. A total of 15 responses came from The 
Financial Times employees. 

5   Hypothesis Testing Using Descriptive Analysis 

We have used the descriptive analysis method to test the 5 hypothesis specified 
above. Hypothesis 1 argues that the positive perception of an individual’s 
willingness to share knowledge is an influencing factor for knowledge sharing. 
576 respondents, which is 96% of respondents, have shown their strong interest in 
willingness to share knowledge. The majority of the 4% negative responses to 
willingness to share the knowledge are from Asian and South American countries. 
544 respondents, which constitutes to 90.82% of respondents have considered 
knowledge sharing very important to them.  98% of respondents have replied 
learning and growth opportunities when asked for their perception on knowledge 
sharing. Also, 82% of respondents have accepted that knowledge sharing leads to 
innovation. The above positive statistics on willingness towards knowledge 
sharing fully supports the Hypothesis 1. Hypothesis 2 argues that positive support 
and encouragement given by an organisation promotes knowledge sharing. 32% of 
respondents either agree or strongly agree their organisation support for 
knowledge sharing. 60% of respondents either disagree or strongly disagree their 
organisations support for knowledge sharing. Amongst the 15 respondents from 
the Financial Times, 13 of them either strongly agree or agree for the support for 
knowledge sharing from their organisation. Hypothesis 3 argues that the available 
technology platform for individuals is not adequate to share their knowledge. 70% 
of the respondents either disagree or strongly disagree the available tools provided 
by their organisations for knowledge sharing. Interestingly in a contradicting way 
about 86.66% of Financial Times employees has either agree or strongly agree the 
available tools provided by their organisation for knowledge sharing is sufficient 
for the purpose. Hypothesis 4 argues the main influencing factor for knowledge 
sharing is the motivational aspect which comprises of the Incentives in the form of 
bonus, performance appraisals and awards. Below are the responses that we have 
received in our survey relating to the motivational factors for knowledge sharing. 
Individuals were asked to specify the various motivational factors affecting the 
knowledge sharing. The answers were then interpreted to the following suitable 
categories. 
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Fig. 1 Motivational factors for knowledge sharing 

From the above figure 1 more than the 70% of respondents highly rated the 
organisation support and self-motivation for the main motivational factors for 
knowledge sharing. Only 20% of respondents rated highly the incentives in the 
form of bonus awards, performance appraisals as a motivational factor for 
knowledge sharing. This result re-iterates the (Gammerlgaard, 2007) findings on 
use of incentives for knowledge sharing in organisations. According to the Jens 
Gammerlgaard findings the extrinsically motivated incentives such as bonuses or 
promotions, are not most effective at motivating knowledge sharing. Instead, 
employees favour intrinsically-motivated incentives, such as colleagues’ 
acknowledgement and respect, improved reputation, and the possibility of 
professional or personal development. Thus, the results are not supporting the 
hypothesis 4. 

Hypothesis 5 argues that adapting to social networking model based tools, 
portals and software tools have a positive influence on knowledge sharing in 
organisations. 73% of respondents either agree or strongly agree the usefulness of 
web portals, social networking tools for knowledge sharing in organisations. 
86.66% of Financial Times employees who are already using the social 
networking context based tool NEO in their organisation have replied positively 
for the use of social networking tools for knowledge sharing. More evidence can 
be derived further for Hypothesis 2, 3 and 5 from the case study of the knowledge 
sharing tool provided by Financial Times to its employees. 

6   Tools for Knowledge Sharing in Organisation 

(Dennis et al., 1999), focused their analysis on e-collaboration systems commonly 
called group decision support systems, which normally are applied to support 
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group meetings in the same place and at the same time for knowledge sharing. 
These systems reduced the wastage of meeting time, especially in the important 
sessions that involve knowledge sharing activities like brainstorming and 
decision-making tasks. It has been said by (Qureshi and Keen, 2005) that the 
electronic communication and collaboration tools have made it quite possible to 
extract intelligence and knowledge through time and space. (Jeed, 2008) argues 
that using Web 2.0 tools or social software inside organisations enhances 
collaboration, knowledge sharing and innovation. 

Below are the responses that we have received in our survey relating to the 
tools currently used by the organisations for knowledge sharing. Individuals were 
asked to specify the various tools their organisation is using to promote knowledge 
sharing. The answers were then interpreted to the following suitable categories. 

 

 

Fig. 2 Knowledge sharing tools in organisations 

From the figure 2 Email, web portals, wikis, instant messaging were appeared 
to be most preferred methods for knowledge sharing in the organisations. But the 
survey finding on satisfaction on the tools provided by their company clearly 
opposes the organisations view. 426 respondents among the 552 were not satisfied 
with the tool provided by the organisation for knowledge sharing. The number 
clearly illustrates the lack of available tools ability in promoting knowledge 
sharing in organisations. 

7   Knowledge Sharing Tools Used at the Financial Times 

The Financial times, is an international business newspaper. Apart from the print 
newspaper business, Financial Times invests heavily in the online newspaper 
channel FT.com. The Financial times uses various tools for knowledge sharing 
and management. These various tools are used in a various methods across 
different departments. These various tools and methods create the centralised 
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knowledge in the organisation, which is difficult to process when information is 
needed. The developer community with in the organisation uses heavily wiki 
pages for capturing the explicit and permanent knowledge. In order to promote the 
sharing of tacit knowledge the company often arranges a discussion sessions or 
presentation sessions. The company also uses the tools like email, intranet web 
portals, instant messaging, shared network drive, Google docs, Audio and video 
conferencing etc for knowledge sharing. In mid of 2011, Pearson plc, a parent 
company of The Financial Times launched an innovative collaboration tool NEO 
to promote the knowledge sharing across its three operating divisions: The 
Penguin Group, Pearson Education and Group. In the current years, Pearson has 
acquired a lot of companies emerging in the new markets, widening its 
international reach and changing the shape of its workforce. With new companies 
on the stream and an increasing need for its different brands to work together, 
Pearson needed a tool that would help its people collaborate and communicate 
effectively in a group. Pearson’s digital products and services are an essential part 
of its offering to customers, and it was very precise in providing its employees 
with a high technology-driven collaboration tool. The NEO works on the principle 
of social business model and it promises to easily facilitate the process of 
knowledge sharing. 

8   Case Study on Neo Tool 

Pearson is an international media company with world-leading businesses in 
education, business information and consumer publishing. All that Pearson were 
in need of was an easy uncomplicated and an effortless approach to all major 
resources, tools, and knowledge across the organisation. Pearson expects its 
employees to be in a position to seek for expert skills in distinguishing areas 
without having an admittance to know the names of those individuals. This can be 
explained more in a case where a production editor in one business unit had a 
cover that required tweaks and the designers were not available. The editor was 
able to find substitute designers via Neo and meet the deadlines. Pearson is of the 
opinion that it is essential to help the acquired companies make them a part of the 
parent company to share content and resources and bring on board the wider 
conversation with regards to Pearson’s market strategy.  Now a day’s company to 
company communications have been taken over with centralised blogs, 
discussions and posts on the Neo. The clarity and the clearness of activities on 
Neo drive a number of alliances between the organisations.  For Example: A new 
program was developed for a new certification of UK’s vocational business 
organisations. The employees of Pearson in Australia watched the posts about the 
new certification and immediately apprehend its suitability to their market, and 
established an equivalent and a similar program from content the UK shared with 
them. Neo has enlightened with the content sharing across a lot of functions, 
inclusive of conference development. Pearson initially tested this Neo tool with 
about 700 users and with its success it grew to about 5000 users before the tool 
Neo, went live. Six months after the launch of Neo, it was used by 27,000 users. 
By late 2011, almost 75% of Pearson employees and all the employees from their 
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acquired companies have also engaged themselves into this community. Karen 
Gettman, Vice President and Director for Community and Collaboration said they 
were very proud with the achievements Neo has made within a short span of time. 
He also said that a lot of changes have started in the way different businesses 
work. 

9    Features and Evaluation of Neo Tool 

Neo tool allows the users to know the other employees on what they are doing. It 
is kind of status messages on Facebook and like a Tweet on a twitter. The simple 
update messages are very powerful in connecting the employees. The my profile 
space is to have the up to date information about the users like their expertise, 
business group, biography, languages known etc. The information entered in my 
profile space will be indexed in the search engine and in turn it’s used when 
someone does a search for any specific expertise or skills. The my stuff area, 
where the users can able to have their photo albums, videos, blogs posts, 
documents etc. Also from the my stuff area the users can able to follow specific 
communities or projects across the businesses. The connections features are to 
connect to the various contacts across the businesses via the people directory. The 
connection represents the same way the LinkedIn, a popular professional network, 
works. There is also private messaging service, which is similar to that of email 
services. The Pearson heavily promotes the Neo tool to the users by means of bill 
board advertising with in the companies, arranging for professional photo shoots 
for profile pictures. Recently the senior management started to post the various 
companies’ performance announcements in the Neo space rather than sending out 
the bulk traditional email. Of course, they still do send out the traditional bulk 
email for announcements, but instead of composing the whole message in their 
email they now attach a Neo page link to read further. Also, most of the intranet 
based content websites like HR policies; communications etc were all moved into 
Neo communities. The Neo tool in general is a mixed breed of Wikipedia, 
LinkedIn, Twitter and Facebook. Few of the team members at Financial Times 
who heavily uses the Neo tool feel it fits the purpose for documentation and other 
organisational social networking needs. Hypothesis 2, 3 and 5 are further evident 
from the case study. 

10   Recommendations for Improvements 

Although Neo tool has made a significant progress for the whole company in 
bringing the social context in to their business, to promote the knowledge sharing 
and management, there are still quite a lot of opportunities to further improve the 
system. Some of the teams are still using the traditional systems for their 
documentation, shared files in network etc. The knowledge is still floating in 
different systems. The company have not enforced the groups to strictly use the 
Neo tool. The features of Neo tool is much overloaded. Imagine the features of 
Facebook, Twitter, LinkedIn and Wikipedia all in one place and with out any 
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privilege for users to customize the required features. There is a feature overload 
in Neo and the company has to remove the unused features by the users. The 
points are given for users based on their activities but many of the users are still 
unaware of how this points system works. The company has to provide more 
regular workshops on the tool for the users. 

11   Conclusion 

In today’s modern world change in communication methods are so rapid that the 
businesses are forced to innovate new tools for their employees in order to share 
and reuse the existing knowledge to compete other organisations. The global 
survey and responses from the Financial Times employees clearly rates the 
organisational support and the individuals willingness to share knowledge are the 
major influence for knowledge sharing in organisations. Also, it is becoming more 
clear that the employee's are not relying on bonus schemes to promote knowledge 
sharing instead they prefer more support from organisation and enhanced 
reputation for knowledge sharing. An interesting 70% of respondents disagreeing 
in ease of use of their existing tools to share knowledge is evident that many 
organisations are still struggling to bridge the gap and unable to easily facilitate 
their employees in knowledge sharing process. From the case study of Neo tool 
used by Pearson group, it is becoming more evident that this kind of social 
business tools could be a right step in promoting knowledge sharing in 
organisations. Although these social business tools could facilitate the ease of use 
for the users for knowledge sharing, but the real success will only be achieved 
when there is a realisation from the businesses to achieve their knowledge sharing 
and knowledge management goals. 
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Abstract. This article shows the connection and interrelation between complexity 
theory and knowledge management. It is planned to find mechanisms to 
communicate and share knowledge efficiently, improving knowledge management 
in a complex system such as the development software factories. As a result, it 
propose a model of knowledge management, taking into account notions of 
complexity theory applied to a development system software factories, where 
normal development involves different forms of complexity, which must be 
managed properly to help solve. Of course, the results of the application can be 
seen in the medium term best practices and lessons learned. 

1   Introduction  

First of all, because we need to know why you get to apply two complex issues by 
them selves, and each complex. The first concept, knowledge management, frames 
the modern world, knowledge as a source of power and the best partner when 
developing organizational strategies. But if the organizations have the knowledge, 
what is the reason now to enter the word management? 

Then bring to mind, the organizational level, where technical skills are 
required, especially social processes-methods. What happens if there is no support 
in the generation and transmission of knowledge? If every time a new oficial or 
programmer enters, they have to try to develop or invent the wheel again to learn 
how to do things? Obviously the company or the project itself will have an 
extension in time to execute tasks and therefore increase costs and a decrease in 
performance. 

On the other hand, the term complexity exists and has existed forever, even 
comes embedded with the man with the world and nature itself. Thousands of 
simple processes are complex  to our eyes and at the same time fascinating. 

The complexity and knowledge come side by side according to the hypothesis 
of Seth Lloyd [1]: "Everything that is worth under-standing complex systems 
about can be understood in terms of how it processes information", the complexity 
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can be taken into terms of processing information that action involving, namely 
knowledge. 

Therefore, you can take advantage of the concepts and the different 
applications of complexity theory to propose a model of knowledge management 
to facilitate the development of a complex system such as software factories. 

2   Conceptualization 

As the basis of this research, described below most relevant concepts that affect 
the understanding of the proposed model. 

2.1    Knowledge Management 

In order to develop or try to implement knowledge management, it is necessary to 
have different ideas about it, for example, it can be explained in terms of 
knowledge transfer: The Management or Knowledge Management is a concept 
used in companies, which seek to transfer knowledge existing experience and 
employees, so that it can be used as a resource for others in the organization. 
Knowledge management aims to make available to each employee the information 
you need at the right time so that their activity is effective [2]. 

You can also set based on the satisfaction of needs: "The process of continually 
managing knowledge of all kinds to meet present and future needs, to identify and 
exploit resources of knowledge that exist and are acquired to develop new 
opportunities" [3]. 

Other definitions are focused on intellectual capital: "The set of processes and 
systems that allow an organization's intellectual capital to increase significantly 
through the management of their problem-solving capabilities efficiently (in the 
least about of time possible), with the ultimate goal of generating sustainable 
competitive advantage in time" [4]. And the generation of value through it: 
"Creating value from intangible assets of the organization" [5]. 

Just as ideas are aimed at competitiveness: Management planned and ongoing 
activities and processes to enhance knowledge and increase competitiveness through 
better use of resources of creation of individual and collective knowledge [6]. 

“The European KM Framework is designed to promote a common European 
understanding of KM, show the value of the emerging KM approach and help 
organizations towards its successful implementation. The Framework is based on 
empirical research and practical experience in this field from all over Europe and 
the rest of the world. The Framework addresses the most relevant elements of a 
KM approach and aims to serve as a point of inspiration and as a reference basis 
for all types of organizations aiming to improve their performance through dealing 
with knowledge in a better way” [6]. This framework is outlined in Fig. 2.  

But ultimately, all knowledge management concepts point to the way it obtains, 
classifies, distributes, transmits and stores the knowledge: It is a concept used in 
companies, which aims to transfer knowledge and experience existing within the 
employees, so that it can be used as a resource for others in the organization. 
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Knowledge management aims to make available to each employee the information 
you need at the right time so that their activity is effective [2]. 

Based on the above notion, it can be established that the objectives of 
knowledge management are: 

• Develop an outreach strategy for organizational development, acquisition 
and application of knowledge. 

• Implement strategies to knowledge. 
• Promote continuous improvement of business processes, emphasizing the 

generation and use of knowledge. 
• Monitor and evaluate the achievements through the application of 

knowledge. 
• Reduce costs associated with the repetition of errors. 
• Reduce cycle times in developing new products. 

 

Fig. 1 Knowledge Management Framework: A European Perspective. Source: [6]. 

And it can be defined as a supporting technology: A "Knowledge Management 
System" is a platform for information and communications technologies (ICT) 
that supports the KM processes in the organization.  It focuses on creating, 
collecting, organizing and disseminating "knowledge" of an organization, rather than 
information or data [7]. 

2.2   Complexity Theory 

Many events and facts that are inherent in the complexity theory: the theory of 
relativity of Albert Einstein, the beginning of uncertainty or indeterminacy, 
fractals, artificial intelligence, chaos theory, agents, emergency, self-organization 
[1], which  makes finding a single definition almost impossible. It is usually 
associated  with complexity theory to the study of complex systems. 

A system is complex when it consists of many parts that are interconnected so 
intrinsic [8]. A system has dynamic complexity where cause and effect are subtle, 
over time [9]. A system is complex when it consists of a group of related units 



188 V.H.M. García, T.L. Carrillo, and S.J.B. Castro
 

(subsystems) for which the degree and nature of the relationships is imperfectly 
known [10]. 

2.3   Software Factories 

Now a day, software systems that can be developed in a short time are needed, in 
other words, reduce the time lag of specifications to implementation. You should 
also be able to recycle a set of procedures, processes, designs, strategies, 
alternatives and experiences to improve the software development process. Also, 
statistically, 64% of IT projects are considered failures either because they are 
made within the time / budget plan or because they are within the projected range, 
all this confirms the need to automate the software production process through 
production lines, similar to the auto assembly process. 

For the next decade the demand for software will increase significantly, 
promoted by the global economic changes, new technological applications, the 
rise of mobile devices, internet, and artificial intelligence. In other words it is not 
possible that the software developments meet this demand, then how do you get 
the ability to meet the above demand?  The possible solution is not to increase the 
number of developers, because it could bring more problems than advantages. 
What should be done is radically change the methods of software development so 
that the people involved do not perform repetitive tasks. 

Another aspect that adds to this scenario is the constant evolution of 
technology, which adds complexity to both the project and process and the 
product, while coexisting with the evolution of the domain problem [11]. This 
increases the demand on the development of solutions, forcing software 
development companies to look for options that allow them to have agile and 
efficient processes, reduce consumption of resources and maintaining high quality 
levels [12]. 

Today, you can still consider software development as a traditional process 
based on the skills and knowledge of the engineers involved. Each new product 
required by the software development company is a new solution, unique and 
customized to the costumer. 

The industries have increased their capacity from the craft, where all products 
are created from scratch by individuals or small teams, to the industry, where a 
wide range of product variants are quickly assembled from reusable components 
created by multiple vendors or the same industry. 

With the passage of time the customers needed a larger number of solutions, 
improved quality, reduced time on development, therefore it is necessary to change 
the product solution approach and focus on the process as a central source of the 
product. To move towards the process of product development software, factories 
appear to improve productivity, through a knowledge bank, components, tools and 
processes used to grant customers greater quality, flexibility, lower price and 
delivery time [13]. By reusing, leverage can take advantage of the skills of several 
developers on multiple projects at the same time, this has been considered as the 
main focus for significant improvements in productivity and quality of software 
engineering [14], [15].  The development focuses on the use of existing modules. 
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A software factory can be defined as "a software product line that configures 
extensible tools, processes and content using a software factory template based on 
a software factory schema to automate the development and maintenance of 
variants of an archetypical product through adaptation, installation and 
configuration of component-based framework" [16] (Fig. 2). Other more practical 
ways are defined as "a product line that configures extensible development tools 
like Microsoft Visual Studio Team System (VSTS) with packaged content and 
guidance, carefully designed to build specific types of applications." 

 

Fig. 2 Software factory: Product. Source: Authors. 

This type of project can be conducted within the framework of an experimental 
design [17], using the methodology MSF for agile Software Development at 
Microsoft [18], [19], it supports iterative development and refinement learning 
continuous. The product definition, development and testing occur in incremental 
interactions (Fig. 3). The main principle is to add interactive functionality that 
improves the quality of not only software but also the way it builds [20]. You can 
choose this methodology for spiral development and ease of integration with 
Visual Studio.net 

 

Fig. 3 Cycles and interactions. Source: Microsoft Developer Network. 
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Each interaction has the following phases: forecasting, planning, development, 
stabilization, and implementation. 

3   Model 

In a society that seeks tirelessly methods that facilitate the processes to produce 
their goods and services, arises the urgent need to implement and develop 
knowledge transfer processes, using tools that are fast, reliable and economical. 

In trying to implement a knowledge management model to a complex system, the 
model may take the qualities of complex systems and become too complex. Also, if 
the basis is the characteristics of complex systems such as emergency, self-
organization and chaos can be an organized model in an emergent way (Fig. 4). 

 

Fig. 4. Characteristics of Complex Systems. Source: Institute of Complex Systems of England. 

The best way to support a software factory development is through a process of 
continuous learning and refinement, which can be achieved through the qualities 
of a complex system, then in building components could begin implementing each 
of these concepts:   

3.1   Organization 

For the development of each software component it is necessary to organize the 
working group structures that interact and change according to the immediate 
goal, a reason that you might want to distribute, prioritize work groups or 
contract according to the abilities of people, the number of hours / person, or type 
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of product to be obtained (Fig. 5). With this changing distribution of knowledge 
flows get really dynamic and strong, because knowledge has several directions and  
reaches all individuals naturally. 

 

Fig. 5 Forms of organization. Source: Authors. 

3.2   Interaction 

In addition to the interaction that is achieved between each of the people doing 
the project, you get other types of interactions such as those generated through 
conversations with customers, managers, colleagues and even people outside the 
project and events from the outside world (Fig. 6), which makes the system an 
open system in which the inspiration to solve difficulties may stem from the same 
system as external events. The distribution of information increases the capacity of 
people to solve problems. 
 

 

Fig. 6 Types of interaction. Source: Authors. 

3.3   Feedback 

Each of the events generated and interactions that commonly occur in the 
organization produce a feedback that supports all processes in software 
development (Fig. 7). 

 

 

Fig. 7 Events and feedback. Source: Authors. 
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3.4   Adaptation 

The system, based on feedback obtained as a response adaptation making 
decisions and providing a better link from modifications or changes in methods, 
processes and environment. External and internal events and the feedback, 
function as incentives to achieve harmony between the current form of 
development of components and the best way of taking into account all the 
environmental variables involved in the society (Fig. 8). Knowledge flows equally 
fit, allowing them to have the knowledge about why the change and then a log can 
be consulted to understand the decisions made. The events, feedback, skills and 
existing methods cannot adapt to causes that improve a new process. 
 

 

Fig. 8 Process of adaptation. Source: Authors. 

3.5   Evolution 

All changes generated by the organization, interaction, feedback and adaptation 
forged with the passing time optimizing the system itself and knowledge 
management processes, achieving a continuous improvement that leads to evolution 
(Fig. 9). 

 

 

Fig. 9 Continuous Improvement. Source: Authors. 

3.6   Stage and Packages 

Each of the processes seen above apply knowledge management to the 
development of the packages or components, and this whole process can be 
repeated over and over again in the development of the package (Fig. 10),  
where by different stages are formed in the end and increase more precisely in 
evolution. 
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Fig. 10 Process for generating packages and components. Source: Authors. 

3.7   Establishment of the Model 

In reviewing each of the above concepts it is clear that the development of a 
complex system such as the software factory, these concepts apply in the 
development of a whole (Software Product) while an item (Package). When you 
begin to develop a package, the organization, interaction, feedback, adaptation and 
evolution adhere to this process, and this occurs again when the packages are 
grouped into one function, allowing the system to reach the point of becoming 
complex (Fig. 11). 

 
Fig. 11 Model of knowledge management applied to a complex system: Development of 
software factories. Source: Authors. 
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Once you take each of the packages, they are implemented to the methodology  
MSF for agile Software Development at Microsoft under a spiral approach, which 
includes forescasting, planning, stabilization and implementation.  Several packages 
together represent functionality and this in turn united with others go to join the 
software product, when all this happens it is notable that there is a self-organization 
based on events and feedback obtained prior to which can respond to any 
stimulus. As the functionality of each particular package it can be converted into a 
goal based on the community which may be called Emergency and therefore to 
obtain each function or procedure separately, will never give the same value as if 
having the entire project, because 4 + 4 = 5 (Synergy).  

But even when you can see the entire structure, there may be some attractors 
like customers, the quality and politics, forms and methods with which the 
organization works, which constitute the firm basis and return the project 
horizon. But keep in mind it is clear that because the methodological approach is a 
spiral, any decision taken in the early stages affects the latest and therefore the 
failure or success of the project, so you can see reflected in this model the 
theory of chaos. 

The resulting model shows that knowledge management is implemented in 
complex systems because to become complex it must obtain, sort, distribute, 
transmit and store information making the most of the organization, interaction, 
feedback, adaptation and evolution (Fig. 11). 

4   Conclusions 

Both knowledge management and software factories are complex systems, which 
makes the development of a knowledge management model for a complex system, 
also be complex. Applying the concepts of complexity to a software development 
process shows that knowledge flows can be dynamic, open and distributable. 

The core complex concepts applied to a management model of the complex 
system of knowledge, development of software factory are: 

• The sum of the parts is greater than the whole. It is a set or combination of 
things or parts forming a complex or unitary whole. Synergy. 

• It is composed of several elements that together can generate a certain beha-
vior. Self-organization emergency. 

• The present iterative and incremental development that is contained, can lead 
to wrong decisions in the first interaction system-wide impact. Chaos theory. 
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Abstract. In this article, a new metrics to estimate project development time is pro-
posed. The approach is based on business process models. The estimates are divided
into four categories: process, screen, integration and service. They are quantified in
process points. The project must be modeled as a business process, the four esti-
mates must be calculated and added to obtain the final project complexity. It is a
faster method to evaluate the design of complex software systems.

Keywords: Project design, Complex Software Systems, Business Process, BPM,
Estimation Metric.

1 Introduction

The dynamism of the nineteenth century has made the search for methods that solve
problems quickly more intense in many areas of modern society. In computing,
specifically in the area of information technology, this quest is no different. From
the stage of elaboration of a project to its completion, there are several stages that
have been studied and analyzed in order to obtain a final product with more quality
quickly.

In this context, the problem to be addressed in this paper seeks to speed up the
preparation of a project proposal estimating its total time in a practical and fast way.
This estimation is based on business process models. Sharp and McDermott (2001)
[1] define a business process as a structured flow of activities that supports business
objectives. Other elements of a process model besides activities are gateways and
roles responsible for the activity execution. These are the main elements considered
in the proposed estimate. The estimates are divided into four categories: process,
screen, integration and service. They are quantified in process points (PP). A process
point is the unit that measures the complexity of a process by deriving the size of
the process to be automated.

For the time estimate to be feasible, it is necessary that the process documen-
tation is specified as a flow of activities. The four estimates mentioned above are

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 197–208.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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calculated, and, at the end, the measurement obtained from each category is added
to obtain the total project time.

This new approach based on process points is faster and simpler than other pre-
vious methods to estimate project development complexity. As software design in-
volves a large number of tasks and many people working collaboratively, it can
benefit from this more efficient approach.

This paper is divided into the following sections. Section 2 presents previous ap-
proaches that deal with the mentioned problem. Section 3 presents the new approach
and Section 4 concludes the paper.

2 Background

The problem of estimating the design of software systems has been studied since
a few decades with the aim of developing metrics of project quantification that can
estimate the effort and time for the development of programs and systems. One of
the oldest forms of estimation is counting of the number of lines of source code. In
the literature, there are several ways to count lines of code (Albrecht and Gaffney,
1983 [2]). Some of these forms may only consider or count the number of state-
ments, variables or lines of code. As it counting the number of lines, this metric is
also considered a physical measure.

The physical measure is becoming obsolete as it is unable to measure a system
or program considering what is really important for this software. It has been re-
placed by the use of the so-called functional measures. The functional measures are
intended to measure the functionality provided by the software thus enabling the use
of estimates at the beginning of a project, a fact unlikely to happen if a physical met-
rics was used. Function Points, Use Case Points and Process Points are examples of
functional metrics.

The function point metrics (Dunn, 2002 [3]) estimates the size of a system or the
time spent to develop it according to the number and complexity of its functional
requirements, from the point of view of the user. This metrics is independent of
the computer language, development methodology, technology or capability of the
development group.

The points per use case metrics (Kusumoto et al., 2004 [4]) allows measuring
software design from the use case. In addition to the use cases, this technique also
considers environmental factors and factors of technical complexity to obtain the
estimate. Environmental factors determine the level of experience and efficiency of
professionals related to the project. Technical factors help determine how difficult it
is to carry out this project.

The process point metrics is described in this paper. Given a process model con-
taining the flow of business activities and their actors, the estimate of the time to
complete a project can be made. We call PP (process point) the unit that measures
the complexity of a process by deriving the size of the process to be automated.
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3 An Approach Based on Process Points

The proposed project time estimate is based on the business process model.
Firstly, the process is specified as an activities flow. The estimates are divided

into four categories: process, screen, integration and service. They are quantified in
process points (PP). A process point is the unit that measures the complexity of a
process by deriving the size of the process to be automated.

Afterwards, the four estimates mentioned above are calculated, and, at the end,
the measurement obtained from each category is added to obtain the total project
time. The four categories are closely related so that from the process category the
quantification of the other categories are derived.

The categories are described below.

3.1 Process

A process consists of a flow of activities that models a business system. The process
model is composed of elements such as activities, gateways, roles and exception
handling (OMG, 2009 [5]). These are the elements considered in the approach pro-
posed in this paper.

The quantification process is performed as an analysis of the characteristics of the
process domain. Moreover, these features serve as inputs to measure and estimate
the other categories of a project.

The gateway is an element that deals with a response of yes-or-not. It usually
occurs when a particular flow branches into more than one way or when there is
a junction of several branches. For purposes of counting, it will be given a weight
equal to “1”, considering that it is an item with low complexity and does not generate
a great deal of construction.

The automatic activity results in the execution of a computer program within
the workflow. For purposes of counting, it will be given a weight equal to “2”,
considering that this is an item of medium complexity, as it involves program calls
inside and outside the workflow. The integration with external programs is handled
in the “Integration” category(in section 3.3).

Human activity results in the interaction with the end user via friendly screens.
These screens can be configured in the tool or coded in an appropriate program-
ming language, as described in the “Screens” category(section 3.2). For purposes
of counting, it will be receive a weight equal to “3”, considering that the activity of
this nature involves more configuration variables that an automatic activity.

The role attributes activities to a person, group of persons, or a computer sys-
tem. It will receive a weight equal to “5”, because this item requires a considerable
complexity requiring differential treatment to messages, access, interfaces and data
exchange.

Exception handling deals with unexpected situations that may occur during pro-
cess execution. For the purpose of counting, it will have a weight equal to “1” for
each automatic or human activity.

The table 1 shows the weights assigned to the items in process analysis.
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Table 1 Weights assigned to the items in process analysis

Process Complexity PP

Gateways Low 1
Automatic Activity Medium 2
Human Activity Medium 3
Role High 5
Exception Handling Low 1

3.2 Screen

The screen category is the most important visual channel for interaction and com-
munication between the business process and the user. The screen can be evaluated
by visual factors as color, font type, the screen size or structural factors such as
the number of fields and buttons. To make estimates of a screen is only consid-
ering te structural factor of a screen because the moment to estimate a screen are
those screen elements that define the information that needs to be displayed. Screen
estimates only consider the structural factors as they define the information to be
displayed.

The screens are divided into two groups according to how they are implemented:
configured or coded. Configured screens are generated dynamically through the use
of native resources of the workflow and / or BPM tool. The coded screens, in turn,
are created by a Web programming language compatible with the used tool. Each
group of screen has a specific weight distribution, which varies with the level of
complexity, as shown in Table 2.

Table 2 Weight versus complexity given to configured and coded screens

Complexity Weight of Configured
Screen

Weight of Coded Screen

Very Simple 1 30
Simple 2 60
Medium 6 85
High 10 110
Very High 14 135

The difference between the weights associated with the complexity of each group
is partly because the encoded screen requires a greater effort in terms of life cycle
of software development.

The quantification of screens depends on the amount of information at the time
of counting. Therefore, regardless of the type of the screen, its quantification can be
divided into:
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• An unknown set of screens and / or not specified and;
• A set of known screens and / or specified, that is, screens that show at least a

layout sketch.

The unknown or unspecified screens are assigned weight “1” to every human activ-
ity existing in the process flow. Next, the way of construction of the screen on the
tool (configured or coded), as shown in Table 3, is considered. It is observed that
the distribution of complexity is based on the historical of screen development in
previous projects.

Table 3 Distribution of the complexity of screens

Complexity Tax of Configured Screens Tax of Coded Screens

Very Simple 30% 5%
Simple 25% 35%
Medium 20% 40%
High 15% 15%
Very High 10% 5%

The classification of the level of complexity when screens are known and speci-
fied depends on the amount of screen elements. These are the elements considered:
fields, buttons, combos, radio and tables. Each element will receive weight 1 except
for table that will receive 1 for each column. Thus, a screen with two fields, one
button, a combo, a radio and a table of three columns will have a total of 8 elements.

Table 4 is an evolution of Table 2 and incorporates the number of elements of
the screen to the complexity and the respective weights assigned to configured and
coded screens.

Table 4 Number of elements versus complexity versus the weight given to the screen

Number of elements in
the screen

Complexity Weight of Configured
Screen

Weight of Coded Screen

x ≤ 5 Very Simple 1 30
5 < x ≤ 10 Simple 2 60
10 < x ≤ 30 Medium 6 85
30 < x ≤ 60 High 10 110
x > 60 Very High 14 135

3.3 Integration

The integration category includes a communication process with other business
systems to facilitate the process operations. In this category, information systems
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external to the process are obtained automatically without user intervention. The es-
timate integration is based in the difficulty of communication between the process
and other system.

The integrations always consider the client and server sides. The client side in-
cludes the creation of programs with the goal of sending and receiving data from
legacy systems. The server side represents outsourcing of the functionality of legacy
systems that are accessible through interoperable standards. In Khalaf et al. (2006)
[6] there are examples of integrations. Table 5 defines the levels of complexity for
the integration of client and server sides.

Table 5 Definition of levels of complexity for the integrations

Complexity Client

Very Simple Native clientes of the workflow and/or BPM tool
that can communicate with legacy systems.

Simple Native clients of the workflow and/or BPM tool that can
communicate with legacy systems such as Web services and EJB.

Medium Clients in programming languages compatible with
the workflow tool that uses native connectors of platforms
such as JMS, XML e CSV.

High Clients in programming languages compatible with
the workflow and/or BPM tool that do not use native connectors
of the used platform, but communicate with legacy systems
of lower platforms such as DLL, CMD e OLE.

Very High Clients in programming languages compatible with
the workflow and/or BPM tool that do not use native connectors
of the used platform and communicate with legacy systems
with high platform or middleware such as EntireX.

Complexity Server

Very Simple Server code of low or medium difficulty level written in
commercial programming languages such as Java and .NET

Simple Server code of low or medium difficulty level written in
commercial programming languages such as Java and .NET
that do not use APIs such as Web services and EJB.

Medium Server code in commercial programming languages such as
Java and .NET that use proprietary API.

High Server code in programming languages with either infrequent commer-
cial
use or from discontinued platforms running in lower platforms.

Very High Server code in programming languages with either infrequent commer-
cial
use or from discontinued platforms running in high platforms.
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The counting of integrations varies with the level of information in the process.
When there is insufficient information, it is necessary to count the automatic activi-
ties that will become future integrations with external systems.

For each automatic activity two integrations will be considered: one for the client
side and one for the server side. At the end of the count, the distribution of complex-
ity for both sides is applied, as shown in Table 6.

When there is information or integrations are specified, it is enough to map the
integration according to its level of complexity, as described in Table 5.

Table 6 Distribution of integration complexity for unspecified integrations

Complexity Client Server

Very Simple 80% 10%
Simple 20% 35%
Medium 0% 35%
High 0% 15%
Very High 0% 5%

Next, the weight distribution is applied according to the complexity level for
client and server sides, as shown in Table 7.

Table 7 Distribution of weight in relation to the complexity of integration

Complexity Client Weight Server Weight

Very Simple 2 30
Simple 4 60
Medium 8 85
High 12 110
Very High 16 135

3.4 Service

The service category is responsible for estimating the systemś functional require-
ments which include the actions performed by a user. These are used in the process
functionality as services to provide reusability and maintainability of the system.
The estimated service depends of the level of complexity of the functionality in-
volved.

Authors such as MacKenzie et al. (2006) [7] define service as a mechanism to
enable access to one or more capabilities provided through a pre-defined
interface. A service is consistent with the descriptions of restrictions and poli-
cies. Erl (2007) [8] defines services as standalone software programs with different
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characteristics that allow the alignment of strategic objectives with service-oriented
computing.

Services may be process flow or logic operations. The flow services are opera-
tions to execute the state machine of process flow and logic operations services in-
clude manipulation or data analysis. Typically, flow services are actions that involve
the verbs receive, send and inform. The services of logical operations are actions to
calculate, verify, update, simulate, among others.

Table 8 shows the definition of complexity associated to services.
The counting of services also varies with the level of information in the process

in relation to automatic activities. When there is only basic information, services are
distributed according to the distribution of complexity presented in Table 9. When
there is more concrete information, services are mapped according to their level of
complexity, as shown in Table 8.

Table 8 Complexity of services

Complexity Service Types

Very Simple Native services of the workflow tool that, by means of configurations,
facilitate development in Java.

Simples Native services of the workflow tool that, by means of configurations,
facilitate development of Web services and EJB.

Medium Services in programming languages compatible with the workflow tool
that use native connectors of the used platform. Examples are JMS,
XML e CSV.

High Services in programming languages compatible with the workflow tool
that do not use native connectors of the used platform,
but communicate with legacy systems of lower platform such as DLL,
CMD e OLE.

Very High Services in programming languages compatible with the workflow tool
that do not use native connectors of the used platform and communicate
with legacy systems of high-level platform or middleware such as En-
tireX.

Table 9 Distribution of the complexity of services

Complexity Flow Operations Logic Operations

Very Simple 100% 80%
Simple 0% 20%
Medium 0% 0%
High 0% 0%
Very High 0% 0%
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Table 10 Relationship between the distribution of complexity versus weight

Complexity Flow Operations Logic Operations

Very Simple 2 30
Simple 4 60
Medium 8 85
High 12 110
Very High 16 135

Next, weight distribution is applied varying with the level of complexity, as
shown in Table 10.

It is important to highlight that each automatic activity can originate a service or
an integration, depending on the action to be performed by this activity.

3.5 Example

Suppose that, from a business process model, we have the following information
about the process:

• (i) Gateways = 5;
• (ii) Automatic activities = 15;
• (iii) Human activities = 34;
• (iv) Manual activities = 5;
• (v) Roles = 7;
• (v) Exception handling = 15.

About the 15 automatic activities, we have the following information:

• (i) 10 integrations with external systems;
• (ii) 5 services, 2 flow operations and 3 logic operations;
• (iii) 15 services, 2 flow operations and 3 logic operations;15 exception handling

(at least one for each activity).

Considering that there are 34 human activities, the minimum number of screens are
34. All of them are coded screens. Among these, 14 are not specified and 20 are
known. For those 20 specified screens:

• (i) 10 screens have at most 5 elements;
• (ii) 7 screens have 12 elements;
• (iii) 3 screens have 31 elements.

For this scenario, table 11 has the estimate for each category.
For the screens, firstly, it is necessary to obtain the number of screens of each

complexity and, then, the process point is applied. Table 12 shows the estimate for
screens. The total number of screens is known screens plus unknown screens for a
given complexity.
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Table 11 Example of the estimated size of the process category

Process Amount Weight PP

Gateways 5 1 5
Automatic Activity 15 2 30
Human Activity 34 3 102
Manual Activity 5 1 5
Role 7 5 35
Exception Han-
dling

15 1 15

Total 192

Table 12 Example of the estimated size of the screen category

Complexity Amount Known Set of
Screens

Amount Unknown Set
of Screens

Weight of Coded
Screen

PP

Very Simple 10 0.7 30 321
Simple 0 4.9 60 294
Medium 7 5.6 85 1071
High 3 2.1 110 561
Very High 0 0.7 135 94.5

Total 2341.5

The process has 10 integrations with external systems that are non-specified in-
tegrations composed as Client (C) side integration and Server (S) side integration.
Table 13 shows the estimate for integration.

Table 13 Example of the estimated size of the integration category

Complexity Amount C Weight C PP C Amount S Weight S PP S

Very Simple 2 8 16 30 1 30
Simple 4 2 8 60 3.5 210
Medium 8 0 0 85 3.5 297.5
High 12 0 0 110 1.5 165
Very High 16 0 0 135 0.5 67.5

Total 24 Total 770

There are 5 services, 2 flow operations (FO) and 3 logic operations (LO). Table
14 has estimates for service.

Table 15 shows that the estimate for this scenario was 3.439,5 PP. Analyzing
the application of process points in concluded projects, we may say that 1 PP cor-
responds to a productivity that varied from 2 HH/PP in the first iterations to 1.25
HH/PP when the project was finishing.
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Table 14 Example of the estimated size of the service category

Complexity Amount AF Weight AF PP AF Amount OP Weight OP PP OP

Very Simple 2 2 4 30 2.4 72
Simple 4 0 0 60 0.6 36
Medium 8 0 0 85 0 0
High 12 0 0 110 0 0
Very High 16 0 0 135 0 0

Total 4 Total 108

Table 15 Estimate For This Scenario

Category Table PP

Process Table 11 192
Screen Table 12 2341.5
Integration Table 13 794
Service Table 14 112

Total 3439.5

4 Conclusions

This paper proposes a new method to estimate project development time. This es-
timation is based on business process models. The estimates are divided into four
categories: process, screen, integration and service. They are quantified in process
points. A process point is the unit that measures the complexity of a process by
deriving the size of the process to be automated.

This new approach based on process points is faster and simpler than other pre-
vious methods to estimate project development complexity. As software design in-
volves a large number of tasks and many people working collaboratively, it can
benefit from this more efficient approach.

As future work we intend to further refine each category, we want to study and
perform the estimation of productivity of the team that participated in the project
and we intend to calculate the total hours spent by the team involved in the project
and the time spent in each stage of a project.
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Abstract. The Higher Education Institutions, HEI are the natural space where the 
ethos of knowledge can be developed and the Intellectual Capital, IK can be 
accumulated. It's no secret the inadequacy of the Management Information 
Systems, MIS to incorporate knowledge. In fact is shared by many authors that 
well over half the market value is explained by the IK in companies of the Third 
Millennium. Traditional systems do not account for the IK and only estimate the 
book values vs. market values when selling focused on negotiation processes.  On 
the other hand, there are already quite a few financial models of the knowledge 
economy that considers the IK. For the universities is a critical issue in the way of 
the Competitiveness of Higher Education. Our initiative EIDOS constituted 
unconventional ideas that have not had an audience in the context of Colombia. 
Now beginning to break through what an open space is required with basic units in 
the enterprise architecture of the HEI focused on innovation; This was stated by 
the Government Plan 2010-2014, in this country as an national strategy. These 
new architectures must be defined and supported in order to facilitate the stream 
of information and knowledge with new sources of generation, especially those 
where the IK did not exist. It begins to think that IK is the basis of sustainability 
and financial governance. Knowledge Engineering (KE) maturity level is 
inderway. As background it should be mentioned that this research originated to 
facilitate the use of development methodologies, information systems and evolve 
them to the incorporation of layers of knowledge for an Intelligent Management 
Information IMIS, to the various organizational and technological changes that 
occur in building new systems to meet customer requirements in improvement of 
processes, new demands of companies in the Knowledge Society and basically 
make the  intelligent performance of the firm. Our research effort represents 
ongoing work with several University projects and unpublished graduate works 
and also consulting works for institutions in Colombia. In the FESSANJOSE the 
model has evolved to our proposal of social innovation Leontief Model that 
incorporate the knowledge sector. The KE methodology is shortly presented in 
this paper has been an attempt for reducing the complexity involved: is part of that 
effort and has not obeyed to a large-scale project with good funding.  They have 
been serene developments that we want to share with the academic community. 
We describe an attempt to formalize a KE methodology in 8 steps which are 
presented in detail, the mix of ideas coming from both Engineering and 
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Management we tried to integrate in this construct. The full method can be read in 
the 2nd chapter titled "Analytical Models for Tertiary Education by Propaedeutic 
Cycles Applying Knowledge Engineering and Knowledge Management". 

Keywords: Knowledge Engineering, Intelligent Management Information 
Systems, Intellectual Capital, Knowledge Base. 

1   Backgrounds 

We have faced the problem of HE in Colombia with the use of the Propaedeutic 
Cycles, which deals many serious problems of student dropout and mainly the 
lack of competitiveness of this sector.  The foregoing led us to rethink the matrix 
of input / output in terms of curricular knowledge and competences to be 
cultivated in students to submit papers in several international conferences. In 
recent years we have redefined the architecture of the Leontief model by 
introducing the sector of knowledge and applied to our university, FESSANJOSE.  

The Internationalization strategy in our Institution, FESSANJOSE seeks further 
movement of resources, including knowledge assets. It is also intended to promote 
quality trans-boundary HE, developing programs and giving them more 
competitiveness as an worldwide dimension, promoting international qualifications, 
language skills and multicultural understanding in the process as well as through the 
high training of lecturers for intellectual assets knowledge transfer competitiveness 
with global vision. The process of internationalization for HEI results in mobility 
and circulation of people, knowledge, goods and services including pedagogical, 
ideas and values cultivated for abroad institutions. 

The HEI are the natural space where the ethos of knowledge can be developed 
and the IK can be accumulated.  It's no secret the inadequacy of the Management 
Information Systems, MIS to incorporate knowledge. In fact is shared by many 
authors that well over half the market value is explained by the IK in companies of 
the III Millennium. Traditional systems do not account for the IK and only 
estimate the book values vs. market values when selling focused on negotiation 
processes.  On the other hand, there are already quite a few financial models of the 
knowledge economy that considers the IK. For the universities is a critical issue in 
the way of the competitiveness of HE. 

Now beginning to break through what an open space is required with basic 
units in the enterprise architecture of the HEI focused on innovation; this was 
stated as a national strategy. These new architectures must be defined and 
supported in order to facilitate the stream of information and knowledge with new 
sources of generation, especially those where the IK did not exist. It begins to 
think that IK is the basis of sustainability and financial governance. 

Our work has been developed with academic rigor, disciplined and continued: 
the documentation of the project is a key part of the methodology we use to 
formalize and enrich our research ideas and innovation. They are subjected to the 
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contrasting, in international meetings, world class, and obviously by systematizing 
the feedback provided by international pairs of very high scientific level.  

1.1   Proposals for an Intellectual Assets and Knowledge 
Engineering Methodology 

KE is considered as the systematization of intelligence and relies on the work of 
organization, representation and knowledge management as a substitute for human 
reasoning and reasonable basis to encapsulate solutions to hard problems and 
difficult tasks, also serves to identify the layers of knowledge of an information 
system. In itself, the KE, is the technology for building expert systems and 
intelligent agents. Clearly the maturity of the KE requires a disciplined work and 
treatment of problems, analysis and solutions, supported by knowledge. 

1.2   Some Implications of Intelligent Engineering Solution 

We found that extensive knowledge in the subject or study target, informal or 
explicit is one of the consequences. It is required the support for heuristics 
analysis or for the same creativity. Finally the main competences required are: the 
ability to infer knowledge, the ability to reason or symbolic processing and the 
ability to apply an appropriate logic of the problem. 

In e-Commerce, the increase in business intelligence (BI) is impressive, 
supported by ES (expert systems) and intelligent systems. An ES is seeking a 
satisfactory solution, good enough for the job, although not optimal. The output of 
an ES depends on the amount of knowledge and depth of analysis is made on the 
knowledge of experts. 

2   Engineering of the Knowledge  

This construct refers to the techniques of obtaining knowledge, representing, 
building and using it appropriately to assemble and explain reasoning of the 
knowledge based system, creating a product which tries to solve the involved 
problem. The following defined steps were indentified: The following figure 
describes graphically the proposed methodology of KE. The first 2 phases is 
related to the problem Definition and Determination. 

1. Cognitive Planning: defining the system (structure and components), model 
(behavior), detailed specification of the problem, selecting methods and 
techniques, user requirements and interface, identifying the data types and 
objects and solution quality.  

2. Learning: Acquisition of knowledge or machine learning process: acquisition 
of knowledge required by the system, in a systematic or automatic or with help 
from the experts. This knowledge can be specific when the problem domain 
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that competitiveness hinges on the effective management of all organizational 
intellectual assets. The internationalization inside the university is a process 
leading to the Knowledge Society. 

Phase Outcomes: The recognition of the classes of knowledge; The 
Identification of the layers of knowledge of the company (knowledge architecture) 
and knowledge processes; The determination of the intellectual assets; The 
specification of the methodology, tools and techniques;  A Portfolio of the 
intelligent subsystems; The Intellectual capital resources: e.g. Knowledge bases, 
Study Plans; Scheduling and Time table;  Quality Assurance Plan 

2   Knowledge Acquisition Phase: Learning 
Taking the problem and its modular decomposition, followed by the 

conceptualization of relevant knowledge, must define its scope. When knowledge 
has been collected, must be analyzed, coded and documented so that these 
activities take place according to the chosen acquisition technique. It also should 
be prioritized to represent in the KB. Later must be formalized to determine the 
method of acquisition. The acquisition stage can be difficult to the extent that 
knowledge is extracted directly from human experts. Once the execution is carried 
out, it should be the implementation, which includes programming and coding of 
knowledge in the computer, designing a prototype that allows refining and 
contrasting the results. Finally, the knowledge engineer test at the KB by means of 
examples (cases) and compares the results with experts to examine the validity of 
knowledge. 

Phase Outcomes: Knowledge Recovery; Knowledge Bases; Repositories; 
Conceptual Map of the Knowledge or Syllabus; Knowledge Structures 

3   Knowledge Representation Phase: Ontology 
The representation of knowledge involves the consistent use of mathematical 

logic and information structures. The KE theories fall into two categories: 
mechanisms and content. Ontology contents theories about classes of objects, their 
properties and their interrelationships, which allow the specification in the domain 
of knowledge.  

Phase Outcomes: Knowledge Bases with fully reorganization; Internal and 
External Networks; Portfolio Capabilities: Assimilation, Strategic Technology and 
Innovation. 

4   Knowledge Acquisition Methods 
Working with KE involves a transdisciplinary team, in which the engineer is 

the intermediary between the KB and the Experts, refining and representing the 
KB. There are at least three types of methods for the acquisition of knowledge 
such as: manual, semi-computer based and automatic: artificial or machine 
learning. 

Phase Outcomes: Assessed and appropriate method; Determination of 
appropriate computational resources; Tutorial Online Help; Determination of 
alternative sources of knowledge 
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5   Problem Solving Solutions Design 
The design of responses to problems or needs raised to be knowledge based is 

presented in several steps which are described as follows: 

5.1 Defining of Potential Solutions 
5.2 Determining the knowledge related to the relevant parts of the module 
5.3 Determining of Knowledge Related for Problem Solving 
5.4 Tasks Decomposition 
5.5 Identifying of Production Rules 
5.6 Identifying of meta-rules and frameworks 

Phase Outcome: Selected Method for solving the problems identified; Problem 
solution domains; Meta-cognition; Specifications accomplished. 

6   Prototyping 
The first objective is to build a small prototype, for which selects a subset of 

the KB and carries to the KE tool, which must be done quickly. The result is a 
prototype which can quickly verify the implementation and testing and verifying 
ideas. In this sub-step is the representation of knowledge with the tool by means of 
a prototype, since this technique to identify weaknesses and strengths of the model 
developed, by which you can refine the results to get quality. A prototype is also a 
good way to test the concepts before investing in a larger program. With the use of 
a shell can quickly assemble a small prototype to determine if you are on the right 
track.  It allows for demonstrations, as its assessment will also be important in 
determining the quality of the result. 

6.1 Graphical Representation of Knowledge Layers 
6.2 Inference Proof 

Phase Outcome: Verified operational prototype and with quality assurance; 
Documentation of software testing and prototype; Effective and proven outcomes; 
Prototype of Dual-Use: as a Professional Tool and for Powered Training Tutorial. 

7   Knowledge Validation and Legitimacy 
A used specific case to test the quality of the KB is acceptable, verifying that 

the source of knowledge is accurate. 

7.1 Validation and contrasting of results with the Experts 
7.2 Refinement 
7.3 Assessment 
7.3.1 Verifying and Validation:  

Phase Outcome: Correct source of knowledge; Methodology used properly; The 
solutions checked and conclusions as expected; Refined knowledge System. 

8   Obtaining the Final System and Evolution 
One advantage of rule-based systems is that they are modular, so can build 

subdivisions of large systems and then test them step by step, which is made 
possible with prototypes. 
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One approach is using the evolutionary prototyping, where a prototype is 
enhanced until obtaining the final system, which can be built gradually by adding 
pieces, parts or modular components. This is a cyclical process, which is an 
advantage that can improve the result and get the best approach to user 
requirements and needs of knowledge of IMIS. 

If each subsection is evaluated and approved separately, the final system will 
most likely work the first time. 

In this sub-step is performed integration of subsystems that is, if KB is created 
different or heterogeneous in terms of sources, we must take into account the need 
to create interfaces between them, allowing optimal operation and communication 
between the system and users. 

Phase Outcome: Integrated, Robust intelligent System; Populated Knowledge 
Bases; Institutional Learning System; Intellectual and Knowledge Assets; 
Institutional Memory; Tutorial Intelligent Engineering Knowledge. 

3   Conclusions and Future Work 

This proposal provides methods that reduce the complexity of knowledge 
management which are required to enterprises of the Third Millennium. The 
formalization of accounting for assets and liabilities of IK with endpoints is 
required and it is also required the reengineering of business processes to identify 
which of them generate value and  advantage competitive and decide which of 
them have to be outsourced  but fundamentally require investments in building 
capacities of knowledge within the company. We are aware that more empirical 
work is required complementary and many theoretical efforts. The research has 
resulted in a tool that has allowed us to quantify our goals, to make viable and to 
face the serious problems of the Colombia Higher Education Sector for which we 
have innovated the Inter-industry model I/O W Leontief incorporating the 
knowledge as a sub-sector of the economy, by the identification of a model 
architecture. The world has become more complex, enterprise application 
development requires new engineering approaches and architectural approaches. 
Similarly, more specialized cognitive abilities around the working groups. It takes 
audacity KE alternatives, systems architecture and design, taking into accounts the 
systemic qualities and cost-benefit to the organization. 
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The Effect of Connectivism Practices  
on Organizational Learning in Taiwan’s 
Computer Industry 

C. Rosa Yeh* and Bakary Singhateh 

Graduate Institute of International Human Resource Development,  
National Taiwan Normal University, Taiwan, ROC 

Abstract. Technology has altered the way we learn and work. This study hopes to 
help business leaders and corporations recognize the crucial role of these societal-
changing technologies that link people to information in the digital age. This study 
explored the effect of technology on organizational learning from the perspective 
of connectivism. Practices of connectivism studied include social software 
technologies and knowledge management practices. Quantitative survey question-
naires were sent to 301 companies in the computer industry across Taiwan, 
resulting in 80 valid responses. Hierarchical regression was used to test study 
hypotheses. Hypotheses on the direct effects among innovative corporate culture, 
practices of connectivism and organizational learning were supported. 
Additionally, companies that were younger or in more remote locations were 
found to have higher motivation to innovate, learn and adopt new technologies 
formally. 

Keywords: Innovative corporate culture, Social software technologies, 
Knowledge management practices, Connectivism, Organizational learning.  

1   Introduction 

Technology has altered the way we learn and work in the digital age. Prevalent 
theories of learning and knowing (behaviorism, cognitivism, and constructivism) 
have not kept pace with societal and technological progresses. Connectivism is 
therefore seen as an alternative theory of learning that addresses the inadequacies 
of current theoretical models (Siemens, 2005). Connectivism is a new theory of 
learning that recognizes technology has impacted society and that thoughts on 
how we work and learn are shifting. Connectivism posits that “know-how” is now 
replaced by “know-where” the information/knowledge is, hence proposing a more 
flexible and networked learning environment.  

As knowledge creation is pertinent to today’s knowledge-intensive and highly 
globalized workforce, it is critical that knowledge reaches the people who need it 
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to effectively do their jobs. Therefore this paper posits that if the knowledge 
workers within the workplace have to maintain a sustained competitive growth, 
then they have to be part of a “wired workforce”, a connected working environ-
ment where information flow, sharing, collaboration, networking, and exchange of 
knowledge is not restricted. Towards this endeavor, it is not enough to have only 
social software technologies in place, but also prudent that knowledge manage-
ment practices are also utilized to ensure information or knowledge is disseminat-
ed in a timely fashion to all organizational functions that need it. For this purpose, 
a terminology called “practices of connectivism” is deployed in this study to en-
velop social software technologies and knowledge management practices. 

For these practices to impact positively on organizational learning, it must be 
supported by the organization’s corporate culture. Organizations are therefore 
challenged to develop corporate cultures that exploit the opportunities brought 
about by web 2.0 and it’s accompanying new technologies. Globally today, com-
panies are faced with unprecedented environmental changes, and as such speedy 
and effective adaptation is required; therefore these organizations must have to 
learn in order to survive. Hence, how organizations learn in the realm of massive 
information and abundance of knowledge becomes a crucial factor. This paper 
therefore investigates the impact an innovative corporate culture will have on 
practices of connectivism, as this may ultimately impact on organizational 
learning in companies.  

2   Literature Review 

2.1   Organizational Learning 

The term organizational learning has been viewed from different perspectives by 
researchers (Jones & Hendry, 1992; Garvin, 1993; Argyris & Schon, 1996). Fur-
thermore, various studies have attributed organizational learning to different or-
ganizational phenomena, such as management innovation (Stata, 1989), increasing 
an organization's capacity to take effective action (Kim, 1993), and reducing de-
fensive routines (Argyris & Schon, 1996). 

A review of literature provides an insight into the various definitions of organi-
zational learning. Many studies defined organizational learning from a process 
view, in which members of an organization detect errors or anomalies and correct 
it (Argyris, 1977), knowledge about action outcome relationships between the or-
ganization and the environment is developed (Daft & Weick, 1984), actions can be 
improved through better knowledge and understanding (Fiol & Lyles, 1985), per-
formance can be maintained or improved based on experience (Nevis, et al., 1995, 
p.73). Other studies defined organizational learning subtly different as facilitating 
its members and continuously transforming itself (Pedler, Burgoyne & Boydell, 
1991), or creating, acquiring, and transferring knowledge, and modifying its be-
havior to reflect new knowledge and insights (Garvin, 1993). To sum up, Hurley 
& Hult (1998) broadly defined organizational learning as an “organization-wide 
activity of creating and using knowledge to enhance competitive advantage.” This 
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includes obtaining and sharing information about customer needs, market changes 
and competitors. 

2.2   Innovative Corporate Culture 

West and Farr (1990) define innovation as “the intentional introduction and appli-
cation within a role, group or organization of ideas, processes, products or proce-
dures, new to the relevant unit of adoption, designed to significantly benefit the 
individual, the group, organization or wider society”.  

A critical part of innovativeness is the cultural openness to innovation (Zaltman 
et al., 1973). According to Kono (1990), corporate culture is the concurrent 
values, decision making methods, or thinking model of corporate members. The 
basic elements of culture influence innovation through socialization and basic 
values, assumptions and beliefs (Tesluk et al., 1997) that become the guide for 
behaviors.  

In line with the arguments above, Dobni (2008) defines innovative corporate 
culture as the degree to which the organization has a formally established architec-
ture within their business model to develop and sustain innovation. This architec-
ture is communicated through vision, goals, objectives, and operationalized 
through the business model and business processes. It includes the organization’s 
ability to execute value-added ideas, thus proactively co-align systems and pro-
cesses with changes in the competitive environment. 

From their review of organizational learning and learning organization litera-
tures, Gatignon et al. (2002), and Chiva (2004) were able to develop a group of 
factors that facilitate organizational learning. Five underlying dimensions were ar-
rived at: experimentation, risk taking, interaction with the external environment, 
dialogue and participative decision making. These dimensions that facilitate or-
ganizational learning share a lot of characteristics with organizations that have an 
innovative corporate culture. Thus: 

Hypothesis 1: Innovative corporate culture has a positively effect on organiza-
tional learning. 

2.3   Practices of Connectivism 

Connectivism is a theoretical framework for understanding learning in the digital 
age. According to Siemens (2005), previous theories were developed in a time 
when information development was slow as compared to the digital era of today 
when the flow of information is fast and fluid. In connectivism, learning is consid-
ered as a process of informal information exchange, organized into networks and 
supported with electronic tools such as social networks like LinkedIn, MySpace, 
Facebook etc. and other social media such as Blogs, Wikis, and YouTube etc.  

To further characterize connectivism, Siemens (2005) stated that it “addresses 
the challenges that many corporations face in knowledge management activities. 
Knowledge that resides in a database needs to be connected with the right people 
in the right context in order to be classified as learning. A real challenge for any 
learning theory is to actuate known knowledge at the point of application.  
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Some knowledge management practices include Communities of Practice 

(CoP) and e-Learning. Downes (2007) described what CoP can do, which includes 
facilitating collaboration, answering specific questions via subject matter expert, 
filtering out incorrect information by peer group, capturing institutional 
knowledge and re-use it, preventing re-inventing wheels by sharing knowledge, 
and sharing successful best practices. On the other hand, “e-learning is the 
acquisition and use of knowledge distributed and facilitated primarily by 
electronic means” (Wentling, et al., 2000). This form of learning currently 
depends on networks and computers but will likely evolve into systems consisting 
of a variety of channels (e.g., wireless, satellite), and technologies (e.g., cellular 
phones, PDA’s) as they are developed and adopted.  

Practices of connectivism is thus defined by this study as “those practices that 
use technology both as enabler or enhancer for informal and social learning in the 
workplace, through the use of social software technologies and knowledge man-
agement practices, in order to foster sharing, collaboration, and exchange of  
information and knowledge”.  

An important function of social networking and communities of practice is the 
provision of a collaborative learning environment within the organization, in 
which problems encountered are collectively solved and solutions are shared 
among peers, bridging the gap between procedures and practice (Orlikowski, 
2002). The above literatures seem to support a relationship between social net-
working and organizational learning. Thus: 

Hypothesis 2: Practices of connectivism have a positive effect on organization-
al learning. 

Jaworski et al., (2000) stated that an innovative culture is more likely to be 
adaptive, adopts new ideas, accepts new business ideas and technological break-
throughs, and takes aggressive competitive moves. Therefore, an innovative com-
pany is most likely to support practices of connectivism and not act as a barrier. 
Thus: 

Hypothesis 3: Innovative corporate culture has a positive effect on the practic-
es of connectivism. 

Furthermore, according to Glynn, Lant and Milliken (1994) "newer perspec-
tives on learning focus on the more emergent nature of learning; implying that  
information to be learnt is constructed through the ongoing interactions among  
organization members” (p. 55). As the literature shows, it is reasonable to predict 
that a company with innovative culture will seek to elevate its organizational 
learning through the use of technological advances in connecting people and  
information. Thus: 

Hypothesis 4: Practices of connectivism have a mediating effect on the rela-
tionship between innovative corporate culture and organizational learning. 

3   Research Method 

3.1   Sample 

This study uses the Taiwanese computer industry as a sample. As the world’s 
computer component manufacturer, Taiwan has been a country leading in  
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technology use. As of March, 2011, there are 16,147,000 internet users and 
8,970,880 Facebook users, a 70% and 38.9% respective penetration rate of 
Taiwan’s 23,071,779 population (Internet World Stats, 2011). The high 
penetration rate of both internet and Facebook usage implies minimal restrictions 
in technology usage which provides a valid context for this research. 

For the purpose of this study, the sample comprised of three business types 
within Taiwan’s computer industry; software development, manufacturing indus-
tries, and systems integration; totally, 301 companies are sampled within the in-
dustry using the Taipei Computer Association (TCA) Members Directory and 
Computer Suppliers (2010) that contains the most comprehensive listing of com-
puter companies available in Taiwan with address details, telephone and e-mail 
contacts provided. The company location in this study covers north, south, and 
central Taiwan.   

Out of a sample of 301 companies, there were 80 valid responses, which 
equates to a response rate of 27%. Personal level demographic information shows 
86% of the informants hold an executive or managerial position in their company, 
65% are male, 49% have a master’s degree, and 53% have more than 5 years of 
seniority with their company. Company level demographics reveal 66% of com-
panies belonging to the small and medium segment with employees less than 200, 
56% with tenures of more than 10 years, and 65% locating in northern Taiwan. 
Business types of responding companies include software 44%, manufacturing 
20%, and system integration 29%. 

3.2   Survey Instrument 

Data was collected using a survey questionnaire with 49 items. The questionnaire 
was divided into four parts: The first part measures innovative corporate culture 
with two dimensions and fourteen items coded as ICO1-ICO14, adopted from 
Dobni (2008). Only the innovation intension and innovation implementation con-
text, out of Dobni’s original four dimensions, were adopted.  

The second part measures practices of connectivism. A new instrument was de-
veloped from a survey of the literature to measure practices of connectivism in the 
organizational context. Accordingly, these practices were divided into social net-
working technologies, social media technologies, and the knowledge management 
practices that includes Communities of Practices (CoPs) and E-learning. These 
three dimensions contain nine items coded as SNT1-3, SMT1-3, and KMP1-3. 
The instrument mainly measured the degree to which these companies were utiliz-
ing the practices of connectivism. 

The organizational learning construct adopted measures from Panayides (2007) 
and Pedler et al. (1991), and was characterized by the presence of an intra-
organizational culture that values learning manifested by top-management com-
mitment towards learning, a shared vision, open-mindedness towards change and 
intra-organizational sharing of knowledge, as well as learning of external competi-
tive information. Thus, the organizational learning construct had five dimensions 
and 18 items coded as CL1-4, SV1-5, OM1-3, IKS1-4, and IEE1-3. 

In addition, there were also 8 demographic variables, including four company 
demographics (business type, employee number, company tenure, and location) 
and four personal data (position, gender, education and seniority).  
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3.3   Reliability and Validity Analysis 

To ensure the validity of all the measures, an exploratory factor analysis was car-
ried out. The resulting factor structure cumulatively explained 56.47%, 75.96%, 
and 75.96% of the variances of innovative corporate culture, practices of connec-
tivism, and organizational learning, respectively. In particular, two new dimen-
sions, Openness to Ideas and Management Effectiveness, emerged in addition to 
the two dimensions in the original innovative corporate culture measurement 
model, as seen in the top part of Table 3.1. Furthermore, the analysis on the prac-
tices of connectivism measure had resulted in 2 dimensions as opposed to the orig-
inal model of three, as shown in the middle part of Table 1. The organizational 
learning measure was shown in the last part of Table 1. 

Table 1 Exploratory factor analysis results 

Dimensions Items Factor 
Loadings 

Dimensions Items Factor 
Loadings 

Innovative Corporate Culture      

Innovation Intention ICO1 .732 Innovation 
Implementation 

ICO13 .735 

ICO6 .731 ICO14 .717 

ICO5 .636 ICO12 .649 

ICO4 .626 ICO9 .574 

Openness to Ideas ICO11 .812 Management 
Effectiveness 

ICO2 .747 

ICO7 .771 ICO8 .721 

ICO10 .621 ICO3 .414 

Connectivism Practices      

Social Media Technologies SNT1 .927 Knowledge 
Management 
Practices 

KMP2 .917 

SNT2 .874 KMP3 .875 

SNT3  .869 KMP1 .865 

Organizational Learning      

Open mindedness  OM2 .801 Commitment 
towards Learning 

CL1 .791 

OM1 .767 SV1 .650 

OM3 .762 CL4 .643 

SV5 .626 CL2 .543 

SV4 .525 SV3 .527 

Interaction with the External 
Environment  

IEE1 .786 Learning from the 
Past 

CL3 .764 

IEE2 .783 IKS1 .647 

IEE3 .669 IKS2 .546 

Intra-Organizational Knowledge 
Sharing  

IKS3 .768    

IKS4 .667 
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Reliability Analysis was carried out after the exploratory factor analysis. The 
three variables show acceptable Cronbach’s Alpha at .80 for Innovative Corporate 
Culture, .84 for Practices of Connectivism, and .88 for Organizational Learning. 

4   Findings and Discussions 

4.1   Correlation Analysis 

As shown in the correlation analysis in Table 2, company location is found to be 
correlated with all three major variables in the positive direction. Since location is 
coded from business center of north as 1 to the furthest east as 4, this seems to 
suggest that those companies located further away from the business center are 
better at cultivating innovative culture (p<0.05), using connectivism practices 
(p<0.05), and promoting organizational learning (p<0.01). Company size and ten-
ure are found to both negatively relate to all three major variables. Significant val-
ues are found between tenure and innovative culture at -.308 (p<0.01), tenure and 
organizational learning at -.317 (p<0.01), as well as employee number and con-
nectivism practices at -.243 (p<0.05).  

Table 2 Correlation Analysis Results  

Variables Mean S.D 1 2 3 4 5 6 7 

1. Business Type 2.00 1.02 -       

2. Employee Number 2.98 1.74 -.079 -      

3. Company Tenure 3.80 1.22 .174 .405** -     

4. Location 1.51 .80 -.128 -.131 -.291** -    

5. Culture 3.84 .42 .060 -.218 -.308** .242* (.795)   

6. Practice 3.76 .69 .116 -.243* -.114 .220* .488** (.838)  

7. Org. Learning 3.91 .45 .125 -.155 -.317** .291** .669** .618** (.883) 

 *p<0.05   **p<0.01    (     ): Cronbach’s α 

4.2   Hypothesis Testing 

Hierarchical regression analysis was conducted to test all four hypotheses of the 
study. Table 3 summarizes the result of these tests. In model 1, only the company 
demographics were entered in the regression equation with organizational learning 
as the dependent variable. Innovative corporate culture was subsequently entered 
into the same equation as shown in Model 2, which shows a significant R2 change 
of .30 and a positive effect of innovative corporate culture (β = .59, p<0.001) on 
organizational learning. The first hypothesis, H1: Innovative corporate culture will 
have an effect on organizational learning, is therefore supported. When combined 
with the demographics, innovative corporate culture explains 49% of the variances 
in organizational learning.  
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Further regression analyses have been conducted at the dimensional level to 
show which dimensions of innovative corporate culture have stronger effects on 
the organizational learning. As seen in model 3, except the dimension of innova-
tion intention, the other three cultural dimensions do show significant effect on 
organizational learning. In particular, innovation implementation seems to have 
the most significant effect on organizational learning with (β = .30, p<0.001).  

Similar to the first hypothesis, for H2: Practices of connectivism will have an 
effect on organizational learning, model 4 shows a significant R2 change from 
model 1 when practices of connectivism was entered into the equation. It also 
shows that practices of connectivism does have a strongly significant effect  
(β = .57, p<0.001) on organizational learning in the positive direction. Therefore, 
hypothesis 2 is also supported in this study.  

The dimensional level analysis, as seen in model 5, shows that both social me-
dia technologies (β = .27, p<0.01) and knowledge management mechanisms  
(β = .43, p<0.001) have significant impact on organizational learning. In 
particular, social media being a new practice in business today implies that 
companies in Taiwan’s computer industry are quite advanced in utilizing social 
media tools to enhance organizational learning.  

Table 3 Effect of Innovative Corporate Culture and Culture Dimensions on Organizational 
Learning 

 
Organizational Learning Practices of 

Connectivism 

Model 1 2 3 4 5 6 7 8 9 

Business Type .20 .13 .12 .13 .13 .10 .12 .07 .04 

Employee Number .00 .06 .05 .13 .12 .12 -.210 -.17 -.12 

Company Tenure -.28 -.14 -.14 -.29 -.30 -.19 -.01 .12 .09 

Location .23 .13 .12 .11 .12 .07 .21 .13 .14 

Innovative Corporate 
Culture 

 .59***    
.42*** 

 .45***  

Innovation Intention   .06      .17 

Innovation Implementation   .30***      .28** 

Openness to Ideas   .20*      .06 

Management Effectiveness   .25**      .11 

Practices of Connectivism    .57***  .39***    

Social Media Technologies     .27**     

Knowledge Management 
Practices 

    .43***     

R2 .18 .49 .51 .47 .48 .60 .11 .28 .30 

Adj. R2 .14 .45 .46 .44 .44 .56 .06 .23 .22 

F 4.23* 
14.29
*** 

9.43
*** 

13.59
*** 

11.37
*** 

18.34***

2.3 
5.92 
*** 

3.90 
*** 

N 80 80 80 80 80 80 80 80 80 

Standardized regression coefficients are shown, *p<0.05    **p<0.01    ***p<0.001. 
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For H3: Innovative corporate culture will have an effect on the practices of 
connectivism, as shown in model 8, the regression achieved a significant F value, 
a significantly higher R2  than Model 7, and a positive effect of innovative 
corporate  culture (β = .45, p<0.001) on practices of connectivism. The 
dimensional level analysis, as shown in model 9, only innovation implementation 
has a significant impact on practices of connectivism (β = .28, p<0.01). This 
means that in the case of businesses in Taiwan’s computer industry, only those 
who pay special attention to the implementation aspect of innovative culture will 
likely to adopt practices of connectivism.  

Of special interest to this study is the testing of the fourth hypothesis, H4: 
Practices of connectivism will have a mediating effect on the relationship between 
innovative corporate culture and organizational learning. Based on Baron & 
Kenny (1986) procedure for testing mediation, as seen in model 6, although the 
Beta value of innovative corporate culture dropped from 0.59 in model 2 to .42 in 
model 6, it still remained significant, rejecting the hypothesis of a full mediation. 
Practices of connectivism have more a direct effect on organizational learning. 

5   Conclusions and Implications 

This study is the first to explore connectivism practices and its impact on organi-
zational learning. The findings of this study have clearly shown that these practic-
es have a direct significantly positive effect on organizational learning. The study 
findings also showed that an innovative corporate culture does have a significant 
positive effect on the connectivism practices. Findings of this study showed that 
companies in Taiwan’s computer industry are yet to fully utilize social networking 
tools; this may be because some of these tools are just emerging in the workplace, 
and that these companies are not yet aware of their potential impact on organiza-
tional learning.  

One theoretic and two practical implications are derived from this study. The 
theory of connectivism has been popularized by scholars such as Siemens (2005) 
and Downes (2007, 2010) as a response to the rapid development and wide-spread 
use of internet technologies. However, it has also been criticized as to whether it 
qualifies as a theory due to a lack of empirical research to prove the claims. This 
research was founded on the basis of connectivism theory and has successfully 
tested the relationship empirically between practices of connectivism and organi-
zational learning in one industry segment. Thus the study serves as one small step 
towards the validation of connectivism as a useful theory in modern society.  

The first practical implication for business leaders is that they can no longer  
ignore society-changing social software technologies such as MySpace, Facebook, 
blogs, wikis, IM, and YouTube since many companies still forbid employees to 
utilize some social software technologies whilst at work. This is contrary to the 
findings of this study, as practices of connectivism have a direct significantly posi-
tive effect on organizational learning. Another implication is that business leaders 
should experiment with an innovative corporate culture type, which creates oppor-
tunities for business leaders to be creative and proactive. Employees should see 
themselves as part of a ‘wired workforce’, where sharing of information and 
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knowledge should be nurtured, and where collaborative problem-solving skills are 
encouraged.  

Since the research is the first of its kind to study connectivism in the computer 
industry, many limitations were encountered. Firstly, small sample size (80 re-
sponses, 26.6%) and unequal distribution of the responses (65% of north, 20% of 
central, 13.8% of south, and 1.3% of east Taiwan) indeed caused limitations to 
generalize the findings to certain locations. Second, because of the nature of the 
topic this study had attempted to address and the difficulties in data collection, this 
research had relied on a single informant at each sample company as the source of 
data. The use of single informant has raised some concerns as the major source of 
common method variance.  

Two future research directions can be also suggested. First, as an attempt to op-
erationalize connectivism, this study used a list of technologies which share the 
common feature of linking people to information. Although it was empirically 
proven to predict organizational learning, the new measure for practices of con-
nectivism probably needs better refinement in future research because of the speed 
of technology development. Second, some company demographic variables such 
as tenure and location were found to be related to the degree of innovativeness, 
connectivism adoption, and organizational learning. These were not hypothesized 
in this research but can potentially produce interesting results in future research as 
to the reasons why companies in these specific demographics have higher motiva-
tion to innovate, learn and adopt new technologies formally. 
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Abstract. This study analyzes how an apparent paradoxical combination of 
managerial practices and organizational resources affects the knowledge-creation 
capability of organizations. The propositions developed are theoretically supported 
and for the greatest part empirically validated, thus transcending the conventional 
understanding and generating insightful perspectives and practical implications for 
both academicians and practitioners. 

1   Introduction 

There is now a plethora of empirical evidence confirming that effective 
knowledge management indeed leads to superior organizational performance in 
terms of efficiency, innovation and competitiveness. As a result, nowadays almost 
everyone involved in organizational sciences already recognizes the importance of 
knowledge management. This recognition and general agreement, however, is 
good as long as we do not forget to regularly test the basic assumptions. 

This study is a challenge to one of the most classical assumptions in 
management: the belief that exploration is merely for the future, and exploitation 
for the present. Successful organizations normally engage in exploration activities 
to ensure the achievement of future-oriented goals, and in the same fashion they 
carry out exploitation activities to meet short/mid term objectives. However, this 
reality has led many to assume that there is only a fit between long term and 
exploration, on one hand, and short term and exploitation, on the other. 

Testing such assumption from a knowledge management perspective is of 
crucial importance. A reason is obvious: if our suppositions are flawed, the 
resulting conclusions and decisions will tend to be imperfect as well. What is 
more, the authors of this study found in the literature a tendency among 
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knowledge management researchers to forget that managerial practices and 
organizational resources are like the two wings of a bird: both must function and 
interact in order to produce a synergistic impulse to achieve organizational goals, 
particularly related to knowledge creation.  

Therefore, the specific purpose of this study is to make a unique contribution 
by elucidating the interaction between two key organizational variables, namely, 
(1) long and short term managerial practices, and (2) knowledge-exploitation and 
knowledge-exploration resources. The effect of this interaction on organizational 
knowledge creation is assessed using actual data from more than one hundred 
research and development departments of Japanese companies. The findings, 
discussed along the way, are insightful and have tangible implications for both 
academicians and practitioners interested in the field of knowledge management. 

2   Concepts and Hypotheses 

An organization is an identifiable social entity pursuing several objectives through 
the coordination of its members and objects (Hunt, 1972, p. 4). Setting objectives 
and establishing coordination is essentially the task of managers or leaders. Other 
members, objects, and their relations and particularities, serve mainly as 
organizational resources. Both the intrinsic purpose for and the manner in which 
managers decide to utilize specific resources originate managerial practices. 
Behind the veils of higher-order variables and capricious groupings and labels, 
these two, managerial practices and organizational resources, can be considered as 
the most elemental components of any organization. 

Even in a basic production facility, for example a farm that grows vegetables, 
the productive capacity is largely dependent on the quality and quantity of both 
the farmer’s decisions (e.g. irrigation and fertilization method, timing of plantation 
and harvest, etc.), and the resources used (e.g. water, equipment, etc.). From a 
knowledge management perspective, the productive capacity of an organization 
can be thought of as its knowledge-creation capability.  

Correspondingly, by means of a well-designed Delphi process, Holsapple and 
Joshi (2000) identified three broad factors that influence knowledge management 
in organizations: managerial influences, resource influences, and environmental 
influences. Then, controlling for environmental factors, it is primarily the 
combination of managerial practices and organizational resources that determine 
the capacity of any firm to achieve its knowledge management goals. 

2.1   Managerial Practices and Organizational Resources 

At the core of all managerial action is the task of not only establishing but also 
accomplishing both short term and long term objectives. While long term 
managerial practices are characterized by leaders’ emphasis on future-oriented 
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activities, short term managerial practices are characterized by leaders’ focus on 
more present-oriented activities. The former are visionary and most apt to 
transform, the latter are consensus oriented and apt to solve current problems 
(Thoms, 2004).  

Over the years, organizational resources have been categorized using several 
interesting labels such as Assets and Capabilities(Wade & Hulland, 2004), 
Schema and Content Resources(Holsapple & Joshi, 2001), Knowledge Assets 
(Nonaka, et al., 2000), Tangible and Intangible Resources(Barney, 1991), 
Physical, Human and Organizational Resources(Pee & Kankanhalli, 2009), 
Employee Knowledge and Embedded Knowledge(Leonard-Barton, 1995), among 
many others. However, none of these classifications seems to capture a dialectical 
reality in organizations: resources of any kind are used at all times for exploration 
and/or exploitation undertakings. Leaders must seek a well balanced condition of 
knowledge-exploration resources and knowledge-exploitation resources in order 
to guarantee a robust system of knowledge creation (March, 1991; Crossan & 
Hurst, 2003). 

In organizations, exploration has to do with flexibility, search and discovery, 
and experimentation. On the other hand, exploitation is more related to efficiency, 
selection and execution, and implementation(March, 1991). Therefore, two 
representative exploration resources are the so called Knowledge Diversity and 
Inter-unit Communications Enablers; and two exploitation resources are Common 
Knowledge and Intellectual Property.  

2.2   Hypotheses 

When reviewing the knowledge management literature, it is evident that the 
influence of managerial practices and organizational resources on knowledge 
creation is typically studied independently, as shown in Fig. 1 (a). For example, 
the effect of only managerial practices (e.g. leadership style, top management 
knowledge values, rewards and incentives, supervisory control, visioning, 
centralization and formalization, etc.) on knowledge-creation-related variables is 
examined in many studies (Hirunyawipada et al., 2010; Hsu, 2008; Kankanhally et 
al., 2005; Kulkarni et al., 2006-7; King & Marks, 2008; Kim & Lee, 2005; Lee & 
Choi, 2003). Likewise, the impact of only organizational resources (e.g. common 
knowledge, knowledge diversity, information technology, intellectual property, 
communication enablers, motivation, improvisation, etc.) on knowledge-creation-
related variables is analyzed abundantly (Kogut & Zander, 1992; Hirunyawipada 
et al., 2010; Grant, 1996; Chen et al., 2009; Namvar et al., 2010; Senoo et al., 
2007; Zsulanski, 1996; Vera & Crossan, 2005; Lee & Choi, 2003). 

We argue that there is a synergistic interactional effect of these two variables 
on the knowledge-creation capability of organizations, as shown in Fig. 1 (b). And 
so far, this important combinatory effect has been neglected in most of past 
studies. As reasoned above, managerial practices and organizational resources are 
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the fundamental factors in any organization. Like the two wheels of a bicycle or 
the two wings of a bird, normally both must interact and work in harmony in order 
to produce a synergistic impulse to achieve organizational goals. From this 
perspective, it is reasonable to conceive that some managerial practices in 
combination with organizational resources can originate a more favorable 
condition for knowledge creation. Then, our first hypothesis is: 

 
H1: Managerial practices and organizational resources interact to produce a 

significant impact on the knowledge-creation capability of organizations. 
 
 

 

Fig. 1 (a) Typical framework to study the influence of managerial practices and 
organizational resources on knowledge creation; (b) This study’s model: the interaction of 
managerial practices and organizational resources originates some influencing patterns on 
knowledge creation 

Now, the key to successful knowledge creation is the ability of organizations to 
manage seemingly paradoxical variables (Nonaka et al., 2000, p. 7). Order and 
chaos, tacit and explicit knowledge, theory X and theory Y, centralization and 
decentralization, flexibility and bureaucracy, stability and change are just some 
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examples of organizational conditions that may seem antithetical, but they are 
actually complementary; and managing its coexistence has a powerful positive 
effect in organizational success(Nonaka I. , 1994; Peters & Waterman, 2006; 
Farjoun, 2010). 

Furthermore, nowadays it is of paramount importance for managers to go 
beyond conventional thinking. For instance, to learn things is important, but to 
unlearn things is also necessary; to improve old products is important, but to 
develop completely new products is also necessary; to lead a group in a consistent, 
agreeable manner is important (as it allows organizational members to perform 
their tasks effective and stresslessly), but to lead them in a surprising, challenging 
manner is also necessary (as it awakes them from inertia and complacency). These 
conventionality-breaking combinations also have a great positive effect on 
organizational success. 

As a result, combining long-term managerial practices and exploitation 
resources, on one hand, and short-term managerial practices together with 
exploration resources, on the other, makes perfect sense. The interaction of these 
pairs of apparent paradoxical organizational variables, which also transcends the 
conventional wisdom, has the potential to produce a positive effect on knowledge 
creation. Therefore, we hypothesize that:  

 
H2: Long-term managerial practices have a superior impact on the 

knowledge-creation capability of organizations when combined with 
exploitation resources, rather than with exploration resources. 

H3: Short-term managerial practices have a superior impact on the 
knowledge-creation capability of organizations when combined with 
exploration resources, rather than with exploitation resources. 

3   Methodology 

The following paragraphs present specifics about the measurement of the variables 
and the sample used in the study. 

3.1   Measures 

Muti-item, five-point Likert scales were used to compose a survey questionnaire. 
Based on a systemic review, Zelaya-Zamora & Senoo (2011) identified six 
fundamental knowledge creation accelerators. These catalyzing factors were used 
to generate a knowledge-creation capability score. Similarly, the other variables 
were operationalized guided by the theoretical basis mentioned previously. Table 
1 shows more details, including some examples of questionnaire items used to 
measure all the research constructs in this study.  
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Table 1 Measurement details of constructs 

Constructs Indicators Example of Questionnaire Items 

Knowledge-
Creation 
Capability 

Absorptive Capacity 

 
SECI Balance 
 

Inter-unit Ties 

 
External Ties 
 

Members’ Commitment 

 
Cooperation and Trust 

The organization is aware of the outside and tries to use 
and absorb technologies more than competitors. 

Researchers share their thoughts, worries and feelings in 
their interaction with colleagues. 

How often do regular meetings with other departments 
take place? 

There is technical assistance from, or research 
collaboration with, universities. 

Researchers work very hard for the success of the 
organization. 

Employees help each other when in need. 

Long-term 
Managerial 
Practices 

Goal Orientation 

Vision Orientation 

The leaders set and put emphasis on very high goals. 

The leaders always highlight the corporate philosophy 
and vision. 

Short-term 
Managerial 
Practices 

Consensus Orientation 

 
Problem-Solving 
Orientation 

The leaders are of the type oriented toward consensus 
and mutual agreement with organizational members. 

The leaders are of the type oriented to finding solution to 
day-to-day problems. 

Knowledge-
Exploitation 
Resources 

Common Knowledge 

 
Intellectual Property 

Researchers use very similar jargons and terminologies 
at work. 

The company owns a large number of intellectual 
property rights compared with competitors. 

Knowledge-
Exploration 
Resources 

Knowledge Diversity 

Inter-unit Communication 
Enablers 

The educational background of researchers is diverse. 

There are common places for spontaneous 
communication at work –such as smoking rooms,  coffee 
corners, etc. 

Here “researchers” mean the members of the R&D departments surveyed.  

3.2   Sample 

The survey was conducted in two formats: paper-based and Internet-based. The 
questionnaire and a special cover letter in Japanese were sent to the leaders of 
research and development organizations of around 700 companies registered in the 
Ministry of Economy, Trade and Industry of Japan. A survey research center was 
hired to manage the communication between the authors of this study and the 
respondents of the questionnaire. At the end, a total of 125 valid responses were 
obtained from organizations in different industries: machinery (85), chemical (18), 
pharmaceutical (11) and others (11). 
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4   Analysis and Results 

Several statistical analyses were performed in order to examine the data collected 
and to test the hypotheses. The specifics are provided next. 

4.1   Reliability and Validity Analysis 

The content validity of all the indicators has already been established by previous 
studies. Three of the constructs (knowledge-creation capability, exploitation 
resources, and exploration resources) were measured using formative scales. 
Naturally, these types of scales do not require neither internal consistency nor 
convergent validity confirmation, only discriminant validity (Hair et al., 1998; 
Chin, 1998). However, as their constituent indicators are reflective constructs (like 
long-term and short-term managerial practices), all scales’ internal consistency, 
convergent validity and discriminant validity were examined. Due to space 
constrains, detailed results of reliability (internal consistency) and validity tests 
are not provided here, but the Cronbach’s alpha scores, the item-to-total 
correlation scores, and the factor loadings are all higher than the accepted values, 
that is: 0.7, 0.4 and 0.5, respectively (Kline, 1999; Field, 2005; Comrey, 1979).  
These results indicate that the scales used are reliable and valid.  

4.2   Analysis of Variance 

As the study design resulted in one continuous dependent variable (knowledge-
creation capability) and two categorical independent variables (long/short 
managerial practices and exploitation/exploration organizational resources), a two-
way ANOVA was performed. This approach is appropriate for testing the kind of 
bivariate fit hypothesized in this study (Venkatraman, 1989). The dependent 
variable, knowledge-creation capability, was normally distributed for the groups 
formed by the combination of the managerial practices and organizational 
resources as assessed by the Shapiro-Wilk test. There was homogeneity of 
variance between the groups as assessed by the Levene’s test for equality of error 
variances. Table 2 shows the core results of the analysis of variance computed in 
SPSS 17.  

Table 2 Results of the analysis of variance (Dependent Variable: Knowledge-Creation 
Capability)  

Source Mean Square F Sig. 

Corrected Model 

Intercept 

Managerial Practices (MP) 

Resources (RES) 

MP*RES 

.884 

458.819 

1.854 

.323 

.382 

6.852 

3554.770 

14.361 

2.506 

2.959 

.001 

.000 

.000 

.120 

.092 

R Squared = .291 (Adjusted R Squared = .249). 
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Because the sample size is relatively small, a significance level of 0.1 was 
adopted. This criterion is fairly common and appropriate as a means to increase 
statistical power(Aguinis & Harden, 2009). The Sig. column in the table above 
reveals that there is a statistically significant interaction between managerial 
practices and organizational resources (MP*RES) at the P = 0.092 level (H1: 
confirmed). This significant interaction may be better appreciated in the profile plot 
depicted in Fig. 2.  

 

 

Fig. 2 The interaction effect of managerial practices and organizational resources on the 
knowledge-creation capability of organizations 

Besides the numerical results, judging by the fact that the lines in the plot 
above are not parallel, it can be easily observed that there is a significant 
interaction taking place between the independent variables of the study. 
Concretely, this means that the knowledge-creation capability of organizations is 
higher when long-term managerial practices are combined with exploitation 
resources (H2), and when short-term managerial practices are combined with 
exploration resources (H3). This significant interaction was further analyzed by 
running tests for simple main effects, in order to make sure that the mean 
difference in knowledge-creation capability between exploitation and exploration 
resources is significant for each kind of managerial practices. The results in Table 
3 show that the knowledge-creation capability is statistically different between 
 

Table 3 Results of the simple main effects analysis 

(Dependent Variable: Knowledge-Creating Capability)  

Managerial Practices Mean Square F Sig. 

Long-term .819 6.349 .015 

Short-term .001 .008 .928 

Each F tests the simple effects of Organizational Resources within each level combination of the 
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exploitation and exploration resources for long-term managerial practices at the P 
= 0.015 (H2: confirmed), but the knowledge-creation capability is not statistically 
different between exploitation and exploration resources for short-term managerial 
practices at the P = 0.928 (H3: not confirmed). 

5   Discussion 

The theory introduced in this study and the subsequent empirical validation of the 
interaction proposition confirm that managerial practices and knowledge resources 
are like the two wings of a bird, that is to say, both are necessary for knowledge 
creation to rise in organizations. This is a word of caution for those academicians 
and managers/leaders that only focus on one of the wings, neglecting the other. It 
is not only managerial practices that matter for knowledge creation, nor is it only 
organizational resources, but rather both managerial practices and resources 
together interact to generate a combined effect on the knowledge-creating 
capability of organizations. This first finding is in perfect agreement with the 
original knowledge creation theory which suggests that managers can intervene in 
the SECI process by altering the organizational context, for which knowledge 
assets (resources) are used (Nonaka & Takeuchi, 1995). 

In particular, the theoretical foundation and the statistical significance found for 
the second hypothesis provide powerful evidence that managers oriented toward 
the long-term can confidently use knowledge-exploitation resources (such as the 
common knowledge among the members, and the intellectual property of the 
organization) as a knowledge creation strategy. Not always is it rational to 
consider long-term and exploitation as mutually exclusive in organizations. 
Although the third hypothesis was not corroborated using the data collected, the 
theory and the results of the statistical analysis point to the absence of any 
offsetting effect. This means that combining short-term managerial practices and 
exploration resources has an effect on the knowledge-creating capability of 
organizations that is at least as good as the effect of the traditional combination of 
short-term managerial practices and exploitation resources. These findings provide 
supporting empirical proof for the theoretical observation of previous research: the 
coexistence of organizational variables conventionally seen as incompatible is of 
primordial importance to enhance performance (Peters & Waterman, 2006; 
Farjoun, 2010; Nonaka et al., 2000).  

In frank and open conversations with managers and group leaders from diverse 
companies in Japan, during training seminars and other settings, one of the authors 
of this study have heard in several occasions from these practitioners a view that is 
in agreement with the tenets of this study: it is no longer wise to lead 
organizations with a black-or-white managerial strategy. Although it may sound 
paradoxical and somewhat illogical for some folks, in the real world it is now 
necessary for organizations aiming at competitive performance to carry out 
apparent contradictory activities such as learning and unlearning, improving the 
old and developing the new, leading with consistency and leading with surprise, 
creating and destroying, changing and remaining stable, etc. This seems to be the 
new wave of leadership. 
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6   Conclusions 

Traditionally, most research on knowledge management only examines how 
knowledge creation is affected by either some managerial practices, or by some 
organizational resources. This study is partly original in that it provides empirical 
evidence that these two fundamental organizational variables actually can interact 
to produce a combined effect on the knowledge-creation capability of 
organizations.  

Furthermore, this study challenges an assumption that most people take for 
granted: that only long-term and exploration go together, as well as short-term and 
exploitation. A thorough analysis using actual data from 125 research and 
development organizations in Japan shows a unique perspective in which long-
term managerial practices have a better fit with exploitation resources when their 
interaction effect on knowledge creation is considered.  

These findings enhance the existing literature on knowledge management and 
provide practical implications for managers/organizational leaders. In particular, 
future-oriented managerial interventions (such as vision-seeking and goal-
achieving practices) fit better with knowledge-exploiting resources (such as the 
common knowledge among employees and the intellectual property of the 
company). As mentioned in the discussion section above, the essence of this 
empirical conclusion is in line both (1) with previous theoretical propositions 
stating that successful organizations reconcile apparent paradoxical variables and 
(2) with similar actual views expressed by practitioners during training seminars 
and unstructured conversations. This is a significant indication of the emergence 
of a new managerial paradigm, which we can call, Duality Leadership. 

As future research opportunity, this study’s model welcomes re-evaluation, 
specially overcoming obvious limitations, for example by using a larger sample, a 
more diverse respondent base (not only Japanese R&D organizations), and an 
enriched taxonomy for managerial practices and resources. Although the 
theoretical foundation presented here is robust enough, testing the model in 
different scenarios will make the generalizability of the findings much more 
universal. 
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Abstract. This paper gives a general vision of the knowledge areas that compound 
the software engineering according to the IEEE SWEBOK (Software Engineering 
body of knowledge) guide, and starting at that point proposed a pedagogic strate-
gy, to be applied as a cathedra complement at the Pedagogic and Technologic 
University of Colombia (UPTC), due the knowledge areas proposed at SWEBOK 
provide an appropriate structure that adapts itself to the teaching-learning process 
at the Systems and Computation engineering college. The strategy that square up 
the educational objectives of Bloom’s Taxonomy cognitive domain is designed 
and later evaluated by an advisor and further applied to an study group belonging 
to the Software Engineering study line; taking the results as a base to define the 
viability of this propose to be extended to another knowledge areas proffered by 
SWEBOK guide.  

Keywords: SWEBOK, methodological strategies, Software Engineering, Know-
ledge Area, Bloom’s Taxonomy. 

1   Introduction 

Within the Systems Engineering and associated programs study, the Software  
Engineering is a changing area that requires the knowledge acquirement in an ef-
fective and long term way; also it is necessary an update in Software Engineering 
related tools use, hereby and taking as starting point the postulated knowledge 
areas in SWEBOK (Software Engineering Body Of Knowledge), that is a pro-
posed IEEE guide that contains topics that provides a cognitive structure that can 
be adapted to any teaching-learning process of the main contents, that compose 
the Software Engineering study line. This current study is aimed to enforce the 
personal and collaborative knowledge, and it proposed practical methodological 
strategies for Software Engineering areas, based in the appreciation of the know-
ledge acquisition level by a part of the sample population which take the final test, 
in the given complex topic selected by the population, where a practice workshop 
is developed with a tutor collaboration, and taking as starting point the selected 
topic for subsequent application in a selected group. 
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developed at University EAFIT, developed by Raquel Anaya PhD (Anaya 2006), 
where propose the student oriented paradigm from the practical aspect, ie, facing 
the students in their learning process to a business environment, showing that this 
is one of the biggest challenges presented in organizations. 

4   Current Knowledge Transfer Model at UPTC  

Currently at the UPTC a mixed model of knowledge transfer is implemented, so 
we have to allocate it or adapt it to one of the four models proposed at the Laval 
University of Canada (Becheikh, et al., s.f.): 

• RDD (Research, Development and Dissemination) models: this kind of models 
focuses on the advancement of knowledge as the most critical factor for re-
search utilization (Hargreaves 1999).  

• The Problem-Solving Models: Within this kind of models the knowledge users 
are the initiators of change, and are direct responsible of needs’ identification 
and formulation (Neville and Warren 1986), and this process has five funda-
mental steps: 1) needs identification, 2) articulation of the problem, 3) search 
for solutions, 4) selection of the best solution, and 5) implementation of the re-
tained solution to satisfy the need.   

• The Linkage Models: These models integrate the two ones and highlight the 
implementation of mechanisms to ensure linkages between producers and users 
of knowledge. 

• The Social Interaction Models: These models emphasize the knowledge utiliza-
tion as a result of multiple interactions of knowledge producers and users  
(Huberman 2002). 

In Becheikh’s formulation we can determine that the model of knowledge transfer 
that has a better adaptation to the current state of UPTC, is the linkage model, 
because the transfer mechanisms used between researchers and users are very 
specific and exclusive according to the user’ needs so that the final users -in  this 
case the Systems and Computation Engineering students of UPTC- has a narrow 
perspective of the specific knowledge that they need and there is a loss of 
opportunities to get broader knowledge, specificly in Software Engineering study 
line. 

As we can see in figure 3, the current model of knowledge transfer at UPTC’ 
Systems and Computation Engineering Study Program has notorious failures  
regarding to the role that play the student in itself training process, where the 
teachers prepare their cathedra material based on the recent researches produced 
artifacts, but they doesn´t consider the students – or for the model, the knowledge 
users – feedback respect to the topics that they consider important in their transi-
tion to the enterprise environment, but is notorious that they have accomplish with 
the process of knowledge transfer that propose Becheikh (see figure 4). 
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Fig. 3 Current knowledge transfer model at UPTC’ Systems and Computation Engi-
neering study program. Here we can see that additional to the lack of feedback of the  
students to the Linkage Agents (University Teachers), the knowledge transfer is based on 
pedagogical strategies that not always satisfy the knowledge assimilation needs of students. 

 

Fig. 4 Transfer of Knowledge from Linkage Agent’s perspective. Of the linkage agent’s 
role depends the success or the fail of the definition of a knowledge transfer model because 
they must do all the treatment to the knowledge for this be understandable. 

Another important issue of this model to highlight is the fact that there are not 
standardized contents for the Software Engineering subjects, and each one of the 
teachers take the information that they consider relevant, whereby the classes turn 
into magisterial classes only, and there is a little use of pedagogical strategies for 
teaching, so that it probably has a negative impact in the training process of the 
student that want some variety in the knowledge transfer mechanisms not to fall 
into the routine. 

It´s important to accentuate that in some cases inside the University, the Lin-
kage Agents act as Researchers, but in a partial way, so some of them has this 
duality role that sometimes contribute to the student training process but some-
times reduce the capability of the student for belong in the course topics and learn-
ing strategies definition.  
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5   Proposed Knowledge Management Model  

In order to improve the teaching-learning process of Software Engineering sub-
jects at UPTC It’s necessary to punctuate that there are determinants at the mo-
ment of define a knowledge transfer model, that implicates an analysis to establish 
the model that adapts better for the educational environment, without setting aside 
the organizational background that serves as transition between the educational 
and enterprise environments.  

 

Fig. 5 Knowledge transfer model proposed with applied changes. This model pretend to 
cover the deficient aspects of the current knowledge management model of UPTC, improv-
ing the capability of the knowledge final users (students) to assimilate it in a better way. 

Otherwise, three perspectives are taken into account to develop de model, the 
first concerning to the attributes and features of the knowledge, the second is the 
perspective of the actors involved in this knowledge transfer model, and Finally, 
the perspective of knowledge transfer mechanisms, that we can represent as the 
pedagogical strategies or resources that let a better knowledge transfer process. 

5.1   Transferred Knowledge Attributes  

As is known, the main source ok knowledge that is taken to define the model of 
knowledge transfer of Software Engineering is the SWEBOK guide, 2004 version, 
that define the required body of knowledge and recommended practices that could 
be defined in any educational curricula for undergraduate, graduate and continuing 
education concerning to the Software Engineering. 

In the proposed knowledge transfer model, it’s recommended that exists a clas-
sification of the knowledge according to de definition of Eraut of the types of 
knowledge that is acquired at an University classroom (i.e. Theoretical Know-
ledge, Methodological Knowledge, Practical skills and techniques, Generic Skills 
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and General knowledge about the occupation) and the mapping to the knowledge 
that is used in the Workplace (i.e. Codified Knowledge, Skills, Knowledge Re-
sources, Understanding, Decision-making and Judgement) with the purpose of 
make special emphasis in the enterprise working contexts and variables (Eraut, 
2004).  

5.2   Knowledge Transfer Model Actors 

Later an identification of main actors at the model was made, showing 3 type of 
actors that adapts to the model that is proposed. But also as propose Becheikh et. 
al., it is recommended to view the actors including in a knowledge transfer model 
from two perspectives: 1) the individual, that concern to the features of an actor as 
a person and 2) the organizational, that points to the characteristics of the actor 
that evolves institutional factors.  

Table 1 Determinants viewed from actor’s perspective. It’s taken the individual and the or-
ganizational attributes. 

Actors Individual Attributes Organizational Attributes 

Researchers 

(Anis et al. 2004) 

- Adaptation efforts 

- Contextualization efforts 

- Dissemination efforts 

- Researchers’ credibility 

- Experience in knowledge transfer 

- Emphasis given to knowledge  
transfer 

Linkage agents 

(Beier and Ack-
erman 2005) 

- Professional experience 

- Cognitive abilities 

- Social capital 

- Personal attributes 

- Organizational structure 

- Resources dedicated to knowledge 
transfer 

- Policies to encourage knowledge 
transfer 

Practitioners 

(Hemsley-Brown 
2004). 

- Time allowed to acquire and adopt 
new knowledge 

- Motivation to acquire and adopt new 
knowledge 

- Ability to understand research results

- Organizational climate 

- Organizational culture 

- Organizational structure 

- Organizational procedures and  
policies 

- Organizational resources 

5.3   Knowledge Transfer Mechanisms 

For a better definition of the pedagogical strategies (transfer mechanisms) that are 
appropriated for each Bloom’s Taxonomy Level, it’s necessary an exhaustive re-
vision of each one of these with Pedagogical support, with the purpose of deter-
mine the more optimum to be applied in each topic defined at SWEBOK that are 
mapped to its correspondent Bloom’s Taxonomy level. 

Into the lowest level of Bloom’s Taxonomy “Knowledge”, it is necessary to de-
fine transfer mechanism that let student to make an appropriate and complete re-
collection of data. The products of this type of mechanisms are listings, ideas, 
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summaries, etc. Some of these mechanisms are Roundtable, Interview, Survey, 
Brainstorm or Portfolio. For the second level “Comprehension” it is necessary 
looking for strategies that let the student to understand problems and contribute 
with possible solutions. The products of this kind of strategies are generally manu-
scripts, diagrams, mind maps, conclusions, etc.; some strategies to apply to this 
Taxonomy level are conceptual map, problem-based learning, discussions, Buzz 
Groups, Pyramid or Snow Ball or learning by investigation. (USQUID, 2009). 

For the third level “Application”, it is necessary looking for strategies that let 
the student to apply the acquired concepts to real or hypothetic problems, or cur-
rent developments. The products of these strategies are generally report redaction, 
corrections, fixings or complements, etc.; and its strategies are study cases, role 
games, application Workshops, and Projects (Marquès, 2001). For the fourth level 
“Analysis”, it is necessary looking for strategies that let the student to separate 
concepts, analyze texts, interpretation of organizational structures. The products of 
these strategies are generally written or oral productions, etc; and their strategies 
are like sustentation, audiovisual material making, presentations, posters, learning 
contracts, puzzles, or Press Writing (Rajadell, 2001). 

6   Study Case at UPTC 

6.1   Selections and Development of SWEBOK Strategy and 
Topics for Content Adaptation  

In order to test the proposed model, it is necessary to develop some diagnosis and 
preferences tests in SWEBOK guide proposed knowledge areas, and this underlies 
the implementation in study groups at Pedagogic and Technologic University of 
Colombia (UPTC). 

Survey Application  
A Virtual Diagnosis Survey was performed, in 2011 2nd semester, using 

Google Docs Survey Tool and Paper Surveys too, applied to the six Software En-
gineering area teachers at Systems and Computational Engineering graduate pro-
gram of Pedagogic and Technologic University of Colombia (UPTC). The Survey 
investigated about knowledge, importance, complexity, ignorance, difficult, and 
other aspects of each one of the SWEBOK proposed Software Engineering Know-
ledge areas.  

SWEBOK topic selection  
Once the SWEBOK topics of interest diagnosis Survey is performed, the target 

knowledge area Software Quality is defined for this research, but for following 
phase corresponding to the practical workshop design and pilot test execution, it is 
necessary to choose a concrete topic inside the KA “Software Quality”, for which 
30% of IX & X semesters Systems Engineering students was consulted because 
they know about the given topics at UPTC concerning this KA, looking for con-
tent preference referent to “Software Quality”, and based in SWEBOK guide  
proposed topics, that let us make a low-scale study. 



Use of Learning Strategies of SWEBOK© Guide Proposed Knowledge Areas 251
 

Design of Pedagogical Strategy 
After selection of the specific topic "Techniques of Software Quality Manage-

ment" and with the UPTC cathedra Software Engineering II tutor support, we pro-
ceed to build an educational workshop, since this strategy provides the student not 
only theoretical but practical possibility of the conceptual framework presented, 
according to their level within Bloom's taxonomy, it is clear that issues of "Tech-
niques of Software Quality Management" reach the level of Application within 
that taxonomy, which provides a starting point for developing the strategy that 
want to be implemented. 

Pilot test execution to population sample  
After preparing the workshop concerning software quality, a group of software 

study line is selected to make a pilot test, and the group chosen was the “Software 
Engineering II” area. To perform the test, the group is divided in two parts, in 
which half of the group is given a master class, and the other group half performed 
the workshop with the relevant explanations. Finally, both group of population, 
are submitted to a final assessment that defines the effectiveness of pedagogical 
strategies applied. 

6.2   Results Analysis and Conclusions  

The Survey results (Fig 6 & 7), show that the more difficult and complexity know-
ledge area is Software Quality, therefore indicates that it is a critical and urgent 
care area within the software product development.   

 

 

Fig. 6 & 7 Survey determined complexity and Difficult Level 

 
Fig. 8 & 9 KA’s that require more practical aspects according to the group survey and Poll 
results of interest topics selection of Quality Software KA 

      

Difficult Complexity

     

Preferences 
Practical 
aspects 
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After of the respective test of the knowledge transfer model, we can conclude 
that 

• SWEBOK areas are chosen for this research because each contains a cognitive 
structure adequate, easily adapted to the teaching-learning process, in addition 
to supplying all stages in the software development. 

• Teamwork and participation of students, in all phases of software development, 
is critical to achieving high standards of quality. 

• Is necessary a continuous improvement model that involve tactics that enrich 
the required knowledge and strategies pointing to the improvement of the 
teaching-learning context knowledge transfer, and this must be defined with the 
interest of the students in participation of curricula definition. 

References 

Alonso, F., et al.: How Blended Learning Reduces Underachievement in Higher Education: 
An Experience in Teaching Computer Sciences. IEEE Transactions on Education 54(3), 
471–478 (2011), 
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5607328 

Anaya, R.: Una Visión de la enseñanza de la Ingeniería del Software como apoyo a las em-
presas de Software. Revista Universidad Eafit, Universidad EAFIT (2006), 
http://redalyc.uaemex.mx/pdf/215/21514105.pdf 

Anis, M., Armstrong, S.J., et al.: The Influence of Learning Styles on Knowledge Acquisi-
tion in Public Sector Management. Educational Psychology 24(4), 549–571 (2004) 

Ardis, M., et al.: Advancing Software Engineering Professional Education. IEEE Soft-
ware 28(4), 58–63 (2011), 
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=5590235 

Becheikh, N.Y., y otros, S.F.: How to improve knowledge transfer strategies and practices. 
Research in Higher Education Journal, 21 

Beier, M.E., Ackerman, P.L.: Age, Ability, and the Role of Prior Knowledge on the Acqui-
sition of New Domain Knowledge: Promising Results in a Real-World Learning Envi-
ronment. Psychology and Aging 20(2), 341–355 (2005) 

Campos, Y.: Estrategias de enseñanza-aprendizaje: Estrategias didácticas apoyadas en tec-
nología, México (2000), http://virtuami.izt.uam.mx/e-Portafolio/ 
DocumentosApoyo/estrategiasenzaprendizaje.pdf 

Castillo, A.: Conceptualización del proceso de implementación de software: perspectivas 
ágil y disciplinada. Revista Ciencia e Ingeniería 31 (2010), 
http://erevistas.saber.ula.ve/index.php/cienciaeingenieria/
article/viewFile/1147/1102 

Eraut, M.: Transfer of Knowledge between Education and Workplace Settings. University 
of Sussex (2004), http://old.mofet.macam.ac.il/iun-archive/  
mechkar/pdf/TransferofKnowledge.pdf 

Hargreaves, D.H.: The Knowledge-Creating School. British Journal of Educational Stu-
dies 47(2), 122–144 (1999) 

Hemsley-Brown, J.: Facilitating research utilization: A cross-sector review of research evi-
dence. The International Journal of Public Sector Management 17(6/7), 534–552 (2004) 

Huberman, M.A.: Moving Towards the Inevitable: the sharing of research in education. 
Teachers and Teaching: Theory and Practice 8(3), 257–268 (2002) 

Lizhi, C., et al.: Test Case Reuse Based on Ontology. In: 15th IEEE Pacific Rim Interna-
tional Symposium on Dependable Computing, PRDC 2009, pp. 103–108 (2009) 



254 A. Alarcón, N. Martinez, and J. Sandoval
 

Madriz, F.: SWEBOK aplicado: “Experiencias en la Cátedra de Ingeniería de Sistemas, 
http://www.escinf.una.ac.cr/ingenieria.sistemas/images/docu
mentos/sweebok.pdf (accessed May 10, 2011) 

Marquès, P.: La enseñanza. Buenas prácticas. La motivación. Departamento de Pedagogía 
Aplicada, Facultad de Educación, UAB (2001), 
http://peremarques.pangea.org/actodid.htm 

Neville, J., Warren, B.: The Dissemination and Use of Innovative Knowledge. The Journal 
of Product Innovation Management 3(2), 127 (1986) 

Payán, R.: Recomendaciones para desarollar software internacionalizado. Pontificia Un-
iversidad Javeriana (2010) 

Puiggros, N.R.: Los Procesos formativos en el aula: Estrategias de enseñanza-aprendizaje. 
In: Didáctica General para Psicopedagogos, Universidad de Barcelona, Facultad de Pe-
dagogía (2001) 

USQUID. Estrategias metodológicas de enseñanza-aprendizaje. Universitat Pompeu Fabra 
(2009),  
http://www.usquidesup.upf.edu/es/estrategias-metodologicas 



L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 255–266. 
springerlink.com                                          © Springer-Verlag Berlin Heidelberg 2013 

Outsourcing of ‘On-Site’ User Support – A Case 
Study of a European Higher Education Centre  

Hilary Berger and Tom Hatton 

Cardiff Metropolitan University, United Kingdom  
Hberger@cardiffmet.ac.uk, hatton.tom@hotmail.ac.uk 

Abstract. Outsourcing has garnered significant attention regarding the perceived 
benefits or repercussions. Our research investigates the specific impact of 
outsourcing ‘on-site’ IT user support provision considered by many organizations 
to be an ideal candidate for outsourcing. We found that the cost implications of the 
outsourcing exercise provided no real benefit in comparison with in-house staff 
provision. Notably, moreover, the exclusion of end-users in the process had 
significant impact on the outsourced agent. We provide insight of real world 
practice to inform current and further practice and propose two considerations that 
should be addressed aimed at improving benefits to be realized.  

Keywords: Outsourcing, User Support, Service Delivery, Financial Impacts. 

1   Introduction 

Outsourcing has become both a defined term and a formally recognized business 
strategy. The prominent 1990s Eastman Kodak contract transformed the way that 
outsourcing was exploited. Differing interpretations have been proposed 
dependent upon the context and domain involved. Nonetheless the application of 
outsourcing is not a transitory phenomenon and continues to accelerate rapidly. 
Literature reports that 70% of organizations are actively engaged with some form 
of outsourcing (Dibbern et al. 2004; Kussmaul et al. 2003). The most influential 
factors in the outsourcing decision are cost savings (Johnson et al. 2008) driven by 
a lack of relevant in-house expertise and the desire to focus on core in-house 
functions (Fink and Shoeib 2003; Lacity and Willcocks 2001). However, despite 
reported success rates outsourcing projects continue to present challenges.  

The majority of literature reflects the strategic outsourcing of IT projects, IT 
solutions, Business Process Outsourcing and so on rather than the outsourcing of 
specified IT positions. Due to the perceived lack of influence that user support has 
upon an organization’s general direction, it is a popular area for an organization to 
outsource. Moreover, literature argues the positive and negative impacts and 
provides a warning regarding the possible negative connotations of outsourcing 
user support, particularly within an academic environment (Bulchand-Gidumal 
and Melian-Gonzalez 2009; Majchrzak et al. 2000).  
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Utilizing the four categories of user support tasks identified in Gingrich’s 
(2003) framework (Beisse 2009) and the actor groups identified by KPMG (1995) 
it was possible to determine a similar breakdown within the case study setting and 
subsequently examine any realized benefits (Bulchand-Gidumal and Melian-
Gonzalez 2009). Our case study concerns the European Higher Education Centre 
(EHEC) where the role of user support is affected by a defined group of end-users. 
Our research focuses primarily upon an outsourcing exercise within the academic 
environment where the required user support provision was outsourced to a 
commercial company. The decision to outsource was made by top management 
who purposefully excluded any end-users involvement or participation.  Our aim 
is to provide insight into the realities of this act, and hopefully to encourage 
further studies within the user support arena. 

The paper is structured as follows: next we explain the context of the case 
study, present the theoretical context, and describe the research design. This is 
followed by analysis and discussion of the empirical data collected and the 
conclusions drawn. Finally, we put forward two key considerations to enlighten 
current and future practice for similar environments. 

2   Case Study Setting  

The case study environment concerns the European Higher Education Centre 
(EHEC), a world-renowned international university, established by the European 
Member States. Based in Central Italy it provides education at post-graduate and 
post-doctoral levels and it supports a complimentary research initiative, the Huber 
Advanced Research Facility (HARF). Our study focuses specifically upon the user 
support provision provided to the HARF end-users i.e. approx. 175 Academic 
Staff (Professors, Programme Directors and Research Assistants), Administrative 
Staff (Director, Secretaries, Project Managers) and Fellows required to work with 
computing equipment, thus their computing needs must be met. 

The Computing Service Department (CS) of EHEC, consisting of 20-25 staff, 
provides systems maintenance and user support via four Site Offices. Our research 
focuses primarily upon the user support provision provided by the Dominion Site 
Office to HARF end-users which is considered as a First Line of Support. A top 
management decision was taken to outsource the Dominion Site Officer position 
of the user support service for HARF to TechEd, a commercial company. There 
was no end-user involvement or participation in this process.  

TechEd, as the Supplier, provide outsourced User Support services to the 
EHEC (HARF) for a €35,000 annual fee. Therefore, as the contract exists with the 
organization for the provision of a continuous service rather than with any 
individual EHEC should not be affected by individual matters that could manifest 
themselves in the form of “unsuitability or unavailability of the individual”. 
Indeed, the Service Level Agreement (SLA) sets out that TechEd are obliged to 
provide a suitable replacement without causing any interruption to the service if, 
for example, the Outsourced Technician becomes unavailable then an immediate 
replacement must be sourced by TechEd who must also meet all related costs. A 
further provision in the SLA dictates that the EHEC participate in the selection 
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process by interviewing the potential technician which is aimed at guaranteeing 
the suitability of a technician to the host organization. Thus, an outsourced 
technician does not receive an offer of employment until passing both interviews 
thereby meeting the specific requirements of the EHEC, namely, “speaking 
English and basic technical competencies” which they deemed necessary. 
Consequently an Outsourced User Support Technician (Peter) was assigned to the 
host organization for the stated remuneration. 

From EHEC’s point of view they purchased a service labeled ‘Junior User 
Support Technician’ costing €35,000 p.a. to replace the in-house position of ‘Site 
Officer’ that would otherwise have been employed internally a similar salary. The 
primary motivation to outsource this position was to relieve EHEC from the 
responsibility of providing cover for holidays/sick days of the in-house position as 
this obligation would now be met by TechEd. A further advantage was that 
EHEC’s standard contract of 7.5 working hours (daily) could be increased to 8 
hours a day to ensure that somebody is always present. Additionally, from a legal 
and professional perspective because the technician is outsourced EHEC has no 
duty of care beyond providing a safe environment to work.  

3   Theoretical Context 

In literature, one of the earliest definitions of outsourcing was provided by Lacity 
and Hirschheim (1993), it states that the act of outsourcing refers to the purchase 
of goods or services that were previously provided internally. Studies indicate that 
due to the popularity of methods such as economies of scale and corporate 
networks, outsourcing did not become a formally recognized business strategy 
until 1989 (Mullin 1996).  

Outsourcing has become both a defined term and a formally recognized 
business strategy. However, prior to its definition, it is believed that outsourcing 
as a concept was first discussed by philosopher and political economist Adam 
Smith in ‘The Wealth of Nations’ (1776). He postulated that the greatest barriers 
to trade were the restrictions imposed by a lack of information, the disability to 
negotiate, the cost of transportation and the enforcement or honouring of 
contracts. These barriers were theorized to be breachable by taking a particular 
business activity outside of the organization i.e. outsourcing. More recently 
Bergkvist and Fredriksson (2008) propose three further interpretations. Firstly, 
outsourcing is the contracting of ISD activities by the Client with an IT-supplier 
regardless of the supplier location (Gonzales et al. 2006). Secondly, contracting 
out ISD activities with a domestic IT supplier (Hirschheim and Lacity 2000). 
Thirdly, the management of assets and services for financial returns over an 
agreed period of time (Kern and Willcocks 2002). Our case reflects aspects of the 
latter two interpretations. 

The application of outsourcing is not a transitory phenomenon and continues to 
accelerate rapidly (Outsourcing Institute). Statistics show that 70% of 
organizations are actively engaged with some form of outsourcing i.e. business 
analysis, project management, IT/IS development and so on to streamline and 
integrate processes, and reduce operational costs (Dibbern et al. 2004; Kussmaul 
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et al. 2003). Johnson et al. (2008) postulate that the most influential factors in the 
outsourcing decision are cost savings, the desire to focus on core in-house 
functions by outsourcing lesser functions, and a lack of relevant in-house expertise 
(Fink and Shoeib 2003; Lacity and Willcocks 2001). However, despite reported 
success rates outsourcing projects continue to present challenges.  

It is important to understand that the world of IT outsourcing contains many 
variables and specifics which therefore makes it impossible to write a piece of 
literature that could be referred to as definitive. Whilst there is a substantial 
amount of literature available within the field of IT outsourcing, the majority of 
this literature refers to the strategic outsourcing of IT projects, IT solutions, 
Business Process Outsourcing and so on rather than the outsourcing of specified 
IT positions. Due to the perceived lack of influence that user support has upon an 
organization’s general direction, it is a popular area for an organization to 
outsource (Bulchand-Gidumal and Melian-Gonzalez 2009). Our empirical case 
study aims to provide some insight into the realities of this act, and hopefully to 
encourage further studies within the user support arena.   

Previous research studies offer different interpretations of the effects that the 
outsourcing user support positions can have. Smith (1776) initially stated that the 
outsourcing of any activity within an organization creates a dependency upon a 
particular third party, namely the supplier. An underlying movement during the 
past 20+ years within public institutions to reduce the human cost has led to the 
paradox of being required to perform more efficiently and at a higher standard, 
with less human resources (Olias de Lima 2001). Bulchand-Gidumal and Melian-
Gonzalez (2009) believe that this notion has led to a trend of public organizations 
to outsource their IT functions, or parts thereof. They further postulate that whilst 
user support may appear to be an ideal function or process to outsource, due to the 
level of low specificity and number of service providers available, help desks are 
in fact becoming more and more complex (Marcella and Middleton, 1996). 
Moreover, literature is divided as to the overall effect that outsourcing may have 
in terms of positive and negative impacts. Kuh and Vesper (2001) implicitly state 
the positive effects, whilst other literature provides a warning regarding the 
possible negative connotations of outsourcing user support, particularly within an 
academic environment. Within such environments support is not limited to 
technical support as due to the presence of the students who are considered to be 
early adopters of technology and the professors who generally adopt technology 
later provisions for the supply of technical knowledge must be made (Bulchand-
Gidumal and Melian-Gonzalez 2009; Majchrzak et al. 2000). 

The identification of Gingrich’s (2003) framework provides a typical 
breakdown of User Support tasks that consequently recognizes the skills and 
qualities required from User Support. Gingrich’s framework identifies four 
categories of user support tasks and their frequency that require different levels of 
skills and qualities (depending upon complexity) in terms of organizational, 
technical and communicative competences. These are [1] Infrequent Occurring 
tasks that require high level of technical competence (i.e. electronic faults), [2]  
Routine tasks requiring little communication, technology or organizational 
competence (i.e. resetting of passwords), [3] Business Related User Support tasks 
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requiring an equal level of all competences (i.e. setting up e-mail systems), and [4] 
Business Project Work tasks which utilize medium technical knowledge, but 
require extensive organizational and communicative competences (i.e. support of 
administration software). Thus, Gingrich’s framework demonstrates that the skill-
set of user support is far more diverse than the stereotypical perception and 
identifies that whilst technical skills are required, they are now less-utilized than 
communicational, organizational and business knowledge competencies. Users 
however, do not typically recognize that user support requires qualities other than 
technical competency (Beisse 2009).   

We also recognize the need to examine awareness of the key factors affected 
and the issues involved in the outsourcing of user support positions. KPMG 
(1995) define four terms that are used when discussing the topic of IS or ICT 
outsourcing: Customer (organization being supplied with the outsourcing service), 
End-User (person who uses the outsourcing service), Business Manager (business 
sponsors of ICT within the organization) and Supplier (the organization providing 
the outsourcing service). We refer to these as ‘actors’. The first and the last must 
always be present in any outsourcing situation, however depending on the 
specifics of the case being examined it may also be possible to identify the 
existence of the second and third actors. In context, aligned to Gingrich’s 
framework of required competencies, we identified the ‘actors’ involved and 
determined a breakdown of typical tasks within the case study setting. 

4   Research Approach 

We adopted a mixed method research approach in an interpretative case study 
setting that involved both qualitative and quantitative inquiry utilizing an 
inductive research style as the research is grounded in theory (Collis and Hussey 
2003; Saunders et al. 2007). In line with KPMG (1995) we identified the four 
actor roles relevant to our case study setting to get both the specific knowledge 
from key persons and further knowledge from the wider population. We 
conducted informal, semi-structured interviews with key personnel and a 
questionnaire with a group of 20 end-users in the case study setting.  

Table 1 Population Details  

‘Actor Role’ No Name Job Title Method 

Customer            HARF/EHEC 1 Michael User Support Co-ordinator  3 Interviews  

Supplier                        TechEd 2 Peter Outsourced Technician 3 Interviews 

Frank Supplier Co-ordinator 2 Interviews 

BusinesManager  EHEC/HARF     1 Maria Admin Co-ordinator    3 Interviews 

End-users                      HARF 20 Various Various Questionnaire 
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Table 1 above sets out the details of the participants, method of inquiry and 
frequency adopted for data gathering. In order to identify these groups the 
sampling method for both interview and questionnaire subjects needed to be non-
probability based (Huberman and Miles 1994). This led directly to the use of 
convenience sampling and following the suggestion by respondents of additional, 
further respondents, an element of snowballing sampling was used (Salganik and 
Heckathorn 2004). Significantly each of the participants is a key representative of 
one of the groups of actors involved in our case study and the questionnaire 
participants are representative of the overall environment.  

The use of interviews was a particularly strong tool within this investigation as 
it allowed the discovery of information that is subjective and could not be 
obtained by observation or the collection of statistics (DeMarrais 2004; Patton 
2002; Saunders et al. 2003). Interviews were conducted in situ, on a 1:1 basis with 
informed consent, and lasted approximately one hour that afforded the opportunity 
to explore and expand in broader context any particular issues and ideas that may 
not have been previously acknowledged.  

The questionnaire facilitated both quantitative and qualitative data collection. 
Consequently it was designed and structured to return a range of medias, including 
Boolean and full sentences (Saunders et al. 2003). Of the 20 end-users contacted a 
100% response rate was achieved. We conducted a pilot questionnaire involving 
six participants, whose feedback and suggestions were incorporated and the 
questionnaire was subsequently amended (Saunders et al. 2003). Despite being a 
single-organization our real world case study, we believe our setting is 
representative of university environments throughout the European education 
sector that will enable findings to be transferable across other similar cases 
(Cresswell and Plano Clark 2011; Saunders et al. 2003; Stake 1995). Although 
common criticisms refer to limited breadth it is possible to generalize from one 
case study to theory (Yin 2003).  

5   Findings and Discussion 

In this section we discuss the findings on two levels. Firstly to represent those 
‘working on the ground’ we examine the perspectives of those receiving the 
outsourced user support service (end-users) as well as the outsourced technician’s 
perception (Peter). On one side this deals with the skills and qualities end-users 
expect from user support services, and how they perceived the outsourced 
provision. On the other side it presents the organizational issues that impacted 
upon the outsourced position. Secondly, we examine the business perspective 
from both the Customer’s (EHEC) and the Supplier’s (TechEd) positions i.e. a 
management view. More specifically we examine cost benefits and disadvantages 
of outsourcing the User Support provision against in-house provision. 

5.1   End-Users’ Perspectives  

Our initial question to end-users was designed to ascertain whether they were 
aware how ‘user support’ was provided. We found that the majority of users 
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(60%) believed that their user support is provided through a mix of in-house and 
outsourced staff. The remaining 40% was split evenly (i.e. 20% each) between in-
house and outsourced. We then asked, bearing this answer in mind, had they 
experienced any alternative support to that which they had indicated. 
Unexpectedly, we found that the majority (81.8%) identified that they had indeed 
experienced an alternative type of support within their working environment. This 
suggested that there was some confusion about end-users’ understanding of the 
current situation. Indeed, a common response was “We are currently going 
through a transition towards outsourced support”. Further investigation explains 
end-users perceive ‘user support’ to be in a transitional state based on the situation 
across EHEC rather than within the HARF where it is in fact already outsourced.  

We next examined the nature of problems that end-users typically experienced. 
We aligned this to Gingrich’s (2003) framework (discussed earlier) i.e. whether 
problems were Technical, Communicational or Organizational. The highest 
response (80%) reported that Communicational problems were the most 
problematic. Situations where end-users were unable to successfully access, carry 
out or complete a business action or system function (i.e. unable to make the 
computer do something they wanted to do). Technical problems accounted for 
10%  (i.e. issues of configuration or connection of the computer, network etc.), the 
remaining 10% concerned Organizational problems (i.e. inability to do something 
in line with the EHEC’s principles because system is lacking). The mean response 
for each category is 28.07%, 42.81% and 29.12 respectively. However, when we 
looked at the respective standard deviations (SD) for each category, 25.70, 23.97 
and 19.43, the high value indicates that the range of values provided for all 
categories is wide, with Organizational Problems having the smallest range. We 
suggest that such a wide range implies that the situation is influenced by the 
diversity of different end-users’ problems that fluctuate significantly and, which 
due to their non-predictive nature, are prone to variation.  

Having substantiated that end-users were not consulted about the outsourcing 
of the user support position we next examined the skills and expertise end-users 
felt it necessary for a User Support Technician to have. Our aim was to provide a 
context for comparison of the outsourced service provided with previous 
experience of the in-house provision. It was clear that they believed “a good 
degree and experience” was an indication of technical competence. However, we 
found a particular emphasis placed upon the ability to apply such competence to 
the end-users specific environment that is particularly relevant in the context of 
provision as inherently in-house technicians are familiar with the organizational 
context but outsourced agents are not. Significantly end-users’ felt that 
“knowledge of the tasks that staff carry out” and “exceptional knowledge of all 
computer program used at the Institute” are considered key skills (Beulen 2011). 
End-users maintained that in-house user support personnel “have a greater 
understanding of HARF activities that is lacking with outsourced staff”, and 
furthermore end-users believed that “outsourcing made the user support less 
communicative and prompt”. Interestingly, although availability may not 
generally be considered to be a skill, 40% of the responses stated that availability 
is a required skill more readily provided by in-house provision.  
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Finally from the end-users’ perspective we asked them what other attribute[s] 
they ‘desired’ from an outsourced user support position. In other words what 
could be done to exceed end-user’s expectations? Interestingly we found that what 
was ‘desired’ reflected behavioural qualities rather than skills and expertise. Only 
20% indicated that they felt that the skills that were desired from user support 
were those skills already being provided by the outsourced technician. What is 
noteworthy here is that 47% responded that “humility, patience and a caring 
attitude” are desired skills. This is far more characteristic of ‘behaviour’ than an 
ability to resolve a problem. End-users posit that although they want problem 
resolved, they want user support technicians to ‘want’ to find solutions and “not 
because they are simply doing it because it is their job”. There is a strong 
indication here that end-users would prefer a greater level of personable 
interaction with outsourced user support people. Indeed, one respondent chose to 
use the open nature of this question to ‘rate’ different ‘desired’ qualities of user 
support interaction and put forward the following (out of 10): “Availability - 9, 
Perseverance - 4, Expertise - 6, Experience - 6, Patience - 5”. The suggestion here 
that these ‘attributes’ although previously present are not currently being provided 
through the outsourcing provision. It is clear from the above analysis that there is 
a bias towards in-house user support provision. The rationale behind this trend 
unfolds in the following section. 

5.2   Outsourced Technician’s Perspective - Peter 

Interviews with Peter, the outsourced technician, gave us an opportunity to see the 
situation from the other side and respond to some of the points made above. The 
two stage interview process established that Peter possessed the required level of 
technical competence to the satisfaction of the EHEC’s own criteria “speaking 
English and basic technical competencies” requisite for the outsourced Junior 
User Support Technician position. He was not educated to degree level as 
considered necessary to be regarded as technically competent by the end-users 
who consequently had some reservation about his technical skills. 

Peter’s expectation was that in addition to an initial induction period TechEd 
would provide a level of training to pick up any short fall in his knowledge vis-à-
vis Microsoft or Cisco Certification. However, Peter reports that “no training has 
been provided”. He also informed that he experienced some difficulties related to 
in-house procedures indicating that the induction process was not sufficient. As a 
consequence he does not possess in depth “knowledge of the tasks that staff carry 
out” or the “exceptional knowledge of all computer programs used” that end-
users expect. Furthermore, we rationalize that understanding and familiarity of 
common problems is context specific and gained through experience typically 
learnt over a period of time in situ.  

Peter’s revealed that as the outsourced User Support Technician he feels quite 
separated from either organization. He claims that “this feeling is further enhanced 
by his experiences inside the environment as he does not get invited to in-house 
events”. He believes that he is perceived as an external entity rather than an 
internal asset.  For example he is unable to access certain areas of the Intranet 
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because as an external member of staff he does not have the necessary status and 
this contributes towards him “feeling like an outsider”. He is further aware of a 
prior outsourcing experience that although occurred within a different department 
has left end-users with a negative perception of outsourcing making his job more 
difficult. Such pre-conceived conjecture meant that end-users assumed that Peter 
provided a low quality service prior to actually requesting his help. We surmise 
that the end-users negative attitude may be behind their expressed ‘desired’ 
attributes of “humility, patience and a caring attitude”. However, if ‘one’ is not 
‘en famille’, not receiving any reciprocal respect or appreciation within the setting 
then these characteristics are consequently all the more challenging to achieve. 
When we questioned the EHEC management about this we found, surprisingly, 
that even at management level there was an understanding that an outsourced 
technician cannot provide a much needed ‘personal touch’. Indeed, the Business 
Manager (Maria) stated that “the ‘personal touch’ is not so readily available from 
a technician who is not employed internally”.  

It is hardly surprising then that Peter admitted that he feels demotivated. In 
addition to the above issues he believes that his “career opportunities are limited” 
and that there is actually “no possibility of promotion either inside the EHEC 
environment, or with TechEd.” Contrarily, when questioned Frank confirmed that 
TechEd acknowledges that “every person must have career opportunities and we 
try to accommodate this” and qualifies that career opportunities are equally 
“achievable by an outsourced technician”. However, this does not appear to have 
been the situation in Peter’s case dampening his enthusiasm. 

5.3   Business Perspective – Supplier (TechEd); Customer 
(EHEC/HARF) 

We examine both these in tandem. On the Supplier side Frank (TechEd Co-
ordinator) believes that a €35,000 fee is justified explaining that “TechEd must 
meet a range of costs, of which only one cost is fully determined - the salary of the 
outsourced technician”. When pressed further he reveals that they pay the 
Outsourced Technician €14,100 p.a., and justifies that the remaining €20,900 is 
available to meet any additional costs. He puts forward the two main areas of 
potential extra cost as typically “maintaining the continuity of the service” and 
“administrative management”.  For example, in order to maintain continuity of 
service TechEd “must ensure a backup technician is available”. TechEd “assume 
that a ‘person’ can provide 210 working days a year (taking into account holidays 
and sick leave)” however Frank explains that “the service provided to the EHEC is 
contracted for 250 days per annum”. Consequently, TechEd must meet the costs 
related to “employing another technician for 40 additional days including an 
induction period of a few working days”.  In terms of the administrative 
management costs these are not extensive, and are primarily related to the 
formation of the contract and recruitment but the sum of both these provisions 
falls short of the remaining €20,900 balance that indicates a substantial profit.  

From a Customers perspective, Maria (Business Manager-HARF) and Michael 
(User Support Co-ordinator - EHEC) put forward a different interpretation. In 
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terms of the ‘costings’ involved with an outsourced technician Maria believes that, 
for this outsourcing exercise, “there were no actual savings”. Explaining she 
reports that it was necessary to provide Peter with “an office along with computing 
equipment and a Blackberry” to enable him to work effectively.  However, part of 
EHEC’s rationale behind the decision to outsource this position was the prospect 
of cost savings in terms that all training costs would be met by TechEd and not by 
EHEC. Formerly EHEC has met all costs of providing relevant training to in-
house staff which is necessary due to the context sensitive nature of user support. 
EHEC argue that the €35,000 paid to TechEd only provides a “Junior User 
Support Technician” with minimal experience or relevant education and thus 
further training is required. However, Maria reports that “no training has been 
provided to the Outsourced Technician (Peter), other than the initial induction 
training”. If a member of staff were to be employed internally for the same cost, it 
would be possible to recruit the equivalent of a ‘Senior Technician’ who would 
have a more strategic role and most likely would have superior education, in-
house knowledge and experience. Michael suggests that for an equivalent 
outgoing cost it would have been possible to employ a technician with both the 
required and the desired skills identified by end-users. 

However, analysis of the cost implications runs deeper than the fee that is paid 
to TechEd or alternatively, the prospective salary that could be paid to an internal 
employee. Maria reported that the same logistical costs are encountered regardless 
of whether the technician is internal or external, i.e. the cost of interviewing an 
external candidate is the same as for an internal candidate. This is supported by 
Michael who showed convincingly that the cost implications of the recruitment 
process of outsourcing are the same as potentially employing the candidate 
internally. Potential cost savings were perceived as removing the cost of financing 
of any ongoing training for the technician.  Interestingly, as no training has 
actually been provided, this cannot be considered as a real cost saving. At this 
point the question can be posed, is the level of convenience provided by having 
outsourced the activity a large enough benefit to outweigh the consequences that 
have occurred? We surmise that the cost implications of utilizing outsourced staff 
instead of in-house staff are largely related to the fee paid by the EHEC to the 
Supplier, as the logistical and recruitment costs are unchanged and therefore in 
this outsourced technician activity, there is little evidence produced to substantiate 
any savings, irrespective of the skills level of an outsourced technician.  

6   Conclusions 

We have evidenced that the affects of outsourcing technical positions from an end-
users perspective are significant. Smith (1776) raised the matter of the division of 
labour which occurs as a result of outsourcing and this study supports his views. 
Albeit from a relatively small case study, we found that an outsourced technician 
would have less of a strategic job role but a greater procedural responsibility than 
an internally employed equivalent familiar with the milieu.  This is indicative of 
Smith’s theory of division of labour. To delve deeper, it can be suggested that the 
division of labour has to a certain extent led to an element of isolation that has 
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consequently contributed to the demotivation of the Outsourced Technician. The 
division of labour is not isolated to the Customer (EHEC) but is indeed also 
related to the Supplier (TechEd) as the empirical data indicates. 

This study supports the framework put forward by Gingrich (2003). We 
surmise that a large number of the outsourced technical activities primarily require 
both organizational and communicational knowledge. However, the reported lack 
of interaction between the outsourced technician and the customer organization 
[HARF/EHEC] was reflected by the lack of organizational knowledge of the 
outsourced provision. 

Benefits or disadvantages identified are context specific to the different 
roles/groups (KPMG (1995) involved within the case study setting (End-users, 
Customer, Supplier, Outsourced Technician). The Customer indicates that the 
benefits experienced by outsourcing (lack of a legal obligation, extended working 
day) were the basis for the outsourcing decision in the first place. The Business 
Manager stated that another incentive was the provision of ongoing training for 
the outsourced technician without cost to them. Interestingly however, the 
outsourced technician (Peter) did not received any ongoing training and there was 
also no evidence of the extended working hours which were theorized to be 
available due to the outsourcing exercise. A further aspect of outsourcing that was 
seemingly overlooked from a ‘in practice’ stance is the importance of 
opportunities for career progression for outsourced technicians.  Interviews with 
TechEd provided a contrasting but theoretical picture. However it is evident that 
in the opinion of Peter (outsourced technician) his experience illustrates a negative 
perspective.  It is clearly evident in our case study setting that he feels he has no 
opportunities within either organization, that he feels disadvantaged and this has 
also attributed low levels of motivation.  

In accordance with the views put forward by Bulchand-Gidumal and Melian 
Gonzalez (2009), our study has shown that the role of user support is not limited 
to providing technical support. We evidenced that both end-users and business 
managers support the view that there is a strong “desire” to receive support which 
contains “the personal touch”, “care” and “patience” which they feel are not being 
provided. The perception is that this is more easily provided by internal 
individuals than by outsourced provision. For our case it is possible to suggest that 
the demotivation experienced by Peter is a significant contributory factor in the 
lack of these desired attributes. In order to be practically valuable, this study 
proposes two important considerations that an organization should address when 
determining whether to outsource its IS/IT user support: 

• Have all stakeholders been consulted regarding their needs from the User 
Support provision in terms of both necessary and desired requirements? 

• Do the cost implications of outsourcing the user support provision provide the 
level(s) of benefit expected?  

These questions are not definitive, as circumstances will dictate the specifics of 
any situation, however they are best utilized by being considering as enriching the 
decision making process when considering the option of outsourcing user support. 
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Abstract. With the rapid growth of the Internet, it is much easier to access the 
web-based technology. The web-based technology has also dramatically 
influenced our life. Moreover, many institutions, including the government of 
Taiwan, required that their employees are capable of using technological tools to 
fulfill their job requirements. Public organizations in Taiwan are now widely 
utilizing web-based learning techniques to improve the quality of human capital 
and boost the productivities of public employees; the situation is the same in 
education field. Many previous studies showed that using the web-based 
technology efficiently enhances learners’ performances, attitudes and motivation 
toward on-line learning. Therefore, with the trend of using web-based technology 
on learning and teaching, numerous education/training institutes and companies 
have dedicated great efforts and large amount of money to advance on-line 
learning programs for users. However, while many studies mentioned about the 
learners’, teachers’ and employees’ acceptance toward on-line learning, few 
studies have reported the point of view from educational administrators, the 
crucial group of people who make the educational decisions. Therefore, the 
purposes of this study are using the theory of planned behavior and theory of 
reasoned action as background models to investigate the effect of the participants’ 
subjective norms on their use intention toward on-line learning. The participants in 
this study were 176 educational administrators in Department of Education, Taipei 
City Government. A survey questionnaire was administered to understand their 
subjective norms, including “superior influence,” “peer influence,” and 
“regulations.” The results demonstrate that peer influence has the most significant 
effects on participants’ use intention, followed by superior influence. However, 
regulations have no significant effect on their use intention. Specifically, from the 
results of correlation analysis, there is a positive relationship between peer 
influence and their use intention toward on-line learning, however, a negative 
relationship has shown between superior influence and use intention toward on-
line learning. In other words, it seems that the participants are influenced by their 
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peers on using on-line learning, thus expressing higher use intention. Contrary to 
the peer influence, the participants are less influenced or get discouraged by their 
superiors on using on-line learning.  

Keywords: educational administrator, subjective norms, use intention, on-line 
learning. 

1   Introduction 

The use of web-based technology through the Internet has huge impact on nearly 
every aspect of life, including business operation, education, communication, 
entertainment, social activity, shopping, and so on (Cheung & Huang, 2005). In 
order to benefit from the use of web-based technology, the governments all over 
the world have instituted policies intended to increase the qualities of users’ 
learning, teaching and working. Moreover, in many educational systems, the 
integration of technology has been recognized as one of the crucial drivers to the 
improvement of teaching and learning, thus prompting government to launch 
major initiatives and investment to build web-based technology in schools 
(Pelgrum, 2001).  

In addition, many studies (e.g., Liu, Chen, Sun, Wible & Kuo, 2009; Teo, 
2009) have proved that using technology acceptance model (TAM) (Davis, 1989) 
is an efficient way of learners’ use intention toward on-line learning through 
“perceived ease,” “perceived usefulness,” and “compatibility.” However, users’ 
attitudes are not the only predictor of users’ use intention toward on-line learning; 
users’ behavioral intention will also be affected by other factors, such as the 
opinions of important individuals and subjective norms (Fishbein & Ajzen, 1975). 
According to Martin Fishbein and Icek Ajzen’s (1975) “Theory of Reasoned 
Action” (TRA) and Ajzen’s (1985) “Theory of Planned Behavior” (TPB), 
subjective norm is an individual’s perception of social normative pressures, or 
relevant others’ beliefs that he or she should or should not perform such behavior 
(Ajzen, 1991).  

The TPB has been used successfully to understand a wide variety of human 
behavior, such as weight loss behavior (Schifter & Ajzen, 1985), and smoking 
cessation (Godin, Valois, Lepage, & Desharnais, 1992). Also, The TPB has also 
been used to explain teachers’ intentions and behavior in the classroom. Thus, 
numerous studies (e.g. Lee, Cerreto & Lee, 2010; Lee, 2009; Teo, 2009) have 
adopted the Theory of Planned Behavior into the educational setting. The results 
showed that the model has the potential to help both students and teachers on their 
learning and teaching.   

However, although the TPB is proved a valid model to predict people behavior 
in many different domains, few studies gave special attention to educational 
administrators’ subjective norms on their use intention toward on-line learning. 
Subjective norms affect an individual’s perception of social normative pressures, 
or relevant others’ beliefs that he or she should or should not perform such 
behavior. Furthermore, it is recognized that educational administrators play an 
important role on making educational policies, there is no doubt that their 
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subjective norms and use intention toward on-line learning are very critical on 
schools’ technology-related policies. Hence, the purpose of this study is to 
investigate educational administrators’ use intention toward on-line learning.  

In sum, in order to forecast educational administrators’ use intention toward on-
line learning more efficiently, a research questionnaire was administered to 
explore the participants’ subjective norms, including “superior influence,” “peer 
influence,” and “regulations.” By gathering questionnaire responses from 176 
educational administrators in Department of Education, Taipei City Government, 
this study addressed two research questions: (1) What are the relationships 
between the educational administrators’ subjective norms and their use intention 
toward on-line learning? (2) What are the other factors that might affect 
educational administrators’ subjective norms towards on-line learning? 

2   Method 

2.1   Sample 

The participants of this study were randomly selected from the department of 
Education, Taipei City Government of Taiwan. The final sample included 176 
educational administrators of which 61 (34.7%) were male and the remaining 115 
(65.3%) were female. Among these participants, 37 (21%) were under 30 years 
old, 69 (39.2%) were 31-40 years old, 70 (39.8%) were over 41 years old.  

2.2   Instruments 

To assess the educational administrators’ subjective norms and use intentions 
toward on-line learning, two instruments were implemented in this study.  

The Subjective Norms toward On-line Learning Survey (SNOL) administered 
in this study was developed on the basis of Taylor & Todd (1995). The initial pool 
of items in the survey included a total of 12 items, which were presented by using 
a seven-point Likert mode (ranging from 1, “strongly disagree” to 7, “strongly 
agree”). Also, three scales were designed for SNOL. The details of the three scales 
are as follows: 

1. Superiors influences scale: assessing perceptions of the extent to which 
educational administrators perceive that the impact of his/her superiors’ 
opinions about the use of on-line learning. 

2. Peers influences scale: assessing perceptions of the extent to which educational 
administrators perceive that the impact of his/her peers’ opinions about the 
use of on-line learning.  

3. Regulations scale: measuring the degree to which the regulations of the 
government request the educational administrators’ learning and professional 
development.  

The Use Intention toward On-line Learning Survey (UIOL) implemented in this 
study was adapted from Ajzen’s (2002). Some items from his questionnaire were 
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modified. Also, the 7 items were presented by employing a seven-point Likert 
scale (from 1, “strongly disagree” to 7, “strongly agree”). The survey measured 
the perceptions of the extent to which educational administrators’ actual practice 
and willingness to use on-line learning. 

2.3   Data Analysis 

To fulfill the main purposes of this study, factor analysis, t-test, ANOVA and 
correlation were conducted as the statistical methods in this study. The factor 
analysis was utilized to reveal the scales of the instruments on the educational 
administrators’ SNOL and UIOL. In addition, this study gathered educational 
administrators’ information about their gender and age. By using t-tests, gender 
differences on educational administrators’ SNOL and UIOL were analyzed. Also, 
the scales were examined via analysis of variance (ANOVA) to analyze age 
differences. Moreover, correlation analysis was utilized to examine the 
relationship between educational administrators’ subjective norms and use 
intention toward on-line learning.  

3   Results 

3.1   Factor Analysis 

The final version of the SNOL consisted of 12 questionnaire items with three 
scales. Through the factor analysis, the reliability coefficients for the scales 
respectively were 0.90 (Superiors influences, 4 items), 0.90 (peers influences, 4 
items), and 0.91 (regulations, 4 items). The alpha value of the whole SNOL 
questionnaire was 0.91 and these scales explained 76.40% of variance totally. In 
addition, the aforementioned method was adopted to clarify the structure of use 
intention toward on-line learning (UIOL). The latest version of the UIOL 
consisted of 7 questionnaire items and the alpha value of the whole UIOL 
questionnaire was 0.93 and the factors explained 73.9% of variance totally. 
Therefore, these scales were deemed to be sufficiently reliable for assessing 
educational administrators’ subjective norms and use intentions toward on-line 
learning.  

3.2   Background Differences on SNOL & UIOL Scales 

In this study, t-test and ANOVA tests were employed to examine the educational 
administrators’ background differences, such as gender and age on the SNOL & 
UIOL scales. First, a series of t-tests were performed on the gender differences of 
educational administrators’ mean scores for the SNOL and UIOL. The result of 
this study indicates that no significant differences are found on the scales of 
educational administrators’ subjective norms and use intentions of participating 
on-line learning between two genders.  
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Moreover, in order to compare the possible differences derived from age, we 
categorized the participants into three major groups: less than between 30 years 
old, between 31-40 years old, and greater than 41 years old. The ANOVA tests, 
presented in Table 1, indicate that age differences play a statistically significant 
role in perceived usefulness of the SNOL scales (р <0.05) and UIOL scales  
(р <0.01). A series of Scheffe tests indicate that less than 30 years old educational 
administrators tend to express perceptions of superiors influences of subjective 
norms toward on-line learning than >41 years old educational administrators do. 
Moreover, the Scheffe tests further indicate that >41 years old educational 
administrators tend to express more positive use intentions toward on-line learning 
than 31-40 years old and <30 years old educational administrators. These 
comparisons indicate that younger educational administrators tend to follow their 
superiors’ requests or behaviors than other senior educational administrators do.  

Table 1 Educational administrators’ subjective norms and use intentions toward on-line 
learning among different age groups  

Age Group 
(1) Less than 
30 years old 
(mean, SD) 

(2) 31-40 years 
old 

(mean, SD) 

(3) greater than
41 years old 
(mean, SD) 

F(ANOVA) 

Scheffe Test 

Superiors influences 4.65(0.83) 4.30 (1.06) 4.03(0.99) 2.90*(1>3) 

Peers influences 4.69(1.60) 4.48(1.04) 4.35(1.15) 1.23(n.s.) 

Regulations 5.14(0.88) 4.71(1.08) 4.64(1.08) 1.77(n.s.) 

Use intention 4.84(1.19) 4.90(1.03) 5.44(0.81) 4.09**(3>1; 3>2) 

* р <0.05 ** р <0.01. 

3.3   Correlation Attitudes and Use Intention toward On-Line 
Learning 

The result of Pearson correlation indicates that the scales of the SNOL and UIOL 
are significantly positively correlated with each other (r>0.20, р <0.01), except 
that no statistical correlation is found on the superiors influences. These results in 
general support that educational administrators expressing stronger subjective 
norms would display more frequent use intention toward on-line learning. In 
particular, educational administrators’ responses on the peers influences of 
subjective norms scales were relatively more highly correlated with use intention 
scale (r>0.32, р <0.01). This implies that educational administrators with stronger 
perceptions of peers influences may help themselves attain stronger intention of 
on-line learning. This may have been that these educational administrators through 
the support and encouragement from their peers in the adoption of on-line 
learning. However, the superiors’ influences are not related to the educational 
administrators’ use intentions toward on-line learning in this study. As far as the 
degree to which the superiors attributed to this influences, it is not significant in 
this study. 
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4   Discussion and Conclusion 

This study aims to explore the relationship between educational administrators’ 
subjective norms and use intentions toward on-line learning. To this end, two 
questionnaires were administered to assess educational administrators’ subjective 
norms toward on-line learning (i.e., the SNOL) and use intention toward on-line 
learning (i.e., the UIOL). The results shows that the SNOL and UIOL 
implemented in this study are sufficiently reliable to assess educational 
administrators’ subjective norms and use intention toward on-line learning.  

Moreover, in this study, with the SNOL and UIOL, no gender differences are 
found in educational administrators’ subjective norms and use intention toward 
on-line learning. It seems that both male and female educational administrators 
express similar levels of subjective norms and use intention toward on-line 
learning. Besides, the age differences are found significant on educational 
administrators’ subjective norms and use intention toward on-line learning. The 
result indicates that younger educational administrators express stronger 
perceptions of superiors’ influences of subjective norms toward on-line learning 
than senior educational administrators. On the other hand, the result also shows 
that senior educational administrators have stronger use intention toward on-line 
learning than younger educational administrators do. It may imply that educators 
should pay more attention to enhancing younger educational administrators’ use 
intention toward on-line learning. 

In this study, educational administrators’ subjective norms toward on-line 
learning are positively correlated with their use intention toward on-line learning. 
Educational administrators with stronger subjective norms would display more 
positive willingness of frequent usage for on-line learning. This causal path is 
contradictory to Liker and Sindi’s (1997) findings but implied by findings of 
Bansal and Taylor (2002), who reported that subjective norms played a vital role 
in use intentions. According to Venkatesh and Morris (2000), end-users have a 
tendency to comply with peers in the absence of direct information and experience 
with a new technology. Therefore, strategies to improve educational 
administrators’ use intentions may have a measurably positive effect on their 
department. It seems that in a department culture where educational administrators 
perceive that their peers and superiors reinforce the value of on-line learning, 
positive use intentions toward on-line learning are more likely (Sivo, Pan & Hahs-
Vaughn, 2007). The climate in which the perception of subjective norms is 
prominent and positive at the very beginning of the learning course may be most 
effective in sustaining positive use intentions across the government. 

This is evidenced in the current study as subjective norm is a prominent factor 
in learners use intention toward web-based learning. And the results probably 
suggest that educators should try to create learning culture to improve educational 
administrators’ learning behaviors in the web-based environments. It may be 
practicable for educators to enhance educational administrators’ use intentions 
toward on-line learning by peers supports and regulations in the department. This 
study facilitates the understanding of educational administrators’ subjective norms 
and use intention toward on-line learning. By using the SNOL and UIOL 
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questionnaires, educators and researchers can assess and review educational 
administrators’ subjective norms and use intentions toward on-line learning in a 
more effective way, with possibly higher validity. 
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Abstract. The study aims to investigate factors that motivate Business and 
Management Cluster’s students to take secondary technician certification of their 
majors. With the literature review, a questionnaire survey was adopted. In total, 
878 questionnaires were sent out and a valid response rate was 80.30%. After 
collecting the entire questionnaires, statistical software packages were used to 
analyze the collected data. The results showed that teacher’s instructions and 
students’ increasing sense of achievement and self-confidence by obtaining 
certification were the two main motivations students hold. Moreover, private 
school students’ are much more motivated to obtain certifications than public 
school students. Based on the results, several suggestions are made as references 
for schools, teachers, parents and students. 

Keywords: secondary technician certification, business and management cluster 
students at vocational high school, motivation. 

1   Introduction 

With the rapid change of industry and economy, the need to promote employee’s 
professional technician and standard is crucial for companies and organizations. 
One of the criteria which companies select their personnel is certification, an 
indicator of their professional knowledge and practicum (Hsiao, 1990; Tsai, 
2000). Due to the rapid change of industry and various demands on manpower, as 
a response to this, vocational high school students in Taiwan are encouraged to get 
professional certifications of their majors to meet with the competitiveness of their 
future workplace (Ministry of Education, 2000). It is claimed that getting related 
certifications of students’ majors serve as a preparation for their future career 
(Wu, 2008; Dai, 2006). Getting the technician certification is not only a 
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representation of an individual ability, but a basis for job opportunities. It also has 
a positive effect on students’ learning motivation and learning environment. Some 
schools even offer merits for students of they pass the technician certification test, 
such as giving extra points for finals or weaving practicum courses.  

Several researches have indicated that motivation helps to guide and maintain a 
certain kind of behavior (Pintrich, Marx, & Boyle, 1993; Wen, 2006). The 
motivated behaviors tend to have a specific goal and can be used to examine why 
an individual undergo an act (Graham and Weiner, 1996). Deci (1975) categorized 
motivation into intrinsic motivation and extrinsic motivation. The former is driven 
by getting rewards or getting compliments from others while the latter is driven by 
an individual’s pleasure and to take part in an activity without getting any rewards 
because it is out of personal interest or curiosity (Amabile et. al, 1994; Lahey, 
2004). As Woolfolk (2007) maintained, intrinsic motivation is connected to a 
pursuit of overcoming challenges and extrinsic motivation is related to factors, 
such as getting good grades, avoiding punishment or pleasing teachers.  

In addition to the above mentioned research, Marslow (1970) proposed that 
there is a hierarchy of people’s needs, such as physiological needs, safety needs, 
love and belongingness needs, esteem needs, needs to know and understand, 
aesthetic needs and self-actualization needs. Among the seven needs, 
physiological needs, safety needs, love and belongingness needs belonged to 
lower-level needs while needs to know and understand, aesthetic needs and self-
actualization needs belonged to higher-level needs. If the latter needs are fulfilled, 
a sense of happiness of fulfillment will be created.  

Past studies have investigated the possible factors that motivated students on 
taking certification. It was found that learning motivation, learning attitude, 
learning methods, learning behavior and learning environment have positive 
correlations with students’ taking certification (Hsieh 2003; Ma 2004) Hunag 
(2003) found that teachers at private schools have much to do with students’ 
certification results because they tended to adjust their teaching to technician 
certification on their practicum classes so that students have more time on 
practice. Hsieh (2003) indicated that motivation played an important role on the 
effect of certification, such as career planning. However, gender differences and 
parents’ educational levels seemed to have low correlations with students’ 
motivation (Hsieh 2003). But if parents and teachers have higher expectations on 
certification, students may think taking certification worthwhile and are more 
willing to take it to meet their expectations. Furthermore, in her study, Wu (2008) 
maintained that most students pursued certification not by the influence of further 
studies but by the pursuit of self-esteem and fulfillment.  

Based on the above literature review, the purpose of this research is to 
investigate the present situation of what motivates students at business and 
management clusters, including Department of Business and Management, 
Department of National Trade, Department of Accounting and Department of 
Data Processing, to take secondary technician certification, and to compare the 
influence of school types and background variables on motivation, and finally 
draw on suggestions as the references for vocational high schools, teachers, 
parents and students.  
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2   Study Design 

Based on the literature review and investigation, a Student Motivation 
Questionnaire is established as the research framework with the following 
dimensions-self-esteem, parents’ attitudes, teacher’s expectations, administrative 
support, peer influence, social assessment and certification effectiveness. The 
samples are business and management cluster’s students who take secondary 
technician certification from vocation high schools at central Taiwan. They are 
randomly sampled. After the first draft of the Student Motivation Questionnaire 
was established, it was reviewed by expert meeting by deleting inappropriate 
items and adding new items and was then distributed to third-grade students as 
pre-test. After collecting the data of pre-test, reliability and validity were 
examined and the final draft of questionnaire was set. To examine reliability and 
validity of the questionnaire, item analysis, factor analysis and Cronbach α were 
adopted. First of all, in item analysis, a critical ratio is used to determine the 
significance of each item. Besides, the make the consistency of the questionnaire, 
if Cronbach’s α of any item is higher than the overall value, then that item would 
be deleted (Henson, 2001). Besides, Pearson’s ratio is also adopted as a way to 
delete or retain the questionnaire items. After the examination, item 20 was 
deleted because it does not reach the significance level in critical ratio and 
Pearson’s value.  

A 5-point Likert Scale was adopted. Samples responded to questions according 
to their perceptions about their motivation on taking secondary technician 
certification. More points means higher motivation with strongly agree of 5 point, 
followed by agree of 4 points, neutral of 3 points and disagree of 2 points and 
strongly disagree of 1 point. Drawn on the literature review, the questionnaire is 
divided into three parts. The first part is about background information of the 
sample; the second part lists factors that motivate students to take certification, 
including self-esteem, parents’ attitudes, teacher’s expectations, administrative 
support, peer influence, social assessment and certification effectiveness. A total 
of 63 questions are listed. The third part of the questionnaire is a semi-opened 
questionnaire for samples to illustrate their opinions on this subject matter. 

The independent variables include school background variables and personal 
information variable. School background variables contain school types, public 
school or private school and location of school as in the city, in the county, or in 
the township. Personal information variables include gender of male or female, 
departments with Department of Business and Management, Department of 
National Trade, Department of Accounting and Department of Data Processing, 
career planning with going for further studies or going into workplace, and 
parents’ educational background with  from junior high school graduates,  senior 
high school gratuates or colleges graduates. The independent variables include 
self-esteem, parents’ attitudes, teacher’s expectations, administrative support, peer 
influence, social assessment and certification effectiveness. 
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Table 1 Items of factors that motivate students on taking secondary technician certification 

Dimensions Students’ motivation on taking secondary 
technician certification 

 Items Total number 

1 Self-esteem 1-13 13 

2 Parents’ expectation 14-22 9 

3 Teacher’s expectation 23-30 8 

4 Administrative support 31-37 7 

5 Peer influence 38-46 9 

6 Social assessment 47-53 7 

7 Certification effectiveness 54-63 10 

 Total  63 

3   Data Analysis 

A total of 878 questionnaires were sent out and 705 questionnaires were returned 
with a return rate of 80.30% after weaving 81 invalid ones. The average value of 
Cronbach's Alpha was 0.954. To undergo the statistical analysis, number of 
distribution, percentage, mean and standard deviation were adopted to examine the 
distribution of what motivate students on taking certification.  

As illustrated in Table 2, the overall average point of Likert Scale is 3.99, 
ranging between 3.81 to 4.16, meaning that students are inclined to agree on the 
motivation items as defined in Chang (1990). The top motivation items in order 
are parents’ expectation with a mean score of 4.16, followed by self-esteem of 
4.15, and effectiveness of technician certification of 3.99, social assessment of 
3.92, administrative support of 3.95, peer influence of 3.92, and parents’ attitude 
of 3.81. It is clearly that students are more likely to be driven for taking technician 
certification out of parents’ expectation and self-esteem while peer influence and 
parents’ attitudes play a less significant role.  

Table 2 Descriptive analysis of business and management students’ motivation on taking 
secondary certification at central Taiwan 

Factors 
Average score of 
each level of 
factor 

Number of 
items 

Average score of 
each item 

Standard 
deviation 

Rank 

Self-esteem 20.75 5 4.15 .49 2 
Parents’ expectation 22.85 6 3.81 .53 7 
Teacher’s expectation 24.93 6 4.16 .50 1 
Administrative 
support 

19.75 5 3.95 .51 5 

Peer influence 23.49 6 3.92 .52 6 
Social assessment 19.91 5 3.98 .53 4 
Certification 
effectiveness 27.91 7 3.99 .51 3 

Total 159.59 40 3.99 .37  
N=705      
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Table 3 illustrates the analysis of school background variables of business and 
management cluster’s students on their motivation of taking secondary technician 
certification. Overall, there was a significant difference on different categories of 
school types, t=-3.325, p<.01, while private school students’ motivation, M=4.02, 
was relatively higher than public school ones, M=3.93. Students at private schools 
score higher in self-esteem, teacher’s expectation and effectiveness of 
certification. Moreover, there is no significant difference in parents’ attitudes  
t=-1.101, p>.05, peer influence (t=-1.816, p>.05), and social assessment (t=-0.728, 
p>.05). Therefore, it indicated that students at private schools are more motivated 
to take technician certification, and among the motivation items listed, they are 
more related to self-esteem and teacher’s expectation since the mean score of the 
two items are above 4.   

In terms of scale of city variable, it was found that there was no significant 
difference in self-esteem, parents’ attitudes, peer influence, social assessment and 
effectiveness of technician certification with p<.05 respectively while in the item 
of teachers’ expectation, students in township sector score higher, M>4.21, than 
those in city sector, M>4.11. 

In terms of the effectiveness of certification, male students scored higher than 
female students. And regarding students of different departments, a significant 
difference was found in self-esteem, parents’ attitudes, teacher’s expectation and 
administrative support. Overall, students in Department of Data Processing score 
higher than Department of International Trade in teacher’s expectation and 
administrative support. Students in Department of Data Processing got the highest 
score in parents’ attitudes than Department of Business and Management.  

Significantly, there was no significant difference in terms of the seven 
dimensions of motivation with different career plans. But in terms of parents’ 
attitudes, students, whose parents graduated from colleges tended to have higher 
motivation than those whose parents graduated only from or below junior high 
school.  

Table 3 Analysis of school background variables on the motivation of taking secondary 
technician certification of business and management cluster’s students 

Factors School category Scale of city 

Self-esteem (2)>(1) — 

Parents’ expectation — — 

Teacher’s expectation (2)>(1) (3)>(1) 

Administrative support (2)>(1) (2)>(1) 

Peer influence — — 

Social assessment — — 

Certification effectiveness (2)>(1) — 

total (2)>(1) — 

N=705. School category:(1)Public school, (2) private school; Scale of city: (1) City, (2) County, 
(3)Township. 
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4   Conclusions and Suggestions  

After statistical analysis on questionnaires, conclusions are made as follows. 

4.1. It was found that the strongest motivations of business and management 
cluster’s students when taking secondary certification are “teacher’s guidance and 
emphasis” and “getting certification can increase one’s fulfillment and 
confidence,” followed by the effectiveness of technician certification, social 
assessment, administrative support, peer influence and parents’ attitudes. 
4.2. Students at private schools are more motivated to take secondary technician 
certification than those at public schools because the former ones tend to receive 
more guidance and training on certification from teachers. 
4.3. There is no significant difference on students who intend to pursue further 
studies and those who do not or have not decided yet.  

Based on the conclusions, suggestions are made as follows. First of all, it is 
essential to increase teacher’s expectations and develop students’ self-esteem and 
confidence by giving more care and support on them (Muller, 1999). Second, 
teachers should develop students’ career planning concepts so that they are more 
aware of what the next step they should take either to continue their studies or 
stepping into workplace. Besides, develop students’ good learning attitudes so that 
they can synthesize and organize the lessons they learn and develop their ability 
for problem-solving instead of doing mechanical drills with no integration ability 
(Vroom, 1963). 

Moreover, parents should provide support and encouragement on children’s 
learning situation automatically and create better interactions with their children to 
increase their willingness to take technician certification (Grolnick et. al, 1991). 
Finally, students should make efforts to get technician certification as a 
preparation for further studies or work because more and more enterprises select 
their personnel based on the technician certification an applicant holds. They 
should also be encouraged to take related certifications constantly to meet with the 
competitiveness of career needs and as a way to prove their own ability. 
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Abstract. The last few years have seen an enormous growth of interest in  
e-portfolios and the benefits they can bring to learners. While it is generally 
agreed that e-portfolios have great potential to engage students and promote deep 
learning, the research that has been conducted to date focuses very little on student 
perceptions of value of the e-portfolio for their learning.  If students do not agree 
or wish to use the e-portfolio as an integral part of their educational experience, 
then the potential impact the e-portfolio  have on learning will not be realised. 
This paper describes the development of an e portfolio system to promote 
reflective skills for engineering students in a university in Malaysia. The Activity 
Theory is used as a lens to explain the reasons for the failed adoption of the e 
portfolio system.  

Keywords: Electronic Portfolio System, Activity Theory, Contradictions, 
Undergraduate Students. 

1   Introduction  

Universities today come under intense pressure to equip graduates with more than 
just the academic skills traditionally represented by a subject discipline and a class 
of degree. They have been urged to make more explicit efforts to develop the 
‘key’, ‘core’, ‘transferable’ and/or ‘generic’ skills needed in many types of high-
level employment[1]. Engineering and science disciplines graduates are expected 
to have appropriate work experience and evidence of commercial understanding 
when they start employment [2] which makes most universities (UK) included 
reflective learning skills in their curriculum to cater for this requirement.      

The primary role of higher education (HE) is to educate students by enhancing 
their knowledge, skills, attitudes and abilities and to empower them as lifelong 
critical and reflective learners to equip them in their working life. This has led to 
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the widespread recommendation of using personal development planning  [3] and 
[4], [5]. The primary objective of a PDP is to improve the capacity of individuals 
to understand how they learn, and to help them review, plan and take 
responsibility for their own learning [6]. This is particularly true for engineering 
students who need to be able to reflect on their achievements (or failures) and 
present these evidences to an employer and, later in their careers, to qualify for 
professional qualifications. These skills can be developed through the curriculum 
and specifically through the use of electronic portfolio (e-portfolio). Universities 
across the globe were slowly rising to the call of their important stakeholders 
(industry) to change the way they do their teaching and learning (T&L).  

This paper seeks to find the answers to a dismal uptake of the e-portfolio by a 
university in Malaysia using Activity Theory. It begins with a brief overview of  
e portfolio and activity theory. This will be followed by the case study on the said 
e-portfolio system.  Here, activity theory is used as a lens to explain the failures. 
The paper then proposed a new approach to the design of the e-portfolio system 
using co creation of value through the use of service dominant logic from service 
science.  

2   Portfolio, Outcome-Based Education and e-Portfolio Systems 

2.1   Portfolios 

A portfolio is a collection of artefacts which are owned and gathered through the 
course of time by the portfolio owner for a specific purpose.  It  is a collection of 
evidence that is gathered together to show a person’s learning journey over time 
and to demonstrate their abilities. Portfolios can be specific to a particular 
discipline, or very broadly encompass a person’s lifelong learning. Many different 
kinds of evidence can be used in a portfolio such as samples of writing (finished 
and unfinished), photographs,  research projects and reflective thinking. In fact, it 
is the reflections on the pieces of evidence, the reasons they were chosen and what 
the portfolio creator learned from them, are the key aspect to a portfolio [7–11].   

In the UK, the portfolio is known as personal development planning (PDP) 
while it is called student portfolio in the US.  The use of portfolios as a personal 
learning development tool was made mandatory for universities in the United 
Kingdom by the UK Quality Assurance Agency (QAA) since 2005 [12].  
Portfolios are becoming increasingly popular as a tool for both learning and 
assessment in learning environments. The portfolio can have many purposes and a 
purpose determines how they are being populated by the portfolio owners. It can 
be a portfolio at the course level, at the programme level or the organisational 
level and it can either be for showcase, career or pre-service portfolios.  

2.2   E-Portfolio Systems 

In general the electronic portfolio or e-portfolio is the electronic version of the 
paper portfolios [13].  E-portfolio systems can be categorised together with other 
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learning management systems (LMS) such as e-Learning.  The e-portfolio is seen 
more as an individual’s own learning space and signature.  E-portfolio systems 
can be found on either open-systems, commercial platforms or home grown.  They 
comprised of three (3) main components: the digital archive (repository of 
evidence), tools to support different processes, and different presentation 
portfolios developed for different purposes and audiences [14]. 

[15] listed down ten (10) ‘value-added’ features which an e-portfolio 
architecture and design has over paper-based portfolios.  Among the features 
mentioned are: highly customisable; multiple structures/views; sharable – 
facilitating interaction with supervisors, peers and others; searchable; transferable 
data to support life-long learnin; downloading records in a variety of formats;  and 
backup and reduced physical storage requirements. The most commonly used 
open-source e-portfolio system is the Mahara, a New Zealand university 
consortium project.  [16] found that, in comparison with ELGG, Mahara was well 
received by the students in a survey – in terms of its attractiveness and 
functionality  -  in terms of its simplicity and function universality.  Other than 
that they also concluded that the e-portfolio implementation for an institution is 
reasonable only when it has reached the 3rd level of maturity as suggested by [17].     

[18] lists many benefits of e-portfolios including skill development, evidence of 
learning, feedback, reflection, psychological benefits, assessment, artefacts, 
maintenance, portability and sharing, access, audience, organisation, storage, cost 
and privacy. However many of these benefits are not dependent on an electronic 
medium although an e-portfolio may have advantages described above in 
providing a ‘rich picture’ of student learning and competencies, a broader range of 
pieces of evidence and more effective feedback and more efficient storage. 

3   Activity Theory   

Activity Theory originated in the former Soviet Union as a cultural-historical 
psychology by Vygotsky [19]. It incorporates the notions of intentionality, 
mediation, history, collaboration and development [20]. The unit of analysis is the 
entire activity. An activity consists of a subject and an object, mediated by a tool. 
A subject can be an individual or a group engaged in an activity. An activity is 
undertaken by a subject using tools to achieve an object (objective), thus 
transforming it into an outcome [21].  Tools can be physical, such as a hammer, or 
psychological such as language, culture or ways of thinking. An object can be a 
material thing, less tangible (a plan), or totally intangible (a common idea) as long 
as it can be shared by the activity participants [21]. Activity theory also includes 
collective activity, community, rules and division of labour that denote the 
situated social context within which collective activities are carried out. 
Community is made up of one or more people sharing the same object with the 
subject. Rules regulate actions and interactions with an activity. Division of labour 
informs how tasks are divided horizontally between community members. It also 
refers to any vertical division of power and status. 
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Activities always take place in a certain situation with a specific context [22]. 
He formulated activity context as a network of different parameters or elements 
that influence each other.  Figure 1 shows [22] Engeström’s (1987) model of an 
activity system.  

 

 

Fig. 1 Basic structure of an activity [22]   

Because activities are not static, but more like nodes crossing hierarchies and 
networks, they are influenced by other activities and other changes in the 
environment. External influences change some elements of activities causing 
imbalances between them [21]. Contradictions are the terms given to misfits within 
elements, between them, between different activities or different developmental 
phases of the same activity. They manifest themselves as problems, ruptures, 
breakdowns, clashes etc. Activity theory sees contradictions not as problems but as 
sources of development. Activities are virtually always in the process of working 
through contradictions that subsequently facilitate change.  

The concept of contradiction is important in activity theory. According to [22], 
any activity system has four levels of contradictions that must be attended to in 
analysis of a working situation. Level 1 is the primary contradiction. It is the 
contradiction found within a single node of an activity. This contradiction emerges 
from tension between use value and exchange value. Secondary contradictions are 
those that occur between the constituent nodes.  For example, between the skills of 
the subject and the tool he/she is using, or between rules and tools. Tertiary 
contradiction arises between an existing activity and what is described as a more 
advanced form of that activity. This may be found when an activity is remodelled 
to take account of new motives or ways of working.  Quaternary contradictions are 
contradictions between the central activity and the neighbouring activities, e.g. 
instrument producing, subject-producing and rule producing activities. The activity 
system for the university e portfolio went through a series of transformation as 
described in subsequent section. 

4   E-Portfolio Case Study 

The e-portfolio case study is taken from a public university in Malaysia which in 
2005 had set its goal to become a world class engineering-focused university.  One 
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of the strategies is to ensure its graduates are highly employable and sought after 
both locally and globally.  Employers demand graduates to be knowledgeable and 
socially skillful.  These social skills are packaged by the university in the 
outcome-based education (OBE) philosophy and it is named as the graduate 
attributes (GA).  Seven social skills of the GA are communication skills, critical 
thinking and problem solving skills, teamworking skills, life-long learning skills, 
entrepreneurial skills, leadership skills and ethics and professional skills.   

For a typical engineering programme to be accredited by the professional 
bodies, the university need to show evidence of these skills are taught or acquired 
by the students. Hence in 2005 a task force was formed to look into the feasibility 
and development of the e-portfolio for undergraduates. A team comprising of 
academicians, administrators and system developers was set up to realise this project 
and in 2007 it was formally launched to the first cohort.  The e-portfolio system was 
designed and built in-house by the task force.  Coincidentally no other local 
universities were into e-portfolio so forming a consortium among universities was 
not an option for this taskforce.   

At the same time too options for open source software on e-portfolio and 
journal articles on this matter were very limited. So the taskforce only had samples 
in the internet to base their designs and ideas. The system was built on the web 
platform using PHP language and the user interface (UI) was the typical web 1.0 
menu with boxes to click and choose from and uses typical text editors for text 
writing. It is highly structured and students only need to fill in the available spaces 
with evidences which can comprised of images, videos, audio, pdf documents and 
text. There is not much choice for a student to show his individual creativity 
except for the given templates. 

The end users of the e-portfolio were the university students with focus mainly 
on engineering students starting from first year till they graduate. Training was 
given to them during the first week of the semester and some faculties embed the 
e-portfolio system in their course work. However, despite the awareness campaign 
to students, academic advisors, deputy deans and academic administrators, the 
uptake of the system by the students after the end of the first semester was 
discouraging.  The system went through several upgrading versions yet the usage 
among the undergraduate students was still very low. Unfortunate for the e-
portfolio, the Facebook came into the picture around the same time.  Several other 
contributory factors were identified as reasons for this failure and shall be dealt 
with in the next section.   

5   Activity Theory as Lens to Analyse Failures 

The researchers perceived that the earlier e-portfolio project failed partly due to 
lack on the part of the university management and the committee to view the e-
portfolio system as a service to the students.  The university management’s initial 
objective and motive of introducing the e-portfolio was mainly solving a 
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managerial issue and less of a learning strategy. The e-portfolio is seen as a 
mechanism for evidencing the acquirement of generic skills by the students.  This 
evidence was critical in convincing the external accreditation bodies on the 
university’s graduate level of achievement as stipulated in the programme 
objectives.  This section attempts to analyse this failure using Activity Theory. 

The first step is to translate the learning setting into the activity system by 
entitling its collective object of activity, different (groups of) actors who are 
involved in the learning environment, the way in which the labour has been 
divided among these actors, the mediating artefacts that are being used by the 
actors and the rules that apply between the actors involved. A typical activity 
system for this system can be drawn as in Figure 2. The components of activity 
systems are initially described from the perspective of one of the (group of) actors 
identified as the subject of the activity system. 

What takes place in an activity system composed of object, actions and 
operations, is the context. Context is constituted through the enactment of an 
activity involving person (subject) and artefacts. Context is therefore the activity 
system and the activity system is connected to other activity systems.  

In the design, it is important to understand how things get done in a context, 
and why. This is because different contexts impose different practices. To analyse 
context, we need to know the beliefs, assumptions, models and methods 
commonly held by the group members, how individuals refer to their experiences 
in other groups, what tools they found helpful in completing their problem etc. In 
addition, there are also external or community driven contexts.  

The researchers divided the project activity into two (2) main phases and for 
each phase an activity system is investigated. Phase 1 is taken from the beginning 
of the project (2005), while Phase 2 is in mid-2007 when the beta version of the e-
portfolio system was introduced to the first cohort of students. Table 1 summarises 
the findings of the two phases into the Activity Theory paradigm. 

The components in the activity systems for Phase 1 and Phase 2 differ in their 
positions (roles) due to the different motivations found at each phase.  But it is 
interesting to note that the students were never in the picture in Phase 1 and this 
may contribute to the lack of interest of the students in using the system.  

 

 

Fig. 2 The typical activity system for the e-portfolio system 
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Table 1 Summary of Activity components for Phase 1 and Phase 2 

Elements of AT Phase 1 Phase 2 

subject        [is the individual or group whose 
viewpoint is adopted (Engeström, 1987)] 

e-portfolio taskforce Students  

object          [the ‘raw material’ or ‘problem 
space’ at which the activity is directed at]  

Univ e-portfolio system Students e-Portfolios 

outcomes      [molded or transformed from 
object with the help of physical and 
symbolic, external and internal tools -- 
precedes and motivates activity. (Engeström, 
1993)] 

evidence of students 
acquirements of the GA

First university to use e-
portfolio 

generic skills in 
students  

tools             [mediate the object of activity--
can be external, material or internal, 
symbolic; cause transformation of object into 
an outcome, (desired or unexpected); enable 
or constrain activity] 

project plans; 

e-portfolio design 
architecture; 

computer technology 
specifications 

Univ e-portfolio system 

University internet 

community        [participants of an activity 
system, who share the same object] 

Lecturers 

 

ePortfolio Taskforce 

division of labour  [division of tasks and 
roles among members of the community and 
the divisions of power and status] 

Academic advisors 

ICT system team 

Administrators  

Academic advisors 

Dep Deans 

CTL 

CICT  

rules                    [explicit and implicit norms 
that regulate actions and interactions within 
the system (Engeström, 1993; Kuutti, 1996)]

University rules 

OBE guide 

University rules 

Research Univ criteria   
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Fig. 3 Activity system in 2005- beginning of e-portfolio  project 

Activities are constantly evolving. To understand a phenomenon means to 
know how it is developed into its existing form [23]. This applies to all the 
elements of an activity. The current relationship between subject and object 
includes a condensation of the historical development of that relationship [21].  
Historical analysis allows existing and emerging organisational structures to be 
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examined as the result of their evolutionary development, sometimes intentional 
and sometimes not. This means that we must also describe and analyse the 
development and tensions within the activity system [24]. Some of the feedbacks 
taken from interviews with the stakeholders are listed in Table 2. Closer analysis 
on the components of the activity systems (Fig 2, 3 and 4) shows contradictions. 

Because of the interests and needs of different stakeholders, contradictions are 
unavoidable. To identify what causes the e-portfolio system to fail, the internal 
contradictions as the driving forces behind disturbances, innovations and change 
of activity system are investigated. Inner contradictions of the activity systems 
 

 

Fig. 4 Activity system in 2007 – e-portfolio rolled out to students 

 

Table 2 Feedbacks from four (4) stakeholders of the e-portfolio system 
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Awareness of system and its importance 
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The contradictions identified above resulted from the different stakeholders 
having different motives and without the co creation of value. A better approach to 
the design of the e portfolio system would be to take the emerging research in 
service science through the co creation of value. Subsequent section proposes the 
new approach for our development of the new e portfolio system. 

6   Proposed Approach for Designing an e-Portfolio System         

The service sector is the dominant economic activity in developed countries today.  
According to [26], a service is a change in the condition of a person or a good 
belonging to some economic entity, brought about as the result of the activity of 
some other economic entity, with the approval of the first person or economic 
entity. Service science research seeks to find out how to design, build, operate, 
use, sustain and dispose of service systems for the benefit of multiple 
stakeholders.          

Service system is defined as “a value – co-production configuration of people, 
technology, other internal and external service systems, and shared information 
(such as language, processes, metrics, prices, policies and laws)”  [27]. Examples 
of service systems include people, organisations, corporations, etc. A key 
condition is that service systems interact to co-create value.  Value is co-created in 
that results depend on both transportation contributed by the delivery service and 
objects and locations contributed by the clients [28].  

An emerging new concept has been gaining popularity among service 
management concerning the role of the firm [29] called the service dominant logic 
in marketing to replace the traditional good-dominant logic. The new service 
dominant (S-D) logic is concerned with value-in-use. Value is always co-created 
between producers and consumers. Thus value is co-created through the combined 
efforts of firms, customers, employees, stakeholders and other related entities in 
any given exchange, but is always determined by the beneficiary (e.g. customer).   

7   Conclusion 

Students are encouraged to think beyond simply attaining a grade in a course to 
thinking about how to clearly articulate what they have learned as well as to 
identify areas for improvement or further learning. They have to reflect on their 
own learning and by doing so, will be able to better integrate their various learning 
experiences. The process of developing and implementing a successful e-Portfolio 
project—one that works and is adopted by users involves many challenges. Higher 
education will need to tackle those challenges and it is important to identify those 
ePortfolio system attributes that will lead to success.   Learning from past 
experiences with other electronic educational tools and by studying difficulties 
already encountered in those earlier  e-portfolio projects  can help us to understand 
and address potential future problems. By using activity theory as a lens, it was 
possible for us to highlight why the e portfolio system failed. This allows us to 
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look for new ways of designing e portfolio system that takes into account the 
failures using co-creation of value through service science.  
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Abstract. Growing popularity of Learning Management Systems (LMS) coupled 
with setting up of variety of rubrics to evaluate methods of Learning, Teaching 
and Assessment Strategies (LTAS) by various accreditation boards has compelled 
many establishments/universities to run all their courses through one or the other 
forms of LMS. This has paved way to gather large amount of data on a day to day 
basis in an incremental way, making LMS data suitable for incremental learning 
through data mining techniques. The data mining technique which is employed in 
this research is clustering. This paper focuses on challenges involved in the 
instantaneous knowledge extraction from such an environment where streams of 
heterogeneous log records are generated every moment. In obtaining the overall 
knowledge from such LMS data, we have proposed a novel idea in which instead 
of reprocessing the entire data from the beginning, we processed only the recent 
chunk of data (incremental part) and append the obtained knowledge to the 
knowledge extracted from previous chunk(s). Obtained results when compared 
with teachers handling the modules/subjects match exactly with the expected 
results. 

Keywords: Education and Training, Data Mining, Knowledge Management, 
Incremental learning, Regression distance measure, Multi-Source Temporal data. 

1   Introduction 

With the deployment of Learning Management Systems (LMS) such as Moodle 
[1], Blackboard [2], the traditional learning mechanism has moved into online 
learning, which is being considered as one of the latest innovations in the field of 
Education and Training. A typical web based LMS in its simplest form provides a 
platform for online learning where educators can post their learning materials, 
assignments, tests etc and monitor progress of their students who in turn have to 
log in to learn from the posted material. Various data mining techniques can be 
applied to learn from the generated data of the LMS [3-5] and extract useful 
information instantaneously. 
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An LMS can keep record of all the student activities through their log files 
which pave way to gather large amount of data on a day to day basis in an 
incremental way. The amount of data which is gathered incrementally is 
proportional to the number of students registered for each course, number of times 
each student logs in for each of the registered courses and number of courses that 
are handled by an LMS. We can find streams of log records getting generated 
every moment, which makes the real time knowledge extraction almost 
impossible. This is because of the usage of past data at each step of knowledge 
mining, which considerably slows down the system performance. As a counter 
measure to improve the system performance, the log records that were generated 
before a certain date can be ignored/discarded on a regular basis. But this limits 
the knowledge mining capacity of the LMS up to a specific date.  

Using the data of a particular day for the extraction of knowledge of that day is 
acceptable without any arguments. However, while generating the weekly report, 
reprocessing the data of all the days of that week is not at all acceptable for two 
reasons - (i) What has happened to the generated knowledge of every day of that 
week? (ii) How much effort was applied in getting the daily reports?  After 
spending resources (processor time and memory) had the generated knowledge 
been saved, it could have been utilized effectively. But one may argue that by 
storing the knowledge, memory requirement may go up and hence system 
performance will degrade further. Our argument is that when the generated 
knowledge is available, what is the necessity of reprocessing the data? However, 
if the same data might be required for some other objectives of knowledge mining, 
we can think of neglecting it once the knowledge for all the objectives is obtained. 
Moreover, knowledge mining objectives are pre-defined and there is meager or no 
chance of objectives getting added at a later stage.  

Had the knowledge of every day been retained, getting knowledge of the entire 
week would have been a simple summation of knowledge of all the days of that 
week, which would even have encouraged the divide and conquer based 
parallelism in obtaining the overall knowledge. Further, once the knowledge of a 
week is available what is the necessity of knowledge of all the days of that week? 
In a similar way, knowledge of a month can be a summation of knowledge of four 
weeks, knowledge of a year could be the summation of knowledge of twelve 
months of that year. Once knowledge of higher scale is available, knowledge of 
the lower scale could be destroyed which keeps the memory requirement to store 
the knowledge under control. The above idea can be applied in a real time 
environment as the data to be processed is completely under control and the time 
to work with knowledge parameters will be essentially lesser than working with 
data. 

Hence in this research, it is proposed to update the generated knowledge with 
the next set of incoming chunk/data without reprocessing the past data in arriving 
at the overall knowledge. The process of deriving knowledge in phased manner 
without re-indenting the past data or with minimal re-indenting in unavoidable 
cases is termed as Incremental Learning [6]. The method of data mining that is 
applied for incremental learning is clustering. Knowledge of resulting clusters is 
retained in histogram based regression lines. Section 2 provides reasons for 
selection of clustering as method of incremental learning and selection of 
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histogram based regression line as a knowledge representative. Further, section 2 
also highlights the challenges involved in the incremental update of knowledge 
and presents a brief literature review. Sections 3 present mathematical 
formulations for incremental update of histograms and regression lines. Section 4 
furnishes the details of experimental set up. Section 5 gives experimental results. 
Section 6 provides discussion and conclusion. 

2   Literature Review and Challenges Involved in Incremental 
Update of Knowledge 

When the intention is to extract knowledge from large volumes of data, 
undoubtedly the term data mining pops up, since data mining is the field which 
can handle very large volumes of data and can derive useful knowledge from it  
[7-11]. To incorporate incremental learning concepts in data mining, Michalski  
[6, 12] has observed that provisions for inserting background knowledge and 
knowledge about goal of data mining into the database should be made. Generated 
knowledge packets if visualized can be of great help in understanding the 
problems at hand [12]. To address the research direction that aims at incorporating 
above mentioned tasks into data mining, Michalski [12] has coined a phrase called 
Knowledge Mining or Incremental Knowledge Mining and has suggested the 
following model for the knowledge mining process. 

DATA + PRIOR_KNOWLEDGE + GOAL  NEW_KNOWLEDGE 

Where, GOAL is the encoding of the knowledge needs of the user(s), and 
NEW_KNOWLEDGE is the knowledge satisfying the GOAL. Such knowledge 
can be in the form of decision rules, association rules, decision trees, conceptual 
or similarity based clusters, regression, equations, statistical summaries, 
visualizations, natural language summaries, etc. 

Since learning in an unsupervised scenario is more demanding [13-15], we 
would like to employ clustering as a mechanism to demonstrate incremental 
learning. Various attempts to extract knowledge incrementally using clustering 
have been made [16-20]. However none of the above works concentrated on the 
incremental agglomeration of knowledge.  

The important challenge in design of incremental clustering algorithms is 
making clustering result insensitive to the order of the presentation of the data 
samples [21]. Since Density Based Spatial Clustering of Applications of Noise 
(DBSCAN) [22] algorithm is insensitive to the order of presentation of data 
samples, we would like to employ it for the purpose of incremental learning. 
Nagabhushan et al [24-26] lists excellent motivating factors for the usage of 
DBSCAN algorithm for incremental learning. 

A deeper look at the type of collected data reveals the different types/features 
which makes the knowledge mining process more complex. Since histograms have 
the generic ability to characterize most of the data types [27-28], it has received 
significant attention as summarization/representative object. Since it has been 
shown that computational complexity can be drastically reduced by transforming a 
histogram to regression line [29-32], in this research a set of histogram based 
regression lines is considered as a representative object of a group of samples 
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(cluster). Usage of histogram based regression lines as a representative object (to 
represent the knowledge of clusters) is established [23-26].  

Identifying proper parameters to represent the knowledge which supports 
incremental update is quite a challenging task. A detailed analysis which is 
available in [23-26], it is proposed to have the combination of number of elements, 
mean (μ), standard deviation (σ) and regression line (L) as a simple knowledge 
packet (KP) to describe each feature of the cluster. Without researching further, 
we would like to import the idea of KP as it is to describe the clusters obtained by 
LMS data. For comparison between the KPs/clusters, distances between the 
corresponding elements of the KPs have to be computed. For μ  andσ , the 

standard Euclidian distance can be used and for histogram based regression lines 
(histo-regression lines) the Histo-Regression-Distance [33] is used. 

In machine learning community, updating of knowledge or knowledge 
improvement via incremental learning is achieved in three forms [6] viz., zero, 
partial and full instance memory learning; depending on the volume of data from 
which the earlier knowledge was generated is re-processed or is available for re-
processing. We would like to have experiments with zero instance memory 
learning as it is considered as most optimal. 

Let us say iKP  and jKP are the nearest two knowledge packets that are 

considered for merging. If in represents number of elements in iKP  and iσ  

represents the standard deviation of iKP  then the density of iKP  is given by 

( / )i i inρ σ=  [34]. Similarly the density of jKP  is given by ( / )j j jnρ σ= .  

Merging of the nearest KPs could cause uneven distribution of knowledge 
requiring the splitting of KP(s) which requires access to the raw data. Since the 
idea is not carrying the data along, there should be some mechanism at the time of 
merging itself which can avoid splitting of the KPs at a later stage.  In [26], the 
following criterion has been applied for merging. If the density of the proposed 
merge is greater than or equal to the minimum of the existing densities of the KPs 
under consideration, then the KPs are merged. Otherwise, the process of merging 
is terminated. We would like to utilize the same concept for merging of the KPs of 
the LMS data. 

Rapid growth in the amount of data necessitates the study of scalability of the 
data mining / Incremental mining techniques and is being referred to as Scalable 
Data Mining (SDM) [35]. In the following section, we provide scalable equations 
for incremental update of histogram and regression line variables/features. 

3   Scalable Equations for Some of the Univariate Statistics of 
Different Types of Features 

3.1   Scalable Equations of Histogram Features for Incremental 
Learning 

Histogram arithmetic (addition, subtraction, multiplication and division of 
histograms) and regression line arithmetic has been dealt in detail [36]. In 
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continuation of it, we propose here the formulations for univariate statistics of 
histogram and regression lines in incremental mode. 

3.1.1   Count of Histogram Data 

Total count of k subsets of a Histogram H, each with B number of bins is 
scalable and is given by:  
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3.1.2   Scalable Mean of Each Bin of the Histogram 

Let the number of subsets be M and the number of elements in each subset be  

sn ; let ( )H i indicates the ith bin of histogram and ( )H i indicates the mean of 

ith bins of the available histograms; then the scalable mean of the ith bin of a 
histogram H of subsets 1 to M is given by: 
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Where k is the number of elements in the subset M. 

3.1.3   Scalable Standard Deviation (SD) of Each Bin of the Histogram 
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where M is the number of subsets; mn is the number of elements of the subset 

M;. 
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3.2   Scalable Equations for Regression Line Features for 
Incremental Learning 

A regression line can be represented by its slope and intercept. However, it can 

also be represented by the co-ordinates min min( , )x y and max max( , )x y . This 

representation is convenient in deriving the statistical formulations for SDM. 
Using the formulations given by Sayad et al [35], we can derive formulations for 
regression line features as: 

3.2.1   Count of Regression Lines 

The total count of k subsets of a Regression line L is scalable and remains same 
as equation 1 above in which ni is the number of elements in ith regression line. 

3.2.2   Scalable Mean of Regression Lines 

Let the line 1L  be represented by 1 1 1 1
min max min max, , ,x x y y   and the line 2L be 

represented by 2 2 2 2
min max min max, , ,x x y y   . If we fix the co-ordinates of y axis between 0 

and 1, we can represent the lines 1L and 2L  as: 1 1
1 min max, , 0,1L x x =    

and 

2 2
2 min max, ,0,1L x x =  

. 

The mean of given two regression lines can be obtained as: 

1 21 2
max max1 2 min min 0 0 1 1

, , ,
2 2 2 2 2

x xL L x x ++ + + +  =      

1 21 2
max maxmin min , ,0,1

2 2

x xx x ++=  
 

    (4) 

Proof and the mathematical formulations for the regression line have been dealt in 
detail in [36] while discussing the similarity between a histogram and a regression 
line. We can obtain the scalable mean for regression line features using the 
formulations of the scalable mean for histogram features (eq. 2) as: 

( )
( ) ( ) ( )

1

min min1.. 1
1 1

1.. min 1

1

*
snM

k
s MM

s k
M M

s M
s

L x n L x
L x

n n

−

−
= =

−

=

 
+ 

 =
 +  

 


  

                            
(5) 

 

where M is the number of subsets; Mn is the number of elements of the subset 

M;. sn is the number of elements in each subset; ( )minL x indicates the minx of the 

regression line of the subset M and ( )minL x indicates the mean of minx of the 

regression line of subset M ; 1.. min( )ML x  is mean of the minx  of a regression 

line L of subsets 1 to M.  

Similarly, we can obtain the scalable mean of maxx . 
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3.2.3   Scalable Standard Deviation (SD) for Regression Line Features 

The expression for the scalable standard deviation of histogram feature (eq. 3) can 
be modified to fit the regression line feature as: 
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Similarly we can obtain ( )1.. maxMSD L x   .  

4   The Proposed Approach and Experimental Setup 

In this research, for the sake of experimentation, the quiz data pooled by an LMS 
called EkLuv-Ya [Ekl09] is used. For the sake of simplicity, we have considered 
the marks scored by students while attempting to answer quiz questions on-line for 
different subjects of their study. The quiz data under consideration is the marks 
scored in different quizzes by the 52 students of sixth semester of Bachelor of 
Engineering from Aditya Institute of Technology, Coimbatore (Tamil Nadu), India 
[38]. The subjects of study in the order of appearance are: Computer Graphics, 
Mobile Computing, Numerical Methods, Object Oriented System Design and Open 
Source Software. Maximum marks for each quiz is 10. Marks of students who 
could not take up the quiz in a particular subject have been marked as ‘-’. Each 
quiz is conducted at different time instants over time. Therefore it is temporal 
data. Each subject represents a source of data. Therefore it is multi-source data. 
Overall it is a typical example of multi-source temporal data. 

As data of each quiz of a particular subject is available over a period of time, 
learning from each quiz of a particular subject is essentially an application of 
Sequence Compulsive Incremental Learning (SCIL).  The objective of knowledge 
mining is multi-folded. The first objective is to find natural groups/clusters of 
students based on the marks scored by them in each of the quizzes of a particular 
subject at a time and to visualize the change in groups when the data of 
subsequent quizzes become available. The second objective is to use the 
knowledge of groups/clusters to get the cumulative knowledge in SCIL mode. 
Other alternatives could also become possible depending on the need. 

A simplified pictorial representation of the process of assimilation of 
knowledge of one subject is depicted in Fig. 1. The same mechanism is applied on 
the overall cumulative knowledge of each subject in obtaining the final 
knowledge. It is to be noted that each outlier of the DBSCAN algorithm [22] is 
considered as a cluster with one element. 
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Fig. 1 A Simplified Pictorial Representation of a Process of Quiz wise Incremental update 
of Knowledge of a particular subject 

5   Results of the Experimentation 

The bar graph showing the number of students verses the mean of each cluster of 
the first subject is as shown in Fig.2. A similar bar graph of the cumulative 
knowledge is as shown in Fig.3. 
 

 

Fig. 2 Bar Graphs of Number of students verses the mean of each cluster of quizzes 1 to 10 
of Subject-1 

 

Fig. 3 Bar Graphs of Number of students verses the mean of each cluster of the cumulative 
knowledge of quizzes 1 to 10 of Subject-1 
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Fig. 4 Bar Graphs of Number of students verses the mean of each cluster of the final 
cumulative knowledge of quizzes 1 to 10 of each of the five Subjects 

In Fig.2, the four bar graphs of first row belong to knowledge of quizzes 1 to 4, 
second row fit-in as the knowledge of quizzes 5 to 8 and the last row blend in for 
quizzes 9 and 10. In Fig.3, the first bar graph of the first row shows the cumulative 
knowledge of quizzes 1 and 2, the second bar graph depicts the cumulative 
knowledge of quizzes 1 to 3, the third bar graph portray the cumulative knowledge 
of the quizzes 1 to 4 and so on. The bar graphs of the knowledge of remaining four 
subjects and bar graphs of the cumulative knowledge can be obtained in a similar 
way.  

 

 

Fig. 5 Bar Graphs of Number of students verses the mean of each cluster of the final 
cumulative knowledge of subjects 1 to 2, Subjects 1 to 3, Subjects 1 to 4 and Subjects 1 to 
5 

6   Discussion and Conclusion 

The purpose of above experimentation is multi folded. At the first instance, it 
helps the teacher who is handling the subject to visualize the groups in the entire 
class at the end of each quiz and also to visualize the formation of cumulative 
groups at the end of subsequent quizzes in real time. Visualization of the first few 
cumulative groups will help the teacher in obtaining the trend in that subject and 
take corrective measures to improve it rather than realizing the mistake at the end. 
However, this experimentation will not help the teacher in finding out the students 
of a particular group and counsel them as the information about serial number of 
students is not retained as knowledge.  

At the second instance, by looking at the distribution of classes in the visualized 
results, the administrators such as the Head of the Department/Institution can direct 
the teacher to take corrective measures in increasing / decreasing the complexity of 
questions while setting up the question papers. The administrators can also get an 
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idea whether a teacher is over liberal or is pessimistic by relative comparison of the 
visualized results of different subjects.   

At the third instance, the incremental assimilation of final knowledge of each 
subject by the SCIL model will help the administrators in getting the estimate of 
the final overall knowledge in advance without getting into the overall knowledge 
of all the subjects as the final overall knowledge depends on the same population. 

To conclude, in this research, we have identified reasons to update the 
knowledge incrementally while learning from LMS data. Challenges involved in 
incremental update of knowledge using clustering have been addressed with the 
help of DBSCAN algorithm and histogram based regression lines. Mathematical 
formulations for incremental update of histogram and regression line 
features/variables have been derived, which aid in extraction of knowledge from 
heterogeneous data. We are exploring further to support our proposed theory when 
different options of sequencing are possible with Sequence Optional Incremental 
Learning (SOIL).The objective of incremental knowledge mining was to find the 
natural groups from the available data and update the obtained knowledge of 
groups with the next set of incoming data by incremental agglomeration of 
knowledge. Results obtained were compared with the module leaders handling the 
subjects and found to be very much accurate. 
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Abstract. Despite progress made through research and debate, there is still no 
universal consensus on how best to manage quality within Higher Education 
Institution (HEI). The key reason is that quality is a complex and multi-faceted 
construct, particularly in HEI. Quality of service offered cannot be directly 
observed before consumption. This makes comparing universities extremely 
difficult, or practically impossible. The aim of this study is to develop a 
conceptual framework for measuring service quality in HEI by applying the 
emerging concept of service dominant logic. This paper provides a new paradigm 
for the measurement of service quality in Higher education based on the emerging 
discipline of service science.  It describes a framework that we have proposed that 
can be used to measure the quality of service in HEI. The framework is developed 
through the co-creation of value between students and the staffs.   

1   Introduction 

Service quality in higher education has been the subject of considerable interest 
and debate by both practitioners and researchers in recent years.  For universities 
to remain competitive, it is important to actively monitor the quality of the 
services they offer and to commit to continuous improvements for students and the 
revenue they generate. The issue of service excellence is becoming particularly 
important because it has a major influence on students’ purchasing intentions and, 
as a result, constitutes an essential competitive factor. Recent report by the Higher 
Education Policy Institute (Bekhradnia et al., 2006) confirms that non-EU 
overseas respondents were considerably less satisfied than others with the value 
for money received on their course. Against this background, it is clearly 
important for universities to understand what students’ value in their university 
experience, including those from overseas. 

There is a great need for universities to develop valid and consistent measures 
of students’ perceptions of ser-vice quality in order to gain a better understanding 
of the quality issues that impact on students’ experiences (O’Neill and Palmer, 
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2004; Joseph et al., 2005). The challenges are: to determine how students evaluate 
university’s service quality, to identify the dimensions that students use as 
reference points for their evaluations, and to establish the relative importance of 
each of those dimensions. 

Most of the existing service quality measurement tools (i.e. SERVQUAL, 
SERVPERF, TQM, and Balanced Scorecard) were developed during good-
centered economy. Methodologies developed at that time to measure and 
assessing service quality are considered to be less appropriate to be applied to 
current service economy that is more customer-centric and market-driven. 
Although both provider and customer are aware of the implication of good service 
quality may provide positive impact for both parties but still number of problems 
encountered. First, both parties could not reach mutual agreement or 
understanding of what makes good service quality. Second, it is very difficult to 
determine the impact of service quality to customer satisfaction as well as to 
supplier’s performance. Thirdly, the difficulty to identify which dimensions of 
service quality are seem to be important and suitable for all sector of service. 
These tools neglected the crucial concept of current service-based economy, the 
co-creation of value. For that reason, this study intends to develop an alternative 
tool that measures customer satisfaction in HEI by applying the main concept of 
SDL, which is value co-creation.  

In order to design a framework that can be used to measure the quality of  
HE service, we need to define the variables that consumers use in their evaluations 
of service quality. This paper provides a new paradigm for the measurement of 
service quality in Higher education based on the emerging discipline of service 
science.  It de-scribes a framework that we have proposed that can be used to 
measure the quality of service in Higher Education Institution (HEI). The 
framework is developed through the co-creation of value between students and the 
staffs.  To do this, we used a case study to show how the co-creation of value can 
be achieved. , The study aims to investigate relationship between service quality 
dimensions from existing measurement tools and students satisfactions as well as 
integrate the critical factor that believe to be important in the current concept of 
service quality measurement.  This paper begins with a review of the importance 
of service quality for HEI. Subsequent section reviews service dominant logic and 
why it is needed to revise the former service quality models.  The next section 
describes a case study showing how the framework was developed.  Subsequent 
section discusses the evaluation of the framework. The paper concludes with 
suggestions for further research.  

2   Service Quality in Higher Education Institutions 

The nature of competition in education differs from the standard market solution. 
Scholars and governmental agencies have come up with numerous methods and 
indicators for estimating the “quality” of universities, it is important to bear in 
mind the purpose and possible personal biases of report-writers. One could simply 
rely on official accreditations, which correspond to international standards, and 
leave the issue of quality-aside. Education is concerned with experience good” 
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rather than “searching for good”. Quality of the service offered cannot be directly 
observed before consumption. This makes comparing universities extremely 
difficult, or practically impossible. 

(Joseph and Joseph, 1997) conducted study in New Zealand business students’ 
perceptions of service quality in education and identified 7 important determinants 
of service quality: (1) Physical aspects of university (i.e. accommodation facilities, 
campus layout, etc.); (2) Cost/time; (3) academic issues such as standard and 
degree reputation, excellent academic staffs; (4) programme issues related to 
structure and content of the programmes, availability of options, and flexible entry 
requirements; (5) career opportunities as in producing employable graduates and 
provide information and guidance on career opportunities; (6) location; (7) others 
(i.e. peers/family recommendation, word-of-mouth). Empirical research conducted 
by (Hill et al., 2003) found four most influence factors in provision of quality in 
education: (1) Quality of the lecturers in terms of flexibility in teaching delivery, 
having proficient knowledge in their area and competencies that they possessed as 
well as maintain relationship with students and being very helpful; (2) students 
engagement with learning; (3) social/emotional system. Student found support that 
they need from HEI and wanted to be surrounded by positive atmosphere during 
their learning experience; (4) Resources of IT and library.  

Many other researches apply SERVQUAL in their study to measure service 
quality in HEI. (Cuthbert, 1996) testing modified version of SERVQUAL to 
explains the need for valid and reliable instrument for course man-ager to evaluate 
their product/service with student body as customer. In his findings, tangibility 
dimension scored highest followed by assurance, reliability, responsive and 
empathy. However, Cuthbert believes tangibility is not a major contributor 
towards student satisfaction regardless their highest score. This supports by 
(O’Neill and Palmer, 2004) suggested that although tangibility scored highest but 
it has been ranked as the least importance by students compare to process and 
empathy. (Perisan and McDaniel, 1997) describes assurance and reliability as the 
most important dimension.  

(Becket and Brooke, 2008) conducted a study to present a review of current 
quality management practices within HEIs. They see Total Quality Management 
(TQM) encompass quality perspectives in both external and internal stakeholders 
in an integrated manner. They also tested other models that equalised to TQM. 
These include (1) EFQM excellence model; (2) Balanced scorecard; (3) Malcolm 
Baldrigde award; (4) ISO 9000 series; (5) Business process re-engineering; (6) 
SERVQUAL. All these models are relevant as they incorporate students’ 
perspectives. However, all of these models have limitations. Most of these 
applications have drawbacks due to convoluted bureaucratic structures and some 
self-directed academics feel intermediated with the utilities of this model that 
relies heavily on team-based approach (Srikanthan and Dalrymple, 2002).  

However, the main criticism of these models is that they are based on the 
traditional service concept. In the last few decades there has been work going on 
by researchers trying to differentiate between goods and services. According to 
(Vargo and Lusch, 2004), traditional good-dominant logic is inadequate to 
understand current markets, economic exchange and marketing. They argue that 
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traditional good-dominant logic focuses on tangible resources and embedded 
value and transactions.  Instead of this, the authors argue that the service dominant 
logic proposed by them should be used for economic exchange and marketing. 
The new perspective of service-dominant logic focuses on intangible resources, 
the co-creation of value and relationships. 

3   Service Dominant Logic 

Traditional economics is based on the dominant logic of exchange of goods that 
are usually manufactured out-put. This dominant logic focuses on tangible 
resources, embedded value and transactions.  A new paradigm known as service 
dominant logic (SDL) has revised logic focused on intangible resources, the co-
creation of value and relationship (Vargo and Lusch 2004). According to (Vargo 
and Lusch, 2004), marketing s increasingly shifting its dominant logic away from 
the exchange of tangible goods (manufactured things) towards the exchange of 
intangibles, specialised skills and knowledge processes (doing things for and 
with).  This approach points toward a more comprehensive and inclusive logic, 
one that integrates goods with services. (Vargo and Lusch, 2004) define service as 
the application of specialised competences (knowledge and skills) through deeds, 
processes and performances for the benefit of another entity or the entity itself. 
This also includes tangible output (goods) in the process of service provision. 
(Spohrer et al., 2007) define services informally as collections of resources that 
can create value with other service systems through shared information. 

The new notion of service, the service dominant logic, views service as being 
about resources, exchange and human action (Sporher et al 2008). Service is now 
seen as the process of doing something for and with another party. Value creation 
is a collaborative process and is always co-created. (Spohrer et al., 2008) argue 
that the purpose of economic exchange in service is service provision for (and in 
conjunction with) another party in order to obtain reciprocal service – that is, 
service is exchanged for service. Although goods are involved in the process, they 
are appliances for service provision – they are conveyors of competencies. 
According to these authors, services provided directly or through a good are the 
knowledge and skills (competencies) of the providers and beneficiaries that 
represent the essential source of value creation, not goods that are sometimes used 
to convey them.  Because of this, (Spohrer et al., 2008) argue that service involves 
at least two entities, one applying competence and another integrating the applied 
competence with other resources and determining benefits (value co-creation).  
These interacting entities are service systems.   

In SDL, the distinction between the producer and consumer disappears and all 
participants contribute to the creation of value for themselves and for others.  All 
economic and social actors are resource integrators (Vargo and Lusch, 2008). The 
ten foundational premises (FPs) of Service Dominant Logic as suggested by 
(Vargo and Lusch, 2008); Service is fundamental basis of exchange (FP1); 
Indirect exchange masks the fundamental basis of ex-change (FP2); Goods are 
distribution mechanism for service provision (FP3); Operant Resources are the 
fundamental source of competitive advantage (FP4); All economies are service 
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economies (FP5); Customer is always a co-creator of value (FP6); The enterprise 
cannot deliver value, but only offer value propositions (FP7); A service-centered 
view is inherently customer oriented and relational (FP8); All economic and social 
sector are re-source integrator (FP9); Value is always uniquely and 
phenomenological determined by the beneficiary (FP10).  

In SDL, value is co-created between provider and consumers through the 
utilisation of resources and application of competence (Vargo and Lusch, 2004). 
Firm apply their knowledge and skills to a particular good to make it valuable 
while customers apply their knowledge and skills in the use of it and integrate 
their resources (money) to provide their part of service. Thus, value co-created by 
having this mutual beneficial relationship (Vargo et al. n.d.). It is our belief that 
the premises of SDL can provide us guidelines for the development of a 
conceptual framework for service quality in HEI.   

4   Co Creation of Value in Service 

User satisfaction is a widely recognized indicator of any organization’s quality of 
service and performance. A given service reaches its level of excellence when it 
meets the needs of customers. In order to measure service quality in HEI, It is 
important to understand what students’ value in their university experience. 
(Grönroos, 2000) argues that value for customers is created throughout the 
relationship by the customer, partly in interaction between the customer and 
service provider. The focus is not on product, but on the customer’s value creating 
processes where value emerges for customers and is perceived by them.  We 
should support value creation rather than simply distributing ready-made value to 
customers. 

The conventional way of business for a firm is to organise its activities around 
creating goods and service and unilaterally create value for the customer through 
its marketed offerings. The role of the customer is that of a consumer simply 
passively consuming what the firm has to offer. However, in today’s service 
dominant market, he has moved away from conventional value chains towards 
empowered customer interactions with a firm’s offering and with other customers. 
These interactions centred on the individual rather than the firm. These 
interactions are where the customer experience is, and what the company must 
understand to design the technology platforms and information infrastructure to 
support compelling experience environments. We believe that to develop an 
effective service quality for HEI, it is important that we adopt SDL concepts of co 
creation of value. Our study aims to develop a framework based on SDL premises 
that can be used for service quality for HEI.  

In SDL, service is about resources, exchange and human action (Spohrer et al., 
2008). Service is now seen as the process of doing something for and with another 
party.  Value creation is a collaborative process and is always co-created. Service 
involves at least two entities, one applying competence and another integrating the 
applied competence with other resources and determining benefits (value  
co-creation).   
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According to (Ramaswamy and Gouillant, 2008), there are three principles for 
co-creating value:  

• Individuals’ experiences are central to conceiving value propositions. It is 
important to look beyond product and service offerings to see how customers 
experience value propositions— and connect the two. 

• It is also vital to go beyond processes to interactions. That is, we must focus on 
the interactions be-tween the individual customer and company, and on 
generating outcomes of value to individuals. These authors proposed a model 
known as DART.   

• We must involve and engage the customer. Companies must involve and 
engage with individuals, start-ing with customer-facing employees and expand 
to customers and other stakeholders.  

In HEI context, university should view students as operant resources that assist in 
producing and creating value as well as exchanging their competence.  

5   Research Methodology  

This section briefly reviewed the development of the framework using a case 
study at Staffordshire University. 

Our research is limited to the study of a university, Staffordshire University in 
UK. The focus was on non-EU postgraduate students with at least 2 years’ 
experience in HEI.  Descriptive methodology was used for the re-search. It 
involves five consecutive steps: 

1. Primary Data Collection 
2. Secondary data collection 
3. Survey development and data collection 
4. Data analysis 
5. Evaluation 

5.1   Primary Data Collection 

The main purpose of this step was to find out what constitutes service quality at 
university. Direct observational methods were used to learn about students and 
staffs behaviours and identify their needs. Data were collected from observing   
students’ teaching-learning in lecturing halls and classrooms from the first week 
of registration (start of term) until Christmas of 2010. Observation also included 
how students interacted with non teaching staffs in their activities. (administrative 
and technical supports for students). This provides us the context of our research.   
Informal interviews were conducted with small set of respondents (N=10) to get 
information that can be used as research problems. Interviews were carried out 
with 10 international students and 5 employees from library, information desks, 
international student office and financial office. The interviews were semi-
structured and open-ended. This allow the interviewee to speak freely and more 
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flexible. Critical Incident Techniques (CIT) Flanagan (1954) was employed to 
collect the information from students.  

5.2   Secondary Data Collection 

During this step, secondary research was conducted.  Literature reviews were 
carried out on service quality. The aim was to analyse methodologies that have 
been used by researchers to measure service quality. Critique of the literature on 
service quality was done to determine what the necessary factors, dimensions and 
attributes that are needed to carry out service quality measurement for HEI.  
Results obtained from the research would be used in the proposed framework.  
From the research conducted, we have identified 11 determinants to be tested in 
HEI environment: Reliability, Responsiveness, Competence, Credibility, Security, 
Accessibility, Communication, Understanding, Courtesy, Offering and Empathy. 
Items representing these 11 determinants were later generated to develop 46 items 
to measure providers’ performance and to identify the importance of factors 
underlying service quality. 

5.3   Survey Development and Data Collection 

Findings from critical incident techniques conducted during primary data 
collection were used to describe and defined service quality management at the 
university. The analyses also portray experiences of key players (service provider 
and users).  Results from CIT were later transformed into survey questions. Taken 
findings from the primary data collection and combined with analysis from 
literature review, a set of 44 items from 11 determinants were developed. These 
items are used to construct two sets of questionnaires to be distributed to students 
and to staffs. The items were designed to evaluate and assess service quality 
provided by academic staffs, technical support staffs, facilities, library facilities 
and library support staffs, study skills staffs, front desk, international student 
officers, and student counsellors. Two surveys were developed: one for students 
and one for staffs.  

5.4    Data Analysis 

Data collected from both groups of respondents (student and staff) were analysed 
to examine the dimensionality of 44 service quality items using factor rotation 
analysis; orthogonal rotation analysis and oblique rotation analysis. The factor 
analysis was performed to seek underlying unobserved variables that affecting the 
other observable variables. It aims to reducing the large set of variables into more 
manageable dimensions by looking at group of closely related items. The analyses 
were carried out using SPSS (Statistical Package for Social Science). 

Before conducting factor analysis, Cronbach’s alphas were computed to purify 
the scale. Each dimension was computed separately. Later, the variables were 
analysed based on the inter-correlation between variables. Variables that did not 
correlate was excluded in the test. Pearson correlation and Spearman correlation 
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were used to explore the strength between variables (Field, 2005; Pallant, 2007). 
To verify that the data set was suitable for factor analysis, Kaiser-Meyer-Olkin 
(KMO) measure of sampling adequacy and Bartlett’s Test of Sphericity were 
used. Orthogonal analysis (using Varimax in SPSS) was run o check if the factors 
were meant to be inde-pendent.  The emergent dimensions were later renamed and 
examined using simple regression analysis. Pair T-Test was performed to measure 
gaps between perceived importance and perceived performance. Finally gaps 
between perceived importance and perceived performance for the dimensions 
were tested by comparing mean ratings of both importance and performance 
variables and then determine the gap by plotting the graph.  

5.5   Evaluations and Validation 

To evaluate and validate the emerged dimensions, two sets of questionnaires for 
students and staffs were sent out to 25 students and 15 staffs. For students’ 
questionnaires, 33 items under 8 factors was included and for staffs’ 
questionnaires, 27 items under 7 factors are included. The questionnaires were 
distributed to 25 non-EU postgraduates’ students and 15 staffs.  The result of this 
evaluation test was used in designing the conceptual framework. 

5.5.1   Framework for Service Quality in HE 

It is important for us to determine 1) what are the roles of consumers in value co-
creation process?  2) How does value co-creation process work? In attempt to 
answer these questions, we start by looking at the student requirements when they 
purchase the service.  The value co-creation activities in this university based on 
(Prahalad’s, 2004) five value co-creation activities.  Figure 1 show preliminary 
model that can be used in assessing service quality in HEI by adapting the concept 
of Service Dominant Logic (SDL).  

SDL emphasizes the process of value co-creation between suppliers and 
consumers. The model framework depicts how the determinants from staffs and 
students perspectives through value co-creation activities could lead to loyalty 
behaviour, increment level of satisfaction and positive overall service quality. The 
service provided by university does not only based on teaching and learning services 
but also providing other ancillary services. These services are consumed through the 
stated 5 value co-creation activities that suggested by (Prahalad, 2004). The 
framework suggests that university should take critical attention on the determinants 
of both member of staffs and students perspectives in assessing and managing their 
service quality. Determinants suggested from Student perspectives are: Offering, 
Reliability, Courtesy, Empathy, Understanding, Security, Competency, and 
Responsiveness. While determinants on member of staff perspectives are: Offering, 
Courtesy, Responsiveness, Reliability, Communication, Empathy, and Accessibility.  

Customer (in this context, student) play their role as value creator during 
consumption of service and interaction with suppliers. While supplier play their 
active role as value facilitator in providing customer with the foundation of value 
creation as well as value creator during service consumption (Gronroos, 2008). 
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These roles were adapted from (Gronroos’s, 2008) ‘value-fulfilment’ model. Both 
staffs and students engage in five value co-creation activities at the HEI (Prahalad, 
2004) – customer engagement, self-service, customer experience, problem solving 
and co-designing. These framework suggest guidance in utilising all five activities 
of value co-creation for HEI and provide understanding of supplier and customer 
role respectively in order to achieve the ultimate goal of customer loyalty, positive 
service quality and customer satisfaction (representing in oval shape).   

 

Fig. 1 Service Quality Framework 

6   Conclusion 

This paper outlines empirical study involving international students from non-EU 
countries taking a range of postgraduate’s programmes in university. The aim of 
this study is to investigate what are the importance dimensions that contribute to 
the development of a service quality framework in the HEI context. The 
dimensions investigated were taken from both student and staff   perspectives. 
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From the empirical study, we found that Offering dimension was ranked the top 
from both staff and students. This is due to the fact that students look at what 
university could offer in terms of accreditation, study experience, socialising 
experience, as well as facilities provided. Thus, it is very important for university 
management to understand student requirements from the moment they making 
decisions to which university they would be interested in enrolling.  

We conclude that, from the student perspectives, service quality at the 
university consists of 8 dimensions, Offering, Reliability, Courtesy, Empathy, 
Understanding, Security, Competency, and responsiveness. On the contrary, from 
the staff perspectives service quality dimensions consist of: Offering, Courtesy, 
Responsiveness, Reliability, Communication, Empathy and Accessibility. All 
these dimensions for service quality scale shows high reliability and validity as 
well as interrelated to each other. It therefore indicates that all the dimensions 
should be accomplished to obtain or assure good service quality. Our empirical 
findings show that service quality is antecedent to customer satisfaction. The study 
also provides information on gaps between performance and importance. 
University should consider closing the gaps that exists on the Courtesy, 
Credibility, Competency, and Responsiveness dimensions from student point of 
view. While on staff’s perspectives, gaps should be closed in reliability and 
empathy dimensions.  

Students play active role as both value creator during value generating process 
and value-supporting interactions. While member of staffs play their active roles 
as value facilitator by providing customer a platform for value creation process (in 
form of resources), they also play active role as value creator during direct 
engagement with customer during value generating process. This empirical 
findings support that customer is always a co-creator of value”.  
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Abstract. This article presents the results of one of the first phases of the doctoral 
thesis proposal, which includes the study of technologies that are part of the 
paradigm of Web 2.0, to propose a model of software development with BPM 
approach 2.0.  The researcher [1] points out that it would help analysts to 
understand business requirements and apply them directly in the process by using 
existing IT systems. The research involves areas such as software engineering, 
specifically all that has to do with the business process management and Web 2.0 
technologies. These paradigms promote the creation of business management 
applications focused on the modeling, execution, administration and monitoring of 
business processes and a new generation of communication services which are 
based on the social web. 

Keywords: Business Process, BPM, Web 2.0 Technologies, Web 2.0 Applications. 

1   Introduction 

According to studies carried out by the Ministry of Information and 
Communication Technologies in Colombia (ICT Ministry), the number of people 
who use the Internet and have access to social networks in Colombia has 
significantly increased, although the incorporation of ICT in the field of small and 
medium-sized exporting enterprises (SMEs), has not been significant. Companies, 
especially those classified as SMEs, need to implement mechanisms that allow 
them to be competitive, reduce operation costs, improve product and / or services 
quality, to make the processes flexible and foster an environment of collaboration 
among all employees, suppliers or customers. To achieve these goals, it is 
necessary an adequate business processes management. 

Another factor that affects the organizations to achieve their goals efficiently is 
related to employees and information systems which should go in the same 
direction, being the business processes the ones that facilitate this collaboration. 
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Business processes are essential to understanding how an organization operates 
regarding the design and implementation of flexible information systems. These 
systems provide the basis to adapt the existing functionality to business 
requirements. 

According to Gartner, [2], "the next evolution will be mainly self-adjusted 
processes based on the brightness of patterns in the user preferences, consumer 
demand, prediction capabilities, trend, competitive analysis and social 
connections.” Regarding the use of processes models in organizations, the author 
states that business executives and professionals, who influence the process 
models, will have more direct control on their areas of operations, and thus, they 
will achieve competitive status. 

BPM focuses on the Administration of business processes. It is understood as a 
methodology that guides efforts to optimization of business processes, seeking to 
improve their efficiency and effectiveness through systematic procedures. These 
processes must be continuously modeled, automated, integrated, monitored and 
optimized [3]. The official page of Club-BPM [4] presents the results of a study 
on this technology implementation in Spanish companies, and the researchers 
conclude that "BPM plays a key role for companies to face the current economic 
crisis by generating a complete control of processes, visibility of the company for 
a better decision-making, and strategic orientation for the achievement of short 
and long term objectives.” 

Although the concept Web 2.0 was articulated in 2004, people are starting to 
use it now, not as a series of tools but as underlying concepts of listening, 
interaction and network connection The Web 2.0 technologies and their main 
applications have been adopted by people in an individual way for their daily 
tasks, but most of the organizations don’t know how to apply them and their 
corresponding benefits.. Large companies are incorporating these tools, both 
externally and internally, to support the processes of communication, Management 
of knowledge as well as collaboration platforms. 

In 2006, Andrew McAfee, [5], a professor at Harvard Business School, 
published the article "Enterprise 2.0: The Dawn of Emergent Collaboration" in the 
Sloan Management Review, which set a new paradigm: Enterprise 2.0. The term 
Enterprise 2.0 is simply the application of many Web 2.0 ideas and web 2.0 
technologies to the company. According to the definition of McAfee, Enterprise 
2.0 is the implementation of the attributes and characteristics of Web 2.0 in 
business. It represents a new way of working in corporations to overcome the 
limits of those communication tools of the previous model by means of the use of 
new technologies and business practices. 

This new paradigm represents a huge competitive advantage to those 
companies using social software, which allows collaboration and simplifies the 
exchange of information between employees’ networks and networks of suppliers, 
customers and other stakeholders. As stated by McAfee, the tools of Web 2.0 are 
producing a radical change for corporations, as they channel the collective 
intelligence and impact on business innovation, productivity and efficiency [6]. 
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Experts in BPM, [7] have introduced a new paradigm in BPM architecture, it is 
called BPM 2.0. This new business model helps analysts to understand business 
requirements and apply them in the processes of existing IT systems. In addition, 
BPM 2.0 allows the execution of the process of Web 2.0, providing a new way to 
communicate inside and outside the company. Therefore, they allow the business 
models of any company to respond quickly to strategic changes. BPM 2.0 has 
taken some of the features of Web 2.0 technologies to make BPM more powerful 
and relevant to the process of business analysts. The vision of BPM 2.0 is to create 
agile and dynamic processes that can act as a basis for greater flexibility and 
innovation. Thus, its main purpose is to take advantage of BPM as a catalyst for 
the alignment between business architecture and IT services, and continuously 
adapt them to changes more quickly, 

With the use of Web 2.0 technologies, BPM 2.0 users’ levels of participation in 
the creation, modification and management of a business process has increased. 
Each user has access to the business content to make adjustments or 
modifications. This makes the content administration could be more decentralized. 
For example, in BPM 2.0, a business user can control the process of replacing the 
content on the dashboard of an RSS of a different process to control a particular 
condition in the business process. This higher level of content exchange and users’ 
participation can create a different culture in the processes management within the 
organization, which may take time for its adoption. 

As it was previously mentioned, communication tools of Web 2.0 such as 
blogs, wikis and RSS feeds facilitate collaboration and information sharing and 
they are used in a company to help employees participate actively in the 
collaboration, communication and knowledge management. Likewise they allow 
easy access, exchange and visualization of information and data by means of 
Internet, intranets, portals, e-mail, digital magazines, readers / aggregators and 
RSS enterprise content management [8].  

This article is aimed at reviewing these Web 2.0 tools that can be included in 
the Modern Business (Enterprise 2.0, according to McAfee), According to what 
has been proposed by [9] web 2.0 tools can generate: 

• Processes of interactivity when a user can add and share information with 
others.  

• Processes of combinatorial content interaction, when they make possible the 
interrelation of content from different databases. 

• Processes of interaction of interface, whether esthetic preferences or functions 
where the user can place the content in different places on the screen or 
decide what contents should appear, or those of generative preference, when 
the information system decides what data should be presented. 

Section 2 summarizes what a Business Process is. Section 3 describes the 
technologies of Web 2.0 that have been used the most in the business field and 
Section 4 presents some applications of Web 2.0 that can be adapted to the 
enterprise level. 
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2   Business Processes  

A business process is a structured set of activities designed to produce a particular 
output or achieve a goal. This implies a strong emphasis on how work is 
performed within an organization, in contrast with the product approach in which 
the emphasis is on what is produced. Therefore, the process is a specific sequence 
of work activities trough time and space, with a beginning, an end, and clearly 
defined inputs and outputs: a structure for action. Processes describe how work is 
done in the company and they are characterized by being observable, measurable, 
improved and repetitive [10]. 

A Business Process can be represented (Figure 1) as an intermediate layer and a 
major axis of communication between roles and systems, relating the lower  layers 
which are Legacy Systems (CRM, ERP, Host, etc.) with the first layer which 
represents the roles involved in the Business Process (employees, suppliers, 
partners, public, customers, etc.). 

 

 

Fig. 1 Business Process as a coordination axis. Taken from [11]. 

Focus on processes requires the utilization of conventions and standard 
notations so they can be understood by the director of operations and IT director. 
With this methodology we can say that software development is the process of 
constructing, maintaining and improving the business processes [12]. BPM can 
directly incorporate information systems and existing assets, coordinating their use 
in the process layer accessible to everyone in the organization, by means of B2B 
systems and tools to integrate and reuse any of the existing applications [13]. 

2.1   Stages of Process Management with BPM Technology  

According to [12], companies that implement BPM technology for business 
processes management are based on the definition of a life cycle, which is 
manifested in the development of certain stages: 
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• Design. It involves modeling, manipulating and redesigning processes to train 
and then to inform the organization about potential discoveries or suggested 
improvements. It integrates activities, rules, participants and their interactions. 
Its features are: composition, decomposition, combination restructuration and 
transformation. 

• Deployment. Socialization of knowledge with all participants, including the 
concepts, applications and other business processes. 

• Interaction. It uses processes that allow all staff to fully interact with business 
processes. This includes the administration between the interface, manual 
work (workflow) and automation. In this administration the work falls on the 
allocution, tasks administration and the way the data are integrated.  

• Monitoring and control. Integrate processes with the process management 
system on which people are operating. This includes the necessary tasks to 
maintain optimum development of processes, from both perspectives: 
technical perspective and resources use perspective. 

• Optimization. It combines the design and analysis processes to provide 
feedback on the execution of the processes regarding the current situation. 

• Analysis. Controls the presentation of the process to provide the metric, 
analysis and business intelligence needed to manage the best practices and 
strategies, and discover innovative opportunities. 

• Execution. Ensures that the new process can be developed by all participants 
(people, information systems, organizations and other processes). It is 
responsible for process management system. 

Many features of the BPM technology are combined to meet the BPM lifecycle, 
driven directly by organizational goals. This fusion of technologies in a 
transparent integrated design environment (IDE) provides the level of abstraction 
necessary for both the specialist in technology and the specialist in business to use 
the same language. 

3   Web 2.0 Technologies 

In a research study [14], identifies a number of technologies considered 2.0, 
because they tend to be present on the websites 2.0:  

Ajax  
The combination of XML and JavaScript, enable the creation of web 

application executable on the client, greatly reducing data traffic and server 
workload with greater interactivity [15]. Examples of applications where this 
language is used are Google Maps, GMail or Flickr. 

The Mashups 
They are also known as web hybrid applications. Their function is the 

transparent integration of data from other web services, which have created APIs 
to develop new applications that access the free data. The most cited example is 
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HousingMaps.com ms, which combines information from a real estate database 
with Google Maps 

The folksonomies 
In some applications 2.0, users become indexers of information. They relate 

information with keywords or marks (tags) that they freely choose. This user's 
freedom to label the information has been given the name of "folksonomies" [9]. 
Thus, the priority use of “folksonomies” lies in how contents are sorted and 
localized. 

The Social networking 
It is one of the key elements in the development of Web 2.0, especially as 

regards the use of collective intelligence. It refers to the set of applications that 
enable communication between users through the web [16]. 

This category of social software includes the tools and services that enable 
sharing information and digital objects, such as videos of YouTube or Flickr 
photographs. The three components that have a decisive influence in the Web 2.0 
are blogs, forums and wikis. 

The Collective Intelligence 
Collective Intelligence means the ability of a group to solve problems that each 

individual, will not be able to solve or even understand. Activities involving 
collective intelligence can be divided into three groups [9]:  

• The production of Contents 
• The optimization of resources 
• The control exerted over content and individuals 

RSS  
It is an XML format for syndicating Web content; it allows people to describe 

news, blog entries, etc. Web-based RSS readers and aggregators are used to 
receive and read the feeds as they are published. It was popularized by blogs and 
is currently implemented in websites of institutions, in most magazines, portals, 
databases and library catalogs [17]. According to [9] an RSS is a document that 
contains metadata related to a particular website. RSS files are structured in items, 
with the title, abstract and a link to the information that describe and eventually 
can contain other data such as date of publication of the document and the author's 
name, among others. 

4   Applications Web 2.0  

Since its origins, the Web has had a major impact and through the time we have 
tracked the rising adoption of Web 2.0 technologies, as well as the ways 
organizations are using them as a means of communication, because of the 
velocity with which information can be exchanged, and because it breaks all 
geographic boundaries, enabling organizations to expand their businesses. This 
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has meant that every day more web applications are implemented in government 
agencies, educational institutions and business management. 

Not only is the development of web 2.0 tools which is increasing, but also their 
use in different companies. There are many examples of companies in Second Life 
that are deriving measurable business benefits from their investments in the Web 
with the use of blogs, forums or wikis for the coordination of work teams, social 
networking, social bookmarking  to share common information that enable them 
to form contact networks. 

In his doctoral thesis, [18] presents the concept of application Web 2.0, from 
two perspectives: 

• A collaborative aspect in which the end user is the central axis of the Web 
application. In Web 2.0 sites, the user is in charge of creating the site's 
content, as well as determining the quality of its contents, and establishing a 
categorization. This change, has led an active role in the exponential growth 
of content on the Web in the form of: opinions, news, blogs and personal 
experiences, definitions of concepts in wikis, videos and photos on pages of 
multimedia content. Simultaneously, the so-called Social Web has emerged, 
establishing an analogy with the traditional Web connecting different users. 
Thus, virtually social networks have been created to connect people who have 
similar interests (hobbies, work relationship, place they study or work, etc.). 
The participation of the user is essential to provide a precise interaction with 
the application which has become an essential requirement [18]. 

• An advanced technological aspect. It facilitates the interaction of the end user 
with the Web application. The interfaces of the most popular Web 2.0 sites 
have a high level of usability; they have technologies that allow users to 
implement multimedia interfaces, user-generated content and more complex 
interactions. According to [19] cited by [18], the use of these technologies, 
has led to the RIA applications that reside on a Web server and presentation 
layer in the web client.  It is stated by[20], also cited in [18] that the most 
prominent RIA technologies are: (1) AJAX to get data from the server on 
demand to avoid full charge of a page, (2 ) JavaScript frameworks, for adding 
business logic  and (3) RIA development environments, to implement 
advanced interfaces which include animations, multimedia and complex 
interactions. 

Given these realities, it is very important to mention that [18] concluded that “The 
compliance, to a greater or lesser extent, of both aspects is what gives the status of 
Web 2.0 to an application accessible from the Internet." Thus, Google Maps is 
cataloged as a Web 2.0 as a result of advanced AJAX-based interface and 
JavaScript, although the basic content from the application and the maps are not 
created by users. On the other hand, Web 2.0 site Twitter, which is a tool for the 
micro blogging would not be in the domain of the RIA. However, the easy 
interaction with users makes it a clear example of Web 2.0. 

A Web application 2.0, as a software product with specific characteristics, can 
be developed by using the principles of Software Engineering, although traditional 



326 A.B.A. Gaona, L.J. Aguilar, and O.N. Sanchez
 

methods are not adapted to meet the requirements of these specific types of 
applications, which should include the creation of mashups, the exploitation of 
social networking and the incorporation of multimedia content or the definition of 
folksonomies. 

The technologies to develop Web 2.0 applications described by [8], include 
some components, such as server software, messenger protocols, syndication of 
content and several client applications and browsers based on standards with ' 
plug-in and extensions. The author emphasizes the need to use techniques such as, 
wiki software and weblog software designed to create and maintain blogs, mashup 
tools, RSS, RIA technologies and folksonomies tools for the creation of 
personalized web sites with constantly updated information, social systems, 
bookmarking and Social Networks services. The same author states some uses of 
these tools: 

• Wikis, blogs, podcasts and intranet knowledge base to facilitate professionals’ 
education.  

• The use of blogs and RSS to broadcast corporate news and information.  
• Wikis to develop shared documentation.  
• Podcasts for reviewing and disseminating recordings of training sessions, 

product demonstrations, support for internal services and education. 
• Social networks, content 'tags' and 'social bookmarking' to share knowledge 

and resources of interest. 

According to [21] organizations not only use new social technologies to regularly 
communicate with customers, employees and vendors, but also to do it with other 
target audience (employees of a company, suppliers and shareholders, among 
others) The effectiveness of such internal channels has been demonstrated by 
examples such as IBM, which has an extensive network of internal blogs to 
manage its employees knowledge. 

Based on what [22] points out, there are some applications of web 2.0 
technologies in business, which are summarized in table 1. 

Table 1 Business Applications of Web 2.0 tools.  Adapted from [22]. 

WEB 2.0 
TOOLS 

BUSINESS APPLICATION EXAMPLE 

 RSS 
Readers 

Increase in the employees’ knowledge 

 Readers allow you to read in a centralized way news or information to 
keep employees informed about competitors, market, tendencies. 

Dissemination of information of common interest 

 It is possible to share information - in a centralized way with customers or 
employees by adding, for example, a customizable clip that shows the 
most recent shared items in the side column of the company's web site. 

Google 
Reader 
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Table 1 (continued) 
 

WEB 2.0 
TOOLS 

BUSINESS APPLICATION EXAMPLE 

 External communication 

The use of a RSS generator gives the firm the opportunity to  
spread their message via internet, at the same time that others 
disseminate it (through blogs) easily.  

Analysis & Marketing  

Statistics of web pages in general do not do follow-up of users who 
have added the "feed" of the page, they simply make follow-up of 
visits to the page. This can produce a difference between the target 
audiences of the current page as it may be that many do not access 
directly the page, because they can read the information through the 
feed. 

FeedBurner 

 

Geolocators Locating companies 

It is possible to obtain the location of a particular company in a  
map. It is very useful for the displacement of the commercial 
department at little-known areas.  

Location of their own company 

It is possible to enter the location of our own company, so that other 
users of Google Maps can locate it on a map easily. 

Google 
Maps 

Specialized 
Search 
Engines 2.0 

Time saving search of flights or hotels  
Search engines display all the information quickly, in a very  
organized and centralized way. 
Cost Reduction of flights or hotels: 
Trabber allows employees to find flights and hotels at the best  
price for the company, because it searches the best 34 websites of 
flights simultaneously, compares them and book the flight without 
extra charges 

Trabber 

Video  
Sharing 

Transmission of information on the company for advertising 
purposes. 
More businesses are using You tube today to promote their  
goods and services because it  disseminates videos that display 
information about the company, its products, services or anything  
else that might be of interest to the actual or potential clients. 

YouTube 

 Dissemination of private information 
It offers information about company meetings, congresses or  
any event confidential and of interest to employees. 
Dissemination of long term visual content 
 Extensive dissemination of videos with advertising content or any 
other type of information that might be useful to customers. 

Net2u_ 
Web 2.0 
tools 

Photosharing Advertising 
Business are taking advantage of social networking websites  
to market their business online, for example flickr  allows  
companies to show off photos and videos of their products and put 
them in front of many potential customers.  

Flickr 
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Table 1 (continued) 
 

WEB 2.0 
TOOLS 

BUSINESS APPLICATION EXAMPLE 

 Dissemination of internal information to the company 

Companies can upload massive amounts of pictures of employees and 
events and label them with tags so they’re easy to find 

Dissemination of high quality photos 

This application allows companies to show off high quality photos with 
advertising content or any other type of information that might be useful 
to customers. 

Net2u_ 
Web 2.0 
tools (photo 
tool) 

Social 
networking 
websites 

Communication with employees 

 It is advisable to create a "page for the company" and present 
information about it. The administrative staff can have the curricula 
vitae of all employees on line. 

Recruiting employees 

The company can access information in more than 10 million users and 
hire the best employees based on their profiles. They can also read the 
comments that other users make on the candidate. 

Management of business contacts  

The company directors can access to the contacts of their contacts to 
open new business opportunities. “social networking” 

Linkedin 

 

 

 

Review of documents 

The company can find the best quality and widest selection of 
documents used to start, grow, and manage small business. For example 
Docstoc provides a platform to upload, share and even sell documents, 
and maintains an ever-growing repository of both free and purchasable 
legal, business, financial, technical, and educational documents that can 
be easily searched, previewed and downloaded in different languages. 

docstoc 

Marketing 

The company can upload professional, financial and legal documents for 
the business community and at the same time increase the possibility 
that potential customers share and see them. 

External Communication 

It is possible to know the opinion of customers through the comments on 
the presentations that have been uploaded. 

slideshare 

Blogs 

creators 

Advertising 

 It is possible to create a company blog to publish news and useful 
information for customers. This Web site allows companies to share 
their business with the world from the comfort of their own offices. 

Internal communication 

 It is possible to restrict access to only the employees, so that you can 
use the blog as a means to publish information of interest and receive 
comments. 

Blogger 
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Table 1 (continued) 
 

WEB 2.0 
TOOLS 

BUSINESS APPLICATION EXAMPLE 

Agendas 
organizers 

Agenda Organization 

It is possible to organize shared agendas in a group of people, so that 
everyone is informed of the meetings and tasks for the same period of 
time. Companies let employees, customers, and friends see their 
calendar, and view schedules that others have shared with them.  

Google 
Calendar 

Instant 
messaging 

Internal communication 

This tool offers an instantaneous transmission of text-based messages 
from sender to receiver. Communication is much more immediate and 
dynamic that the communication carried out through email, it is cheaper 
and less intrusive than the telephone transmission. 

MSN Web 
Messenger 

 
In short, ICT can not only make the service management more effective, but 

also improve communication with citizens, providers and staff, facilitating the 
creation of business management networks [23]. 

5   Conclusions  

Business Process Management BPM is a recent approach that has derived some 
research fields, among which are mentioned, the effort to adapt the standards of 
quality in Software Processes for measuring business effectiveness and efficiency 
while striving for innovation, flexibility, and integration with technology. BPM 
attempts to improve processes continuously and represents an interoperability 
project in Information Systems and a metrics proposal for conceptual models of 
business processes. 

New social networks are established around organizations; employees with 
ideas and desire to develop them can work smarter if they are in touch with one 
another, maybe when the employee has a question, he or she can post it to the 
group and find useful information from very knowledgeable people. Social 
networking is a more interactive and collaborative way of emphasizing peers' 
social interaction and collective intelligence, because the company can  use it as 
an approach to build better user groups among co-workers, foreigners, suppliers 
and customers. 
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Abstract. In recent years, with the growth of Internet technology and virtual 
community, the users in virtual community not only play as the information re-
ceiver but also very important role to provide information. However, information 
overload has becoming a very serious problem and how to find information effi-
ciently is also an important issue. In this research, we believe that users in a virtual 
community may affect each other, especially those with high influence. Therefore, 
we propose an architecture to discover the key users in a virtual community. By 
applying the architecture, it would be a very efficient and low cost approach. In 
the architecture, social networks analysis and visualization technique will be the 
main methods to discover the key users. In this paper, we also present an experi-
ment to demonstrate the proposed method and the analysis results. 

1   Introduction 

With the rapid growth of Internet and communication techniques, the interaction 
between people in Internet has a breakthrough development.  Furthermore, with 
the introduction of Web 2.0 concept, the so-called “online social networking web-
site” has also becoming a very hot and popular application for users to interact and 
share[1].  

The information that provided by the users who have high influence on online 
social networking websites may affect the behavior of other users. For example, 
more and more buyers usually search comments or ratings from other buyers be-
fore they make decision to purchase a product, especially the new products. Re-
cently, it is very convenient for users to find information on the web. However, 
how to filter out necessary, useful and suitable information from the web is a ris-
ing problem under this background. Therefore, in this paper, we intend to find a 
method to assist users to acquire necessary information to support the decision 
making process under the situation of information explosion. 

According to the study of this research, the information resources on the  
web including Blogs, community websites and rating websites, etc. Among these 
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websites, virtual community websites provide huge amount of information on the 
web. Armstrong and Hagel (1997) mentioned it is necessary for a company to es-
tablish a virtual community in order to increase the time that users spent on the 
website or to increase the loyalty of their customers [2]. Since there are large 
amount of information in virtual community, how to extract useful and valuable 
information from virtual community is considered as a hard problem. In this re-
search, we assume that there are differences between users’ influence and infor-
mation quality. Some users’ comment maybe fair and accurate than others. The in-
formation from these users is very helpful for users to make decision. Thus, if the 
key users can be discovered from the virtual community, it would be valuable for 
the virtual community or company. 

In the research area of social networks analysis, there are many methods can be 
used to analyze the structure and relationship in the virtual community. Scott 
(2002) has organized many important methods of social networks analysis [3] and 
therefore these methods will be considered to discover key users in a virtual com-
munity. Thus, the title of the paper has been set as “Applying Social Networks 
Analysis Methods to Discover Key Users in an Interests-Oriented Virtual Com-
munity”.  The research objectives of the paper are 1) To understand the characte-
ristics of key users in a virtual community 2) To analyze the relationship between 
the comments of key users and product sales 3) To observe the influence of users’ 
comments. 

The structure of this paper is as follows. Section 1 describes the background 
and motivation of this paper; some related literatures are discussed in section 2 in-
cluding virtual community, social network researches based on movie and social 
networks analysis methodologies.  Section 3 deals with our research methodology 
about how to discover key users from a virtual community. Section 4 presents and 
discusses an experiment. Section 5 concludes the paper and provides a brief out-
line of the future works. 

2   Literature Review 

In this section, related literatures will be reviewed including virtual community; 
social network researches based on movie and social networks analysis  
methodologies. 

2.1   Virtual Community 

In 1993, Rheingold made a definition about the term of virtual community. He 
mentioned that virtual community is social aggregations which aggregate enough 
Internet users. These users involve in discussion for a period of time and pay suf-
ficient human feeling. [4]. Alder and Christopher consider virtual community as a 
group of Internet users who have similar interests. The users exchange comments, 
communicate and exchange information is a public space, such as WWW. The  
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users in a virtual community share the culture, valuable and regulation with each 
other in the platform [5]. In this paper, we define virtual community based on the 
definition of the two literatures above. Virtual community is a social relationship 
network which consists of a group of Internet users with similar interests to ex-
change different comments and to share information in a public Internet space. 

In 1997, Armstrong and Hagel classified virtual community into four different 
classes according to the behavior of virtual community users, which are Transac-
tion-Oriented virtual community, Interest-Oriented virtual community, Relation-
ship-Oriented virtual community and Fantasy-Oriented virtual community [2]. 
However, in recent years, more and more virtual communities are developed as 
multi-purposes virtual community, such as Yahoo! and Facebook. 

In this paper, we will focus on interest-oriented virtual community and the main 
reason is that it developed based on common interests. There are no complicate 
social relationship and transaction in interest-oriented virtual community and 
therefore it is easier for us to understand the behavior of users. 

2.2   Social Network Researches Based on Movie 

In this paper, we select a very popular interest-movie as the target of this research 
and try to study how to discover key users in this kind of virtual community.  
Recently, there are many researches about movie based social networks and com-
munities. Ahmed et al. (2007) have tried to use data from a very famous movie-
based social networking website-IMDb to extract a visualized social network and 
also developed an analysis method to discover the relationship between a particu-
lar event (e.g. 911) and movie[6]. Some researchers also focus on how to use the 
content-based data in the website to improve the performance of a recommenda-
tion system [7]. 

Debnath et al. (2008) proposed a research to study the important factors that 
may affect the discussion in movie based virtual community [8]. In their research, 
the data in IMDb have been used as the main source to discover valuable factors. 
In this paper, we also select IMDb as the target and according the factors that pro-
posed by Debnath et al. to understand the social relationships as well as to identify 
and discover the key users. 

2.3   Social Networks Analysis Methodologies 

The history of SNA (social networks analysis) related researches is long and Le-
win has started researches on social networks analysis since 1925. The research 
about SNA intends to illustrate the relationships in a network by the mean of visu-
alization. Scott proposed a so-called “Sociogram” in 2002 as showed in figure 1 
and 2. Figure 1 is a simple directed sociogram and figure 2 is a simple undirected 
sociogram [9]. 
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Another character of small world network is low degree of separation which 
means the distance between any two nodes in the network is short. In another 
words, we can say the diameter in a network is short. The degree of separation is 
designed to measure the average distance in a network. Watts also mentioned that 
the graph of a small world network is between random graph and regular graph. 
The categories and characteristics of graphs are shown in table 1.  

Table 1 The categories of sociograms (clustering coefficient-degree of separation) 

 Low clustering coefficient High clustering coefficient 

Low degree of separation Random Graphs Small World Graphs 

High degree of separation N/A Regular Graphs 

 
Density is another famous measurement and has been used in most researches 

about SNA. It is usually used to measure the clustering situation of an organiza-
tion or network. Figure 4 shows the concept about the density measurement. 

 

Fig. 4 The concept of the density measurement 

For example, Lewis et al. proposed a methodology to combine the concept of 
density and regression model to study the connectivity of the famous social net-
working website- Facebook. In the study, it shows the average density in Face-
book is 22.4 % [12]. Kumar et al. also observed the changing of density and nodes 
in different time (weekly) in Flickr and Yahoo! 360. They found that in a virtual 
community, the users usually show the enthusiasm when they just join the com-
munity. The users usually invite many of their friends to join the community to-
gether and therefore the density and degree of the community will be increased 
with the changing of the time. Therefore, the concept of time difference in a social 
network will be utilized in this paper to show the changing of density, the chang-
ing of degree and the network structure, which will also be used to discover the 
key users in virtual community. 

3   Research Methodology 

The research architecture of this paper is shown in figure 5 which can be separated 
into three different phases. The three phases are Data Processing, User Processing 
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and Verifying and Adjusting. The detail of these three phases will be discussed in 
the following section. The main concept of this research architecture is to collect 
and process the data. Then, we will try to build the social model of the website and 
applying the methods of social networks analysis to discover the so-called key us-
ers. The experiment results will then be discussed to verify the relationship between 
the key users and the sales of the box office. 

 

 

Fig. 5 The research architecture of this paper 

3.1   Data Processing 

Data Processing is the first phase of the research architecture, and there are two 
steps include data collection and data pre-processing. 

3.1.1   Data Collection 

In this research, we collect the data from the largest movie discussion website-
IMDb, and the duration of data collection is 17 months (from 2010/1 to 2011/5). 
IMDb records the detail information of each movie and allows users to post their 
comments and judgments. Users can also vote for each movie. Figure 6 is a  
sample page for a movie in IMDb.  

In this paper, we collected two different types of data in IMDb. The two types 
of data are movies’ background information and users’ data. Movies’ background 
data include the category of the movie, actors, directors, box office, and duration. 
The users’ data include rating, review and rating for other users’ comments. 
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Fig. 6 A sample movie page in IMDb (data source: IMDb, http://www.imdb.com/) 

3.1.2   Data Preprocessing 

In the first step, the data were collected by using a crawler, which is a program de-
signed by us to collect data automatically from IMDb. However, the collected data 
are full of noises. Therefore, we need to preprocess the data before it can be used 
for analysis. The collected raw data will be preprocessed to transform into ana-
lyze-able information. Basically, data will be pre-processed into two difference 
types of information including film node and user node. Table 2 shows film-node 
data and table 3 shows user-node data. In table 2 and 3, the sample data are from a 
movie “The Girl with Dragon Tattoo”. 

Table 2 Film-Node data after data preprocessing 

Title The Girl with Dragon Tattoo 

Director(s) David Fincher 

Writer(s) Steven Zaillian, Stieg Larsson 

Star(s) Daniel Craig, Rooney Mara, Christopher Plummer 

Date 2011/12/20 

Rating 8.3 (17250) 

Table 3 User-Node data after data preprocessing 

User ID Movie-(year) Date Rating Useful 

Carflo_ur2509775 Alice in Wonderland -(2010) 2010/8/18 7/10 1/2 

Million Dollar Baby (2004) 2010/10/2 10/10 1/1 

Aliens (1986) 2004/12/8 10/10 224/264 

The Shawshank Redemption (1994) 2003/11/26 10/10 1290/1552 
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3.2   User Processing 

3.2.1   Community Modeling  

In order to discover the key users in a virtual community, we need to model the 
community first. In the step of community modeling, the categories of movies will 
be treated as nodes in the community. If the two movies both reviewed by a user, 
then we will create an edge between the two nodes. Figure 7 shows the concept of 
community modeling. In figure 7, M1 and M2 denote two movies and the link be-
tween M1 and M2 means user’s co-reviews. 

 

 

Fig. 7 The concept of community modeling 

The processing of community modeling is in order to understand which movies 
are highly focused in a movie category. We will then use the concept of network 
density in SNA to categorize those highly focused movies. A measurement Tm 
will be used as a threshold to decide which is a highly focused movie. The collec-
tion of the highly focused movies has been denoted as Ch. 

3.2.2   Key Users Discovery 

After community modeling, we can now try to discover key users from the highly 
focused movies (Ch). In order to discover the key users, we have to identify the 
meaning of the term ‘key users’. Normally, we consider the characteristics of key 
users should match the following points: 1) the users express very enthusiastic to 
post reviews. 2) the posts of key users are usually rated as useful reviews. 3) the 
ratings of key users are very fair. The process and methodology about how to  
discover the key users has been shown in figure 8. 

In figure 8, the key users will then be discovered by test their attendance and 
useful reviews. If the attendance is higher than 50% then the next stage of user’s 
review test will start to the percentage of average useful reviews. If the percentage 
of average useful review is higher than 50 % then this user will be recognize as a 
key user in this community. The percentage in this paper has been set to 50%, 
however, it can be different to difference researches. 

In most cases, the box office of a movie may be affected by the actors and di-
rectors at the beginning (the first month). However, the comments and reviews 
from other audiences are the critical factor for a success movie, especially the re-
views and comments from key users. From this study, we think the life cycle of a 
movie’s box office should present as the movie’s comment accumulation life  
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Fig. 8 The methodology to discover key users 

cycle in figure 9. In figure 9, there are three different phases for a movie’s life 
cycle, which are accumulated stage, growth stage and decline stage. The x-axis in 
figure 9 is the duration of the movie and the y-axis is the number of reviews. 
The accumulated stage is considered as the stage that key users may affect the box 
office of a movie. Therefore, we can easily from the comments of key users to 
predict the box office. If a movie can’t receive enough positive comments and  
reviews, then it usually can’t achieve idea box office. In another word, we can ob-
serve the comments and reviews from the key users to roughly predict the box of-
fice of a movie. The movie theater can also use this information to make decision 
about the in theaters duration of a movie. 

 

 

Fig. 9 The graph of comments accumulation for a movie 

4   Experiment Results 

In order to test the methodology that proposed in this paper, we designed an expe-
riment. Due to some tasks in the experiment need automatic process, we therefore 
also developed some programs to perform the tasks. We use the client-server ar-
chitecture for the experiment. In server side, the main task is to collect data from 
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Abstract. Internet has been running into the era of Web 3.0 equipped with the 
development of semantic technology. Therefore, how to manage the enterprise 
knowledge that suits Web 3.0 becomes an urgent problem. In this paper, we first 
summarize the evolution of Internet and describe the feature of Web 3.0. After 
analyzing the practice of linked data applied in Web 3.0, we propose a new 
framework of enterprise knowledge management system combining the theory of 
linked data and the close loop of knowledge management. Moreover, we analyze 
each layer’s function in the framework and discuss the implementation of the 
knowledge publish layer in detail. As a remarkable result, the proposed enterprise 
knowledge management system can extend the knowledge sharing to a new level, 
and reduce the cost of enterprise collaboration caused by heterogeneous data as well. 

1   Introduction 

With the rapid development of Internet, knowledge has been growing 
exponentially these years. According to the American Society of Training and 
Documentation (ASTD), the amount of knowledge was doubling approximately 
every 18 months by 2004 with the advent of Web [1]. Since knowledge is a key 
factor for the enterprise to achieve success in the highly competitive commercial 
environment, how to design the Knowledge Management (KM) model adapted to 
the internet evolution trend will be an important topic for enterprises. 

Knowledge can be categorized as “Know-what”, “Know-why”, “Know-how” 
and “Know-who” by OECD [2]. The former two kinds are codified knowledge, or 
explicit knowledge in other words, and the latter two kinds are tacit knowledge 
implying more difficult to be codified and measured. The explicit knowledge and 
the tacit knowledge can be transformed with each other. Takeuchi and Nonaka [3] 
believe that knowledge creation is a spiral process of interactions between explicit 
and tacit knowledge, and the interactions between the explicit and tacit knowledge 
lead to the creation of new knowledge. Considering most of the knowledge is 
tacit, the research on improving the knowledge management efficiency and 
making tacit knowledge explicit are still on-going. Ribino [4] proposed a KM 
system based on ontology, allowing of specializing the reasoning capabilities and 
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of providing ad hoc behaviors. Lavoué [5] studied the model of the 
interconnection of communities of practice, and implemented this model to 
develop a platform relying on a knowledge management tool and a social 
networking service. Li and Zhang [6] showed the behavior modes of multiple 
agents in KM system based on complexity theory, including the definition, 
structure, composition of different agents. De Boer and Vliet [7] shared the 
experience with using semantic wikis for architectural knowledge management in 
e-government and distributed software development. 

In this paper, we introduce a framework of Web 3.0-based Enterprise KM  
system and the implementation method. This paper is structured in three main  
sections: the evolution of Web and the feature of Web 3.0 are described in 2, the 
linked data applied in Web 3.0 is explained in 3, the proposed framework of KM 
system is shown in 4 and finally the conclusion is covered in 5. 

2   Web 3.0 Overview 

2.1   Web Evolution 

The historical origin of the Web can be traced back to 1993 with the release of the 
WWW to the public, and the evolution of the Web is segmented into three phases 
until now (see Table 1). The main feature of Web is one-way flow of information 
at the beginning, such as Yahoo. This kind of Web is called Web 1.0. Then, Web 
is evolved along two dimensions, comprising socialization dimension and 
semantic dimension. Web 2.0, emphasizing the user interaction and collaboration, 
is first proposed in 1999 and rises in popularity after 2004 with the emerging of 
Facebook.  

Table 1 The comparison between Web 1.0, Web 2.0 and Web 3.0 

 Web 1.0 Web 2.0 Web 3.0 

Released time 1993 1999 2006 

Main feature Information publish User interaction and 
collaboration 

Knowledge connection, 
Semantic Web 

Information flow 
direction 

One-way Two-way Multi-way 

Technology Html Ajax, Flash, Flex, XML RDF [8], OWL [9], 

SPARQL [10] 

Application Yahoo Facebook iGoogle 

 
On the other hand, in order to make the internet data structured, semantic 

technology has been researched in the recent years, and Tim Berners-Lee [11] 
gives the definition of Web 3.0, indicating that users will get an overlay of 
scalable vector graphics - everything rippling and folding and looking misty - on 
Web 2.0 and access to a semantic Web integrated across a huge space of data in 
Web 3.0. 
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2.2   The Features of Web 3.0 

Web 3.0 is known as “Web of Data”, dedicating to make all the data, such as 
traditional webpage and document, structured and easy to be utilized by AI, to 
integrate all the data into one invisible database. The main features of Web 3.0 are 
listed as follows: 

Intelligent: In web 3.0, all the information is categorized and stored in such a 
way that a computer can understand it as well as a human. It will tell computer the 
mean of data, so that the artificial technology on computer can utilize this 
information, to push the interested information or knowledge to the user 
automatically and precisely. 

Integration: Web 3.0 can integrate the User Generated Content by Mash-up, to 
strengthen the characteristic of the content and simplify the information search. 
All the applications adapted to the uniform standard can be integrated on the Web 
3.0 platform. Moreover, the application of aggregation technology, such as Tag 
and RSS, will play a greater role in the content aggregation platform construction 
in Web 3.0. 

Personalization: Web 3.0 will process and analyze user’s personal preference, 
to display the interested information in the home page. Therefore, every user can 
control and integrate the information on their personal portal freely, meaning a 
high degree of autonomy for the information, to satisfy the individual demand. 

3   Linked Data Applied in Web 3.0 

To realize the Web 3.0, the first and foremost step is making the data structured on 
Internet. Linked data is a recommended best practice for exposing, sharing, and 
connecting pieces of data, information, and knowledge on the Semantic Web 
using URIs and RDF. It can publish various open data sets as RDF on the Web, 
and provide a uniform platform for the application to utilize the data on the  
Web, indicating one possible implementation way of Web 3.0.  

The linked data principles [12] are listed as follows: 

• Use URIs as names for things. 
• Use HTTP URIs, so that people can look up those names. 
• When someone looks up in a URI, provide useful information, using the 

standards (RDF, SPARQL). 
• Include links to other URIs, so that they can discover more things. 

When publishing linked data on the web, all the data follows the format of RDF. 
In RDF data model [13], the description of resources is represented as a number of 
triples (see Fig. 1). 
 

 

Fig. 1 The basic RDF model 

Property valueResource 
Property 
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The subject of a triple is the URI identifying the described resource, the object 
is simple literal value or the URI of another resource, and the predicate indicates 
the relation between the subject and the object in the way of URI. In this way, all 
the published resources can be linked with each other, to generate the web of data 
around the world. 

In 2007, Chris Bizer and Richard Cyganiak submitted the application of 
Linking Open Data (LOD) to W3C SWEO, representing the start of linked data 
development. 295 data sets have been published and interlinked by the project as 
of Sep. 1st, 2011, consisting of over 31 billion RDF triples which are interlinked 
by around 504 million RDF links.  

As for the enterprises, publishing the knowledge as linked data will not only 
realize the knowledge sharing to a great extent inside the company, but also utilize 
the outside knowledge that has been published conveniently. Moreover, the 
knowledge management based on linked data will reduce the cost of enterprise 
collaboration caused by heterogeneous data. 

4   Framework of Web 3.0-Based KM System 

Commonly, the enterprise KM process comprises the following key activities: 
knowledge storage, knowledge publish, knowledge sharing, knowledge valuation, 
knowledge acquisition and knowledge innovation, to form the closed loop in KM. 
The framework of Web 3.0-based KM system is shown as Fig. 2, combining the 
theory of linked data and the KM closed loop. 

4.1   The Function of Every Layer 

The different layers’ functions of the framework are listed as follows: 

Knowledge innovation layer: in the knowledge innovation layer, users are 
divided into two roles, comprising knowledge engineer and ordinary system user. 
Both of them are able to create new knowledge and save them in the knowledge 
database during the daily work. Moreover, knowledge engineer is responsible for 
maintaining and categorizing the knowledge in the database. 

Knowledge acquisition layer: the main KM function modules are arranged in 
this layer, such as expert map, knowledge reference. Combing the modules freely, 
users can acquire the demanded knowledge if they have the access. All the 
modules in this layer get the data from the knowledge valuation layer in the way 
of SPARQL or RDF API. 

Knowledge valuation layer: The Web knowledge data needs to be treated with 
suspicion due to the open nature of Web. In this layer, the origin knowledge data 
is accessed by HTTP, and then pretreated through data cleaning, vocabulary 
mapping and quality evaluation, to provide the knowledge acquisition layer with 
reliable knowledge data. 
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Fig. 2 The framework of enterprise KM system 

Knowledge sharing layer: All the knowledge data of enterprise is published on 
the Web as RDF, to construct the Web of knowledge inside the enterprise. It can 
further link the knowledge data with other data published by other institutions, so 
that users can get the related data outside the enterprise, indicating the knowledge 
sharing to a great extent. 

Knowledge publish layer: The knowledge stored in the relation database is 
published to the web of knowledge in this layer. This paper publishes the linked 
data of knowledge and business data related with the knowledge in the enterprise 
by D2R [14] (see Section 4.2).  

Knowledge storage layer: Commonly, the enterprise knowledge is stored in the 
knowledge database. For every piece of knowledge, it not only connects with 
other pieces of knowledge, but also relates with the business data which is stored 
in the business database. 

4.2   The Implementation Method of Knowledge Publish 

According to the theory of Integrated Enterprise Modeling System Architecture 
[15], enterprise model is described in multiple views, including process view, 
function view, information view, organization view and resource view. Since all 
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the knowledge in the enterprise is embedded in the normal activities, every piece 
of knowledge in the knowledge database will be related with the cells in one or 
more views. Therefore, the related business data has to be published unavoidably 
when publishing the enterprise knowledge. 

In this paper, we publish the linked data of knowledge by D2R: 

Step 1: The mapping file is generated through the executing script provided by 
D2R. All the tables storing the information of the views mentioned above will be 
mapped as the resource classes, and the tables storing the relations between the 
views will be mapped as the relations between the resource classes. 

Step 2: D2R server calls the D2R engine automatically to publish the data in 
relation database based on the mapping file. The applications can access the 
published data in many ways, such as SPARQL, to acquire the useful information. 

In this way, the knowledge and the related business information are published to 
form the web of knowledge (see Fig. 3). In addition, the ordinary user or the 
knowledge engineer can construct the relations between the enterprise knowledge 
and other data published by other institutions. 

 

 

Fig. 3 The knowledge data concept model 

5   Conclusion 

Semantic and Intelligence is the future development trend of Internet, to improve 
the utilization efficiency of the information emerging every day. So, the theory of 
linked data, which is a possible way to realize the Web 3.0 application, has been 
proposed to make the data interlinked and easy to be understood by the computer. 
Applying the concept of Web 3.0 and the technology of linked data in enterprise 
KM can solve the problem of knowledge sharing, especially for the tacit 
knowledge, in order to acquire the interested knowledge as soon as possible.  

In this paper, we design the framework of the Web 3.0-based enterprise KM 
system and the method to publish the knowledge by D2R. Our work presented in 
this paper is only a basic research for the enterprise KM system and the detail 
implementation method to realize all the functions of this system needs to be 
discussed in the future work. 
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Abstract. Knowledge is increasingly being recognized as a vital organizational 
resource that provides competitive advantage (Davenport, T. & Prusak, L. 1998, 
Edvinsson, L. & Malone, M. 1997., Stewart, T. 1997, Argote, L. and P. Ingram 
2000, Choo 1998). Managing knowledge assets can be a challenge for 
organization, specially their external Knowledge like their customer base 
information. The use of information technology (IT) in knowledge management 
(KM), is an essential consideration for any company wishing to take advantage of 
modern technologies to manage their knowledge assets. IT tools have been 
recently created to listen and learn from customers in the public and private social 
networks. This paper presents research about KM IT tools and social monitoring 
tools, a survey and interviews have been conducted to identify the technologies 
that are currently used to manage customer knowledge in Chilean companies and 
how valuable is this Knowledge for companies. A questionnaire was distributed 
among Chilean organizations in order to obtain general data about the level of use 
and the benefits of using such tools. This approach was supplemented by 
interviews to reveal richer data about the nature of IT for Customer KM (CKM), 
in organizations. The research revealed that conventional technologies, such as the 
telephone, are used more frequently, than more radical IT tools, such as social 
CRM and social listening tools, but great importance and attention to this new 
tools is taking place. In Chilean organizations, the potential benefits of IT for 
Customer KM, are not fully exploited and many have expressed a need for greater 
implementation of social analysis tools and Customer Knowledge Management 
practices.  

Keywords: Knowledge Management, Customer Knowledge Management, Social 
CRM, Social Metrics, Enterprise Content Management (ECM). 

1   Introduction  

There is currently a compelling debate about the changing nature of business 
environments and the sources of competitiveness in advanced economies. It is 
asserted that knowledge is fast overtaking capital and labor as the key economic 
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resource in advanced economies (Edvinsson, 2000). The intangible assets in an 
organization are widely celebrated as vital elements in improving competitiveness 
(Egbu, 2000; Edvinsson, 2000). This has compelled academics and practitioners to 
discuss the way in which knowledge assets are managed. 

Although relatively new on the scene, social media is spreading fast after the 
expansion of Facebook in 2006 and other social media platforms and tools. By 
some estimates, social networking now accounts for 22 percent of all time spent 
online in the US (NielsenWire 2012). Nearly one in 10 Internet visits ends up at a 
social network; Fecebook has more than 800 million users and they expend on 
average 15 hours and 33 minutes a month on the site. (Search Engine Journal) 

It didn´t take long for the KM practitioners to realize that there is a lot of  
information and knowledge outside the firm, in the customers base of a company, 
this is the so called fourth stage of KM were attention to external knowledge is 
emphasized (Srikantaiah K. ,2008). 

Since many conversations are taking place on these social networks, there is a 
lot of information being shared and created on this networks, this Social 
knowledge could build or erode your brand, affect companies reputation, create or 
destroy leads, and affect sales and revenue of firms. Outspoken and respected 
individuals can influence masses of friends and followers to change their opinions 
about you. They can trash you or defend you.  

Common questions that arises for practitioners are, how do you Measure and 
Manage the Impact of Social Media? how do you leverage this collective 
knowledge ?, and for researches the question is: is there a new trend in the field 
name Customer  Knowledge Management ?  

Knowing that KM means much more than IT (Malhotra, Y., 2004, Avram, G 
2006), but there is evidence that the IT relevance in KM is increasing (Egbu 2001, 
Srikantaiah K. ,2008),  and IT has being taking a more relevant role in the use and 
implementation of KM programs.  Nowadays several millions of messages are 
being share in Twitter, blogs or other social networks and the amount of 
information to be process is massive, this requiring new tools to process this 
information, some that even require supercomputing technology. Customer 
Knowledge Management (CKM) has become crucial and fundamental to the 
collection, gathering and analysis of ever increasing amounts of customer 
information. Even that there are various very important KM enablers (Figure 1), 
the Technology one, plays a crucial role on the gathering, sorting and analysis of 
this customer data information. 

Empowered customers are disrupting every industry; and competitive barriers 
like manufacturing strength, distribution power, and information mastery don´t 
seem to be enough to cope with this new customers. In this so call age of the 
customer (Martin R, 2010, Bernoff, 2011), to have customer knowledge and 
engagement with them, could become a sustainable competitive advantage.  

This new tools provide a lot of  real-time customer intelligence information to 
improve the customer experience and customer service, to provide sales channels 
that deliver customer feedback; and there is a lot of useful content and information 
that the marketing departments could use to learn more from customer, being the 
most interested in creating Customer Knowledge Management. 
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The purpose of this paper is to explore the role of IT tools for Customer KM. 
Chilean organizations have been slow to acknowledge the benefits of social 
customer analysis tools in managing Customer knowledge. This paper begins by 
exploring the potential of IT social analysis tools in managing knowledge, 
drawing from multi-disciplinary literature and previous research. The empirical 
evidence will be analyzed, identifying the existing technologies used in some 
Chilean companies and how effective these are in managing Customer knowledge. 
Finally, some discussion about the future usefulness of social tools to manage 
customer knowledge in the Chilean industry will be considered. 

2   Importance of KM It Tools 

KM should be understood how the processes by which knowledge is created, 
acquired, communicated, shared, applied and effectively utilized and managed, in 
order to meet existing and emerging needs related to Customers, to identify and 
exploit existing and acquired knowledge assets (Egbu 2001).  

There are various KM models, that attempt to describe the ‘enablers’ of 
knowledge management. Five ‘enablers’ – Technology, Leadership, Culture, 
Measurement, and Process – are mentioned enablers in most of the models. 
(Figure 1.) 

 

Fig. 1 Inukshuk: Knowledge Management Model (John Girard) 

Technology is one of the most common KM models enablers, if customers 
want things faster, better, cheaper, and with a higher degree of service; technology 
makes it possible for them to get what they want. We have concentrated our 
efforts on reviewing the Technology enabler since is the one that has evolve faster 
and more dramatically than the others, and has created the possibility of  social 
networks and social analysis. 
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Consumers have been embracing the power of social technology — US 
consumers make 500 billion impressions on one another about products and 
services every year.1 And 5.3 billion people — 76% of the world’s population — 
are connected to each other and information through mobile devices. 

The result of all of this people power is disruption. A tweeter in Pakistan 
scooped the president of the US in announcing the attack on Osama bin Laden’s 
compound. Corporations can’t easily defend themselves — technology-driven 
shifts in consumer preferences killed Circuit City and Tower Records and 
bankrupted Borders, Kodak, Palm and Blockbuster. All succumbed because their 
strengths — their valued business models, distribution, and supplier relationships 
— weren’t sufficient to keep them competitive in the face of rapidly shifting 
customer expectations (Forrester 2011). 

2.1   KM Tools Types 

KM related IT tools have been developed for a while, and are deeply related to 
WEB 2.0 technologies and recently Social Networks technologies.  

Before Social Networks, KM it Tools were related to the basic process of KM 
models, this is Acquisition of Information, Sharing and using it, this fundamental 
KM tools were, groupware applications (intensive use of smart mailing systems), 
document management (Content Management Systems), intranets, connected to 
workflow, search engines and information retrieval tools, this mostly develop 
during 2000 to 2005. 

Databases Capture Tools

Bacic KM Technology

SharingAcquisition

Utilization

Collaborative Tools

Communications Networks

 

Fig. 2 Knowledge use process, - The three fundamental processes of knowledge 
management according to Amrit 

KM technology has evolve over the past years integrating the information 
Management (Acquisition), the Information and communication (Sharing), the 
organizational learning (Utilization) and adding another dimension, the Human 
Resource Management (Culture and Talent), this new dimension brings important 
aspect such as Change Management and Performance Management to the KM 
program at organizations.  
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During 2006 until 2011, collaborations suites and Content Management 
systems evolved into ECM platforms allowing to have more efficient KM tools.  

Enterprise Content Management or ECM  is a term to describe vendors that 
amassed the ability to offer not just one type of content management but (usually 
through the acquisition of other CMS vendors) also able to provide multiple types 
of solution to manage different types of content.  

Some of the  ECM platforms available are: Share Point,  Jive Engage Platform, 
Lotus Notes collaboration suite, Tellingent, SalesForce.Com, OpenText, Attlasian, 
Saba, Success Factors, Drupal, Social Text 

This platforms are and umbrella of corporate functions like document 
management, web content management, search, collaboration, records 
management, digital asset management (DAM), work-flow management, capture 
and scanning. ECM is primarily aimed at managing the life-cycle of information 
from initial publication or creation all the way through archival and eventually 
disposal. 

The benefits to an organization include improved efficiency, better control, and 
reduced costs. For example, many banks have converted to storing copies of old 
checks within ECM systems versus the older method of keeping physical checks 
in massive paper warehouses. Under the old system a customer request for a copy 
of a check might take weeks, as the bank employees had to contact the warehouse 
to have someone locate the right box, file and check, pull the check, make a copy 
and then mail it to the bank who would eventually mail it to the customer. With an 
ECM system in place, the bank employee simply searches the system for the 
customer’s account number and the number of the requested check. When  
the image of the check appears on screen, they are able to immediately mail it to 
the customer—usually while the customer is still on the phone. 

3   The Fourth Stage of KM 

Koening and Srikantaiha (2004) recognized three stages of KM in terms of 
evolution. The first stage of KM is driven by IT, in particular large organization 
couldn´t cope with all the information they were gathering, the wheel was being 
reinvented inside different areas of the organization. They concentrated on 
Internet-Intranet and Best practices or lessons learned. The second stage of KM, 
added the complexity of human and cultural dimensions. During this stage 
Communities of practice were widely implemented, and the knowledge creation 
and retrieving was accompanied by Knowledge Sharing. 

The third stage was a call to action and better use of relevant information, they 
need to find the right information right away, Content Management, During this 
stage Competitive Intelligence and Project Management were important concerns, 
and ECM platforms gain maturity. 
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Social CRM
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Fig. 3 Knowledge Management stages. (Srikantaiha, 2008). 
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Fig. 4 Customer Knowledge Management CKM tools space.(External Knowledge). 
Enterprise Content Management in a Knowledge Management Context (Cawthorne 2010). 
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The fourth stage of KM (Koening 2008) is associated with KM maturity, and is 
related to the importance of information and knowledge external to the 
organization (Figure 3.). Even though that external knowledge is not new to KM, 
its relevance and the tools that are available now, are relatively new. 

The result is a greatly increased emphasis upon external information, and 
specially regarding customer information or customer tacit knowledge that has 
been able to emerge thanks to  a strong trend in Social Networks adoption, with 
and important role in the age of the customer. 

Companies now have access to the information, beliefs, thoughts and opinions 
of their customers or potential customers in a way that has never been experience 
before. 

The KM fourth stage is incorporating Customer Knowledge Management 
(CKM) and new powerful IT tools to manage the information and translate it into 
Knowledge (Figure 4.). 

3.1   The Social Trend 

Social Networks are here to stay, Facebook has more than 800 million users, 86% 
of Internet users under 30 years old, use Social networks, 53% of employers 
research potential job candidates on Social Networks in United States (Career 
Builder, 2009), Wikipedia had a 21% in articles publications on 2011, for 2012 is 
estimated that 43% of companies in United States will be using Social Media 
(source Search Engine Journal).  

A 2009 IBM study of 250 chief marketing officers revealed that organizations 
are shifting significant amounts of money away from traditional advertising and 
into public relations, particularly mobile and online channels.  

This new Social Media Metrics tools are helping companies to: 

• Marketing – building awareness, generating leads and sales. 

• Communications – engaging with people in support of civic or safety mission. 

• Perception–improving the organization’s relationships, reputation or positioing. 

• Service – improving the service giving to customer, quickly finding out points 
of friction. 

CKM (Customer Knowledge Management) is trying to understand your audiences 
and what motivates them. This knowledge determines which channels to focus on, 
what tone of voice to adopt, and what types of responses, offers and online content 
to provide. 

This relatively new analytical tools have various metrics Click-troughs, unique 
visitors, repeat visitors, number of friends, followers, comments, repeat 
comments, tweets and retweets. They help organizations to conduct research, and 
use a number of metrics that will vary by goal, audience and vertical market. The 
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tools mine some actionable insights out of structured data (hits, unique visitors, 
frequency of visits, etc.) and unstructured data (free-form text in comments, 
tweets, blog entries, articles and comments). 

3.2   Exploit the Volumes of Information Found in Social Media 

There is valuable insight contained in all the user-generated content on social 
media sites 

These analysis tools fall into three broad categories in general: 

• Descriptive statistics that clarify activity and trends, such as how many 
followers you have, how many reviews were generated on Facebook, or which 
channels are being used most often. 

• Social network analysis that follows the links between friends, fans and 
followers to 

• Identify connections of influence as well as the biggest sources of influence. 
• Text analytics examines the content in online conversations to identify themes, 

sentiments and connections that would not be revealed by casual surveillance. 

An analytics tool should be able to show you trends in positive, negative and 
neutral activity at least, and enable you to drill down and see the actual comments. 
By seeing changes over time, companies can correlate social media trends with the 
circumstances that triggered those trends, such as: traditional marketing activities, 
organizational or product changes, world events and market conditions. 

3.3   Social Metrics and Listening Tools 

This tools allows companies to translate the millions of online consumer 
conversations taking place each day into real-time insight and enterprise response 
to manage risk, engage with customers and drive innovation. Most of this tools 
started their development after 2007 when social networks started to gain 
consumer preference. 

Some of the Social Metrics tools more commonly use are ListenLogic, Radian 
6, Collective Intellect, Lithium, Sysomos and Attensity360.  

There are many benefits of using this tools, Public Relations, find out Crisis 
events or problems, Search Engine Optimization, Corporate Marketing use and 
Brand Building, Industry  Competitive Insight, Customer Service improvement,  
Identify New Markets, Sales Lead Generation with lower cost. 

4   Objectives and Results 

The objectives of this study was to unveil the importance that Chilean companies 
give to Social Networks and CKM and the levels of related KM IT tools that they 
are familiar with and use.  
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What are the technological KM tools more commonly use in companies to 
support KM, what are the types of tools being in place and their plans. 

Through personal interviews to Marketing Directors of seven companies a 
more insightful research was conducted aiming to find out the relevance of the use 
of social networks, and the success of their current KM initiatives. 

4.1   The Survey 

A survey was conducted among Managers and TI officials at a large numbers of 
companies in Chile, the scope was, to review how much they knew of KM, the 
survey had 17 questions, and was answer by 98 companies, of diverse industries 
and sizes. 

Table 1 Results of % use and knowledge of ECM tools 

ECM Plataform

Vendor
Year 
Founded

% of Use % Have 
some 
Knowledge

Share Point Microsoft 2001 7% 37%
Jive Engage Jive Software 2001 0% 5%
Lotus Live 
collaboration suite

IBM 2005 3% 16%

Tellingent Telligent 
Systems

2004 0% 1%

SalesForce.Com Salesforce.com 1999 1% 26%
OpenText Open Text 

Corporation
1991 0% 2%

Lifecycle 2004 0% 0%
Attlasian Attlasian 

Software
2002 0% 2%

Saba Saba software 1997 2% 15%

Success Factors 2002 0% 0%

Drupal GNU General 
Public 

2001 9% 40%

Social Text 2002 0% 1%  

 
In Tables 2 there are the results of using ECM platforms and Social Metrics 

Tools, and the percentage of familiarity with the applications. 
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Table 2 Percentage of Social Analytics Tools use 

Social Analytics 
Tools CRM

Vendor Year 
Founded

% of Use % Have 
some 
Knowledge

ListenLogic: Listen Logic 2007 0% 8%
Radian 6 SalesForce.com 2006 3% 14%

Lithium Lithium 
Technologies

2001 0% 1%

Sysomos Sysomos Inc. 2007 1% 4%

Attensity360 Attensity 2000 0% 2%
Alterian SM2 Techrigy Inc 2009 0% 0%

Crimson Hexagon Crimson 
Hexagon

2007 0% 0%

Spiral16 Spiral 16 2007 0% 1%
Webtrends Webtrends 1993 3% 8%
Spredfast SpredFast 2008 0% 0%
NM Incite Nielsen 

McKinsey 
company

2009 0% 0%

Converseon Converseon 2001 0% 0%
Dna13 CNW Group Co. 2005 0% 0%

Attentio Attentio 2006 0% 0%
Visible 
Technologies

Visible 
Technologies

2006 0% 0%

Cymfony Kantar Media 
company

2008 0% 0%

Buzzcapture Buzzcapture 2006 0% 0%
BuzzLogic Twelvefold Media 2004 0% 0%

Meltwater Buzz Meltwater Group 2009 0% 0%

Brandwatch: Brandwatch 2007 0% 0%  

5   Summary and Conclusion 

The ability to leverage from your customer base knowledge has become 
increasingly important for companies. The analysis reveal that Customer KM tools 
are being rapidly develop to get a better knowledge and process increasingly big 
amounts of information, on a real time fashion that has never being done before. 
The use of this new tools could have and important implication for Customer KM 
practice, they contribute to process immediately, events that are affecting the 
company or the brand, the results supports a number of recent industry trends, and 
are at the essence of KM, Customer knowledge is created, acquired, communicated, 
shared, applied and effectively utilized on a real time bases. 

With the emerge of new Customer KM systems, and services that provide 
supercomputing abilities, organizations will be able to learn more and transform 
this new customer learning into actions to provide better services and products. 
Chilean companies are very aware of the benefits of implementing CKM 
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programs and utilizing this new tools, but they have not taken action into the use 
of this programs and have not deferred funds for 2012 to engage in related 
projects. 

Given the short history of this new systems there is no cases of success so far, 
and there is not the professional expertise to better use this new customer 
knowledge, being this the main barrier to incorporate this tools in Chile. The trend 
in the United States is to not buy software but to hire services, companies do not 
favor to make capital investments that are going to require an expensive 
engineering team to operate them, services are expenses that they can tune when 
and how much they need in the opinion of the interviewed experts. 

In summary, information technology can support effective organizational 
learning by providing persistent and well-indexed tools for collaborative 
knowledge management and social and knowledge network analysis. However, 
tools are not enough: an organization needs to have some kind of systematic 
practice that will use the tools appropriately to monitor performance, anticipate 
and attend to feedback and outcome measures, design avenues for change, and 
then take action. There is a need to adequate training and culture.   

Chilean companies seems to be basically in the first and second stages of  KM 
(Srikantaiah K. 2008), the bigger companies are implementing ECM systems 
where SharePoint and Saba are the most commonly use platforms. In terms of 
CKM and social metrics, most of the companies have not really incorporated the 
use of this tools with the exception of Radian 6 that has been tried out by some 
marketing departments and ListenLogic that is known to some bigger companies. 
Chilean companies are far from reaching KM maturity in their practices. 

Customer Knowledge Management is not properly addressed in the age of 
Social Networks in Chilean organizations, they recognized the importance of 
incorporation CKM and Social Tools to their procedures, practices and culture, 
and executives realize the potential benefits of IT for Customer KM, but they are 
not fully exploited and many have expressed a need for greater implementation of 
social analysis tools and Customer Knowledge Management practices, and declare 
insufficient training and education of staff.  

Customer knowledge Management will be very relevant for companies in the 
present decade, the companies that could implement innovative and smart ways of 
mastering and using their customers external information could develop a valuable 
strategic advantage. 
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Abstract. Many knowledge services have been developed as a matching platform 
for knowledge demanders and providers. However, most of these knowledge 
services have a common drawback that they cannot provide a list of experts 
corresponding to the knowledge demanders’ need. Knowledge demanders have to 
post their questions in a public area and then wait patiently until corresponding 
knowledge providers appear. In order to facilitate knowledge demanders to 
acquire knowledge, this study proposes a knowledge service system based on 
Wikipedia to actively inform potential knowledge providers on behalf of 
knowledge demanders. This study also developed a knowledge activity map 
system used for the knowledge service system to identify Wikipedians’ knowledge 
domains. The experimental evaluation results show that the knowledge service 
system is acceptable by leader users on Wikipedia, in which their domain 
knowledge can be identified and represented on their knowledge activity maps. 

Keywords: Knowledge service, Wikipedia, Knowledge activity map, HAC+P. 

1   Introduction 

With the advance of information technology, especially the emergence of Web 
2.0, the Internet has become a popular knowledge aggregation and distribution 
platform. In order to facilitate knowledge seekers to acquire knowledge via the 
Internet, knowledge services which emphasize on the knowledge search, 
provision, answering, solution seeking, matching, and pricing are getting popular 
although the sustainability varies in different initiatives. There have been many 
knowledge service initiatives, such as Answers.com, WikiAnswers, InnoCentive, 
Google Answers, and Yahoo! Answers, etc. These websites utilized the concept of 
Web 2.0 to build their platforms on which knowledge seekers can ask questions or 
seek problem solutions from knowledge providers.  

A knowledge service should actively refer knowledge seekers to a list of 
candidate knowledge providers who are capable of solving the problems. To 
realize this idea, we selected Wikipedia as the experimental platform. Wikipedia 
(http://en.wikipedia.org) is a well known website where people can contribute and 
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share their knowledge. A person who contributes contents to Wikipedia is called a 
Wikipedian. Through editing the web pages on Wikipedia, Wikipedians can easily 
contribute their knowledge to others. In addition, someone else may modify the 
content of the topics if they have other ways to describe them. After each 
modification, the older version of the article is saved as history which allows 
people to trace version changes. In Wikipedia, each topic has a discussion page to 
allow people to discuss the related issues online. Besides, it also retains a 
Wikipedian’s editing history.  

We have three reasons to use Wikipedia as the experimental platform. First, the 
contents of Wikipedia are highly qualified via peer review. Second, individual 
editing history is kept and can be easily analyzed. Finally and the most 
importantly, a platform like Wikipedia was mainly designed for knowledge 
providers, instead for knowledge demanders. For example, the contents of 
Wikipedia mainly depend on what knowledge providers want to share instead of 
what knowledge demanders need. Therefore, it is necessary to develop a 
knowledge service system to facilitate knowledge demanders to actively acquire 
knowledge.  

In this study, we propose a knowledge service system based on Wikipedia to 
help knowledge demanders to identify domain experts when they need advanced 
knowledge about certain domains. Moreover, this system provides the matching 
function to identify potential knowledge providers according to knowledge 
seekers’ questions. Through the proposed service system, we expect that 
knowledge demanders would participate in the knowledge sharing process on 
Wikipedia and have quality interaction with knowledge providers. In addition, it 
will help the knowledge providers to contribute the knowledge needed by 
knowledge seekers.   

As stored documents are accumulated, it is necessary to represent the evolution 
of knowledge [2]. We further propose a knowledge activity map system 
responsible for building the knowledge activity maps for individual users by 
clustering personal editing records and edited articles. Moreover, it can update the 
map incrementally without rebuilding a new one. The results of experimental 
evaluation from this study extend the boundary of the literatures reviewed by [1], 
which reviewed knowledge management systems merely in organizational 
settings.  Thus, based on their review on organizational knowledge management, 
we can position the uniqueness and contribution of this study. The evolution of 
Wikipedia from one type of knowledge repository to a networked domain expert 
location system or hybrid of them can be realized if the proposed knowledge 
service system enabled by the built knowledge activity map is accepted by 
Wikipedians. That is the major research question of this study.  

2   Related Work 

This study proposes a knowledge service system based on Wikipedia, and 
develops a knowledge activity map system serving as the kernel of the proposed 
service system.  
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2.1   Knowledge Services and Wikipedia 

Knowledge services facilitate knowledge seekers to obtain the designated 
knowledge objects. These knowledge objects need to be discovered, retrieved, 
evaluated, and selected [9]. Wikipedia is a well known website where people can 
contribute and share their knowledge. It is a multilingual, web-based, and content-
free encyclopedia project (Wikipedia, http://en.wikipedia.org) which was founded 
by Jimmy Wales and Larry Sanger in 2001. Wikipedia's articles provide links to 
guide the user to related pages with additional information. Wikipedia is written 
collaboratively by volunteers around the world. Anybody can edit an article using 
a wiki markup language that offers a simplified alternative to HTML [5]. 
Although anyone can participate in editing articles, the Wikipedia community 
takes issues of content quality very seriously. The Wikipedia community reviews 
and selects the articles which are well-organized and well-edited in the Wikipedia 
standard as featured articles. Feature articles are used as a means of setting a 
quality standard against general articles. 

Since its creation in 2001, Wikipedia has grown rapidly into one of the largest 
reference websites, and has been given much attention by researchers. For 
example, Denoyer and Gallinari [5] built a Wikipedia XML corpus to support 
many XML information retrieval/ machine learning activities, such as ad-hoc 
retrieval, categorization, clustering and structure mapping. Lih [16] analyzed the 
crucial technologies and community policies that had enabled Wikipedia to 
prosper.  For example, Wikipedia’s articles which have been cited in the news 
media as a source of information for the public. Krötzsch et al. [13] proposed the 
concept of a typed link to describe the relationship between two linked articles on 
Wikipedia. As categories are now used for classifying articles, typed links would 
then be used for classifying links. Gabrilovich and Markovitch [8] applied 
machine learning techniques to building a text categorization system based on 
Wikipedia. 

There are also many studies about the nature of Wiki. Voss [23] provided a 
detailed statistical analysis of Wikipedia including articles, authors, links, edits, 
etc., which discovered the characteristics of its service.  Denning et al. [4] 
described several issues in articles on Wikipedia, such as accuracy, motives, 
uncertain expertise, volatility, coverage and sources. Stvilia et al. [21] discussed 
information quality of articles on Wikipedia. From reviewing these prior studies, 
we found that the information quality on Wikipedia and the authors’ motivations 
were already discussed. As noted above, Wikipedia has identified featured articles 
by Wikipedians as a means to set a quality standard against general articles.  
Thus, the authors and editors of featured articles could be a good source of active 
knowledge contributors.  

2.2   Knowledge Map 

A knowledge map is a visual display of captured information and relationships, 
which enables efficient communication and knowledge sharing at multiple levels 
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of detail [22]. Also, it gives a useful blueprint for implementing a knowledge 
management system with captured knowledge [12]. 

Knowledge maps have been used for knowledge sharing and acquisition in 
organizations. NakSun system is a web bulletin board system enhanced with the 
knowledge map to facilitate collaborative learning [19]. O'Donnell et al. [20] 
summarized the assistance of knowledge maps for active learning. Knowledge 
maps were also used by problem solving systems in several domains [11, 14].  

Eppler [6] classified knowledge maps into five types: knowledge source map, 
knowledge asset map, knowledge structure map, knowledge application map, and 
knowledge development map. The knowledge activity map used in this study can 
be classified as a knowledge asset map visually expressing a Wikipedian’s 
knowledge assets and dynamic knowledge structure along a timeline.  

2.3   Knowledge Activity Map Creation 

The purpose of the knowledge activity map is to depict a Wikipedian’s knowledge 
structure along a timeline. This study adopts clustering techniques to retrieve 
individual edited articles to represent their knowledge structures. In order to 
facilitate knowledge seekers to trace knowledge categories with the timeline, we 
adopted a clustering algorithm called HAC+P [3] to create knowledge activity 
maps. The HAC+P algorithm represents the clusters by a multi-way-tree 
hierarchy.  In order to make the clusters human-readable, we further adopted the 
normalized paragraph dispersion [15] to extract the theme of each cluster in terms 
of informative terms.  

Hierarchical Clustering Algorithm: HAC+P 
The HAC+P algorithm consists of two parts: the HAC-based clustering 

algorithm [18] to build a binary-tree cluster hierarchy, and the min-max 
partitioning algorithm [3] to transform the original hierarchy into a multi-way-tree 
hierarchy. HAC is an agglomerative clustering algorithm which clusters data via 
combining two clusters in each hierarchy (bottom-up). The main idea of the  
min-max partition algorithm is to find a particular level that minimizes the  
inter-similarity among the clusters produced at the level and maximizes the intra-
similarity of all those clusters.  

There are two criteria used to determine the best cut level. The first one is 
cluster set quality which is used to measure the intra-similarity and the inter-
similarity between all-pair clusters. The equation of cluster set quality is defined 

as 
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Nclus, which is used to guarantee that the generated clusters are neither too few 
nor too many. Because the preference of cluster number is varied by people, it is 
hard to use a predefined constant as Nclus. A simplified gamma distribution 
function to determine Nclus based on the number of the given set of clusters [3]. 
The suitable cut level is chosen as the level l with a minimum value of 
Q(LC(l))/N(LC(l)), where LC(l) is the set of clusters produced after cutting the 
binary-tree hierarchy at level l.  

Normalized Paragraph Dispersion (NPD) 
The paragraph dispersion, denoted as PDi,d , is used to measure the degree of a 

word i appearing across different paragraphs in a document d [7]. In the equation, 
the smaller value of PDi,d denotes that the term appears more uniformly in every 
paragraph. In contrast, if the term mainly appears in a portion of paragraphs, its 
PDi,d value is larger. A concept of PDi,d to extract the informative words in a 
document [15]. They revised the original dispersion formula by adding a negation 
sign. It lets the informative terms have a larger PD value. Furthermore, to 
normalize the paragraph dispersion value to be small and around 0, it employs the 
logarithm value and adds 0.01 to avoid the occurrence of log(0). The revised 
formula called normalized paragraph dispersion (NPD) is defined as  
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denotes the term frequency of word i in paragraph j of document d, ditf ,μ  

denotes the average term frequency of word i in document d, and M denotes the 
total number of paragraphs in document d. 

3   The Architecture of a Knowledge Service System on 
Wikipedia 

This study adopted the guideline of design science [10] to create and evaluate the 
artifact, a knowledge service system, based on the contents and users of 
Wikipedia. The system was built and operated in an environment where Wikipedia 
users can access the service via an internet connection.  The knowledge base was 
theories on knowledge sharing and was implemented by text mining techniques.  
The obtained system was evaluated using an experimental design. 

In order to facilitate knowledge seekers to acquire advanced knowledge from 
Wikipedians, we propose the architecture of a knowledge service system based on 
Wikipedia as shown in Figure 1. The knowledge activity map system performs 
expert identification and recommendation for knowledge seekers. Knowledge 
activity map system is the kernel of the knowledge service system. It constructs 
the knowledge activity maps of Wikipedians by analyzing their edited articles on 
Wikipedia. A Wikipedian’s knowledge activity map demonstrates his/her actions 
on editing wiki pages in certain knowledge domains. Expert identification 
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function identifies experts of a certain knowledge domain from the population of 
Wikipedians. The main evidence used to identify domain experts is individual 
knowledge activity maps. Expert matching function performs the recommendation 
operation for knowledge seekers to ask a domain expert for advanced knowledge 
which may not yet be publicized on Wikipedia. This matching function compares 
the question asked by a user and the knowledge activity maps of candidate 
Wikipedians.  

 

Fig. 1 The architecture of a knowledge service system based on Wikipedia 

4   The Architecture of the Knowledge Activity Map System 

The architecture of the proposed system is depicted in Figure 2. The knowledge 
activity map generator is responsible for constructing the knowledge activity map. 
The knowledge activity map viewer provides a visualized view of the knowledge 
activity map for users.  

4.1   Knowledge Activity Map Generator 

Knowledge activity map generator is composed of data collection, data translation, 
clustering, and theme labeling as shown in Figure 2.  First of all, we retrieved the 
wiki pages edited by candidate Wikipedians to create individual knowledge 
activity maps. We then retrieved the topics from these wiki pages, and then 
accessed the corresponding articles on Wikipedia. Note that we filtered out two 
kinds of trivial pages: the pages irrelevant to the owner’s knowledge, e.g., 
discussions and images, and the edited records marked as the minor edition. 

Before constructing the knowledge activity map, the system transforms the 
original data into the Vector Space Model (VSM) as the input data to the 
clustering analysis. In order to present a Wikipedian’s knowledge activities on a 
timeline, we counted one day as a unit. For each day, we selected the topics and 
the terms with hyperlinks from the articles edited in the day as its features. After 
this step, the original data were transformed into a nm×  matrix, where n 
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denotes the number of columns as the total number of distinct features in the data 
collection, and m denotes the number of rows as the total number of days. Each 
day is represented as a vector of features. The weight of each element of a vector 
is the term frequency of the corresponding feature appearing for that day. 

 

Fig. 2 The architecture of the knowledge active map system 

We observed that the articles a Wikipedian edited in neighboring days may 
contain similar knowledge categories. We used the concept of n-gram to firstly 
connect those adjoining days with similar knowledge categories into a cluster. We 
compared knowledge features of two separated days with cosine similarity. If the 
knowledge categories of two days are similar, we connect them as a cluster.  

After the previous n-gram clustering, days with similar knowledge categories 
are grouped into a period of days. The next step is to further cluster periods with 
similar patterns. We used the HAC+P algorithm to cluster these data and 
determine the most suitable number of clusters. We set the parameters in the min-
max partitioning algorithm with the same values as [3]. 

After the previous process, a Wikipedian’s knowledge structure will be 
revealed by the clusters of personal edited articles. Every cluster represents a 
pattern of knowledge structure. We then extracted the theme of each cluster with 
the most representative terms to specify its main concepts.  

To retrieve representative terms we used normalized paragraph dispersion 
mentioned to extract the most informative words for each cluster. We treated a 
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cluster of documents as an article, where the edited documents on a day in the 
cluster were treated as a paragraph of the article in the original NPD. That is,  
the term more equally distributed among paragraphs will have a high probability 
to represent the theme of the cluster. In this study, we selected the top 5 terms to 
specify a cluster’s theme. Finally, we output the result as a XML file as inputs to 
the knowledge activity map viewer. 

4.2   Knowledge Activity Map Viewer 

The knowledge activity viewer is responsible for visualizing the results generated 
by the knowledge activity generator. We constructed the knowledge activity map 
viewer using an open source java-based project named JFreeChart (http://www. 
jfree.org/jfreechart/). A knowledge activity map is a bar chart, in which the x-axis 
shows the timeline and the y-axis shows the number of feature terms representing 
the quantity of knowledge. The color of a bar represents the category of a certain 
cluster during a period of time.  

5   Evaluation  

5.1   Subject Sampling 

We set two criteria to select subjects for an experimental evaluation. First, a 
Wikipedian selected as a subject must have edited wiki pages in the recent one 
month to make sure that his/her knowledge activity map presents his/her up-to-
date knowledge categories. Second, the majority of wiki pages edited by the 
Wikipedian are domain knowledge related contents.  A user’s wiki pages with the 
discussion of topics, the profiles of users, the information of figures, and the minor 
editing records are treated as domain independent contents. 

We directly chose subjects from the candidate users whose articles have been 
selected as featured articles. The candidate users are more likely to fit our 
aforementioned criteria. We sent the invitation message to 70 Wikipedians, and 
received confirmative messages from 20. We invited these 20 Wikipedians as our 
experimental subjects. We retrieved 500 editing records on each subject’s history 
page. 

5.2   Evaluation Design 

The experimental evaluation consists of two tasks.  One is to evaluate the 
feasibility of the proposed knowledge service system based on Wikipedia. The 
other is to evaluate the fitness between a user’s knowledge categories and the 
generated knowledge activity map.  

To investigate users’ perception on the feasibility of the knowledge service 
system based on Wikipedia, we designed a questionnaire to ask users’ attitude 
toward the service denoted as Task 1. The questionnaire was used to evaluate a 
user’s ability, willingness, and confidence on answering questions which we 
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assigned to him/her. The questionnaire also contains items in assessing a user’s 
willingness to spend efforts on searching answers to exchange for compensation. 

The questions for a specific user were composed from two sources. First, three 
of six questions are derived from the articles the user edited in three different time 
periods, i.e., recent, middle, and long periods of time, respectively. We expected 
to evaluate whether time is the influential factor on the user. Second, we randomly 
picked three questions irrelevant to the user’s knowledge domain also in different 
time periods. We mixed these six questions up to test whether users preferred to 
answer the questions which they were familiar with. Moreover, we set two items, 
the prices of a can of Coke Cola and a move ticket, as the utility benchmarks to 
evaluate the relations among the willingness, the effort, and the compensation for 
a user to contribute the answer. 

We evaluated the fitness of user perceived knowledge categories denoted as 
Task 2 to evaluate if the knowledge categories on the knowledge activity map 
were consistent with the perception of the corresponding user. We firstly 
constructed a knowledge activity map for each user according to the articles s/he 
edited. Then, we randomly selected 20%, at most 30, of the articles which the user 
edited as testing articles. Finally, we asked each user to assign testing articles to 
corresponding categories on the map according to the informative terms tagged 
with the categories. Users were allowed to assign testing articles to multiple 
categories if they wanted. 

5.3   Evaluation Results 

Note that we obtained 10 and 12 subjects out of the 20 subjects to finish the 
evaluation for Tasks 1 and 2, respectively. The result of Task 1 is shown in Table 
1. We used a t-test to verify the users’ confidence level in answering questions 
which they were familiar with versus those they weren’t. The resulting p-value is 
0.026, which indicates the confidence of users in answering two kinds of questions 
is significantly different.  The result indicates that knowledge seekers facilitated 
by the knowledge activity map have more chance to get the correct answers by 
passing their questions to those knowledge providers who are familiar with the 
questions.  

Table 1 The result of a t-test of subjects’ confidence level 

Questions User 
#1 

User 
#2 

User 
#3 

User 
#4 

User 
#5 

User 
#6 

User 
#7 

User 
#8 

User 
#9 

User 
#10 

Q2 NULL 8 4 0 10 10 10 10 8 6 
Q4 NULL 10 8 1 10 10 8 6 8 0 
Q6 NULL 10 7 7 10 10 10 10 8 8 
Q1 8 10 2 10 10 10 10 10 9 8 
Q3 10 8 3 0 0 9 NULL 6 3 0 
Q5 NULL 9 2 5 2 10 7 7 9 2 

Note: Q2, Q4, and Q6 are domain relevant questions; Q1, Q3, and Q5 are domain irrelevant 
questions; NULL means that the subject did not answer the question; p-value =0.026; α= 
0.1; range = 1~10. 
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In evaluating the users’ willingness to answer the questions, we have two 
interesting findings. First, most of the subjects were willing to answer the 
questions no matter if they were familiar with the subject matter or not. Second, 
seven subjects set the compensation of each question as “free,” regardless of the 
difficulty of the questions. It might be possible that subjects who were willing to 
accept our evaluation invitation were those who were enthusiastic to help others 
on Wikipedia. 

Table 2 The result of Task 2 

User #* Hits # of testing articles Accuracy 
1 15 30 0.50 
2 13 30 0.43 
3 10 30 0.33 
4 10 30 0.33 
5 15 30 0.50 
6 6 20 0.30 
7 7 15 0.47 
8 14 30 0.47 
9 8 18 0.44 

10 11 30 0.37 
11 4 12 0.33 

Average 10 25 0.41 
* The result from user#12 is an outliers and was dropped. 

 
In Task 2, we adopted an accuracy formula proposed by [17] to measure the 

accuracy of the result. The accuracy (AC) is defined as 

N

l
N

i
ii

=1

),(αδ , where N 

denotes the total number of tested articles in the evaluation. For each tested article 

i, iα  is the cluster categorized by users, li is the cluster categorized by the 

proposed algorithm, and δ(x,y) denoted as the delta function is one if x and y are 
categorized into the same cluster, and is zero, otherwise. 

The result of Task 2 is shown in Table 2. The average accuracy was 0.41 after 
discarding the result from user #12 only achieved 0.1 accuracy. This result 
indicates that the proposed knowledge activity map system can capture about 41% 
of a user’s perceived knowledge categories. 

6   Conclusion and Future Work 

This study aims to develop a knowledge service system facilitated by a knowledge 
activity map based on the contents and users of Wikipedia. From the experimental 
evaluation results, we found that some Wikipedians are willing to answer 
questions regardless of their familiarity with the subject matter. However, the 
Wikipedians are more confident in answering the questions belonging to their own 
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knowledge domains. This result indicates that knowledge seekers have more 
chance to find correct solutions to their queries if facilitated by the matching 
function to identify knowledge providers with relevant domain knowledge.  
Therefore, the knowledge service based on Wikipedia is feasible and necessary.   

The major contribution of this study is to demonstrate the uniqueness and 
usefulness of a knowledge service system based on a knowledge repository, such 
as Wikipedia. The knowledge activity map system built and evaluated using 
design science approach is a feasible facilitator to identify domain experts willing 
to serve. The evolution of wiki knowledge repositories to include a networked 
domain expert location system can be realized by the proposed knowledge service 
system enabled by the knowledge activity map.  
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Abstract. In this paper, we propose a new research model that describes why users
leave social network services. Multiple models and theories were proposed in the
past that describe why users join in on innovation, become active users of new IT
solutions and adopt technology. But no concise model has been established that ex-
plicitly focuses on why users withdraw from social network services – or web based
technology in general. The goal of this paper is to develop, based on established the-
ories of information systems research, a research model that provides a predictive
set of rules for analyzing user withdrawal from social network services.

1 Introduction

Since their introduction, many social network services have attracted millions of
users, many of whom have integrated these sites into their daily practice. As with
each new technology being introduced, the growth and adoption by the users follow
distinct patterns. The fast rise and deep fall of social network giants like Myspace
and Digg has demonstrated that not only an accurate prediction method for their
growth but also the users’ withdrawal from such systems is of high commercial
and academic interest. Several models and theories were developed to describe why
and how users join in on innovation. However due to the specific characteristics
of today’s social network services the predictive capabilities of existing models are
either limited or cannot be directly applied to social network services. Therefore,
to enable further research in this area, we present and propose a research model
that is directly applicable to social network services and capable of describing user
withdrawal from such services.

Structure: A literature overview is given in Section 2. Section 3 introduces social
network services and defines the semantics of leaving a social network service in

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 377–388.
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the context of this paper. In Section 4 we assess withdrawal from social network
services and present the research model we propose. Section 5 discusses practical
design implication for social network services based on the proposed research model
that help mitigating user withdrawal. Section 6 provides a short summary.

2 Literature Overview

Several theories in the field of information systems research can be found that model
how users come to use new technology. This section presents the models and con-
cepts that build the foundation for our research model. Due to limited space we can
only describe each model briefly and refer the reader to the given literature for more
information on them.

The Fit-Viability Model [33] was proposed for evaluating organizational adop-
tion of Internet initiatives. The model separates between fit (the extent to which
new applications are consistent with core competences, value and culture of the or-
ganization) and viability (value added potential of the new application) to propose
general operative strategies. The framework provided by the Social Cognitive The-
ory allows for the understanding, prediction and change of human behavior. Human
behavior is identified as an interaction of the environment, general behavior and
personal factors [26].

In the Structuration Theory the concepts of structure (domination, legitima-
tion) and social systems are introduced to describe how the actions of individual
agents are related to the structural features of a society [13]. The model proposed by
the Adaptive Structuration Theory adapts the general Structuration Theory to the
context of technology. It describes the interaction of groups and organizations with
information technology [8].

The Theory of Reasoned Action enables the prediction of an individual’s be-
havioral intention, attitude and behavior [31]. The Theory of Planned Behavior
describes attitude and behavior as the governing concepts behind an individual’s
action. It is an extension of the Theory of Reasoned Action [3].

The Technology Acceptance Model extends the more general Theory of Rea-
soned Action to the field of Information Systems. It introduces the concepts of per-
ceived usefulness and perceived ease of use to predict the actual system use of an
individual [7]. As its name suggest, the Technology-Organization-Environment
Framework links the elements technology, organization and environment to pre-
dict technological decisions [34].

The Unified Theory of Acceptance and Use of Technology unifies several ideas
behind previously presented theories to create a model that allows the prediction
of use behavior based on four key constructs: performance expectancy, effort ex-
pectancy, social influence and facilitating conditions [36].

To varying degree these models can not only be used to model successful estab-
lishment of new technology but can also be used to model.
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3 Social Networks

Social networks in general are associations of people drawn together by family, work
or hobby [28]. Social network services are online services that aim at reproducing
classic social networks in a virtual environment [4]. As their real world counter-
parts, they also focus on building and maintaining social relations among people
who share common interests, activities and knowledge. Although multiple flavors
of social network services exist, almost all offer virtual representations of each user,
means of communication and interaction over a multitude of services [15].

3.1 Classification of Social Network Services

Beneath rudimentary functions that are shared among all social network services,
each focuses on different user groups and therefore provides a multitude of different
functions. We have identified four main types of social network services.

• General purpose social networks: They provide means of interchange and com-
munication among registered users without any governing topic. For example
Facebook1, Orkut2 and Myspace3.

• Categorized social networks: Social network services that focus on a special
group of like minded people. Examples are StudiVZ4 for Students, or, LinkedIn5

for professional contacts.
• Functional social network services: Their social networking capabilities are an

environment built around a core functionality like image sharing (Flickr6), Video
sharing (Youtube7), etc.

• Recommendation based systems: Although belonging to the category of func-
tional social network services, the degree to which social involvement governs
recommendation based systems justifies the creation of this category. Examples
are Digg8, Reddit9 and Delicious10.

3.2 Two Examples: Myspace and Digg

In this section we use two social network services to spotlight reasons for users
leaving: Myspace and Digg.

1 http://www.facebook.com
2 http://www.orkut.com
3 http://www.myspace.com
4 http://www.studivz.net
5 http://www.linkedin.com
6 http://www.flickr.com
7 http://www.youtube.com
8 http://www.digg.com
9 http://www.redd.it
10 http://del.icio.us

http://www.facebook.com
http://www.orkut.com
http://www.myspace.com
http://www.studivz.net
http://www.linkedin.com
http://www.flickr.com
http://www.youtube.com
http://www.digg.com
http://www.redd.it
http://del.icio.us
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Myspace: A (originally) general purpose social network service that reached its
peak in popularity back in June 200611 and was overtaken by its main competitor
Facebook two years later.

Digg: A social network service focused on social news, where users can submit
articles and other users can vote on them. After an unsuccessful redesign of Digg in
August 2010, thousands of users left Digg for its competitor, Reddit12 (cf. Figure 1).

These two social network services will be used in the following sections to exem-
plify on reasons why users leave.

Fig. 1 Daily Page views of Reddit (Blue, growing) and Digg (Red) in comparison (in % of
global Page views). Courtesy to Alexa.com.

3.3 Defining User Withdrawal

The first question to ask before examining reasons users have to leave social network
services is why do people use social network services in the first place?

As can easily be imagined by the sheer amount of social network services cur-
rently available on the Internet, reasons for use vary heavily [10]. Therefore a valid
answer to the posed question depends a lot on the social network services in ques-
tion, its user groups and the multitude of factors governing the individual’s decision
in becoming an active member.

Multiple studies can be found that highlight the intentions of use for multiple user
groups and social networks such as Facebook [10, 37, 29, 21], online social games
[17], and several others [22, 18, 25, 24]. Based on the findings in these studies the
general statement can be made that most people use social network services to keep
in touch with people they know from real life, communicate, share information and
create new relationships.

11 http://mashable.com/2006/07/11/myspace-americas-number-one/
12 http://www.guardian.co.uk/technology/blog/2010/jun/03/digg-
dead-falling-visitors(Blog article, accessed: 30.12.2011)

http://mashable.com/2006/07/11/myspace-americas-number-one/
http://www.guardian.co.uk/technology/blog/2010/jun/03/digg-dead-falling-visitors(Blog article, accessed: 30.12.2011)
http://www.guardian.co.uk/technology/blog/2010/jun/03/digg-dead-falling-visitors(Blog article, accessed: 30.12.2011)
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The general states of user activity can be divided into four main categories: Oth-
ers (non-members), Guests, Passive Members, Active Members and the additional
group of Internal Members including administrators, general staff and developers as
proposed in [32] and depicted in Figure 2.

Others

Guests

Passive Members

Active Members

Dev.

∼C1,2
purge

∼C3
permanent/
temporal
inactivity

∼ C1,2,3
purge

Fig. 2 User withdrawal from social network services

This paper focuses on user withdrawal, defined according to the transitions ∼C3,
∼C1,2 and ∼C1,2,3. The transitions represent three categories of user withdrawal:

1. Purge: Leaving the social network service, deleting all previously submitted con-
tent, abandoning all social bonds previously formed via the social network ser-
vice and deleting the account: ∼C1,2,3 and ∼C1,2.

2. Permanent inactivity: Leaving the social network service forever without burn-
ing all bridges and leaving at least the profile and previously submitted content
available: ∼C3.

3. Temporal inactivity: Leaving the social network service for a unspecified period
of time while being available for contact in the social network service (∼C3, but
with the possibility to reverse). The return of the user can be triggered by internal
events (curiosity, needs, etc) or external triggers such as notification about activ-
ities in the social network service in relation to the user (another user posted a
message, tagged the user on an image, etc).

For two reasons classical theories of substitution of goods and services [11] can not
be applied to the notion of users leaving a social network service. The fundamental
theorem of substitution states that the rate of consumption falls as the price of goods
rises. Since there is no pecuniary incentive to totally abandon a social network
service. Profiles can remain defunct - even if the social network service is no longer
used. Second, due to the low cost of usage (not accounting for time required), social
network services are often used in parallel, without completely substituting each
other in the classical sense.
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4 The Proposed Research Model to Understand User
Withdrawal

In this section we combine and adapt selected theories and concepts (cf. Section 2)
from the domain of user behavior to a unified research model that describes which
factors influence users in their decision to leave social network services.

By using the well established Technology Acceptance Model and by utilizing
its extensions, this section discusses an application to social network services and
the investigation of user withdrawal. The Technology Acceptance Model is a theory
that describes how users accept and use a new technology. This model suggests that
when users are confronted with a new technology, multiple factors influence their
decision about how and when they will use it and therefore it allows to postulate
reasons for leaving. Although the original Technology Acceptance Model has been
widely criticized in literature for its lack of falsifiability, limited explanatory and
predictive power and little practical value [6], its findings are helpful and with the
support of its extension, the Unified Theory of Acceptance and Use of Technology
[36], a solid framework for our research model exists.

The two main factors, that we built our research model on, from the Technology
Acceptance Model are:

Perceived usefulness which was originally defined in [1] as “the degree to which
a person believes that using a particular system would enhance his or her job per-
formance”. And Perceived ease-of-use which was defined as “the degree to which
a person believes that using a particular system would be free from effort” [1]. The
notion of perceived ease-of-use can be transferred to the context of social network
services without any further modification. However the notion of perceived useful-
ness must be adapted to the context of social network services due to the fact the
term job as used in the original version stems from a business oriented environment.
As already outlined in Section 3, tasks executed by users with the help of social
network services are predominately the exchange of personal information, commu-
nication, sharing information on common interests and activities and taking part in
an online social life [20, 23].

Perceived ease-of-use is determined by the four anchors of computer self efficacy,
perception of external control, computer anxiety and playfulness and two adjusting
factors of enjoyment and objective usability [35]. In order to appeal to users, avoid
frustration and establish a behavioral usage intention for the social network services
it is therefore necessary to consider these influences to the perceived ease-of-use
and usefulness in our research model.

Furthermore, to assess the internal motivation of users, [16] recommends to eval-
uate their individual expectancy to effort (how much effort the user believes to
need) and performance (how well the user thinks he is going to perform) and are
therefore included in the model.

We came to the conclusion that another important factor to consider in our model
is the loyalty of already existing users (cf. [9, 14]). Customer loyalty is viewed as
the strength of the relationship between an individual’s relative attitude toward an
entity (in this case a social network) and repeated patronage behavior [9]. Based
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on work originating from classic customer loyalty modeling, Rui, Lih-Bin and Kan-
liang propose in [14] a model that describes customer loyalty for social networking
sites using five influences that are adapted to the social networking environment:

• Utilitarian value: the value of useful functions of the social network services.
• Hedonistic value: the amount of pleasure given to the user from the social net-

work services.
• Satisfaction: The contentment resulting from using the social network services.
• Objective knowledge: The user’s knowledge that can not be contested or refuted

in the context of the social network services.
• Subjective knowledge: True beliefs held by the user.

The authors propose that the utilitarian value of a social network services most com-
monly derives from the ability to interconnect with other users through sharing pic-
tures, commenting on posts, pictures, profiles and group capabilities. The hedonistic
value on the other hand is described as a result of spontaneous responses which are
highly subjective and personal. We have observed that social network services ap-
peal to this by providing challenging games and interesting applications that allow
the users to fulfill their social needs.

The previously presented concepts build the foundation of our research model
as depicted in Figure 3: Direct dependencies between the determinants are depicted
by arrows. Negative changes in the six identified direct determinants of intention di-
rectly correspond to a negative behavioral intention thus decreasing usage behavior.
The model contains four moderating factors (experience, voluntariness, gender and
age) that were suggested by [36, 6] and are directly applicable to the context of so-
cial network services. They have varying effect on the model’s direct determinants
(see [36] for further details) for intention of use. The same goes for facilitating condi-
tions that directly influence use behavior. Since they heavily depend on the context,
we concluded that they must be adapted to each social network service individually

Fig. 3 Suggested Model to describe reasons for users to leave social network services
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and may include regulatory factors, monetary incentives (social network services of
the employer), etc.

The first moderator, experience, states that the use of the platform heavily de-
pends on the experience level of the user (e.g. [19, 30]). The better the overall
experience of the platform is, the more it will be used. Furthermore, we deemed
the general properties of gender (according to [12]) and age (according to [27]) as
equally important moderators. Especially in the context of organizational social net-
working services it is important to take the voluntariness of use into account. Users
who are forced, for instance by company rules, to use specific systems are more
reluctant than users who discover those systems, their values and functionality on
their own terms (see also [2]).

To account for additional influences that depend on the organizational context
and can neither be attributed to the user himself nor the platform, such as com-
pany policies, environmental or organizational factors, we decided to introduce the
generic faciliating conditions.

5 Applying the Findings - Design Principles to Mitigate User
Withdrawal

Due to the diverse nature of social networks in general, it is almost impossible to
use the proposed research model as depicted in Figure 3 to describe withdrawal
from each and every social network available without further adaption. Based on
the findings of the previous sections, we present in this section a general approach
to mitigate user withdrawal from general purpose social network services which can
also, to a varying degree, be applied to other kinds of social network services [5].

5.1 Deriving Four Rules to Decrease User Withdrawal

Since previously discussed models focus on usage reasons, it can be conversely
be concluded that missing incentives for use bring users to leave social network ser-
vices. Therefore four rules can be established that foster user activity and conversely
the lack thereof increases user abandonment:

User engagement: By giving users something to do, for instance through promot-
ing interesting or relevant content from their peers, the impression of activity and
perceived usefulness is given. Real-time features such as regularly changing content
(e.g. status updates of peers) keep the user engaged and interested. This primarily
satisfies the determinants of user loyalty and perceived usefulness from the proposed
model. It is obvious that engaged and interested user perceive the social network ser-
vices to be more useful and are more likely to remain loyal to it.

User expression: Through profile pages and the promotion of individuality through-
out the social network service, user satisfaction can be fostered. Again, a high level
of user expression within a social network service satisfies the determinants of user
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loyalty, social influence and perceived usefulness from the proposed model. If the so-
cial network services does not provide expressive means of communication among
it’s user base, the perceived usefulness by an individual is much lower than com-
pared to other social network services. This also decreases the social influence to
use this social network services and increases the social pressure to migrate to an-
other social network services.

Establishing communication channels: The usage of manually created as well as
automatically created groups tightens the bond between like minded users inside
a social network service. By providing open programming interfaces, third party
providers can provide additional applications inside the social network services
ecosystem thus increasing the overall usefulness. Higher utilization can be achieved
through additional communication channels such as SMS, mobile versions of the so-
cial network services and email. The availability of many communication channels
that the user can use as he desires (of course he should also be able to choose to not
use) improves the perceived usefulness, user loyalty, increased value and satisfac-
tion as well as social influence (many communication channels mean many potential
communication partners). This also increases perceived ease-of-use since the user
can use the means of communication that he is most familiar with.

Keep everything easy: Avoiding clutter and removing unnecessary visual distrac-
tion mitigates user frustration and the ability to create custom filters increases the
utilitarian value. A simple user interface that emphasizes on relevant information
and guarantees ease-of-use is important. By using Avatars for users and simple
means of finding relevant other users the overall user experience can be optimized.
This primarily increases individual’s perceived ease-of-use and indirectly user loy-
alty by increasing the user’s satisfaction and value.

6 Conclusion

In the field of information systems research several theories have been developed
that are capable of describing what drives users to technology and how new soft-
ware products are adapted. With the ever growing popularity of social networking
sites and currently ongoing re-consolidations on the social networking market in
connection with the linked downfall of formerly major players the question of why
users withdraw from such sites has become of great interest.

To answer this question, a research model was presented in this paper that, based
on established theories from the field of information systems research, can outline
why users leave social network services. Starting from a market analysis for social
network services, established theories from the field of IS research were analyzed,
adapted and combined to the resulting research model. The verification of the pro-
posed model against existing social network services is the subject of an upcoming
evaluation.
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The proposed research model has several important implications for research on
social networking services. This model is grounded in information systems theory
and, as such, shares the advantage of systems models: it mirrors reality. Here, the
object of interest is the usage decline in social networking services that it is under-
stood within the context of its environment.
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Abstract. As the popularity and the commercial potential of social networks such as
LinkedIn and Facebook increase, we present a framework that aims to reuse social
networks data within a customer relationship management (CRM) application. The
framework has been implemented in LinkedInFinder that pulls data from LinkedIn
into the Microsoft Dynamics CRM system. Our proof-of-concept implementation
demonstrates the use of the proposed framework, based on a use case to find second-
degree connections within one’s network that work at a specific company of interest.
A survey amongst target users suggests that the application is useful and adequately
designed for the intended use.

1 Introduction

With the advent of Web 2.0 [6], there has been a growing importance regarding
the social aspects of the Web. Even though social networks have been existing as
long as there have been societies, digital networks – such as Twitter, Facebook,
and LinkedIn – experienced a substantial growth over the last decade. Due to their
promising commercial potential, there has been put an increasing amount of effort
and research into social networks on the Web. Web 2.0 social networks are defined
as sets of social entities (e.g., people, organizations, etc.) connected by a set of social
relationships (e.g., friendship, co-working, information exchange, etc.) [4].

The rich potential of social networks comes from two aspects. First, social
networks can be utilized to push information to a target group, e.g., company ad-
vertisements, blogging, tweeting at Twitter, etc. Second, pulling information from
social networks into a customer relationship management (CRM) system is also
possible. An example is monitoring social network sites for content (conversations,
blogs, tweets on Twitter, etc.) in which a company or brand is mentioned, providing

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 389–400.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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potentially valuable information and means to interact with customers. Microsoft
already provides an add-on for its CRM system that imports tweets from Twitter
in which a company is mentioned, into the CRM application. Oracle, the world’s
leader in CRM, advocates Social CRM actively by offering Oracle Social CRM
Applications.

Due to the increasing popularity of social networks as well as their commercial
potential, in this paper we present a framework that aims to reuse LinkedIn data
within a CRM application. We evaluate the framework by means of a proof of con-
cept implementation. In our development, we aim for simplicity, yet we also allow
for future extendability. The remainder of this paper is organized as follows. Related
work is described in Sect. 2. We then discuss our framework and its implementation
in Sects. 3 and 4. The implementation is evaluated in Sect. 5. Finally, we conclude
and provide directions for future work in Sect. 6.

2 Related Work

With the rise of Web 2.0, many new features emerged that enriched the Web en-
vironment, e.g., blogs, wikis, (social) tagging in folksonomies, and mashups that
combine data from one or more other sources to create a new application, usually
using an Application Programming Interface (API). One of the most noticeable fea-
tures of Web 2.0 are social networks, like LinkedIn and Twitter. Social networks –
also known under the common denominator as Social Networking Sites (SNS) – are
a specific type of Social Media. Their content is generated and maintained by its
visitors, without central coordination. Typically, in Social Media Web sites people
form relationships with other users and interact with them [2]. Figure 1 depicts the
number of unique visitors for LinkedIn and Twitter in the Netherlands, illustrating
the immense growth in terms of visitors in the past 18 months. Interestingly, Twitter
is still less popular than LinkedIn in the Netherlands, while in the rest of the world
it is the other way around.

In the early 1990’s the term CRM began to emerge [1]. Nowadays, many CRM
providers exist, which offer Software as a Service solutions, e.g., Salesforce,
Microsoft Dynamics CRM online, Oracle CRM On Demand, and SageCRM. The
difference between CRM and traditional marketing is in the focus on customer

Fig. 1 Trend lines of unique visitors of LinkedIn and Twitter
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relationships. Traditional marketing’s main focus is on acquiring new customers,
while CRM focuses on developing long term relationships with existing customers.
According to Payne and Frow [7], three views CRM exist, ranging from a narrow
and tactical view where CRM is a specific technical solution or tool, to a broad and
strategic, or even philosophical view where CRM is a holistic approach for manag-
ing customer relationships.

Driven by changes in customers, starting in 2007 and more rapidly in 2008, CRM
began to transform into what is now known as CRM 2.0 or Social CRM (sCRM) [3].
Both terms hint to Web 2.0 which is also called the Social Web. Today’s customers
are no longer passive customers, but have become social customers, who are active
on the Internet, writing blogs, using Twitter, having discussions and informing them-
selves on social networking sites etc. and thus are well-informed about companies
and products and services that they offer. CRM 2.0 is about joining the conversa-
tion [5] and extending CRM out of the business offices into the Social Media on the
Internet, implying a change in strategy from a focus on customer transactions to a
focus on both customer interactions.

3 Framework

This section discusses a general approach to social network data pulling called So-
cialCRMConnector. The SocialCRMConnector, which is a mashup between an ar-
bitrary social network and a CRM system, can be used for pulling data from social
networks using available APIs to build sCRM applications that use this data. Data
can be pulled from a social network by sending a request to the API, which returns a
response with the requested data. Our framework is targeted at retrieving profile data
of social network members, i.e., personal information about social network mem-
bers that is available by using the API of the social network. Although such profile
data is also available on the social network sites themselves, there are three reasons
why a company might want to retrieve the data by using an API. The first is sim-
plicity. An application can contain specific business rules that are executed without
input that is required from the user. This makes it easier to retrieve the desired data.
The second is control. Data that is retrieved from an API can be processed in other
applications or (temporarily) stored in internal information systems for further pro-
cessing. Third, APIs enable applications to keep information up-to-date by allowing
real-time access to data.

3.1 Entities and Relationships

At its core, a social network consists of Users, i.e., the people who have an account
at the social network, and inter-user Connections define the relationships between
users. Users have several attributes, i.e., a unique ID, nickname and real name, birth-
day, and likely a number of other attributes. With these entities it is already possible
to create a network, though the possibilities of such a network are of course very
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limited at this point. Two Users with a Connection between them form a very small
network. This simple model can be extended to better reflect real world online social
networks. We have examined several online social networks, with a focus on Face-
book and LinkedIn. To visualize the model, we have created an entity-relationship
diagram for the model as an example, which is shown in Fig. 2. We focus only
on the entities that may be useful sCRM applications; in practice social networks
have a more complex structure, with additional entities such as Event or School and
support for multiple media types such as videos, photos, and music.

Compared to the simple model that consists only of Users and Connections, we
have introduced some new entities that are common for social networks. The figure
illustrates that the User is the central entity in a social network. The first entity that
we added is Message. Being able to send messages to other members of a social
network is a very important feature of social networks. Without the ability to send
messages, it would be impossible to interact with other users. Messages can be sent
from a user to another user, but also to other entities, for example a user can com-
ment on a photo that is posted by someone else, or post a comment to a discussion
in a Group. For companies who want to monitor social networks for comments on
their brand, the Message entity is an important one.

Instead of an entity that may have been called “MediaItem” to reflect all types of
media items, we have added an entity called Photo, because photos are supported
by all sites, even if it is only to add a picture to the user profile. We assume that the
only useful media item to pull from a social network in relation to sCRM would be
a profile picture. Comments that may have been added to profile pictures by other
users are not really relevant in a business application, nevertheless for completeness
reasons we decided to keep the link between Message and Photo.

Another feature of many social network sites is the concept of Groups. Groups
are a convenient way for users to connect with other users who share a similar inter-
est. Groups can have many different forms, for example companies, schools, brands,
persons, and virtually anything else. Groups are basically a collection of users, and
are in many ways similar to individual users, but the concept and purpose is too

Fig. 2 Entity-relationship
diagram of the social net-
work model
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distinct to treat them as one entity. The connections in groups are not direct connec-
tions (users do not become “friends” when joining the same group), but it makes
it easier to meet new people. There is a many-to-many relationship between Users
and Groups. There is also a direct relationship between User and Group, because
a group is created by a user who then becomes the group owner. This relationship
might also be displayed as a many-to-many relationship if the group can be owned
by multiple users. Groups make it much easier for companies to find the consumers
that they are interested in and the companies can participate in relevant groups to
join the conversation with the consumers.

CRM databases are relational databases and usually consist of many tables, such
as companies, persons, opportunities, products, orders, quotes, support calls, ap-
pointments, etc. Like the social network structure, our focus is on those entities
that might be useful in the SocialCRMConnector framework. The CRM structure is
shown in Fig. 3. Since we target social applications, the Person entity is an important
entity in our CRM model, just like User is in a social network. However, Companies
are the central entity in a CRM system. A company has a specific type that indicates
the relationship between that company and the super company in which the current
company is listed. Specific company types can be customers, competitors, suppli-
ers, partners, government, etc. A third entity called Lead is also added. Leads, or
prospects, are defined as potential customers that do not yet have a relation with
the company. Finally, an Opportunity entity is used to record a potential sale. An
opportunity is given an estimated value and expected probability that the sale will
be made. Linked to an opportunity must be one or more Products that specify what
is going to be sold.

Fig. 3 CRM entity-
relationship diagram (sim-
plified)
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3.2 Framework Architecture

After defining a model that covers the part of social networks that is relevant for
our research, as well as a model that covers the structure of a CRM system, we can
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define the framework architecture. The framework consists of the following steps,
which are also depicted in Fig. 4:

1. Generate query for retrieving profile information from a social network;
2. Retrieve data by sending the query to the API;
3. Process the data so it can be used in an application;
4. Present information from the application to the user;
5. Store data in the CRM system (optional, depending on user’s choice).

The content of a query needed for retrieving the necessary data from a social net-
work depends on a number of input parameters, for example the current user that
uses the application, entity attributes that must be retrieved (dictated by business
rules), and optional other parameters to refine the query such as a specific company
or person to search for. Because the APIs flatten the data before returning it, queries
to retrieve data are relatively simple. Flattening data is the opposite of normaliz-
ing data in the database. For example, a normalized User in a database may store a
user’s country with a foreign key to a record in a Country. The flattened data will
return the data for a specific user with a country attribute that contains the country
name. The pseudo SQL query for retrieving user data is:

SELECT attribute1, attribute2, ..., attributeN
FROM User, ...
WHERE condition1, condition2, ..., conditionN;

Depending on the type of application, information can be inserted into the CRM
system. Some applications might only display additional information without the
need to store anything in the CRM system. Caution is required when data is go-
ing to be saved, because while it is technically possible to store data in the CRM
system once it has been retrieved from a social network, not just any data can be
stored without considering issues concerning privacy or obsoleteness. In contrast to
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contents of social networks, the IDs of records never change, and hence only insert
queries (i.e., no update queries) are required. An insert query in pseudo SQL is:

UPDATE Person
SET Person.socialnetworkID = ‘ID’
WHERE condition1, condition2, ..., conditionN;

4 Implementation

Now that we have defined the general framework, this section introduces the im-
plementation of the SocialCRMConnector. LinkedInFinder, which integrates Mi-
crosoft Dynamics CRM with the LinkedIn social network, supports a use case where
CRM users aim to find people that have a job at specific companies that are not
yet listed within the CRM and with whom the company that uses the CRM would
like to get into contact. These employees, which are supposedly the connection
to a company of interest, are connected through first-degree connections with the
CRM users. Connections of a second-degree or higher do not really make sense
as it makes communication difficult. For demo and evaluation purposes, we have
developed a stand-alone version of the LinkedInFinder application, which is avail-
able at http://linkedin.hantheman.tk. The main flow of the application is as
follows.

After presenting the user a login page hosted by LinkedIn in order to authorize
LinkedInFinder, first, a list of LinkedIn members that work at a certain company is
retrieved with a call to the LinkedIn Search API. The list is then filtered so that only
second degree connections are displayed to the user. Second degree connections
have a distance of 2 to the user, which is measured as the number of steps from the
user to the LinkedIn member. This means the distance to the own profile is 0, the
user’s connections have a distance of 1 and their connections have a distance of 2.
Second, after selecting a name from the list by the user, more detailed information
is displayed, including how the user is connected to this person. This connection is
presented as a list of one or more of the user’s first-degree connections. This list of
connections actually is a list of mutual connections between the user and the person
that is viewed.

4.1 Application Back-End

The LinkedInFinder application is integrated with Microsoft Dynamics CRM, which
is an ASP.NET Web application that uses .NET Web services to communicate
with the CRM database. For easy integration, our application is therefore also an
ASP.NET Web application. It is built in Visual Studio 2010, using the (ASP).NET
3.5 Framework and C# as programming language. For connecting and interacting
with the LinkedIn API, we employ the LinkedIn Developer Toolkit, which is an
open source library for using the LinkedIn API in .NET applications. This library
provides .NET support for the LinkedIn API, by providing .NET wrapper meth-
ods for most LinkedIn API methods and an implementation of the OAuth (Open
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Authentication) protocol that is used by many social network sites to authenticate
requests to their APIs. It should be noted that the LinkedIn API has a number of
technical restrictions that limit the possibilities of building applications that use the
API. More complex applications that require more API calls are expected to suf-
fer more from these limitations than simple applications that only use a few simple
API calls. First, LinkedIn restricts the use of its API by limiting the number of calls
to the API methods, i.e., throttling. Second, the number of results returned for a
people-search query is limited by the account-level of the LinkedIn member.

The entity-relationship diagram underlying our implementation as depicted in
Fig. 5 is a modified version of the entity-relationship diagram discussed in Sect. 3
(Fig. 2), reflecting the LinkedIn structure. In LinkedIn, media items are not as im-
portant as they are in other social networks like Facebook. Only photo items are
available for storing a profile picture of the members. A user profile in LinkedIn has
a large number of attributes and links to other entities. We have added the attributes
and entities that are relevant for our application. For privacy reasons, LinkedIn does
not return exact addresses, but areas, and hence we have added a location attribute
to the model. The email address of LinkedIn members cannot be retrieved by any
API calls, so we have removed it from the model. Phone numbers are optional and
stored in a separate entity PhoneNumber that stores the actual phone number and
type of phone number (e.g., “mobile”). Subsequently, we include a URL attribute,
that stores the public profile URL. Furthermore, the industry attribute indicates in
which industry the person is active; this may give some additional background infor-
mation about the person’s job. Then, another important entity in our application is
Company. The relationship between Users and Companies is a many-to-many rela-
tionship, i.e., users can work at multiple companies. In our application we search for
LinkedIn members that work at a specific company. The last entity that we need in
our model is Position. A position describes the actual job that the LinkedIn member

Fig. 5 Entity-relationship
diagram of LinkedIn
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has at a company. The iscurrent attribute indicates whether the position is a current
- or past position. In the LinkedInFinder application we only use current positions.

In our implementation, the application is started from a company record in the
Microsoft Dynamics CRM system, which is opened in a Web form. The company
name of the record is sent to the application as input parameter. The most important
items of the implementation are the API requests that are sent to LinkedIn. The
application uses a Search API request and a Profile API request. The API request
has three variable parameters, which are the company-name, start and count.
The company-name specifies the company name to search for. The start and
count parameters specify the indexes for a subset of data. For example start=0,
count=10 retrieves the first 10 results. The other parameters will remain the same
for each request. A search for the first ten people that currently work at “Erasmus”
would yield the following request:

http://api.linkedin.com/v1/people-search:(people:(id,distance,
first-name,last-name))?company-name=Erasmus&current-company=1&
sort=relevance&start=0&count=10

This request is divided into several parts. The first part, i.e., http://api.link
edin.com/v1/, is the base URL of the LinkedIn API. The second part is the API
function that is called, i.e., people-search:. The third part contains field selectors
and utilizes a JSON-like syntax, i.e., (people:(id,distance,first-name,
last- name)). The rest of the query, i.e., ?company-name=Erasmus&current-
company =1&sort=relevance&start=0&count=10, comprises an optional
query string with the three variable parameters. In this case we specify that the
company name is Erasmus, it must be the current company, search results are or-
dered by relevance (other options are number of connections and distance), and the
number of results that is returned per request is limited to ten.

The aforementioned request returns ten profiles (assuming at least ten people
work at Erasmus) with the id, distance, first-name, and last-name fields.
The distance field tells the distance between the user that executes the query and the
person that is returned by the API. People with a distance of 1 are first-degree con-
nections, and people with a distance of 2 are second-degree connections. We use the
distance field to filter the search results to contain only second-degree connections
(we cannot specify this in the search query).

The Profile API request has only one variable parameter, which is the profile id.
The request is as follows:

http://api.linkedin.com/v1/people/id=nnl7Qkt7Kb:(last-name,
first-name,num-connections,num-connections-capped,phone-num
bers,three-current-positions,picture-url,location:(name),re
lation-to-viewer:(distance,num-related-connections,related-
connections),positions:(title,company:(name)))

The response for this request contains the relevant profile details and is parsed and
displayed to the user who can then decide to use this information or to discard it and
view another profile.
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4.2 Application Front-End

The front-end of the application has three main windows. First, when opening an
account record within the CRM tool, there is a button that will open the LinkedIn-
Finder application shown in Fig. 6. Upon first use, the user will be redirected to a
LinkedIn page to authorize the application using OAuth. Subsequently, the appli-
cation redirects to a secure page on the LinkedIn Web site, and after entering the
LinkedIn account credentials, the user is redirected back to the application. Second,
there is a Web page (Search.aspx) displaying the results of the search query as
a list of hyperlinks. The names of the people that are returned by the search query
are displayed as the hyperlink text. Third, another Web page (Details.aspx) is
opened when a hyperlink is clicked. This page, as depicted in Fig. 7, displays the
detailed information for that person, which requires a Profile API call.

Fig. 6 Account form in Microsoft Dynamics CRM

Fig. 7 Person details in the LinkedInFinder application (Details.aspx)
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5 Evaluation

In terms of evaluation, we first validate our implementation by comparing search
results of LinkedInFinder with the LinkedIn Web site search engine (using ad-
vanced search). For several companies, the search results are identical in all cases.
Interestingly, when using the standard search function on the LinkedIn Web site,
search results are different in terms of display order, pointing to a different ranking
algorithm.

In order to evaluate the LinkedInFinder tool qualitatively, we conduct a survey
in which participants are asked for their opinion about the following statements in a
questionnaire:

Statement 1: I find the application useful.
Statement 2: The application shows enough information to be useful.
Statement 3: The application offers enough functionality to be useful.
Statement 4: I would use the application for my job.

A five-point Likert scale is used for the available answers (ranging from 1 [totally
disagree] to 5 [totally agree]), which provides an ordinal scale. The results of the
survey (amongst 17 participants that are CRM users and members of the authors’
LinkedIn network) are depicted in Fig. 8. Furthermore, we define two hypotheses to
evaluate the LinkedInFinder application, i.e.:

Hypothesis 1: The LinkedInFinder application is useful.
Hypothesis 2: The LinkedInFinder application design is adequate.

To assess hypothesis 1, we use statements 1 and 4. To assess hypothesis 2 we use
statements 2 and 3. When employing the χ2-test to determine whether the attitude
towards the LinkedInFinder is neutral, we obtain significant outcomes to reject this
null hypothesis (with p-values lower than 0.01) for all statements, which means we
can accept both hypotheses.

Fig. 8 LinkedInFinder eval-
uation results
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6 Conclusions

In this paper, we presented the SocialCRMConnector framework that aims to feed
CRM applications with Web 2.0 social networks data. The framework has been
implemented as a tool called LinkedInFinder that pulls data from LinkedIn into
the Microsoft Dynamics CRM system. Our implementation validates the proposed
framework by means of a use case to find second-degree connections within one’s
network that work at a specific company of interest. Results from our evaluation
based on a user survey indicate that the application is useful and adequately designed
for the intended use. As future work, we envision implementations of our framework
using other social networks (possibly for other purposes as well) and CRM systems.
Also, one could employ data pulled from social networks to other applications, such
as personalization tools.
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Abstract. This paper discusses the potential of emerging service science with 
engineering applications. First the definition and classification of service for 
engineering discipline are detailed and elaborated. Based on that, this paper 
focuses on the potential application of service science in the Construction Industry 
namely Building Information Modeling (BIM). Elaborate discussion on the 
service value of BIM leads to suggestion for further research in specific areas 
namely the interaction between experts from the world's major BIM player in 
order to improve the implementation of BIM. 

Keywords: Service, engineering, Building Information Modeling (BIM). 

1   Introduction 

Since engineering is the application of multi-types of skills and knowledge, its 
business is highly related to service, an important field in the development of 
almost all industries ranges from agriculture to manufacturing and construction.  
Indeed, IBM has cross-related these two fields (engineering and service) into a 
field wide enough to aid the quality of the industrial growth, called Service 
Science, Management and Engineering or simply SSME (Xie 2011).  

Engineering field has undoubtedly emerged into a higher phase from day to day 
alongside the amplification of information and communication technology 
because of the growth of competitive businesses. The survival pave for the field 
relies on the quality of services provided that differentiates their performance and 
reliability. This is where service science plays its role as the integrated disciplines 
of management science, social science, decision making, operational research, 
computer science and jurisprudence (Huang, Lin, and Peng 2010).  

Generally, service science is a study of service design, quality and innovation 
which requires the combination of fundamental sciences and engineering with 
management field (Macbeth and Opacua 2010). The service science analyzes and 
understands the business process, constructs a systematic measurement of the 
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quality and manages the complex hybrid of skills and knowledge (Liu, Xu and Ma 
2010). Hence, the implementation of this approach in engineering industry is 
important for increasing productivity and creating greater value for all 
stakeholders.  

Though many researches have been done lately on service science, none ever 
specifies the application of services science in engineering in detail. As an 
initiation to the application of service science in engineering, this paper aims in 
proposing a proper definition of service as a tool in widening of the field of 
service study in engineering. Based on the definition, all engineering industries are 
classified as specific as possible to distinguish between service related and non-
related service activities. Finally, a case study is be used to display the example of 
the application. 

2   Definition of Service for Engineering 

Till date, many definitions have been given to service but few are exceptional 
because of their generality and reliability. For instance, IBM has defined service 
as interactions between provider and client which create and capture value for 
both parties (IBM, 2011). However, there are many engineering activities that 
involve no direct interaction between provider and client such as wastewater 
treatment project. The client for this system is not only the related industry, but 
also the community who enjoy clean river which in many cases have no idea of 
the service provider company.  

Besides, Sampson’s model of Unified Services Theory has separated 
manufacturing industry from services because co-production between client and 
provider is needed in services (Grandison and Thomas 2008). Nevertheless, 
manufacturing industry relies highly on the market environment that consists 
mainly of their client which brings them back into the equation. Hence, there is a 
need for a general definition that could include more activities in the study of 
service science and/or a reliable definition that could specify some activities that 
can be used for scientific study. Fortunately, Lau et al. (2011) have provided a 
definition that is both general and reliable which is; 

“A service is a process by which the provider fulfils a mission for a client so 
that value is created for each of the two stakeholders.” (Lau, Wang and Chuang 
2011) 

This definition consists of four elements which have been thoroughly defined 
by the authors. For the benefit of engineering study, this paper qualifies the 
elements further as follows; 

Provider is a qualified individual or structured organization that possesses the 
ability to accomplish a mission. For example, a researcher with Mechanical 
Engineering qualification is a provider because of the ability to carry out an 
engineering research. However, other personnel with non-engineering background 
can also become a provider for engineering services in condition the client knows 
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the profile, skill and knowledge of the provider which qualify its reliability to 
engineering discipline. 

Mission comprises of a single task or several tasks that is planned, managed 
and carried out by provider to the client whom expects the outcome of the mission 
by certain requirements. The nature of the mission is engineering which includes 
the application of science, mathematics, economics, art, design, social and 
practical knowledge.  

Client is the acceptor of the mission, regardless of the realization of the service 
provider and/or the involvement in the service process. Client can be an individual 
or a group of people or an organization that is affected by the mission carried out 
by the provider. For example, the government knows and involves in the road 
construction projects but the industries only know of the provider without giving 
any direct input to the provider while the citizen may or may not know and/or 
involve in the road design and construction. 

Value is the tangible or intangible effect of the mission on both the provider 
and client. Tangible value includes the deliverables prepared by the provider for 
the client such as blueprint and proposal report while the example of intangible 
values includes the advice and suggestion given by the provider to the client. 
Besides, the service must also create value for the provider such as payment and 
experience that can be used to continue the business. Here, payment is a type of 
direct value for the provider and experience is created indirectly. 

3   Proposed Classification of Services in Engineering 

Many of the engineering applications are services in nature. This paper intended to 
classify those engineering applications based on the definition in Section 2. 
According to Lau et al., 2011, direct recipients and designated action to achieve 
the target are the keys to successfully implement the service activities. Lau et al. 
have identified that services can be categorized into client, non-client, client with 
ownership and client with no ownership. Based on similar classification, services 
in engineering are proposed to be classified into three categories; i) service in 
which the client with engineering ownership is having direct relation with 
provider, ii) service in which client has engineering ownership but does not realize 
or aware of provider, and iii) services provided to non-engineering client but 
aware of provider. This classification is a useful tool for further development in 
service science in engineering field. Table 1 shows the classes of services that are 
related to engineering field. 

In Class A, the provider has engineering background and has direct relationship 
with the client in which the client knows and chooses the provider. However in 
Class B, the client knows its provider but is not necessarily needed to be involved 
in the process of accomplishing the mission that is to generate electricity. For 
Class C, the provider must obtain input from the client but the client may not 
know their existence. This is a back-stage service where engineering provides 
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Table 1 Classification of Services in Engineering 

Provider’s Skill 
& Knowledge 

Client Class Example 

Relation 
with    
provider 

Direct  input 
for mission 

Engineering 
background 

Realize of 
provider 

Involve in   
direct   input 

A Provider consults the client 
in construction 

Not involve in 
direct    input 

B Citizen use electricity 
generated by provider 

Not realize 
of provider 

Involve in 
direct input 

C Biomedical equipments that 
require biological data from 
human are manufactured by 
provider and used by patients 

Not involve in 
direct input 

D Passengers use airplane 
constructed by provider 

Non-
Engineering 
background 

Realize of 
provider 

Involve in 
direct input 

E Architect draws conceptual 
design for infrastructure that 
is built by provider 

Not involve in 
direct input 

F Wastewater treatment 
operator uses available 
activated carbon in the 
market which has been 
developed by chemist 

 
technology for hospital use to cure patients. Furthermore in Class D that is also a 
back-stage service, the provider does not require input from the client to 
accomplish the manufacturing of aeroplane nor requires the client to know the 
profile of the provider. This is a type of service because the passengers do not buy 
the plane but only use it. Classes E and F include the non-engineering provider 
that is required to accomplish engineering mission where the clients for these 
classes are usually engineering individual or organization. Hence, they must 
realize the profile of the provider to determine the reliability of the provider’s skill 
and knowledge so it can be applied in engineering field. 

4   Case Study: The Service Value of Building Information 
Modeling (BIM) 

Definition of Building Information Modeling (BIM) 
Building Information Modeling (BIM) was introduced nearly ten years ago for the 
purpose of distinguishing the information rich architectural 3D modeling from the 
traditional 2D drawing. Once merely an industry catchphrase regarding the future 
of design, it is quickly becoming the central, guiding principle of the design 
process in the Construction Industry (Hammond 2007). It is a building design and 
documentation methodology that relies on an internally consistent, coordinated, 
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and computable digital representation of the building and is used for design 
decision making, and accurate construction document production, planning, and 
performance predictions. In other words, it is a digital representation of the 
physical and functional characteristics of a facility. It is also a shared knowledge 
resource for information about a facility, forming a reliable basis for decisions 
during its life-cycle; defined as existing from earliest conception to demolition 
(Deke Smith 2007).  

A basic premise of BIM is a collaboration of different stakeholders at different 
phases of the life cycle of a facility to insert, extract, update or modify information 
in the BIM to support and reflect the roles of stakeholder. It is about intelligent 
design that let the stakeholder explore a project’s physical and functional, by 
faster and stronger visualization and more cost effective management of buildings 
(Golzarpoor 2010). With BIM, engineers are able to keep information co-
ordinated, up-to-date, and accessible in an integrated digital environment, which 
increases profitability, reduces risks, and eliminates inefficiencies in the building 
design, construction, and management of any project. The model is a shared  
 

Table 2 Benefits of the services provided by BIM (Jin) 

Stakeholder Benefits 

Owner Improved design quality, better performing building (systems coordination, 
engineering analysis), Fewer change orders (building systems clash detection), 
Schedule optimization (construction schedule simulation), Schedule 
compression (digital assisted fabrication, offsite fab), Efficient handover (data 
exchange for operations/maintenance), Risk reduction (more transparency)  

 

Contractor Provides a good estimation during bidding and procurement ,improves 
coordination in construction sequencing ,Effective marketing presentation of 
construction approaches ,helps in identifying possible conflicts that may arise 
during building construction ,Risk reduction (better understanding of 
complexity), Building systems coordination (clash detection, layout) ,Shop 
drawing reduction (model to fabrication), Digital fabrication (steel, HVAC 
ducts, piping), Construction schedule optimization (visual schedule simulation), 
Cost estimating (quantity takeoffs)  

 

Engineer Design prototype (space arrangements, assemblies, materials), Building systems 
coordination (space reservation, clash detection), Analysis (space, lighting, 
energy, structural), Drawing production quality (flexible, exploits automation, 
better coordinated), Design exploration/interrogation (data rich visual 
models),Engineering accuracy (measurement, context)  

 

Team Efficient processes (forces process re-engineering), Improved collaboration 
(concurrent design, process to rally around) ,Better decisions (better 
coordinated information),Accelerated understanding (graphics + data), 
Efficiencies from reuse of data (enter once use many),Improved data quality 
(less data re-entry, less human error) 
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digital representation founded on open standards for interoperability. It may be a 
database made up of a set of interrelated files and not just one entity. The concept 
of Building Information Modeling is to build a building virtually, prior to building 
it physically, in order to work out problems, and simulate and analyze potential 
impacts (Azhar 2008).  

In order for it to be successful, Information Modeling requires comprehensive 
breadth and depth, immersive interaction, simulated performances and trusted 
deliverables. All of these requirements are services to stakeholders hence service 
science principles are required. BIM applies and gives services to the entire 
municipal, utility and building life cycle. The benefits of the services provided by 
BIM to owner, contractor, engineer and team are listed in Table 2. 

5   Conclusion and Suggestion for Future Research Direction 
on the Service Value of BIM 

This paper has given a proposed definition of services for application in 
engineering together with the classification of the industry in services. The 
definition is important for the commencement of service science in engineering 
which could bring the industry to higher level of service performance. Based on 
the definition, a broad classification of services application in engineering was 
proposed. The classification basically can cover all activities of interest in 
engineering field. The discussion on the application of BIM has shown the needs 
of interaction between experts from the world's major BIM player that will help to 
understand how the operational and planning of BIM. Since active interaction 
between local planners and player of issues is the key to successfully provide 
better service in implementing BIM, a clearer and specific definition is needed to 
serve as initial platform. The BIM example indicates that service science can as 
well be adopted in engineering field especially those related to manufacturing and 
structure fields. Based on the proposed definition, further in-depth analysis is to be 
conducted to study the potential of emerging service science with engineering 
field. Additionally, the proposed classification can serves as base of emerging 
service science with service engineering. 
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Abstract. E-services have significantly changed the way of doing business in 
recent years. We can, however, observe poor use of these services. There is a large 
gap between supply and actual e-services usage. This is why we started a project 
to provide an environment that will encourage the use of e-services. In the paper 
we propose an idea of intelligent e-services platform. In addition to established 
possibilities of searching (e.g. keyword searching, manual classified knowledge 
browsing), we also propose our own original approach. The ontology and 
algorithm for proposing appropriate e-services are described in the paper. We use 
expert knowledge in form of question-answer pairs. It is used by the algorithm to 
dynamically guide a dialog with user. Intelligently selected sequence of questions 
is used to suggest the e-service that could help user at a given situation. 
Ontologies and semantic web technologies are used heavily therefore. 

1   Introduction 

E-services (IT-supported services, e-services are typically available via a 
computer network) market has grown considerably. In the case of the Republic of 
Slovenia, this is also clearly stated in European Commission report for digital 
economy i2010 [4]. Although the report is limited to e-government services, it 
also gives a good insight into the whole area of e-services. E-services selection is 
satisfactory to both businesses consumers and individuals. However, we can 
observe poor use of these services: e-services are used in less than three quarters 
of businesses consumers and only little over quarter of individual users [4]. 

Obviously, there is a large gap between supply and actual e-services usage. 
This is why we started the project “Ontology-based E-Services Adoption 
Improvement”. Its aim is to provide an environment that will encourage the use of 
e-services. One of the most challenging features, knowledge management area is 
trying to address, is searching for knowledge. The searching approach used the 
most includes browsing categorized knowledge assets (with support of 
taxonomies) and full text searching [7]. We believe, today’s modern technologies 
and knowledge management approaches have capabilities and opportunities for 
supporting more intelligent knowledge searching. In this paper, however, we are 
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not addressing knowledge searching in general. We focus on searching e-services 
in well defined situation. We established a platform, where searching becomes 
proposing. With the platform we enabled technology, where a problem solution 
can be proposed by the “searching” engine. The platform enables searching for 
knowledge asset with possibility to have explanation of the solution. From the 
user’s point of view it is used regardless of the knowledge representation structure 
or the location in the network. 

This platform is used in order to reduce the gap between supply and use of e-
services - we are proposing an appropriate method of formal presentation of 
knowledge about e-services and applications on this basis. We believe that formal 
notation is necessary to improve the use of e-services significantly. At the same 
time, we will ensure that the new notation will not demand any additional 
activities of e-services users or providers. To enable our methodology, we have 
built a prototype platform. It allows users to use advanced components, such as 
intelligent proposing component to discover appropriate e-service or combination 
of them. System will also allow verification, if there is any alternative e-service or 
a collection of e-services to be selected. In this paper the main focus is put to ideas 
and formulas behind intelligent component for e-services proposing. The 
algorithm is presented in details. 

This paper is organized as follows. Section 2 gives a brief overview on related 
work. In section 3 we advocate our decision to base formal e-services description 
on ontologies. Underlying ontology is also presented. Section 4 highlights 
ontology, used for proposing e-services. In section 5 we present mathematical 
formulas and algorithm for guiding the dialog. In the section 6, we give a brief 
introduction to the platform, which implements our e-services representation and 
algorithm. Finally conclusions are given. 

2   Related Work 

The gap between the high level of offering and low level of e-services usage has 
been detected and tried to be addressed by many authors. The problem is not local, 
since it is observed throughout the European Union and in other IT developed 
countries. 

Wang et al. [10] is proposing the use of specific vocabulary, based on 
ontologies, which allows intelligent search and automatic integration of services 
on the Internet. The author is limited only to online services in the technical sense 
(“pure” Web services with software interface and without user interface). 

Certain authors have already partially addressed the search of the e-services. 
Shan‐Liang et al. [7] are exposing that just indexing keywords cannot serve for 
searching the appropriate e-services. Therefore they propose the statistical 
ontological matching of e-services. This could have been a basis of intelligent e-
services inquiries. The study is interesting because the authors are not limited to 
Web services, but to e-services as a whole. However, they request a specific e-
Service interface (OWL-S). 

There are also more tries of using ontologies as a helping tool. For example 
article [11], which proposed the ontological description of Web services. For each 
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domain it suggests its own ontology, which provides a basis for Web agent’s 
search for appropriate e-services. Thus, accumulated knowledge can be used to 
facilitate the search of e-services. Author addresses only the collection of data 
about services in certain domains, and does not address the search of e-services. 

An similar approach of searching for knowledge assets can be found in paper 
“An Algorithm Selection Approach for Simulation Systems” [1]. It proposes 
expert system that can be used by developers, choosing algorithm, based on per-
formance requirements. The idea of intelligent selection mechanism is introduced. 
It integrates knowledge from many sources and exposes them as a development 
environment plug-in. We also integrate knowledge, but we upgrade the approach 
with additional expert knowledge and whole different approach on using it. 

The paper “PYTHIA-II: A Knowledge/Database System for Managing 
Performance Data and Recommending Scientific Software” [3] discusses the 
problem o finding appropriate software for scientists. They enable automatic 
knowledge discovery as well as the system, used for searching for appropriate 
software. User can describe requirements, based on that the system proposes 
software. Approach on integrating data as well as selecting right solution is 
different than ours, it is more straightforward. We integrate knowledge, based on 
ontologies and leave many possibilities for using it – the approach used here can 
be treated as only one possibility. 

As we are mentioning later, the entropy from information theory [8] is used in 
our platform. Other authors have used it also, for example in paper “Question 
Answering Using Maximum Entropy Components” [5] authors use the knowledge 
from local encyclopedia to find answer for users question. They use entropy as a 
measure for answer relevance. 

The paper “An expert system for suggesting design patterns: a methodology 
and a prototype” [6] describe a methodology for constructing an expert system, 
that suggests design patterns to solve a design problem. The focus is on the 
collection and analysis of knowledge on patterns in order to formulate questions, 
threshold values and rules to be used by an expert shell. What we propose is an 
ontology-based e-services expert knowledge description and an open platform for 
building supporting tools. 

3   Ontology-Based E-Services Representation 

In philosophy, ontologies allow inter-linking and formal description of concepts in 
any area of human involvement. In computer science, the term ontology has much 
narrower meaning. With the help of ontologies, we can do advanced classification 
of individual information elements. We can also interconnect them and create an 
arbitrary metadata system [2]. 

The term ontology is mainly used in the field of knowledge management - 
specifically for classification of individual information objects. There are also 
simpler and less capable classification methods (e.g. controlled vocabulary, 
taxonomy, and dictionary). Ontologies not only allow hierarchical and network 
links between information objects, but also allow specification of axioms, rules 
and other restrictions for specific information object. One of the most important 
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capabilities of ontologies is the ability of interconnecting objects with arbitrary 
relations. They allow ontology to formally describe knowledge. 

The main advantages of using ontologies are as follows: 

• Ontology based formal descriptions are easily processed by a computer and are 
thus suitable for automated processing. 

• Transformation of mathematical notation to a user friendly output is easy to 
achieve. 

• Semantic Web technologies, as a technological foundation for ontologies, are 
standardized and the adaptation rate is increasing rapidly. 

• Knowledge sharing from a technical viewpoint as well as from a conceptual 
viewpoint is basically achieved automatically. 

• Ontology based data is distributed by default. 
• There is a wide range of tools that are supporting technologies from the 

Semantic Web stack. 

Ontology as a conceptual foundation in the project has been chosen upon 
following reasons: 

• We want to achieve greater degree of connectivity with existing formal 
notations and other solutions. 

• We want to establish extensible and standard design for intelligent solutions. 
• We want to establish a simple mechanism for capturing expert knowledge. 
• We want to establish a simple data transformation mechanism. 
• Notation and the platform should support automatic exchange of knowledge. 
• They allow relative simple machine processing of knowledge. 
• We want to support existing formal notations for representing knowledge about 

e-services. 

Semantic web techonologies, which are supervised by the W3C consortium [9], 
are represented as a stack of standards which allow use of ontologies from a 
technical viewpoint. One of the core components is RDF (Resource Description 
Framework), which is based on the markup language XML (eXtensible Markup 
Language). Concepts in RDF are denoted by URIs (Uniform Resource Identifier - 
another W3C standard, which is designed for globally unique naming). RDF 
allows the construction of a data model for resources and the relationships 
between them. Unified naming on URI is not enough for use of knowledge in 
intelligent agents. Ontologies fill this gap. There are several languages available 
for constructing ontologies. OWL (Web Ontology Language) is most widely used 
one and is also recommended by W3C. The whole stack of semantic technologies 
is available on the Web pages of W3C consortium [9]. 

The core of our ontology is shown in Figure 1. We have classified services to 
be simple services, not supported by ICT at all, or e-services. We also manage 
services, which are composed with several services. Ontology also covers special 
e-services, supported by web applications or exposed with web services. Ontology 
enables capturing several service providers. They can also be classified using 
taxonomies and folksonomies. Please note that Figure 1 gives only basic insight 
on some classes and their relations in larger ontology. 
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Furthermore, the user knowledge aspect is also supported by the presented 
ontology in quite straightforward way. Users can provide experiences (knowledge) 
in question-answer pairs, which enables them to capture their implicit knowledge. 
Not only users can give experiences to tell which service is used in a particular 
situation (“Question” class), they can also specify more possible services to a 
situation (“Answer”) with specified probability (“AnswerRelevance”). This value 
ranges from 0% to 100% and tells the user how likely it is that their particular 
candidate (“Solution”) is used when the answer to a given question is confirmed 
as positive. Answers and possible e-services can easily be updated or added to 
questions at any time with the aid of a rich user-friendly web interface. 

In order to connect several hints (question-answer pairs) into a dialogue, an  
oft-used technique in expert systems is to connect them into a decision tree, which 
can be used for guiding dialogues in pursuing a final solution. We believe that 
such an approach is a) quite expensive, since you need a lot of work from your 
domain experts b) inappropriate in the long-term, since updating complex decision 
trees with new questions is not an easy task and c) impractical, since experts 
would not be particularly motivated to connect questions to form a decision tree, 
whereas it is not as taxing to just provide a hint or two. 

5   E-Services Proposing Algorithm 

In this chapter we are presenting our algorithm, which enables us to connect 
previously mentioned hints into guided dialogues. The main objective of our 
algorithm is to dynamically connect separate hints into a guided dialogue as an 
alternative to constructing fixed decision trees. There could, however, be several 
techniques on how to select an appropriate service, based on answers given to the 
posed questions. One could simply ask all possible questions and use simple math 
to select an e-service that was given the highest relevance through such a dialogue. 
A second technique would be to ask random questions for as long as  some kind of 
measure could not be found that a particular e-service had significantly greater 
value than others. We decided to guide a dialogue more cleverly: after the user 
answers a question, we would choose the next most promising question. We 
wanted to ask as few questions as possible. In an ideal scenario, we would ask as 
few questions as would be asked if we would have a fixed decision tree. The main 
idea of the algorithm is therefore to select such a question at every step, which 
would maximally increase the captured knowledge about current design issue. 

Our algorithm has three possible termination states: a) one e-service is chosen 
based on the predefined threshold, b) the user terminates the algorithm manually, 
or c) there are no more questions to be asked. 

Let us present a set of e-services with vector P = [p1, p2, p3, …, pn], where 
every service is presented with pi (1<=i<=n). The number of all possible services 
is n. 

In the algorithm itself and as an output, the vector C is used. Its structure is as 
follows: C=[c(p1), c(p2), c(p3), …, c(pn)]. Let us call vector C a “certainty vector”, 
where c(pi)  is the current certainty for service pi. The vector values c(pi) are 
within the range [0,1]. The number 0 means that it is certainly not likely that the 
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service is the final solution, 1 means it is certainly likely that the service is the 
final solution, while with 0.5 we have no information about the e-service 
whatsoever. It is obvious that the initial value of vector C is c(pi)=0.5 for all i. It is 
the goal of the algorithm to employ questions until vector C is transformed as 
much as possible. 

When vector C is evaluated with a value that is deemed good enough (at the 
moment it is the experimental determined threshold), the algorithm is finished. If 
this is not the case, the next most promising question is selected. 

When the answer is given, vector A=[ a(p1), a(p2), a(p3), …, a(pn)] is 
constructed. The values a(pi) are the values of relevance for a particular service in 
the given answer. For e-services that are not mentioned by answer, we put value 
0.5 (which means that we have no information on the e-services). When changing 
vector C (current certainty vector) with regard to vector A (the current answer), 
several guiding factors should be followed, which are captured by Equation 1: 

 ) = ) )2 ;  ) 0.5 ) = );  ) = 0.5 

Eq. 1 Combining certainty vector with an answer vector 

This simple method meets all the needed factors and is in addition also quite 
resistant to contradictory answering: if user gives answer in favor of a particular 
service and later an answer that is not in favor of the same e-service, we are again 
close to 0.5 (the "do not know"-zone).  

The evaluation of the current dialogue state (vector C) is used to a) determine if 
there is one e-service that can be significantly chosen as a final solution and b) 
select the next question to be asked. In the first case, we calculate the evaluation 
value of vector C, and if the value is lower (a lower value is better) than the 
predefined threshold, the dialogue can stop. When choosing the next question, we 
calculate the values of vector C with all possible answer vectors A. The algorithm 
selects those questions that definitely and maximally lower the value of vector C 
in every case. 

We designed the algorithm in such a way that the evaluation method is separated 
from the algorithm itself. This is how we were also able to compare several 
competing formulas. The first idea was to use the formula to calculate information 
entropy from vector C, as defined by Shannon [3]. The process of the dialogue 
would then basically be the process of lowering the entropy value: when the user 
starts the dialogue with the platform, the entropy value is maximal, since we have no 
information regarding the proposing of the e-service. Theoretically, if the user 
answers all the questions held by the platform, the entropy would reduce to the 
minimum possible level and it would be quite simple to propose an e-service. 
Entropy formula was a good starting point, but it showed some weaknesses in our 
case: dynamic threshold value and a lack of capturing e-services relations. This is 
why we developed our own formula, which works on our domain even better than 
the formula for entropy. But all original ideas about entropy and lowering entropy 
are preserved. The relevancy of vector C is calculated as: 
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Eq. 2 Calculating the relevance value of vector C 

cmax is the maximum value of vector C 

 is the average value of vector C, calculated as = ∑ )
 

and D is the factor that captures the current »progress« of vector C: count(c05) 
means the number of e-service certainties, that share the value of 0.5 and 
count(cmax) means the number of e-service certainties, sharing the maximum value 
in vector C.  

The algorithm as a whole looks like follows. The function “guide_dialog” is the 
primary one (see figure 3). It is used to select questions until termination by a) the 
user b) the solution is selected or c) there are no more questions. Since the user 
observes the progress of vector C all the time, it is easy to see when a particular e-
service is starting to gain. The user is also given the opportunity to skip questions 
that he or she does not understand or does not know the answer. The threshold value 
of 0.45 for Rel(C) was determined in experiments and was shown to work well. This 
value can, however, be easily changed in order to investigate its ideal value. 

The function “select_question” (not presented in details) receives a list of all 
unasked questions and the current state of vector C. The output is a question to be 
asked, if possible. It is selected according to formulas described before: selected 
question would lower the value Rel(C) evenif the worse answer is given. This 
approach is well known from game-playing theory. 

 
create a set of all questions QUE 
create a set of all e-services P 
guide_dialog(QUE, P) 

THRESHOLD=0.45 
create vector C, ci=0.5, 1<=i<=n, n=number of e-services 
while QUE not empty 

Q=select_question(QUE,C) 
if (Q==empty) print C, terminate 
remove Q from QUE 
collect answer ANS 
if (ANS != »do not know«) 

create vector V_ANS from answer ANS 
C=combine(C,V_ANS) 
print C 
if (user select to finish) terminate 
if (rel(C)< THRESHOLD) terminate 

else continue 
do 

end 

Fig. 3 The e-services proposing algorithm 
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6   Open Semantic Services Platform 

The prototype (Open Semantic Services Platform) enables hosting of intelligent 
services, which will empower use of e-services. The platform will also be 
available through application programming interfaces (API), in this manner the 
prototype itself will be an e-service available for reuse in third party applications. 
The prototype is implemented using open-source and freely available software. 
The base of the platform is semantic web technologies. 

The platform itself among others allow knowledge integration from distributed 
data sources (catalogues of e-services, World Wide Web, etc.) and management of 
the gathered knowledge. Additionally, the platform also: 

• enable providers and users of e-services annotation of services with additional 
knowledge, 

• integrate data from the World Wide Web, and from additional data sources, 
• transform data encoded in RDF language to a user-friendly format, 
• manage index of words, which were used in the platform and additional data 

sources in order to enable searching based on keywords, 
• provide all the data in raw RDF format, which will in turn enable newly built 

components to easily reuse information, 
• manage a collection of real-world examples. 

The prototype implementation contains 3 services, which is running on the 
presented platform (see figure 4): 

• full text search (data is not indexed only from local sources but also from 
external sources, e.g. World Wide Web), 

• proposition of e-services or collection of e-services by using questions and 
answers approach, 

• search for alternative e-services or alternative collections of services. 

  

Fig. 4 Platform architecture 
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Proposing module implements the algorithm, discussed in section 5. In order to 
do the experimenting, there is also possibility to implement another strategy of 
asking questions. One could be asking random questions until measure of success 
meets certain threshold. Another could also build fixed decision tree based on 
question-answer pairs and decisions available. This strategy is actually available 
in the platform to support comparison of human-designed question sequence with 
calculated ones. 

All knowledge, held or integrated by the platform, is also available through 
RDF interface. This enables possible future integrations with similar systems in 
quite straightforward way. 

At the moment, we are testing core functionalities of the platform. Users have 
entered 549 e-services so far at this phase. They have also classified them in the 
means of different providers, interaction types, economy activities, domains, types 
etc. They were actively involved in defining taxonomy also. Taxonomy itself is 
not closed and final but can, on the other hand, be altered at any time. 

Based on that 549 e-services, we can get quite good first insight in the state of 
e-services in the Republic of Slovenia. The data might, however, be interesting for 
international audience also: majority of collected e-services is provided by private 
enterprises; services are mainly oriented in business-to-customer manner; users 
discovered mainly services form the area of vehicle trade; finance and insurance 
economy activities; test users mainly discovered e-services from the domains of 
traffic, education and culture (if we ignore unclassified services). 

Entering expert knowledge in terms of question-answer pairs is a work in 
progress. Based on preliminary tests we are confident in the method of using that 
knowledge in presented algorithm. 

7   Conclusions 

It is our goal, that we will provide an e-services management methodology at the 
end of the project. It will in addition to e-services repository management also 
allow advanced, easy to use mechanisms for search and proposal of e-services. 
The project outcomes will allow user collaboration and linking of e-services. At 
the moment, platform itself is almost complete, so we can really focus on research 
on its benefits. 

Firstly, the methodology approaches and the platform will be demonstrated in 
real life. We will address e-services that are targeted at student population. 

The work on the project will be verified using established scientific research 
methods. In the final stages of the project, we will conduct a controlled 
experiment and a large number of surveys on the test population. In this manner, 
we will determine whether and to what degree our approach helps promoting the 
use of e-services. At this time, out platform will go public. 

In this paper we presented a gap between supply and actual e-services usage. 
This is why we started a project to provide an environment that will encourage the 
use of e-services. This paper showed the origins of our project and its current 
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position. The main focus was put to intelligent component for proposing e-
services and its underlying ontology and algorithm. We also discussed the 
decision of using semantic web technologies and their potential to improve using 
of e-services. 

In this paper we presented our own original approach on finding solutions. It is 
based on minimal expert involvement and intense involvement of modern, 
intelligent technologies. 

At the moment, the project can serve with some original contributions. The 
most important are: 

• the ontology-based method for describing e-services and knowledge about 
them, 

• the holistic methodology, which cover capturing, management and using 
knowledge about e-services, 

• the semantic web-based prototype platform for hosting intelligent components 
based on knowledge about e-services, 

• collected knowledge about ready-to-use e-services, 
• operable intelligent component with novel approach for e-services proposing. 

At the moment of testing we can summarize that even at this stage, the outcomes 
of the project are promising. 
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Abstract. This article examines Project Failure in the IT Sector, specifically 
regarding projects being undertaken in organisations where project tasks clash for 
resources with concurrent regular ongoing “Business as Usual” IT operations. 
Projects also clash due to the project altering the organisational “status quo” in 
many other areas of the firm which are also causes of Project Failure which are 
examined. A background theoretical review of current Service Science thinking is 
undertaken, statement of current issues is made and then suggestions for areas of 
further research to attempt to address the issues from a Service Science 
perspective are discussed. 

Keywords: Service Science, Service Dominant Logic, Project Failure, SDL, S-D, 
Project Management. 

1   Introduction 

It is no secret in the computer industry that information systems projects are more 
likely to fail than not. Information system breakdowns, financial market failures, 
accidents, natural disasters and planning failures, are common subjects.   Bignall 
and Fortune (1984) called these failures 'systems failures. Systems failures are 
recognised as occurring from a complex interaction of technical and human 
factors set in a social situation rather than as the result of the failure of one 
particular component; human or technical (Stanforth 2010).  

Although there is much work being done in describing the failures of many IT 
projects, there are few theoretical underpinnings given to the failures. Many have 
consequently chosen to avoid addressing the issue of failure directly and have 
couched their discussion in terms of what is needed to achieve success. It is the 
authors’ belief that projects failed because there is a lack of understanding about 
value creation. This paper examines the failures of IT projects from the 
perspectives of service science. It is our belief that by understanding the co-
creation of value from service science, it is possible to resolve many of the known 
pitfalls in project management. This paper proposes a paradigm that can be used to 
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help IT projects to avoid failures; it begins with a brief review of IT project 
failures, followed by description of the personal experiences of the author in 
project implementations.  Afterwards reviews the emerging field of service 
science and service dominant logic, concluding with suggestions for further 
research.  

2   Project Failures 

IT projects have a bad reputation for going over budget and schedule, not realising 
expectations and for providing poor return on investment (Jaques, 2004; 
McManus and Wood-Harper, 2008). A study of 50 government projects over 20 
years found that those involving technical innovation and systems development 
historically ran over budget by up to 200% and over the original contract duration 
by 54% (Bronte-Stewart 2009). The cost of project failure across the European 
Union was €142 billion in 2004 (McManus and Wood-Harper, 2008). 

The Office of Government Commerce (OGC), part of the Efficiency and 
Reform Group within the Cabinet Office, in 2005 identified eight common 
mechanisms which lead to project failure: 

• Lack of clear links between the project and the organization’s key strategic 
priorities (including agreed measures of success) 

• Lack of clear senior management and ministerial ownership and leadership 
• Lack of effective engagement with stakeholders 
• Lack of skills and a proven approach to project management and risk 

management 
• Too little attention to breaking development and implementation into 

manageable steps 
• Evaluation of proposals driven by initial price rather than long-term value for 

money (especially securing delivery of business benefits) 
• Lack of understanding of, and contact with, the supply industry at senior levels 

in the organization 
• Lack of effective project team integration between clients, the supplier team 

and the supply chain. 

Many articles have been written about the extent and causes of IS/IT project 
failure and numerous studies have discussed a range of recognised risk factors 
including those concerning project leadership and management, organisational 
culture and structure, commitment and patterns of belief, user involvement and 
training, developer expertise, technology planning, scope and objectives setting, 
estimation and choice/use of methodology, (Block, 1983; Boehm, 1991; Willcocks 
and Margetts, 1994; Sumner, 2000; Cusing, 2002; Hashmi, 2009). 

IS/IT projects are unique in that they are conceptual in nature and require the 
intense collaboration of several different groups of stakeholders including IS staff, 
users and management. IS projects are usually undertaken in teams and therefore 
subject to the vagaries of group dynamics, interactions, coordination and 
communication. The diverse backgrounds and training of the various team 
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members and other people associated with the project make the ability to 
communicate and coordinate the activities of the group extremely important. 
(Ewusi-Mensah 1997).  

Roger Elvin, (Senior 2003) argued that the management complexity arises from 
the necessity to deal simultaneously with several tensions: 

• Innovation versus risk 
• Learning versus control 
• The need for organisational change to deliver business benefit versus 

stakeholder resistance to change 
• Multiple stakeholder perceptions of the purpose of the project 
• The need to deliver value to the organisation versus managing effectively to 

satisfy time, quality and cost objectives 
• Managing detail and the “big picture”. 

From the literature reviews above, it can be seen that there are many reasons given 
for project failures. The author has experienced many failures personally. 
Subsequent sections of the paper briefly review some of the causes of project 
personally encountered by one of the authors.  

3   Personal Experiences in Multiple Organisations 

How many Information Technology Project fail? The truth is that the failed 
percentage is quite high, but an even higher percentage are delivered with much 
less in terms of useful outputs and results than was originally envisaged, often in a 
much longer timeframe than originally expected and at the same time at much 
higher incurred costs, also with ongoing long term issues (“Technical Debt” to use 
an Agile Software Development term). 

The first author of this paper has experienced of many project failures during 
his 15 years of working with different organizations. Before we proceed with 
analyzing the causes of failures through the lens of service science, it is suffice to 
introduce the important emerging subject of service science.  This will enable us 
to propose a new framework for the co creation of value for project management.  

Many failed IT projects have been ‘explained away” in the past in many 
organisations on the basis of poor Project Management and over the past decade 
there has been a concerted push by the IT industry as a whole to address this issue, 
to the point where this is no longer a completely valid excuse. Most IT Project 
Managers have undertaken the now almost mandatory PMI courses to the point 
where having a PMI certification is no longer a differentiator in the market place 
in terms of jobs skills, but the poor performance of IT projects continues unabated. 
Although the addressing of poor project management skills has managed to 
alleviate one pressing issue for the industry, the industry is yet to come to terms 
with issues surrounding the fundamental issue of poorly conceived projects in the 
first instance, which are then thrust onto project managers with the expectation 
that the Project Manager is some type of miracle worker who will either bring the 
project in successfully, in which case they will become a “Company Hero”  or on 
the other side of the coin, they can be used as a scape goat to take the blame.  
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4   Service Science 

The service sectors now represent 80% of the developed economies.  Currently 
there is a lack of understanding of the science underlying the design and operation 
of service systems. In response to this, IBM has advocated a new discipline known 
as Service Science, or Service Science Management and Engineering (SSME).  
Research in service science seeks to find out how to design, build, operate, use, 
sustain and dispose of service systems for the benefit of multiple stakeholders 
such as customers, shareholders, employees, partners and society (IBM 2007). The 
aim of service science includes addressing issues such as to what extent 
organizations can be restructured, how to manage service innovation, and others. 

There are many different definitions given to services.  Services are deeds, 
processes and performance (Zeithaml et al 2006). Vargo & Lusch (2006) define 
service as the application of specialised competences (knowledge and skills) 
through deeds, processes and performances for the benefit of another entity or the 
entity itself (p.4).  

A “Service System” is defined as “a value co-production configuration of 
people, technology, other internal and external service systems, and shared 
information (such as language, processes, metrics, prices, policies and laws.)”  
(Spohrer et al 2007). Examples of service systems include people, organisations, 
corporations, cities, families etc.  A key condition is that service systems interact 
to co-create value.   

4.1   Service Dominant Logic 

Central to service science is the concept of service dominant logic. In the last few 
decades there has been work going on by researchers trying to differentiate 
between goods and services.  An emerging new concept has been gaining 
popularity among service management concerning the role of the firm.  Vargo and 
Lusch (2004) argue for evolving a service dominant logic in marketing to replace 
the goods-dominant logic of the traditional view. 

The new service dominant (S-D) logic is concerned with value-in-use. Value is 
always co-created between producers and consumers. Thus value is co-created 
through the combined efforts of firms, customers, employees, government 
agencies, stakeholders and other entities related to any given exchange, but is 
always determined by the beneficiary (e.g. customer).   

In S-D logic, the notion of value co-creation suggests that there is no value until 
an offering is used. Experience and perception are essential to value determination 
(Vargo & Lusch 2006, p.44). Offerings must be integrated with other market 
facing (from other firms) and non-market facing (e.g. personal/private and public) 
resources for value to be created. Value creation typically requires resources 
beyond a two-party system, often involving a firm, its customers, suppliers, 
employees, stakeholders, and other network partners (Lusch & Vargo 2006). 

According to these authors, services provided directly or through a good are the 
knowledge and skills (competencies) of the providers and beneficiaries that 
represent the essential source of value creation, not goods that are sometimes used 
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to convey them.  Because of this, Sporher and others (2008) argue that service 
involves at least two entities, one applying competence and another integrating the 
applied competence with other resources and determining benefits (value co-
creation). These interacting entities are service systems.  Therefore, a service 
system is defined as a dynamic value co-creation configuration of resources, 
including people, organisations, shared information (language, laws, measures, 
methods) and technology, all connected internally to other service systems by 
value propositions. These authors further explained that each service system 
engages in three main activities: 

• Proposing a value co-creation interaction to another service system (proposal). 
• Agreeing to a proposal (agreement) and  
• Realising the proposal (realisation). 

4.2   Co-creation of Value 

Understanding what customers value within a particular offering, creating value 
for them and then managing it over time have long been recognized as essential 
elements of firms’ business strategy (Drucker, 1985). Porter (1985) argued that a 
firm’s competitive advantage stems from its ability to create value for its 
customers that exceeds the firm’s cost of creating it. The dominant logic of 
business is now being challenged. Today consumers want to interact with firms to 
co-create their own experiences.  Interaction is the basis for value creation. 
Companies no longer act autonomously to design products and services.  
Customers want to interact with firms to co-create their own experiences.  Today 
we have the new logic of business (Prahalad & Ramaswamy 2004). 

Coates (2009) argues that the aim of co-creation is to enhance organisational 
knowledge processes by involving the customer in the creation of meaning and 
value. Co-creation also transforms the consumer into an active partner for the 
creation of future value.  

From the general management perspective, Prahalad et al., (2004) have  
developed  a holistic generative framework describing the fundamental building 
blocks of value co-creation practices, including Dialog, Access, Risk management 
and Transparency (thus, DART framework): 

• The open Dialog between the multiple actors within the value network 
encourages knowledge sharing and mutual understanding. It provides an 
opportunity for customers to interject their view of value into the value creation 
process and helps companies understand the emotional, social, and cultural 
contexts of end user experiences.  

• Access challenges the notions of openness and ownership. Providing customer 
access to resources, information, tools, assets and processes at multiple points 
across the value network provides companies with innovative ideas about new 
products and services, new business opportunities and new potential markets. 
As customers become co-creators of value, they become more vulnerable to 
risk 
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• Risk and demand more information about the potential risks associated with the 
design, manufacturing, delivery and consumption of particular products and 
services. Proactive risk communication and management offers companies with 
new opportunities for competitive differentiation.  

• Transparency builds trust between both institutions and individuals. It enables a 
creative dialogue in which trust emerges (Tanev et al 2011).  

The value co-creation process not only occurs within a provider and customer 
dyadic relationship but also involves several participants as dynamic operant 
resources in a many-to-many perspective (Gummesson, 2008; Mele, Colurcio and 
Russo Spena, 2009).  We need to start to think about it from the customer’s 
perspective and to work out how to co-create more value together with customers 
in project management. In order to do this, we need knowledge as knowledge is 
the Source of Business Value. “Knowledge includes all the valuable concepts and 
vital know-how that shape a business to be wanted and needed by customers”. It is 
our belief that co-creation of value from SDL can be used to help overcome the 
problems associated with project management. A framework for co-creation of 
value is proposed. 

5   Causes of Failures in Project Management through the Lens 
of Service Science 

Through the lens of service science, there are several reasons why project fail: 
Firstly, the various stakeholder group representatives often act divisively in 

terms of attempting to satisfy self interest in as much as they are attempting to 
achieve goals that have been set for their own group and these goals are focused 
towards individual identifiable achievement for the group rather than for the 
organisation as a whole. Each stakeholder has his or her value ignoring the needs 
of others, that is; there is a lack of co creation of value.  

Secondly, most of the stakeholders were only interested in how much money or 
cost they can save rather than providing service. That is using their knowledge and 
skills to benefit the other partners. The value perceived here is that of value in 
exchange rather than value in use. Thirdly, the relational link between each of the 
stakeholders is that of translational rather than relationship from the service 
perspective.  Fourthly, a firm cannot create or deliver value alone. It always 
requires co-creation with customers and it cannot be embedded in the 
manufacturing process.  

How do we start to address the above problems that besiege project managers? 
It is our belief that a new approach is needed. A possible solution could be from 
the perspective of service science. 

6   Framework for Co-creation of Value for Project 
Management  

The proposed framework should be based on the co-creation of value of DART 
and other factors. To achieve competitive advantage it is not knowledge itself that 
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is important, but rather the firms’ capacity to apply this knowledge effectively in 
order to create new knowledge (Grant, 1996).  Dynamic capabilities are important 
because knowledge flows from one capability to another, through the 
reconfiguration of organizational capabilities, leading to new knowledge that 
enables the firm to create superior customer value. 

To co-create value for sustainability; firms need to take a more comprehensive 
view of the environment in which they must compete. This view not only includes 
buyers and suppliers but the local market for skilled workers, financial 
institutions, universities, legal system, and the domestic political situation.  This 
requires the concept of dynamic capabilities. The dynamic capabilities emphasise 
the “soft assets” that management needs to orchestrate resources both inside and 
outside the firm. This includes the external linkages that have gained in 
importance, as the expansion of trade has led to greater specialization.  It 
recognizes that to make the global system of vertical specialization and co-
specialization work, there is an enhanced need for the business enterprise to 
develop and maintain asset alignment capabilities that enable collaborating firms 
to develop and deliver a joint “solution” to business problems that customers will 
value (Teece 2010).  

We argue that in order to maintain competitiveness it is not enough for firms to 
be in possession of valuable resources and capabilities; they also require dynamic 
capabilities to develop and renovate their organizational resources and capabilities 
(Teece et al., 1997). The authors have developed a conceptual framework for  
co-creation of value for project management. The dynamic capabilities value co-
creation framework should consist of the following capabilities:  

• Customer knowledge capabilities 
• Collaborative networks capabilities  
• Organizational capabilities 
• Market orientation capabilities  
• Management of technology capabilities. 

Each of these require dynamic capabilities to enable the co-creation of value using 
DART and other features.  The authors are currently working on this framework. 

7   Conclusion 

IT project failure is a common thing. There are many tales of IT projects that have 
failed. IT projects have difficulties with completion on time or on budget or on 
scope. In fact many are cancelled before completion or ultimately not 
implemented. There are many different reasons for the failure of IT projects, the 
most common reasons are rooted in the project management process itself. 
Projects fail because they do not meet one or more of the following criteria for 
success: delivered on time, or on budget, or satisfactory to user requirements.  

Central to the problems in project failure is that there are many different 
stakeholders involved in the project and each often has conflicting interests. It is 
our belief that successful project management requires the co-creation of value 
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between the different stakeholders of the project.  The emerging field of service 
science can provide the answer and the development of the framework started with 
the recognition that of the centrality of co-creation of value is the process.  Co-
creation can be viewed as set of processes and resources with which the company 
seeks to create value propositions. Processes include the procedures, tasks, 
mechanisms, activities and interactions which support the co-creation of value. It 
is our belief that the co-creation framework proposed will provide project 
management with a means of addressing many of the failures. Currently we are 
working on the framework and empirical studies will be conducted using real 
cases to demonstrate its effectiveness.  

References 

Bignall, V., Fortune, J.: Understanding Systems Failures. The Open University. Manchester 
University Press, Manchester (1984) 

Block, R.: The Politics of Projects. Yourdon Press, Prentice-Hall, Englewood Cliff, New 
Jersey (1983) 

Boehm, B.: Software Risk Management: Principles and Practices. IEEE Software 8(1), 32–
41 (1991) 

Bronte-Stewart, M.: Risk Estimation From Technology Project Failure. In: 4th European 
Conference on Management if Technology, Glasgow, Scotland, September 4-6, pp. 4–6 
(2009) 

Coates, N.: Co-Creation: New Pathways to Value: An Overview (2009), 
http://www.promise.corp.com/newpathways  
(accessed on September 12, 2010) 

Cusing, K.: Why projects fail, IT project leadership report. The Cloverdale Organisation 
(2002) 

Drucker, P.F.: Innovation and Entrepreneurship. Harper and Row, New York (1985) 
Elvin, R.: Advice: There is no ‘magic bullet’ solutions (2003), 

http://www.computerweekly.com; 
http://www.computerweekly.com/feature/Directors-notes 
(accessed on October 21, 2006) 

Ewusi-Mensah, K.: Critical Issues in Abandoned Information System Development 
Projects. Communications of the ACM 40(9) (1997) 

Grant, R.M.: Toward a Knowledge-Based Theory of the Firm. Strategic Management 
Journal 17, 109–122 (1996) 

Gummesson, E.: Extending the new dominant logic: from customer centricity to balanced 
centricity. Journal of the Academy of Marketing Science 36(1), 15–17 (2008) 

Hashmi, M.: High IT Failure Rate: A Management Prospect. Blekinge Tekniska Hogskola 
Sektionen for Management (2009) 

IBM, Service Science, Management and Engineering (2007), 
http://www.research.ibm.com/ssme (accessed on September 23, 2009) 

Jaques, R.: UK wasting billions on IT projects (2004), http://vnunet.com 
McManus, J., Wood-Harper, T.: A study in project failure. BCS, Articles, Project 

Management (2008) 
Mele, C., Colurcio, M., Russo Spena, T.: The 2009 Naples Forum on Service: Service-

Dominant Logic, Service Science and Network Theory, Naples, June 16-19 (2009) 



Why Projects Fail, from the Perspective of Service Science 429
 

NAO/OGC, Common Causes of Project Failure. National Audit Office and the Office of 
Government Commerce (2005) 

Porter, M.E.: Competitive advantage: creating and sustaining superior performance. Free 
Press, New York (1985) 

Prahalad, C.K., Ramaswamy, V.: Co-Creation Experiences: The Next Practice in Value 
Creation. Journal of Interactive Marketing 18, 5–14 (2004a) 

Prahalad, C.K., Ramaswamy, V.: The Future of Competition: Co-Creating Unique Value 
with Customers. Harvard Business School Press (2004b) 

Spohrer, J., Maglio, P.P., Bailey, J., Gruhl, D.: Steps Toward a Science of Service Systems. 
IEEE Computer 40(1), 71–77 (2007) 

Stanforth, C.: iGovernment Working Paper Series. Analysing e-Government Project 
Failure: Comparing Factoral, Systems and Interpretive Approaches. Manchester Centre 
for Development Informatics, iGovernment Working Paper 20 (2010),  

 http://www.sed.manchester.ac.uk/idpm/research/publications/
wp/igovernment/documents/iGovWkPpr20.pdf  
(accessed on January 4, 2012) 

Sumner, M.: Risk Factors in Enterprise-wide/ERP projects. Journal of Information 
Technology 11, 317–327 (2000) 

Tanev, T., Bailetti, T., Allen, S., Milyakov, H., Durchev, P., Ruskov, P.: How do value co-
creation activities relate to the perception of firm’s innovativeness? Journal of 
Innovation Economics (7), 131–159 (2011), http://www.cairn.info/revue-
journal-of-innovation-economics-2011-1-page-131.htm, 
doi:10.3917/jie.007.0131 (accessed on January 4, 2012) 

Teece, D.J., Pisano, G., Shuen, A.: Dynamic Capabilities and Strategic Management. 
Strategic Management Journal 18(7), 509–533 (1997) 

Vargo, S.L., Lusch, R.F.: Evolving to a New Dominant Logic for Marketing. Journal of 
Marketing 68(1), 1–17 (2004) 

Vargo, S.L., Lusch, R.F.: Service-dominant logic: What it is, what it is not, what it might 
be. In: Lusch, R.F., Vargo, S.L. (eds.) The Service-Dominant Logic of Marketing: 
Dialog, Debate and Directions, pp. 43–56. M.F. Sharpe, Armonk (2006) 

Zack, M.H.: Rethinking the knowledge-based organization. MIT Sloan Management 
Review 44(4), 67–71 (2003) 

Zeithaml, V.A., Bitner, M.J., Gremler, D.D.: Service Marketing: Integrating customer focus 
across the firm, 4th edn. McGraw-Hill International, London (2006) 



 

L. Uden et al. (Eds.): 7th International Conference on KMO, AISC 172, pp. 431–442. 
springerlink.com                                         © Springer-Verlag Berlin Heidelberg 2013 

A System for Cyber Attack Detection Using 
Contextual Semantics 

Ahmed AlEroud and George Karabatis 

Department of Information Systems, University of Maryland, Baltimore County (UMBC) 
1000 Hilltop Circle, Baltimore, MD 21250, USA 
{Ahmed21,Georgek}@umbc.edu 

Abstract. In this paper, we present a layered cyber-attack detection system with 
semantics and context capabilities. The described approach has been implemented 
in a prototype system which uses semantic information about related attacks to 
infer all possible suspicious network activities from connections between hosts. 
The relevant attacks generated by semantic techniques are forwarded to context 
filters that use attack context profiles and host contexts to filter out irrelevant 
attacks. The prototype system is evaluated on the KDD 1999 intrusion detection 
dataset, where the experimental results have shown competitive precision and 
recall values of the system compared with previous approaches.  

Keywords: Context, Context-aware Cyber Security, Semantic Networks.  

1   Introduction 

Internet communications and distributed network environments have become rich 
media for electronic data transfer. Due to huge amounts of data transmission, it 
becomes vital to build effective security policies and threat-detection systems that 
are capable of analyzing network data. There has been a significant amount of 
work performed in the area of intrusion detection; however, most of the recent 
approaches focus on processing alerts with no semantics or context aware 
capabilities. Providing semantic capabilities on the top of Intrusion Detection 
Systems (IDS) can have a great benefit in inferring possible relationships between 
network attacks. Additionally, context aware capabilities can be utilized to filter 
out most of false positive alerts about possible attacks. The current IDSs are 
broadly categorized as host-based or network-based. In host-based IDSs, the 
system is only aware of the host environment. By contrast, network-based IDSs 
have a better knowledge of events happening at the network level. Both network-
based and host-based IDSs utilize rule engines to disseminate alerts, with a 
significant number of such alerts being false alarms due to the lack of contextual 
information concerning hosts and network events. To address this problem, we 
propose a layered attack detection system that utilizes semantics and context. The 
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system is designed to detect all relevant attacks occurring under particular 
contexts. It consists of one semantic layer and two context layers. The semantic 
layer is represented by semantic networks [1, 2] which are graphs with nodes 
representing attacks and edges modeling semantic relationships between attacks; 
we use semantic networks to infer all relevant attacks in a sequence of suspicious 
network connections events. By contrast, context layers are applied on top of 
semantic networks to filter out irrelevant attacks by matching them with 
contextual information about attack profiles and network hosts. The contributions 
of this paper are three-fold: First, we utilize an automatic approach to create a 
semantic network of relevant attacks using the KDD 1999 dataset [3]. Second, we 
apply the Conditional Entropy Theory [4] to create attack context profiles based 
on attack features. Context profiles are then used to filter out all non-relevant 
predictions made by the semantic network. Finally, we create host context filters 
consisting of contextual facts about hosts and attacks. We employ a logical based 
approach to filter out attacks based on host-attack contexts. The context filters are 
applied in a layered manner to filter semantic network predictions. The reminder 
of this paper is organized as follows: The next section describes the approach used 
in creating system semantics and contexts layers. Section 3 reports our experiment 
with the KDD 1999 intrusion detection dataset. Section 4 presents the related 
work with an emphasis on various techniques and methods which are related  
to semantics and context in the cyber security domain. Section 5 provides 
conclusions and points out future work. 

2   The Approach 

In this section, we provide an overview of our approach and a description of the 
prototype system. Figure 1 illustrates the major components in our system. The 
detection process occurs in two phases: First, the attack detection models are built 
using historical audit network data, and then we use these models in a layered 
manner to simulate the actual detection on network evaluation data. We use a 
network data repository (Audit Network Data in Fig. 1) to store a set of events 
collected by network sensors, as well as their characteristics. We use the publicly 
available intrusion detection dataset (KDD 1999) [3] as the network data 
repository. Although some researchers have identified drawbacks in KDD 1999 
[5, 6], this dataset is nevertheless one of the most widely datasets in evaluating 
intrusion detection systems. The KDD 1999 is formatted as a set of network 
connection records labeled as normal activities or attacks. Each connection record 
has 41 features, which characterize that particular connection in terms of 
connection protocols, the services requested, etc. The attacks found in the KDD 
1999 dataset are also categorized in one of four categories: 1. User to root (U2R), 
2. Remote to local (R2L), 3. Denial of service (DOS), and 4. Probe Attacks. 
Before using our system we create the semantic network model, the simple 
Bayesian network model, and the attack context profiles, as are explained next.  
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Fig. 1 Major System Components 

2.1   Semantic Network Creation Process 

The semantic network we create is a graph with nodes representing attacks and 
edges connecting relevant attacks. Each node in the created semantic network 
represents one of the 22 attacks in KDD 1999 dataset.  Normal activity is also 
treated as a node (although it is not an attack).  The semantic network is created 
based on similarities of attack features. The numbers on edges represent the degree 
of relevance between nodes. A semantic network is described as follows [7]: 

Definition (1) [semantic network]: Let  = … ,  be the set of attacks 
where each ∈   has a binary feature vector of values = … , . The 
semantic network  , ) is a directed graph where  is set of nodes 
and  is a set of edges, and  ⊆    | | | | and each edge links two 
relevant attacks ,  and has a relevant score , ) where 0, ) 1. 

The semantic network is created as follows: All numerical features in the KDD 
1999 dataset are discretized. Then, a universal feature vector is generated as the 
union of all unique dataset feature values. This is denoted by = )… ,  where n is the number of unique feature values in the dataset, and v is 
the number of unique values in feature fi  domain.  The universal feature vector is 
then used to build the attack feature frequency vector for all attacks. Each attack 
feature frequency vector consists of the frequency value for each feature that 
occurs in a specific attack. We automatically assign relevance scores between 
attacks on semantic networks using the Anderberg similarity coefficient measure 
[8], which calculates similarity between two binary vectors. Since Anderberg is a 
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binary similarity measure, we convert the attack feature frequency vectors to 
binary vectors of zeros and ones using a cutoff data transformation method [9].  
For instance, the teardrop attack usually occurs when the connection protocol is 
User Datagram Protocol (UDP), therefore, the binary vector of teardrop attack 
includes the value 1 for the entry (Protocol is UDP, attack is teardrop), whereas if 
the connection protocol is the Transmission Control Protocol (TCP), then the 
binary vector of teardrop attack includes the value 0 for the entry (Protocol is 
TCP, attack is teardrop). 

 
 

 
 
 
 
 
 
 
 
 

Fig. 2 A partial semantic network for some KDD 1999 Attacks 

The binary feature vectors are then used to compute the Anderberg similarity 
between pairs of attacks, and to further calculate the relevance scores on the edges 
of the semantic network. Figure 2 illustrates a partial semantic network for some 
attacks in KDD 1999 dataset. The path between “Buffer overflow”, which is in the 
U2R category, and “Guess password”, which is a R2L category of attack, is used 
in calculating the relevance score between these two attacks by multiplying all 
scores on that path 0.68 0.57 0.44 0.71 = 0.125. This represents one 
possible relevance score, however, we should infer the most accurate semantic 
relationship between these two attacks, which is the maximum relevance score 
using all possible paths between these two attacks[7].  

2.2   Simple Bayesian Network Prediction 

Our system requires an initial node to start searching in the semantic network to 
identify relevant attacks. To provide such node we create a simple Bayesian 
network model which takes as input the connection records in the database,  and 
provides as output the attack with the highest probability for the corresponding 
connection record (see Fig. 1).We extract the conditional probabilities from the 
simple Bayesian network model and then we calculate the combined probability of 
any attack   as follows. | ) = | ) · | ) … , | ))                                1) 

0.68 

0.88 

0.71 

0.57 0.44 

Buffer overflow  Ftp write 

IP sweep  Guess password 

 Rootkit  Perl 



A System for Cyber Attack Detection Using Contextual Semantics 435
 

 

Where | ) is the probability of attack  given the feature vector F with n 
features, under the assumption that such features are independent. The semantic 
network identifies all attacks relevant to the initial input node, based on the 
relevance score bounded by a user-defined threshold identified (a lower threshold 
results in more attacks retrieved by the semantic network, and a higher threshold 
results in fewer attacks). However, not all the relevant attacks have the same 
context; therefore, context filters are applied to allow attacks that are both relevant 
and within context.  

2.3   Context Filters Module  

The main purpose of the context module is to identify attacks that are relevant and 
specific to a particular context, and at the same time to filter out irrelevant attacks 
reducing the amount of false positives alerts. In our system the context module 
recognizes two types of context: attack context profiles, and host contexts. The 
attack context profiles are used to discard attacks which do not match a given set 
of context profiles. The context profile of each attack consists of features which 
minimize the conditional entropy [4], and thus the uncertainty about that attack by 
observing specific values of these features. The second type of context is the host 
context which is used to discard attacks which do not match the target host context 
in terms of host vulnerabilities, application types, running services, and the 
affected platforms. The following two sections describe both context types in 
detail. 

2.3.1   Conditional Entropy Attack Context Profiles 

Conditional entropy calculates the degree of uncertainty of one random variable 
given another [4]. The conditional entropy is strongly related to information and 
probability theories. In the context of cyber security, conditional entropy can be 
defined as the amount of information needed to infer the degree of uncertainty 
about one event based on the occurrence of another. We used the KDD 1999 
connection record features to build the context profiles of different attacks in the 
dataset. The conditional entropies are calculated by utilizing the conditional 
probabilities of attacks given the values of their features, and the probability 
distribution of the feature values in the data set. Thus, we first calculate the 
conditional entropy of attack  in the dataset given a specific observed value of 
feature x. Then we calculate the sum of conditional entropies of all attacks given a 
specific feature, this value is called global conditional entropy. The conditional 
entropy is described as follows [4]:  

Definition (2) [Conditional entropy]: The conditional entropy (H) of variable y 
given variable x is the sum of entropies for all values of variable y given values of 
variable x. It is denoted by | ) = − ∑ ∑  , log | . 

An important factor in building attack context profiles is the individual 
contribution of a specific feature on the occurrence of a particular attack. To 
address this issue, we calculate the sum of conditional entropies of a specific 
attack y with respect to all values of a specific feature x. This sum is called the 
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local conditional entropy of a specific attack y given feature x. The lower the 
value of local conditional entropy of attack y given feature x, the lower the degree 
of uncertainty about the context of occurrence of attack y given specific values for 
x. Features which produce smaller global and local conditional entropy values 
convey better quality information; consequently, they are used in building attack 
context profiles. For any feature x selected in the context profile of attack y, the 
values of x which give a conditional probability value greater than 0 of attack y are 
used to build one context profile rule for attack y, where the context profile rule is 
a set of feature values which are used to minimize the uncertainty about the 
context of each attack. To build the context profile of attack , we select the set 
of features which give the lowest m values of the global conditional entropy, and 
the set of features which give the lowest n values of the local conditional entropy 
of attack . The features which are common between these two sets are used to 
build the context profiles rules for attack  .  The intersection of such features in a 
a sequence of events, minimizes the uncertainty about the context of attack , due 
to its low entropy.  The value m is selected based on global features selection on 
KDD 1999 dataset. The first 14 highly ranked features are used in several works 
[10]. By contrast, the value n is selected based on the local feature selection 
method used in [11] to select the best features for each of the KDD attacks 
categories. On average, 7 features were selected by domain experts for each 
category. Thus, the common features between the first 14 features which gives 
low global conditional entropy values and the first 7 features which gives low 
local conditional entropy values (for specific attack) are the set of features used to 
create each attack context profile.  We created 15 unique context profiles. Some 
context profiles match more than one attack as some attacks have the same 
context, thus each of the 22 attacks has one context profile. We did not create any 
context profiles for the normal category, since it does not correspond to any 
attacks. The context profiles are then used to automatically filter out any attack 
which does not match its corresponding profile. Any connection record that has no 
matching context profile is treated as a normal activity and hence no further 
context filtering is performed on that connection. 

2.3.2   Host Context  

The entropy-based context profiles, which form the first context filter, deal with 
features of attacks and they are not aware of contextual information about network 
hosts such as a host having a patch against a predicted attack. We address this 
situation by incorporating as much contextual information about hosts and their 
environment as possible to further filter out the potential attacks that were 
generated by semantic networks and survived the entropy-based attack context 
profile filters. Host contexts contain facts about a specific host; each fact is of a 
specific type t, which can be about host vulnerabilities, host operating system, the 
installed applications, the running services, the host patches, etc. The facts in the 
host contexts are modeled as predicates, and implemented using a relational 
database. The definition of host contextual facts is given below. 
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Definition (3) [Host context]: The context of host h denoted by c (h), is a set of 
predicates … . Each predicate is represented as a host context fact f of type 
t, where ) … , )   represent the facts about host h such, the expression , ) is true, that is, (h) has the context (c) iff ∀ ) ) ∈   ) ) = . 

Each predicate is represented as a logical fact d of type . In addition to host 
context facts, we create a set of attack context facts; these facts represent the 
conditions that should exist on a target host h, that can lead to specific attack y and 
they are different from the conditional entropy based facts. The format of attack 
facts is similar to host context facts. We use the context fact predicates in a 
disjunctive normal form )  to match all host context facts with attack facts of 
the same type. The conjunctive normal form  ) is also used to match host 
context facts of different types with attack facts.  The context of an attack A on 
host h matches the context c(h) of host h, when at least one host context fact of 
each type t matches one or more fact of the attack A for the same type t as defined 
below:  

 

Definition(4) [Context Matching]: Given all context facts ). . , ) ∈   of 
of host h and all context facts ). . , )  of attack  )  detected on host 
host h by a semantic network, the attack (Al) matches the context c(h) of host h iff ∀ ) )∈ {t}(∃ ) ) ∈  | )= )). 

The following example shows a scenario of a Perl attack predicted by semantic 
network on host h. Perl is one of the U2R attacks which can lead to denial of 
service on the target host. The context facts about operating system, 
vulnerabilities, and running applications on a target host h are as follows: 
hasOS(h, redhat linux 5.0), hasVulnerability(h, CVE-1999-1386), has Application 
(h, Apache server 1.3.1). In addition, the following facts represent the context 
facts required for a Perl attack on target host h: isOS(h, redhat linux5.0),  
existVulnerability(h, CVE-1999-1386), given these facts about host h, the perl 
attack is in the context of host h, due to the fact that the conjunctive normal 
expression evaluates to True by matching context facts about perl attack with 
those about host h. We used the layered context filtering as a final step in our 
system. The layered context filtering is performed by applying host context filter 
on the output of the entropy based contexts profiles filter. The layered context 
filtering is performed as follows: If Al is an attack included in the results of 
entropy context profiles filter and if it matches host h context c(h), then attack  Al 
will be included in the final attacks alert list. 

3   Experiments and Evaluation 

In order to evaluate our system, we performed two types of experiments using the 
KDD 1999 dataset. The first type of experiments evaluated the quality of the 
answers of semantic networks using several relevance thresholds denoted by t, and 
then utilizing only the entropy context profiles. The second experiment evaluated 
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the false alarm rate. In [22] the authors studied the effect of correlating IDS attack 
signatures with static and dynamic network information to derive network context. 
In [23] vulnerability analysis was used as a context information source to 
minimize false alarm rates. Event correlation was used in [24] to infer events 
within the same context. The authors of [25] used entropy based measures to build 
normal and anomaly contexts.  

5   Conclusions and Future Work 

We designed, implemented, and evaluated a new contextual semantics approach 
for detecting cyber-attacks. The semantic layer is represented by semantic network 
which models semantic relationships between attacks in order to infer all relevant 
attacks given in a sequence of events. The context layer consists of two filters that 
can be applied on the top of semantic network predictions, to filter out irrelevant 
attacks by matching them with contextual information on attack profiles and 
network hosts. We found that our layered approach, which consists of the 
semantic network and both context filters, can achieve more than 99% precision 
on the KDD 1999 dataset.  The value of F-measure was more than 92% as well. 
The proposed approach is promising in cyber-attack prediction problem. We are 
planning to evaluate our system using different datasets. Currently, we are 
working on building a complete context information repository in our system by 
adding more contextual information filters.  
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Abstract. In the following paper we will describe the work developed on a 
collaborative and component or modular based methodology for native multi-
platform development. This investigation work is the continuation of a previous 
version, for which we adapted to support development of web intelligent projects 
for various devices as well as using native context development in each device. 

Keywords: Collaborative, Framework, Components, Methodology, Embedded 
Software Development. 

1   Introduction 

Software project development has been substantially affected by online 
communities. The influence applied by members of these communities and the 
development implications has changed the matter in which projects are being 
developed for web usage. 

Collaborative based development has to go hand in hand with suitable 
methodologies and technological elements that may ensure a fluent and successful 
result. 

Part of these methodologies have been studied by our investigation group and 
tested on CMS frameworks, in specific Joomla. As an inevitable result the 
progress of the collaborative methodology was improved during the last few 
months with the objective of obtaining a more flexible and optimized work 
methodology that will allow us to implement new technological functionalities, as 
well as increase significantly the feedback of the collaborative communities by 
introducing intelligent agents. 

As a result we obtained an improved methodology, which is able to apply 
intelligent feedback to new breakthrough projects that are based on native 
software development, respecting the limitations of the components that form part 
of the final project and allowing the users of our methodology the opportunity to 
adapt, structure and obtain the most of the proposed work method. 

In the following paper the specific details of the working methodology for 
collaborative and modular development oriented to native based software 
development will be exposed and explain. 
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2   Environmental Requisites 

The essence of a Framework is its ability to solve the largest amount of issues 
posed to it in a specific context, as well as comply with the requisites of this 
environment. 

As an initial step of the adaptation of the original collaborative methodology, 
we pursued the possibility to increase its functional capabilities, translated in a 
better and optimized Framework, adapted to the most common requisites of a 
network based development methodology. 

The following section describes the context requisites and the means used to 
solve some of the most common issues in a methodological development process 
as well as the development of a strongly dynamic Framework. 

2.1   Native Context 

First we will like to point to the fact that the meaning of "Native" can be 
interpreted in many ways. In our case, following the long experience acquired in 
mobile projects development, by native we refer to the fact of developing a project 
in the basic requirements and available tools that offers a specific hardware 
element. E.g. the case of project development targeted to mobile devices, can be 
approached as a unified and adaptable project in which the developers dedicate 
their main efforts to create a single version targeted to various devices, or it can be 
approached as a distributed and pre-processed development in which the 
developer creates a specific original version, and from that he dedicates most of 
the efforts to adapt this original version to the rest of targeted devices, considering 
the limitations and potentials of each device, and creating a specific version for 
each. 

For our investigation work we decided to apply the second alternative, and so 
we named it Native development, as it requires the creation of a native version of 
the main project on each device it is targeted to. 

The resulting methodology is dedicated to offer a context in which the working 
process will be oriented to native development, and make a complete and 
optimized use of all the resources in project development to ensure the best work 
process 

2.1.1   Methodological Implications 

As part of the overall methodology, the native development has important 
implication in some of the basic aspects of project development. The most common 
project development steps are known to be Analysis, Design, Development, 
Implementation and Maintenance. 

Native development will affect most of the steps described. The decision to 
develop in these terms influences the overall aspects by placing a higher 
importance in the design of a proper project that will easily be adapted to new 
hardware requirements, resulting in a dedicated development of projects prepared 
for this future adaptations, as well as a number of Maintenance steps that will 
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allow the improvements and repair of the new out coming versions. The 
implementation step will be the most influenced by this working method during 
the testing and execution of the resulting version. 

2.1.2   Native or Embedded Analysis and Design 

The first and second step of any methodology for project development is the 
analysis of the requisites for the project and the design of the components that will 
form the out coming product. 

Native development will force the analyst and the designer to consider the 
limitations in versioning, as well as the differences in each device for a proper 
100% utilization of the device resources. 

Experience in each step is crucial, and in these two more than in any other, as 
the blueprints for the future project is laid down, from cost measurement to time 
dedication, functionalities and optimizations, all these aspects will be planned in 
these steps. 

2.1.3   Native Development 

Development of native based projects will represent in most cases the step in 
which many of the efforts will be applied to. Depending on the previous steps, the 
efforts may vary, but it will always represent the core work of the our 
methodology. 

Native development requires the developer to be aware, at parallel times, of the 
limitations of the main device in which he is developing the Gold version of the 
project, as well as the overall limitations that he may encounter in the devices for 
which the analysts planned to implement the resulting program. 

The use of a proper Framework, together with an elaborate feedback database 
will determine the level of experience the developer will need to have for a proper 
completion of the project. 

Eventually, when we later describe the collaborative nature of our 
methodology, it will show how in all the development steps it will experiment a 
significant reduction in work effort. 

2.1.4   Native Implementation and Maintenance 

The last two general steps of the methodology is the implementation and 
maintenance. Once completed the Golden version of the project, the adaptation 
process begins by implementing and testing the version in all targeted devices. 

By an exhaustive process of modifications, improvements, feedback with the 
Framework, and work optimization, the resulting versions for each device are 
obtained. Maintenance is a necessary step in any software project, and in these 
cases there is no difference. Depending on the methods used for development of 
the variety of versions, modifications to the project may be extremely cheap or 
extremely costly. If there was a proper use of the proposed Framework, as well as 
a rich API database the modifications to the Gold version may easily be 
propagated to the other native versions. For our methodology we have been using 
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a pre-process xml compiling for real time modification of the source code before 
compilation and deployment. 

These precompiled steps will significantly affect the time cost of the 
maintenance process. Applied to component based development, each component 
will be dependable of this type of maintenance. 

2.2   XML Pre-processed Build 

ANT and Maven are well known compiling engines that allow a powerful set of 
administration steps in implementation and deployment. 

In this section we will describe the use of a specialized step in ANT 
compilations, which has been used to allow the developers in our working 
methodology to implement modifications of various numbers of versions in the 
original golden version, without the need to create new independent versions. 

2.2.1   Build.xml 

For the purpose of pre-compiling the projects, we opted for the use of Ant calls of 
standard build.xml files. In contrary with the overall Ant calls, in this case a 
program has been elaborated to facilitate the analysis of the code, to build the new 
source files from the base code files, and compile the source files once they are 
filtered. 

The process of filtering the base source code and obtaining new source code for 
further compiling will be executed by a specific program created for that purpose. 

2.2.2   Tags 

The program that filters the source code makes use of specific Tags that will guide 
him through the filtering of determined sections of the source code. 

The Tags enclose sections of the source code which are known to differ by 
device, so eventually when a Tag is selected for compilation, the code section in 
that area is used, while code sections that their Tags haven't been called will not be 
compiled, allowing a variety of versions to be compiled from a single source code. 

2.2.3   Methodological Implications 

By using a single source code for all the targeted versions, and allowing such tool 
to be used on all levels, from the specific source code of the project, to the API 
used by the project, the tedious work of creating a single version for every 
targeted device won't be needed anymore, reducing the development cost in time. 

On the other hand, the implementation and maintenance will be significantly 
influenced by this method as the testing and modification to a problem may be 
propagated to all versions with a single change.  

The implications in time cost are significant in the test cases obtained from our 
investigations. 
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2.3   API 

By adopting the use of a native based project development, the team had to 
consider the aggregation of a specific API to the workflow. 

The API pretends to cover all acting aspects of the development process for 
which may be technical aspects. 

As it was explained in the previous section, pre-processed tag build tasks of the 
source code may be applied on a higher level, and in our case it will be to the API. 

The dependency on this element is of such importance that it may define the 
viability for the development of projects. 

2.3.1   Basic Aspects 

The API will consist of a number of generic components from which the 
developer may extract the best functionalities. As they are submitted to pre-
processing from the build tool, there will be a need to have several adaptability 
considerations, and use the appropriate tags to control the critical code zones. 

Apart from the pre-processing considerations, the API will follow the overall 
behavior of other common API libraries, and will offer a valuable feedback to the 
developing step, as well as the implementation and maintenance. 

2.3.2   Technical Requisites 

Making use of a developing API requires that we address a number of issues. The 
first is the technological context. For each native context, there should be an 
associated API, which implies that there may be more than one API, as a project 
may cover a number of native environments. 

Another issue is the compiling process. As it was mentioned before, building of 
a native version for the project will enforce the need to have a pre-process support 
for the version. It is not mandatory, but is recommended to ensure a better 
adaptation step, as it was mentioned in sections before. 

The final and maybe most crucial issue are the components and modular 
structure of the API. The methodology that we have been working on is a 
collaborative and component based methodology, which requires the users of this 
methodology to orient every aspect of the project development to component 
based concepts. The API is no exception, and it should allow the developers to add 
and modified existing components for future improvements. The concept of 
component development will be treated in the following section. 

3   Collaborative Framework 

In the previous section we laid out all the possible environmental requisites of a 
project that may follow the steps determined by our methodology. In this section 
we will describe the collaborative nature of the methodology, and how its 
adaptation from a component based methodology together with the community 
characteristic resulted in an improvement of the standard development process. 
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3.1   Components Methodology 

Our investigation follows the work that took place by our team on the possible use 
of a more adaptable methodology for CMS projects, in concrete Joomla. From this 
work we extracted some of the most useful characteristics that we successfully 
acquired from exhaustive ROI studies from practical work. 

Components were one of the main aspects that we extracted from our previous 
work. The components based methodologies define a number of steps in which to 
follow and ensure a proper component recycle for future projects. Its implications 
on collaborative projects have been substantial and can be further studied.  

In our case, we adapted this concept to a Native project environment, as it was 
explained in the previous section. But the question is how it differs from a non 
native environment. 

We considered that project should be targeted on various environments 
regardless the technological difference of each, and that the solution that we chose 
to implement is the native based development. In effect this method differs from 
our previous practical work, as CMS uses generic script based encoding, which in 
turn can be read by much of the available devices in the market. But as we argued 
before, the downside is the generalization of the resulting product, and the high 
probability of not using to the fullest of each device potential. 

Components methodology applied to native development changes the working 
method of a project life cycle. The need for motile native contexts as well as the 
limitations of each device will require that the components created, for future 
reuse, comply with much of the characteristics of each native technology, forcing 
a developer team to acquire enough expertise so it can target a larger group of 
devices. 

The cost is greater in the beginning for a developing team, but with time a team 
that makes a constant use of this methodology, will find that the developing cost is 
reduced exponentially, as more components are available in each native 
technology, and the tedious work of creating new components subsides. 

3.1.1   Community and Collaboration 

Many of the open source CMS frameworks are strongly dependable of 
collaboration. The collaboration is generally applied to the development of 
components, and its sharing. 

Some sharing of these components are for profit while others not, but in any 
case it represents an interesting tendency to elaborate project basic elements in a 
larger context. 

The collaborative elaboration of components has been studied in our  last work, 
and in this case we have to analyze its potential to modify and optimize the native 
development of projects. 

It is fundamental to state that an active community is necessary to habilitate this 
working method, and a certain organization, and a local and global level is in 
order as well. As part of our previous work, we established a couple of 
fundamental roles to the methodology, which will be further used and developed 
in this case. 
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3.1.2   Collaborative Roles 

The roles that were mentioned in the previous section are the Global Project 
Manager (GPM) and the International Communications Manager (ICM). These 
two roles we originally created to solve some of the problems that we encountered 
when implementing the methodology on practical cases. 

For the evolution of our methodology, we obviously have to consider the 
implications of adding the Native requisite to the formula. Collaborative 
component sharing on Native components for each different technological context 
requires roles to allow a fluent transition of knowledge from one global team to 
other global teams, and ensure the health of a consistent component database. 

We translate the entities that played a role in CMS development, and adapt it to 
multi-platform (multi-version) projects that will need this approach to improve the 
development process. 

As a solution for part of the difficulties that we encounter, we decided to add a 
new role to the overall methodology, and describe its impact. 

On the developing level, professionals with experience on multi-platform 
development should have a better communication with developers in other global 
groups. Thus we introduce a role similar to the GPM, but on a more technical 
level, Components Technological Manager (CTM). This new role will have a 
greater technological level, and will be in constant collaboration with the other 
two global roles, for which main role is to maintain a global consistency of the 
components. 

By distributing the work, and creating a specific role for components managing, 
we charge more collaborative work on the GPM and ICM, and more development 
work on the CTM.  

The main concept is that the creation and maintenance of a component can take 
place in any of the global groups, but that the managing of the component, which 
include version control, documentation control and etc., should be under the 
supervision of one of the groups, allowing for a change of responsibility in case 
the group wants to resign from it. 

This main rule ensures a better quality control, and allows an improve 
feedback. 

3.2   Collaborative Native Component Development Process 

By now all necessary elements of our proposed methodology have been described, 
and in this section we will expose the fundamental steps to execute this 
methodology, as well as some results from our practical studies. 

3.2.1   Practical Application 

The use of this proposed methodology is to improve the resulting work process, 
and allow developing teams to adopt and adapt this work method to their needs. 

This is why the initial motivation for the continuation of the first investigation 
work was to solve a number of issues that could be found in a multi-platform 
development process, and which are not common in CMS development. 
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The success of the practical application of the first version of this methodology 
in CMS development proved to us that an adaptation is in order. 

3.2.2   Analysis and Design 

The application of this methodology is directed to project development. As any 
methodology, it covers all aspects of a project life cycle. The initial step is to 
establish the requisites, in the analysis step. By making use of the traditional roles 
as well as the new roles described in the previous section, the analysis step will be 
formed by the basic definition of project development as well as the establishment 
of the possible existing components that will be used in each targeted device or 
platform. 

The targeted devices will be also a main issue to study, as it will define the 
work needed to cover the project expectation on various versions. 

3.2.3   Development 

The development step will result in creation or recycle of not only the basic 
components for its execution, but also the possible distribution of this developed 
components if they do not exist in the general database. 

In the development process there will be a dependency on the behavior of 
external agents, developing groups and components that may be found in the 
collaborative community. 

Depending on the GPM and ICM experience and abilities the developing 
process will produce good or bad results, and their good communication with the 
CTM will be fundamental for the recycle and creation of components. 

3.2.4   Implementation and Maintenance 

The implementation and maintenance step will mainly be dependable of the local 
group, and occasionally the CTM will intervene to ensure that possible solutions 
to problems in maintenance can be found in the community, instead of developing 
from scratch. 

3.2.5   Results 

As a consequence of applying this proposed and improved methodology on a 
number of development projects, we obtained results regarding costs, 
organization, functionality and quality. 

Generally the most valuable constant to be studied and judged is the time cost 
value. By this variable it is decided if the methodology is worth the effort.  

The results confirm that our methodology had obtained a number of variable 
favorable to our interests. 

First is the overall project development process. As it was stated before, our 
prediction was that the first cycles would cost more than the following, and that 
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these cycles will affect the developers experience as well as the tools 
functionality. 

With each cycle we observed on the developers’ level an improvement in much 
of the common tasks, as it is the acquisition of requisites for the project, the design 
towards targeted devices, the development technological issues and even in later 
cycles the implementation and maintenance was influenced positively. 

 

 

Fig. 1 Project development time cost two teams 

On the framework level, the feedback obtained in the initial cycles from  
the communities on components was crucial for a smooth starting, and with time 
the information started to flow on both channels, from the community and to the 
community. 

The local and global components database was enriched with every cycle, 
reducing the developing cost in time. 

In organization techniques, we noticed a difficulty to adapt the existing 
developing teams to the new working environment. The aggregation of a new role, 
in some cases three for those teams with no experience with the previous 
methodology, resulted in the first cycles a fall in productivity. 

After a few cycles, the teams were able to put aside much of the issues 
encountered in other areas, and dedicate more time to organization issues. It is 
then when we started to notice an improvement in the functionality of the team, 
and the resulting project. 

Quality and functionality of the resulting product was always part of our 
concern, mainly because a methodology is planned on those necessary requisites.  

As it was stated on the very first cycle there was no improvement in quality and 
functionality of the resulting product. There was even a downgrade in 
functionality as the users of the methodology sorted themselves to adapt into the 
new Framework. 

Once products were created, the results started to differ. Many quality issues 
were immediately solved by using collaborative components from the 
communities, and other developers group. There was a case of mutual feedback, 
as a component was modified for better results. 
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Fig. 2 Components database evolution 

Eventually on later projects the process became stable and improvements were 
reduced to a constant, but the quality improved significantly compared to previous 
versions. 

4   Conclusions 

Considering the outcome of the practical application that took place on a variety 
of projects oriented to a variety of devices, we concluded the following. 

A possible adaptation of the first version of the collaborative methodology was 
possible, with the aggregation of new elements to adapt the steps to native 
development context. 

The use of new tools, as may be the code pre-processing or the API allowed the 
teams subjected to this methodology to initiate a feedback database that will 
contribute to the global collaborative database. 

Finally the results obtained from the improvements were satisfactory, allowing 
us to continue with the research of this new alternative methodology. 
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Abstract. Creating mobile applications that are accepted by users is critical for a 
successful business. This article presents a user-centric approach for developing 
applications. In the theoretical part, we will present some background information 
about the three analytic tools that were used with this approach. In the practical 
part, these analytic tools will be practically applied on a case study for a mobile 
application. First, the three analytic tools are practically applied and after 
identifying use cases, the application will be implemented. The application 
consists of two parts: server and client. The server is based on Java EE technology 
and the client is based on the Android platform. 

Keywords: Mobile applications, User-centric design, Personas, Scenarios. 

1   Introduction 

Mobile devices are becoming more popular every year, which naturally implies a 
greater development of applications for such devices [1]. There are a variety of 
platforms and operating systems for mobile devices, each offering its own specific 
features. This paper will focus on developing a mobile application, with a brief 
description of the features that the application will offer. The development process 
will employ a user-centric approach. The main focus of this approach is to focus 
on the end users of the application and consider their needs, desires, and 
limitations. User requirements are iteratively tested, thus such applications are 
more suitable for users. 

This paper is organised in the following way: The second chapter describes 
user-centric design, why users are important, how to learn about them, and a 
detailed description of three analytic tools, which were used for user-centric 
development: personas, scenarios, and use cases. Section 3 describes a case study 
of a mobile application for foreign exchange students. First, the analytic tools are 
used in practice and after generating user requirements, the developing of the 
application is briefly described. 
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2   User-Centric Design 

User-centric design is a design philosophy where the primary focus is on the users. 
While designing and building the application, one must consider all the users’ 
desires, needs and limitations, in order to make the application more convenient to 
end users. The application must fit the users and not vice versa [2], [3].  Design is 
a multi-stage problem where certain tasks must be performed, as seen in Figure 1. 

 

Fig. 1 The iterative user-centric design process [4] 

User-centric design seeks answers to questions such as [3]: 

• Who are the users of our application? 
• What are the users’ tasks and goals? 
• What do users expect from our application? 
• What is the context in which the application will be used? 
• What are the users’ experience levels? 
• What information do the users need? And in what form? 

Answering these questions can improve both usefulness and usability. Usefulness 
relates to relevance – does the application match the users’ needs? Usability 
relates to ease of use – it shouldn’t be difficult for users to use the application, 
even without any instructions. Usability can be further improved by following 
these guidelines [3]: 

• Visibility. Visibility helps users predict the effects of their actions. Any 
function performing elements should be highly visible. Users should be able to 
tell what they can and cannot do in any situation. 

• Accessibility. Users need to find important information quickly and easily. 
There should not be too many ways to find information as this can confuse 
users. Large pieces of information (e.g. text, tables, and charts) should be 
chunked and organized into smaller pieces that are meaningful to the user. 
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• Feedback. Users should receive immediate feedback after performing an 
action. They should also be able to tell if the action is finished or still 
processing. 

• Errors. Users can make incorrect actions, such as submitting an empty form. 
The focus should be on minimizing user error, but if errors do occur, users 
should be spared technical details and enjoy the support of a recovery 
mechanism. No data should be lost. 

2.1   Knowing Your Users 

The previously mentioned guidelines are general and are insufficient for making a 
specific application usable. It is important to discover how they interact with the 
said application by involving users from the very beginning and including them as 
an integral part of the development process. Observing them at work can help 
analyse tasks, workflows, and goals. 

User feedback is important and can be improved by using various methods such 
as walk-throughs, card sorting, paper prototypes, think-aloud sessions, and 
surveys. Explore different designs and approaches before making any final 
decisions and consult with users. 

Assumption validation should be done by means of usability testing. Usability 
testing is an iterative process, as can be seen in Figure 1, and should be done 
throughout the development cycle. It is the only way to assure if the application 
meets the users’ needs. 

2.2   Analytic Tools 

Analytic tools help with the design process. There are a few tools that are used in 
the analysis of user-centred design, namely: personas, scenarios, and use cases. In 
the next few chapters, we will describe all three of the mentioned analytic tools. 

2.2.1   Persona 

The word persona is derived from Latin, where it originally referred to a theatrical 
mask [5]. It is a fictional model of a user that focuses on the individual’s goals 
when using an artefact. It resembles classic user profiles with one key difference. 
It is not a description of an average user, but rather combines various patterns of 
users’ behaviour, desires, needs, and goals into a single individual. They do not 
represent user roles and are therefore different from actors found in use case 
diagrams [6]. 

Personas are created after studying the primary group of users, which typically 
involves an interview or a survey. The gathered information is used to form one or 
more personas – usually more than one, as it would be difficult and impractical to 
fit all the details into one persona. Ideally, the behaviour of the personas should 
not overlap, so that the number of personas can be kept to a minimum. All 
personas combined should contain all of the users’ characteristics. If any other 
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persona can be identified in the future (containing some non-overlapping 
characteristics), then there was something missing in the first place [6]. 

Each persona is usually described in one or two pages, consisting of goals, 
skills, attitudes, and their environment. In order to make the persona more alive to 
the development team, some made-up personal details are added to the 
description. The number of personal details must be balanced – too much gets in 
the way and too little can turn the persona into a generic user [6]. 

There are three types of personas [7]: 

• Primary personas describe users for whom the design is for. If the design fails 
for the primary persona, then the design fails entirely. 

• Secondary personas are not the main target, but they should be satisfied if at all 
possible. 

• Anti-personas are the types of users for whom you are not designing. 

Each persona is derived from the users’ goals and it is therefore important to focus 
on them when studying users. One should be aware of the difference between 
tasks and goals. Goals are end states, whereas tasks are merely steps that help 
users reach their goals. A very common mistake, which can significantly reduce 
the usability of an application, is focusing on users’ tasks instead of their goals. 

Goals can be categorized into four groups [6]: (1) personal goals, which are 
simple, universal and, of course, personal. For example: do not make mistakes. (2) 
Corporate goals, which are the goals of the users’ work organisation. They are 
important as they increase the success of an organisation. For example: increase 
the market share of a product. (3) Practical goals, which are the bridge between 
personal and corporate goals. For example: satisfying a client connects the 
corporate goal of “improving profit” with the personal goal of “being productive”. 
(4) False goals, which are goals that are not relevant for the user. They are usually 
objectives that support the technical details of a system, for example: save 
memory or run in a browser. 

Given the above classifications, certain facts must be taken into account. If 
different goals result in a conflict, personal goals usually take precedence. This is 
because goals that are closer to the user are the most important. Therefore, one 
should not only focus on corporate goals, but also focus on personal goals and 
improve efficiency through them [6]. 

2.2.2   Scenarios 

Carroll [8] gives a simple definition of scenarios: “Scenarios are stories. They are 
stories about people and their activities.” Scenarios are fictional narrative stories, 
describing the sequence of events in a persona’s daily life. The story should be 
concise and focus on relevant details with a length of around one page [7]. Even 
though scenarios do not seem to be more than ordinary stories, they do hold 
various details about events and tasks, which give details about the specific 
personas – even emotional and physical ones [2]. Scenarios are a great tool for 
communication with other people, because stories are easier to follow [8]. 

Scenarios contain characteristic elements. They include, or presume, a setting: a 
starting state of the story, which mentions the persons and objects that are 
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involved. Scenarios also include agents or actors, usually personas that were 
defined in the previous step. Each of them has its own goals or objectives that he 
or she wants to achieve, given the circumstances of the setting. Every scenario has 
at least one agent and at least one goal. Multiple goals are not equally important. 
One goal is usually the defining goal and typically answers the question: “Why 
did this story happen?” Similarly, one agent might be the principal actor and 
provides an answer to the question: “Who is this story about?” The plot of the 
scenario includes a sequence of actions and events. Those can facilitate, obstruct, 
or even be irrelevant to given goals [8]. 

There are different types of scenarios. Depending on the content, one can 
identify [9]: (1) problem scenarios, which describe what users can do in a certain 
situation; (2) activity scenarios, which propose an improvement for current 
practices; (3) information scenarios, which describe users’ understanding, 
perception, and interpretation of information; and (4) interaction scenarios, which 
describe physical actions and system responses that enact and respond to the 
users’ goals and needs. 

Depending on the outcome of the story, we can identify [2], [7]: (1) a best case 
scenario, where the outcome of the story is positive, (2) a worst case scenario, 
where the main agent does not accomplish the main goal, and (3) an average case 
scenario, where nothing extraordinary occurs and the outcome is neutral. 

Carroll [8] states five reasons for scenario-based design [9]: 

• Vivid descriptions of user experiences evoke reflections about design issues. 
• Scenarios concretely fix an interpretation and a solution, but are open-ended 

and easily revised. 
• Scenarios can be written at multiple levels, from many perspectives and for 

many purposes. 
• Scenarios can be abstracted and categorized. 
• Scenarios anchor design discussion in work, supporting participation among 

stakeholders and appropriate design outcomes. 

And what are the weaknesses of the scenarios? With scenarios it is difficult and 
impractical to describe specific low-level tasks. They are also based on 
assumptions that are not always true to life [7]. 

2.2.3    Use Cases 

Use cases describe interactions between the actor and the world. They are 
represented as a sequence of simple steps in order to achieve the actor’s goal. 
Steps are described at an intermediate level of detail. Each task is often described 
with more than one use case [7]. Exception handling is also possible: the normal 
flow is defined first and in case of an exception, the alternate flow is defined [10]. 

There are various ways to describe a use case [7], [10]: (1) a structured text, 
where the use case is similar to a scenario; (2) graphical notation for modelling 
flows, such as a UML activity diagram; and (3) a two-column table, where the 
first column consists of steps performed by the actor, and the second describes  
world feedback. 
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UML use case diagrams can be used to model multiple use cases on a single 
diagram. The diagram consists of a system boundary, one or more actors, and one or 
more use cases. Actors and use cases are connected according to their interactions. 
Each use case is modelled as an ellipse, containing a short description. A more 
detailed description is done separately, usually in one of the three previously 
mentioned ways [11], [12]. 

The main advantage of use cases is that they decompose complex tasks into 
several smaller units that are easier to follow and manage. Their weakness is that 
they are not so detailed and that they can sometimes simplify or even omit key 
steps [7]. 

3   Case Study: Mobile Application for Foreign Students 

The practical part of this paper presents a case study in the form of an application 
designed for foreign exchange students (Erasmus) visiting the University of 
Maribor, Slovenia. The application should offer useful information for foreign 
students, especially information that is unrelated with the study. A user-centric 
approach will be used to further identify user specifications for the application. 

In the next few chapters we will describe how to identify user requirements for 
the application in a user-centric way. Firstly, we will identify our users and create 
personas. Secondly, those personas will be used in various scenarios. Thirdly, use 
cases will be derived from scenarios. 

3.1   Identifying Users and Creating Personas 

A brief description of the application shows that the target group includes foreign 
students. A typical Erasmus exchange student is European, 20 to 25 years old, 
computer literate, understands English, likes to socialize, and goes to parties in 
their free time. He or she is unfamiliar with the city of Maribor and its people and 
does not understand the local language. The duration of the exchange varies from 
3 months to one year. As a student, he or she is can benefit from government 
subsidized meals and other discounts. 

This group of users (foreign students) becomes our primary persona. No other 
primary personas can be identified. Tourists and local students can be identified as 
a secondary persona, and a non-English speaking person can be identified as an 
anti-persona. In this case study, we will only briefly describe the primary persona. 

Helga Eriksson, foreign student: Helga is 20 years old and studies computer 
science in Uppsala, Sweden. She decided to participate in the Erasmus exchange 
programme because she wants to see places and meet new people. During her one 
year exchange at the University of Maribor, she wants to complete the 2nd year of 
her studies. 

She has a big desire to learn about foreign places because she has never been 
abroad. She is an open person and has no trouble making new friends. She is 
staying in a student dormitory and will eat subsidized meals. She has no means of 
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transportation, so she will use public transportation. Like all Erasmus students, 
she will also receive a scholarship. 

In her free time she likes to meet with friends, goes to the movies, concerts, and 
clubs. In addition to entertainment, she is also interested in natural and cultural 
attractions. Her hobbies are: cycling, reading books, and participating in social 
networks. 

She expects that the exchange will offer her new personal and professional 
experience as well as new acquaintances that may help her in the future. 

By examining a persona, one can identify various interests, lifestyles, and tasks 
that help generate system requirements. For example, the given persona has an 
interest in entertainment, meeting people, and exercising. She does not need to 
arrange a place to stay and does not own a transportation vehicle. The amount of 
free time she has is unknown. 

3.2   Writing Scenarios 

The next step after identifying personas is using them in various scenarios with 
daily life events. The scenarios will focus on the primary persona, as it is the only 
one. Each scenario will be analysed according to the given theoretical background. 

Scenario 1: Helga and her two friends are going to a concert on a Friday night. 
They are torn between two options and must make a decision first. Both 
performers are local groups, which neither of the girls is familiar with. They 
decide to search the Web for more information. They find lots of pictures, but no 
user feedback. Despite insufficient data, they decide to go to the first concert. 

The setting of the given scenario can be found in the first sentence: a primary 
persona with two friends on a Friday night. All three actors have the same goal: 
going to a concert. Solving the dilemma could be identified as a sub-goal. 
Searching the Web for more information is an action to complete the sub-goal, 
which is necessary to complete the primary goal. 

Scenario 2: Helga has finished early with her lectures. She is hungry and wants 
to eat something. As she only has half an hour of free time, she starts to look for a 
fast food restaurant that offers subsidized meals. This significantly narrows her 
options, so she wishes she had a list or a map of providers of subsidized meals. 
She asks a passer-by for help, but has trouble with communication as he does not 
speak English. The second passer-by has never heard of the term “subsidized 
meal” as he was not a student. She quickly realizes that she must ask people her 
age. She gets lucky with the third person and manages to return to her lectures in 
time. 

The setting of this scenario is: the primary persona is hungry and has half an 
hour of free time. Her main goal is to eat. Searching for a restaurant and asking 
people for information are actions that support reaching the goal. The fact that she 
had to ask three people to find useful information tells us that the situation did not 
go as planned. The scenario also shows how clever and adaptable the main 
persona is when she finds out that she needs to ask people her age. The need for a 
list or a map of restaurants will help with identifying requirements for the 
application. 
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Scenario 3: During her exam period Helga wants to take a break and go to a 
short trip to Pohorje (a nearby mountain range). She decides to take the bus, 
because the distance is too much. She prints the bus timetable and goes to sleep. 
Overwhelmed with excitement and busy preparing her things, she forgets to check 
the location of the bus station. The next morning she has only 15 minutes to get 
there and because she does not know exactly where the bus station is, she misses 
her bus. She is very angry and disappointed, but still does not want to cancel her 
trip. Unfortunately, it is a Sunday, when the buses do not drive as often. She then 
waits one hour for the next bus in a nearby coffee shop. 

The third scenario is a mixture of a worst-case and average-case scenario, 
because she partly fails her primary goal – at first she fails when she misses the 
bus, but then decides to create a new, similar, goal in which she succeeds. The 
setting of this scenario is: a Sunday during the exam period, when the primary 
actor is planning a short trip. The printed bus timetable can be identified as an 
object. The scenario also shows that the primary persona can sometimes forget 
key things – in this case the location of the bus station. 

3.3   Identifying Use Cases 

After writing scenarios, the next step is to derive use cases from them. All 
scenarios include a desire for information that would make certain steps easier. 
For this case, the metaphor activity was created. An activity can be: a club that 
people can go to; a concert or other type of event; a restaurant that offers 
subsidized meals; the theatre/opera/cinema; a museum, sightseeing or short trips; 
shopping etc. 

The attribute set for an activity is the following: category, title, description, 
contact information, and location. If the activity is an event, it can also include a 
date and time of the event. Each activity can have multiple tags for easier 
classification. 

Use case 1: activity rating. In scenario 1, the primary persona found it difficult 
to choose the concert she wanted to attend. She wanted to get some user feedback. 
This could be done by allowing users to rate activities and sort them by popularity. 
Users should also be given the option to change their vote. 

Use case 2: list of activities. Users will be able to view a list of activities with 
an additional filter and sort option. Categories and tags are used for filtering, and 
user rating and time of occurrence (for events) can be used for sorting. More 
details about an activity will be given in the detail screen. 

User case 3: quick search. Scenario 2 shows the need to quickly search for a 
restaurant with subsidized meals. Predefined short questions and answers will be 
used to build a filter by tags and categories. Answering the last question will 
reveal results, which will then allow even further filtering. An example quick 
search for the 2nd scenario: (1) what do you want to do? I am hungry; (2) what do 
you want to eat? Fast food; and (3) filter by tag “subsidized”.  
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Use case 4: displaying activities on a map. This use case is an upgrade of the 
second use case. It is an alternative way to display a list of activities so that the 
user can see which activities are closer. The primary persona can use this feature 
in the 2nd scenario to find the nearest fast food restaurant. 

Figure 2 shows all four identified use cases on a UML use case diagram. 

 

Fig. 2 A UML use case diagram for identified use cases 

3.4   Creating the Application 

The specified use cases were used as a basis for creating the application. The 
application consists of two parts. The first part is the web server, hosting 
representational state transfer (REST) services. The second part is the mobile 
client application, which consumes these services. The platform Java EE was 
chosen for the web server and the platform Android was chosen for the mobile 
client application. The focal point of this paper is on the client side, therefore only 
the mobile application will be described. 

Android version 2.1 was chosen in order to support as many devices as 
possible. In order to achieve offline operations, the mobile application has its own 
data storage, which is regularly updated by connecting to the web server. An 
SQLite database was chosen for this operation. The main function of the web 
server is to provide clients with activities of various kinds and sources via REST 
services. As mentioned in the previous chapter, an activity is a very broad and 
universal metaphor and can be used for all kinds of things. If there is a future need 
to add a certain type of activity that is not yet supported (e.g. new sport activities, 
restaurants, exhibitions, events etc.), it must only be implemented on the server 
side and the clients will be automatically updated. 

The user interface is designed to be clean, simple and intuitive. All the main 
functionalities are at the top level. The core functionality of the application is 
listing activities in various ways: sorting by popularity (top rated), browsing by 
category, upcoming events, and a quick search. Only the most important data is 
shown in the list of activities: category, title, tags, rating, and number of votes. 
More information, such as a detailed description, address, contact information, 
opening hours etc. can be found in the detail screen, along with the possibility to 
vote or re-vote. Every list of activities on the screen can also be viewed in map 
mode using Google Maps. Each activity is shown as a pin on the map on which 
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A Novel Agent-Based Framework in  
Bridge-Mode Hypervisors of Cloud Security 

Maziar Janbeglou and WeiQi Yan 

AUT University, Auckland, New Zealand 

Abstract. Cloud computing has been introduced as a tool for improving IT 
proficiency and business responsiveness for organizations as it delivers flexible 
hardware and software services as well as providing an array of fundamentally 
systematized IT processes. Despite its many advantages, cloud computing security 
has been a major concern for organizations that are making the transition towards 
usage of this technology. In this paper, we focus on improving cloud computing 
security by managing and isolating shared network resources in bridge-mode 
hypervisors.  

Keywords: cloud computing, security, virtual machine, virtualization, virtual 
networking, hypervisor. 

1   Introduction 

Every organization actively seeks for new ways of delivering business needs to 
their customers. With increasing demands on usage of computer network, the 
means of fulfilling this demand should be based on competitiveness and lower 
cost. Cloud computing has then been introduced as a tool for obtaining this goal.  

Cloud computing is a broad expression that includes delivering hosted services 
such as computation, storage, and IO/network over the Internet [1,2]. There are 
many definitions for cloud computing [3]. Gartner [4] defines cloud computing as 
a style of computing where massively scalable IT-enabled capabilities are 
delivered ‘as a service’ to external customers using Internet technologies. 
According to NIST (National Institute of Standards and Technology), “Cloud 
computing is a model for enabling convenient, on-demand network access to a 
shared pool of configurable computing resources (i.e. networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with 
minimal management effort or service provider interaction” [5]. The advantages 
of using cloud computing make organizations pay particular attention to it because 
it is on-demand, self-service, location independent, elastic, accessible by network 
from everywhere, and measurable to be billed[6-8].  

The reasons why companies are likely to transition into cloud computing IT 
solutions [9-11] are: 
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• Using on-demand resource allocating [12] that enables users to consume 
computing capabilities (i.e. applications, server time, network storage) when 
required  

• Applying multi-tenant Virtual Machine (VM) and resource pooling systems to 
use diverse computing resources (i.e. hardware, software, processing, servers, 
network bandwidth) to serve multiple consumers – those resources are 
dynamically assigned [13] 

• Using scalable and elastic resource allocation based on demands[14] 
• Automatically controlling, optimizing, and measuring resource allocation for 

charging purpose, as well as allowing easy monitoring, controlling and 
reporting [15] 

Generally, the cloud environment consists of three core components [16]: 

• Software as a Service (SaaS): In SaaS, whole software or application processes 
run on physical server and become available to consumers over the Internet 
[17-20].  

• Platform as a Service (PaaS): PaaS is software and product development tools 
as well as programming languages which are leased by providers so that clients 
can build and deploy their own applications for their specific use[21].  

• Infrastructure as a Service (IaaS): IaaS delivers computing services, storage, 
and network, typically in the form of VMs [22] running on hosts  

There are also four types of deployment models[23]: 

• Private Cloud: This model is for usage of individual organization and not 
shared among other organizations.  

• Community Cloud: This model is shared with several set of organizations.  
• Public Cloud: The most common type of cloud infrastructure that is made to be 

available for public 
• Hybrid Cloud: This model is made by combining two or more deployment 

models (private, community, or public).  

Although usage of cloud computing has significantly decrease the total cost of 
delivering services and provides scalability and high quality of service for 
organizations[24-26], it has also introduced many new and unknown security 
risks[27]. Hence, more consideration is needed to identify potential security risks, 
possible solutions of overcoming the risks, and evaluation on the feasibility of the 
proposed solutions. 

In order to deliver a secure cloud with minimized risks, every aspect of cloud 
service methods and deployment models should be carefully considered. 
However, in this paper, we will only be focusing on the security of IaaS service 
method and its application in all the mentioned deployment models. Basically, 
IaaS deals with virtualized resources such as VM, storage, and database service. 
Because cloud computing is inherently adopted from traditional computer 
networks, security issues in traditional computer networks should be reassessed in 
relation to IaaS in cloud computing. 
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2   Virtualization 

Virtualization is responsible for splitting resources on a single physical machine 
into multiple VMs. In other words, it provides the ability of installing multiple 
Operating Systems (OS) on different VMs on a same physical machine and as a 
result it increases the machine utilization. It is the main factor of reducing cost in 
cloud computing because it supports separating and allocating resources among 
multiple tenants. Virtualization helps Cloud Service Providers (CSP) to solve the 
complexity issues in delivering services, managing shared resources and 
utilizations, isolating VMs, and providing security. 

The risks towards virtualization of IaaS model are studied from four different 
aspects. They are Virtualized systems risks, Hypervisor risks, Virtual machine 
risks, and Virtual network risks. 

2.1   Virtualized System Risks 

Using virtualized systems does bring some negative consequences. This 
technology makes the security management more complex inasmuch as it needs 
more controlling and monitoring of the shared resources. Besides, larger security 
threats arise when many VMs are combined into a physical machine. Any 
compromised VM could lead to security risks for the rest of VMs. Furthermore, 
some virtualized systems use easy ways of sharing information among VMs. It 
can be an opportunity for performing attacks if they are not carefully monitored. 
Since these systems are dynamic and flexible to changes, defining security 
boundaries will be complicated[5]. 

From data communication point of view, there is a similar relationship between 
security concerns in physical machines running on traditional networks and VMs 
running on virtualized systems since they both use a shared medium to 
communicate [28]. Because computing resources are shared with companies in 
public model, gaining control over physical security is under serious risks. In other 
words, companies do not have any control on how the resources are being shared 
and managed among different companies[29]. This is the main reason of 
increasing security risks in virtualized systems. Although some security remedies 
have been applied to strengthen the security of virtualized systems, there is no 
assurance of protecting VMs intercommunications on the same server[30]. 

2.2   Hypervisor Risks 

The hypervisor is a main part of any virtualized systems. It is the most important 
empowering component of splitting hardware from the OS. This layer provides 
physical server resources sharing and VM/host isolation. Therefore, the capability 
of the hypervisor is essential to provide the necessary isolation when an attack 
happens[31]. Because hypervisor is a software program, it is inherently vulnerable 
to the growth of volume and complexity of application codes [32]. Basically, 
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software codes running on a VM should not be able to affect the code running on 
the physical machine itself and within different VMs. However, existence of some 
probable bugs in the software or limitations of implementing virtualized systems 
may put this isolation at risk. Major inherent vulnerabilities in current hypervisors 
are Rogue Hypervisors, External Modification of the Hypervisor, VM Escape, and 
Denial-of-Service.  

Fig. 1 illustrates the VMs use of the shared resources in VMWare ESX server 
architecture. As we mentioned above, using shared resources is the main reason of 
threats towards VMs.  

 

 

Fig. 1 VMWare ESX server architecture 

2.3   Virtual Machine Risks 

VM techniques, such as Xen [33], VMware [34] and Hyper-V, offer on-demand 
virtualized IT infrastructures [35]. VM instances use the shared resources on a 
physical server to deliver business needs. While they are working on a same 
physical machine and using the shared resources, security threats will become a 
general problem for all of the VMs.  

Some threats are common towards all computerized systems. Denial-of-Service 
is one example of these kinds of threats. Other types of threats are only related to 
VMs. These attacks, which are inherently destructive for all of the VMs in a 
virtualized server, are listed [36-39]: 

• Shared clipboard attack: because the memory is shared among VMs, the attacks 
through shared clipboard are done by moving clipboard information between 
malicious programs in VMs of different security realms. 

• Keystroke logging attack: some VM technologies provide keystroke logging 
function and capture screen updates to be transferred across virtual terminals in 
the VM.  
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• Monitoring VMs from an infected host: because all network packets will be 
transferred via a host, the host may be able to affect the VMs by the following 
functions: 

• Providing full control of VMs such as starting, stopping, pausing, and restarting 
function of the VMs. 

• Providing full controlling and monitoring resources available to the VMs, 
including CPU, memory, storage, and network usage of VMs  

• Manipulating shared resources such as adjusting the number of CPUs, amount 
of memory, amount and number of virtual disks, and number of virtual network 
interfaces available to a VM  

• Providing full access to monitoring the applications running inside the VM  
• Manipulating data stored on the VM’s virtual disks   
• Monitoring VMs from another VM: basically, VMs do not have direct access to 

one another’s virtual disks on the host. However, if the VM technology uses a 
virtual hub or switch to connect the VMs to the host, intruders can use hacking 
techniques such as Address Resolution Protocol (ARP) poisoning and network 
packets redirection [40] to redirect packets going to or from the other VM. 

• VM backdoors: through backdoor, communication channels are opened 
between the guests and hosts and this allows intruders to potentially perform 
dangerous operations. 

Some traditional protection methods such as Intrusion Detection and Prevention 
Systems (IDS and IPS), Firewalls, and log monitoring [41] are applicable as 
software services on VMs to increase safety and upholding servers integrity [42]. 
However, the existence of new and unknown security risks in cloud computing 
demands more considerations then relying only in traditional protection tools. 

2.4   Virtual Network Risks 

In virtual networks, almost all the physical network threats such as IP/MAC 
spoofing [43,44], ARP spoofing [45], and packet sniffing[46] are likely to happen. 
In physical networks, firewall and encryptions mechanisms are the main tools for 
applying security. Isolation does a similar function in virtual networks. 

Some hypervisors offer three choices for users to configure virtual network: 
bridge mode, Network Address Translation (NAT) mode, and host only mode 
[47,48]. Depends on which model is being used by a CSP, different security 
mechanisms should be considered. 

In bridge mode, all the VMs’ network interfaces are directly attached to a 
physical server’s Network Interface Card (NIC).  This state is equivalent to that 
of several computers being connected to a virtual hub in physical networks.  

In NAT mode, a simulated NAT server is implemented inside the hypervisor. It 
is responsible for forwarding the VMs network traffics to the physical NIC on  
the host. In this mode, the VMs are not directly connected to the physical NIC.  
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Therefore, hypervisor should be equipped with some preconfigured MAC/IP 
addresses for respective VMs.  By this, hypervisor creates a point-to-point link 
between each VM and its virtual network interfaces with preset MAC and IP 
addresses [49]. 

Host only mode is used to provide intercommunicating among VMs and, 
theoretically, with the host. 

3   Agent-Based Proposed Virtual Network Model 

The main step of performing any computer network related attacks is the 
identification of potential victims. Attackers use network scanner applications in 
order to identify available VMs residing in a physical machine, discover open 
ports, and uncover services on ports. As highlighted earlier in this paper, usage of 
shared resources has led to security weaknesses in virtualized systems. This paper 
proposes a model to improve the IaaS security on the shared network resources by 
making VMs invisible from attackers, and as a result, preventing them from 
performing the key step of network-related attacks.  

Isolation plays a very important role to provide security in virtualized systems 
and it is considered for all types of shared resources. Among these resources, the 
focus of this study is limited to the shared networking resources. Hypervisors use 
virtual network layer as a concept to isolate VMs running on a physical server. As 
it is illustrated in Fig. 1, virtual networking layer is responsible for providing 
VMs’ intercommunications in a secured and isolated manner. 

The proposed model introduces an agent, which itself is a VM with a Linux OS 
to provide a centralized virtual network management for all of the VMs residing in 
a physical server. Application of the agent in VM will ensure no performance 
downturn as the packets do not hit any physical interface. The aim of this agent is 
to help the hypervisor to provide security by confining the visibility and 
accessibility of the VMs network resources.  

In this model, as illustrated in Fig. 2, the agent has two Virtual Network 
Interfaces (VNI). One of them is directly connected to the hypervisor (VNI:0) and 
the other one is for serving VMs (VNI:1). Services running on the agent are listed 
as below: 

• Dynamic Host Configuration Protocol (DHCP): DHCP server is responsible for 
generating random Internet Protocols (IP) for VMs. The IPs will eventually be 
assigned to respective VMs. Most network scanners use IP boundaries to look 
for available resources between the defined beginning and end of boundary. 
The usage of random IP assigning in this model will counteract network 
scanners in locating available VMs.  

• Point-to-Point-Tunneling-Protocol (PPTP) applied in Virtual Private Network 
(VPN): It provides encryption for VMs intercommunications. The usage of 
encryption prevents network sniffer applications such as “Wireshark” to get 
any information related to the existence of VMs and also the infrastructure of 
the whole system. 
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• Packet-filter: It is in charge of approving/rejecting any request being sent 
towards the virtual network interfaces.   

Application of this model consists of the following steps: 

• Generating network-sub-interfaces and random IP address configurations 
• Generating PPTP configurations 
• Customizing the packet-filter 

3.1   Generating Network Sub-interfaces and Random IP Address 
Configurations 

Network sub-interfaces refers to sub-interfaces that are created from VNI:1. Each 
of the sub-interfaces will be assigned to corresponding VMs. The sub-interfaces 
serve as communication channel for VMs to communicate with the agent. As 
such, the number of network sub-interfaces should be equal to the number of 
available VMs.  

In this model, randomly generated IP address configurations are assigned to the 
VMs by a DHCP service running on the agent. The advantage of using random IPs 
is to cause difficulty in guessing and identifying active VMs by hackers using 
network scanner applications. Normally, DHCP is set to assign IPs from a large 
range of IPs for example from 192.168.0.100/24 to 192.168.0.200/24. However, in  
 

 

Fig. 2 An example of applying the proposed model in a public cloud 
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this model, DHCP deals with limited numbers of random and unique pools in a 
very small sub-network from one specified IP class to reduce the boundary of 
broadcast in the whole network. The proposed subnet for VMs is 255.255.255.252 
(/30). In this subnet, besides Broadcast-IP and Network-ID, only two IPs are 
available. One is assigned to a VM and the other is assigned to the network sub-
interface on the agent to become the default-gateway for the VMs. Therefore, 
VMs are only able to send their packets to the agent or the gateway on VNI:0. 

Table 1 shows an example of randomly generated and assigned IP addresses for 
each VM. 

Table 1 Example of randomly generated network configurations 

Virtual 
Machine 

Network IP 
Address 

VM IP Address Broad-Casting 
IP 

Network-sub-
interface IP 

1 10.107.237.160 10.107.237.162 10.107.237.163 10.107.237.161 
2 10.166.168.24 10.166.168.26 10.166.168.27 10.166.168.25 
3 10.252.221.108 10.252.221.110 10.252.221.111 10.252.221.109 
4 10.57.27.116 10.57.27.118 10.57.27.119 10.57.27.117 
5 10.97.116.128 10.97.116.130 10.97.116.131 10.97.116.129 
6 10.99.213.100 10.99.213.102 10.99.213.103 10.99.213.101 

3.2   Generating PPTP Configurations 

Encryption is the main part of every security model. PPTP is used to apply 
encryption in the proposed model. After VMs get the IP from DHCP pool, they 
make a VPN connection to the agent. Therefore, all the packets between VMs and 
the agent would be transferred securely. This will be an added security layer 
especially for VMs belonging to the same company (i.e. VM1-2 from a.com, and 
VM4-6 from c.com) as they both will have trusted sharing resources. In this state, 
VMs are assigned IPs from a same subnet so that they will be able to use their 
shared resources. The following steps should be applied for generating IP 
addresses in PPTP service: 

1. Counting the number of domains available ( 3 domains in our example: a.com, 
b.com, and c.com) 

2. Counting the maximum number of VMs in each domain (two VMs in a.com, 
one VM in b.com, and three VMs in c.com) 

3. Calculating appropriate subnet for each domain. The appropriate subnet is the 
smallest possible subnet to cover a group of VMs working in a domain. 
(Appropriate subnet for domain a.com is 255.255.255.248, for domain b.com is 
255.255.255.252, and for domain c.com is 255.255.255.248) 

4. Generating and assign IPs to each VM and network-sub-interface 

According to our example illustrated in Fig. 2, Table 2 displays IP address 
configurations for each VM that is being assigned by PPTP service. 
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Table 2 An example of assinged IP addresses by PPTP in our proposed model 

Virtual 
Machine 

domain VM IP address 
Assigned by PPTP 

subnet Network-sub-
interface IP 

1 a.com 172.25.50.118 255.255.255.248 172.25.50.117 
2 a.com 172.25.50.119 255.255.255.248 172.25.50.117 
3 b.com 172.27.33.122 255.255.255.252 172.27.33.121 
4 c.com 172.29.159.2 255.255.255.248 172.29.159.1 
5 c.com 172.29.159.3 255.255.255.248 172.29.159.1 
6 c.com 172.29.159.4 255.255.255.248 172.29.159.1 

 
Virtual network in our model is a conceptual definition for VMs belonging to 

the same domain.  

3.3   Customizing the Packet-Filtering 

In addition to PPTP and the safety it provides, packet-filtering, which acts as a 
centralized firewall on the agent, also improves the security of the whole system 
by confining any internal-communications via dropping packets originating from 
internal VMs residing in different domains.  

When the agent receives a packet, it may be originated from either a genuine 
VM or an attacker’s VM. If the source IP address is equal to any IP addresses in 
the DHCP pool, it is most likely from a genuine VM. Otherwise, the packet is 
suspected to be originated from the attacker. Since in this method the attacker is 
not able to guess or find the available IPs in DHCP pool, they have to assign the 
IP address manually and as a result, the packets being sent by the attackers will be 
easily identified and dropped by the packet-filtering service. In addition, if the 
attacker gets an IP address from the DHCP server, they can only communicate 
with the default-gateway, not the other VMs. If the packet could satisfy these two 
criteria, it eventually will be proceed to the hypervisor. 

Hackers using a compromised VM may provide any of the ARP-related and 
port scanning attacks to get more information about the available VMs [50]. They 
might find some VMs’ IP addresses on broadcasted packets originating from the 
virtual network (if bridge mode is selected on the hypervisor). However, because 
the packet-filtering bans any VMs intercommunications within different domains, 
the VMs’ IP addresses remain invisible for attackers. As a result VMs would be 
safe from any ARP-related attacks.  

3.4   Evaluation 

There is no one-size-fits-all solution for securing cloud computing. Different CSPs 
have applied different security architectures to meet the variety of security 
requirements of their customers. But, what is common in all cloud security 
architectures is that VMs residing in a physical server will be using the shared 
networking resources. Although it provides an easier way of sharing information 
among VMs, it can also cause numerous security risks. The available solutions to 
overcome this issue cannot ensure total protection of the security requirements. 
With this being said, another security layer is needed to cover the vulnerabilities 
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of the existing models. The proposed model suggests VMs invisibility as a 
solution for this problem.  

An important characteristic of cloud computing is that unnecessary details are 
invisible[51]. This model, similarly, considers the information of VMs (such as IP 
address) as unnecessary details that should be invisible from cloud users.  

The proposed model, as an add-on security layer, is matched with Integrity key 
aspect of a computer related security system (Confidentiality, Integrity, and 
Availability) or CIA. Integrity in CIA model refers to prevention of unauthorized 
modification or alternation of information whereby VMs are kept hidden from one 
another and as a result a compromised VM will be prevented from doing any 
modification of available shared network resources on the physical machine. 
Prevention of unauthorized disclosure of information is another impact of 
applying the proposed model. Hiding and limiting public access towards VMs 
prevent unapproved access from available VMs. This definition is consistent with 
the confidentiality aspect of CIA model. This model also fulfills the availability of 
CIA security system by making a specific VM available for its genuine user. As it 
is stated earlier, in this model users are only able to access and manipulate their 
own VMs.  

Availability in this model goes hand in hand with authorization and 
accountability of AAA (Authentication, Authorization, and Accountability) 
security framework. Authentication, in this model, refers to limiting and 
controlling the use of shared networking resources. The proposed agent is in 
charge of managing, monitoring, and controlling any access towards VMs. Each 
VM in this model is only able to communicate with the agent. Therefore, any 
possible intercommunication would be possible via the agent. Accountability of 
this model is being done by monitoring the agent packet-filtering’s log. Any 
illegal access is being logged by the agent and is sent to the CSP administrators 
for taking appropriate actions. 

The whole idea of the proposed model is to hide VMs via isolation of shared 
networking resources. As private cloud is known to be a non-shared deployment 
model, application of any additional security models will only decrease the system 
performance. The usage of the proposed model in this case will be redundant. The 
proposed model is better to be implemented in community, hybrid, and public 
cloud because the invisibility of VMs is more crucial.  

4   Conclusion 

Security has been a major concern for organizations that are applying cloud 
computing. In this paper the security risks towards each virtualized system 
component have been stated and then a proposed model was introduced. This 
model suggests invisibility as a key concept to secure cloud computing. It can be 
achieved by applying random IP address configurations, encryption, and packet-
filtering services in the model. Finally, the evaluation of proposed model was 
stated to identify how this system matches the current security architecture. 
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– Agent-Based Simulation Analysis 
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Abstract. Service management at commodity goods retailers requires various 
kinds of strategic knowledge. This paper focuses on the (dis)advantages of 
mileage point and discount services. To uncover the characteristics of the two 
strategies, we are developing an agent-based simulator to analyze the behaviors of 
competing retailing stores and their customers. The retailer agents adaptively 
increase or decrease sales promotion of mileage point service and discounting 
based on their experiences and strategies to acquire customers. Customer agents, 
on the other hand, make a decision to choose one of the two retailers to repeatedly 
purchase daily commodities based on customer types and utilities. To explore the 
better strategies of retailers, we have conducted intensive simulation experiments. 
Our computational results have shown that the emergence of retailors’ cooperative 
behaviors and their stable relations strongly depends on to what extent the retailers 
decide the discounting rather than mileage point strategy at the very first stages. 

Keywords: Mileage points services, Discount services, Agent-based simulation, 
Sales promotion of commodity goods. 

1   Introduction 

Mileage point services or frequent shoppers programs have been widespread 
among various retailing services such as airline companies, credit cards, hotel 
chains, and so on. As so many retailers, even retailing stores for daily 
commodities such as supermarkets, have introduced such services, it becomes 
hard for them to differentiate their marketing promotion strategies. On the other 
hand, discount services are a traditional method to enclose customers to specified 
retailers. From the point of view of knowledge management, it is worth to analyze 
which strategies of mileage points or discount services are better for the retailers. 
So far, however, we do not have easy-to-use and effective methods to uncover the 
benefits and/or defects of such service systems.   

To cope with the issues, in this paper, we apply Agent-Based Modeling (ABM) 
to analyzing strategic behaviors of competing retailers and their customers in 
order to explore co-existing conditions of plural retailers. ABM is a cutting-edge 
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technique to understand various social and economic phenomena [1, 2, 3]. ABM 
focuses from global phenomena to individuals in the model and tries to observe 
how individuals with individual characteristics or ’agents’ will behave as a group.  
In our simulation model of the paper, the model consists of the two kinds of 
agents: retailers and customers. The retailer agents adaptively increase or decrease 
sales promotion of mileage point service and discounting based on their 
experiences and strategies to acquire customers. Customer agents, on the other 
hand, repeatedly change the decisions to choose one of the two retailers to 
repeatedly purchase daily commodities based on customer types and utilities. 

The rest of the paper is organized as follows: Section 2 discusses related work 
on the literature and defining the problems to cope with in the paper. Section 3 de-
scribes the principles and design of the agent-based simulator.  Section 4 explains 
the experiments, results, and discussion. Section 5 gives some concluding 
remarks. 

2   Related Works and Problem Description 

The mileage points services give customers certain amount of points in proportion 
to the amount of money they spend to have goods or services. The services are 
considered to be beneficial for both customers and retailers. The customers have 
direct benefits, and the retailors have the information on the customers’ behaviors 
about the goods or services [4].  

In the marketing literatures, they have investigated the roles of mileage services 
or frequent shopper programs (FSPs), Loyalty Programs (LPs) [4, 5, 6, 7, 8].  For 
example, in [8], Yi and Jeon conduct questionnaire survey research to customers 
about the effects of loyalty on the retailer and the program. However, such survey 
research is hard to measure the effects of complex competing situations, because 
of the limit of available data and surveys. In [5], Berman categorizes various FSPs 
and LPs, and then discusses their characteristics. Based on his research, we have 
focused on the competitive situation of commodity good retailers.  

From the literature, they usually focus on the usage of the services or economic 
roles. There are very few researches on the mechanisms in the competing retailors, 
which are very hard to investigate in the case studies.  

Compared with the research in the literature, in this paper, we will observe 
emergent dynamic phenomena, in which two competing retailors learn to make 
two kinds of decisions on their customers: points or discount.  The basic idea of 
the learning behaviors comes from multi-agent learning mechanisms, for example, 
in [9, 10]. The mechanisms are similar to the one in the literature of Game Theory 
[11], however, we believe that the dynamic properties cannot be analyzed without 
ABM techniques.  

The originality of our study is summarized in the following two points: 

1. Base on our previous studies [2, 12], we propose a new ABM, which focuses 
on analyzing competing situations of two learning retailors among the same 
groups of customers. The retailors periodically changes their promotion 
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3.1   Description of Retailer Agents 

Retailer agents (Blue and Red) make decisions on discount or points based on 
their current sales amounts and the observation on the previous decisions of the 
opposite side. Each retailer agent has the evaluation value of the strategy V(s,a), 
where  s means the strategy at the previous term of the opposite side, and a means 
the own strategy of the current term. V(s,a) is determined by the equation (1): 
 

V(s,a)←V(s,a)+α[rt-V(s,a)]                          (1) 
where 

s={Increase, Decrease, Keep_Level}                 (2) 
a={Increase, Decrease, Keep_Level}                 (3) 

  rt=P(t-1) - Pt                                           (4) 
 

Pt denotes the benefit of term t, and a retailer agent learns to change the behavior 
based on the difference of terms t and (t-1).  A retailer agent selects the action a, 
which maximizes V(s,a). After determining the action, the retailer agent changes 
the promotion values unitPr based on equations (5) (when Increase), (6) (when 
Decrease), or (7) (when Keep-Level): 

 

Pri,t=Pri,(t-1) +  unitPr                             (5) 

Pri,t=Pri,(t-1)  -  unitPr                             (6) 

Pri,t=Pri,(t-1)                                        (7) 

Assignment of the ratio of promotion values depends on the strategies of each 
retailer agent.  The strategy of retailer i (Blue or Red) is denoted strategyi, which 
are represented in equation (8).  Each real value element runs between 0.0 and 1.0 
and the sum is equal to 1.0. 
 

strategyi ={discountall,i , discountfrequency,i , pointall,i , pointfrequency,i }     (8) 
 

Discount and point services are given to every customer agent, however, the value 
is different whether the customer is categorized to be excellent or not. When the 
customer agent is the more excellent, the discount or point services are added the 
more. The values discounti,t and pointi,t of retailer agent i at term t are determined 
by equations  (9) and (10) for ordinal customers and (11) and (12) for excellent 
customers:  

discounti,t=Pri,t * discountall,                           (9) 

pointi,t=Pri,t * pointall,i                            (10) 

discounti,t=Pri,t * (discountall,i+discountfrequency,i )           (11) 

pointi,t=Pri,t * (pointall,i+pointfrequency,i )                  (12) 

The profit of the retailer agent i is calculated by equations (13), (14), (15), and 
(16). If the value of Si,t becomes zero or minus, then the agent becomes 
bankruptcy stage and the simulation stops. 
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Sli,t=Pi * Ni,t                                (13) 

Bi,t=Sli,t - VCi,t - CC                         (14) 

VCi,t=Pri,t *Ni,t *(discountall,i + pointall,i )+ 
Pri,t *Nfrequencyi,t *(discountfrequency,i + point frequency,i )+PC*Ni,t        (15) 

Si,t=Si,(t-1)+Bi,t                             (16) 
 

where Sli,t is the sales amount, Bi,t is the benefit,  Pi means the price of the good,   
N i,t is the number of sales, Nfrequencyi,t means the number of sales for excellent 
customers, Pri,t is the promotion cost, VCi,t is the varying cost, and  Si,t is the 
surplus of the retailer agent i at term t.  Also, CC means the fixed cost and PC 
means the prime cost. 

3.2   Description of Customer Agents 

There are plural customer agents in the model.  We assume that one customer 
agent represents a group of 100 individual customers with the same properties on 
the purchase decisions and behaviors. They select one of the retailer agents based 
on discount and point services and purchase one good at each step.  The more 
customer agents’ purchase from one retailer, the utility about the points becomes 
the larger. The mechanism is inspired by the research literature [6, 13].  Each 
customer agent consumes their point at the end of the term and the points are 
expired.   

The selection of the retailer agents is based on the roulette selection method 
with the utility of the customer obtained from the retailer.  The probability of 
customer agent k for retailer agent i , probabilityi,k is given by equation (17): 
 

probabilityi,k=Ui,k/(∑n
j=1 Uj,k )                        (17) 

 
where, n is the number of retailers in the market (In this case, n=2, Blue and Red), 
U i,k is the utility of customer agent k, who purchase the good from retailer i.  The 
value of   Ui,k is determined by the promotion cost of retailer agent i and its 
promotion strategies as follows:  
 

Ui,k=Pri,t * (pdiscount*Ui,d +ppoint·Ui,p)                   (18) 
 
pdiscount,and ppoint will change whether the customer agents are excellent or not. 
When normal (resp., excellent), the value is determined by equations (19) and (20) 
(resp., (21) and (22)):  

pdiscount=discountall,i                                 (19) 

ppoint=pointall,i                                    (20) 

pdiscount=discountall,i +discountfrequency,i                    (21) 

ppoint=pointall,i +pointfrequency,i                           (22) 
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where, Ui,d and Ui,p respectively mean the utilities of discount and point services of 
retailer agent i.  The value will be changed by the number of purchase at i.  They 
are given by equations (23) and (24):  
 

Ui,d=1 - Ui,p                                     (23) 

Ui,p=purchase*sensitivity+intercept             (24) 
 

where, purchase-sensitivity means the sensitivity of customers’ behaviors about 
the point service  and intercept is the initial utility value of the point service.  
The customer agents are categorized as High, Middle, and Low on the behaviors 
about point services.  Based on prior turning of the simulation, we set the values 
shown in Table 1. 

Table 1 Parameters of Customer Agent Sensitivity on Point Service 

Purchase-Sensitivity Sensitivity Value Purchase ratio at Blue 

High 0.020 70% 

Middle 0.009 50% 

Low 0.000 30% 

3.3   Implementation of the Simulator  

The simulator does not intend to get realistic results, but aims at understanding 
stylized facts on service strategies of competing retailers, so that we have simply 
implemented the specifications described in the previous sub-sections. The 
simulator is developed from full scratch with JAVA language.  The simulator 
runs on a usual Window 7 PC with 16MB main-memories.  A standard result of 
one run is obtained within 0.01 CPU seconds. It is enough simple that we are able 
to test various scenarios changing agent and environmental parameters. The major 
results are described in the following section. 

4   Experiments and Discussions 

4.1   Experimental Settings 

Using the agent-based simulator explained in the previous section, we conduct 
intensive experiments to explore the co-existence conditions or cooperative 
situations of the two competing retailers Blue and Red. We utilize the following 
parameter set for the simulation shown in Table 2. In the series of the experiments, 
we set 100 customer agents and 1,000 terms.  These settings mean that there are 
10,000 individuals in the market, and that we analyze the changes of the market 
for about 3 years. We also change the 35 strategies patterns of Blue and Red 
shown in Table 3. 
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Table 2 Parameter Settings of the Experiments 

Number of Terms 1,000 

Number of Steps of Each Term 100 

Number of Trials of Each Scenario 50 

Number of Customer Agents 100 

High: Middle: Low Sensitivity Ratio 20:60:20 

Number of Retailer Agents  Blue and Red 

Learning Ratio of Retailer Agents  0.8 

Initial Promotion Price  150 

Initial Surplus  6,000,000 

Fixed Value  600,000 

Price of the Good  1,000 

Prime Cost of the Good  700 

Strategy of Blue Eq. (25)  

Strategy of Red Eq. (25)  

 
As a result, we set 35*35 = 1,225 scenarios in the experiments. In each 

scenario, we execute 50 trials and summarize the results. 

Table 3 List of Strategies of a Retailer Agent 

Strategy # discountall pointall discountfrequency pointfrequency 

1 1 0 0 0 

2 0.75 0.25 0 0 

3 0.75 0 0.25 0 

4 0.75 0 0 0.25 

5 0.5 0.5 0 0 

6 0.5 0 0.5 0 

7 0.5 0 0 0.5 

8 0.5 0 0.25 0.25 

9 0.5 0.25 0 0.25 

10 0.5 0.25 0.25 0 

11 0.25 0.75 0 0 

12 0.25 0 0.75 0 

13 0.25 0 0 0.75 

14 0.25 0 0.25 0.5 

15 0.25 0 0.5 0.25 

16 0.25 0.25 0 0.5 

17 0.25 0.5 0 0.25 

18 0.25 0.25 0.5 0 
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Table 3 (continued) 

19 0.25

20 0.25

21 0 

22 0 

23 0 

24 0 

25 0 

26 0 

27 0 

28 0 

29 0 

30 0 

31 0 

32 0 

33 0 

34 0 

35 0 

 

Fig. 2 Summary of Experime

Y. Tanaka et a

5 0.5 0.25 0 

5 0.25 0.25 0.25 

1 0 0 

0.75 0 0.25 

0.75 0.25 0 

0.5 0 0.5 

0.5 0.5 0 

0.5 0.25 0.25 

0.25 0 0.75 

0.25 0.75 0 

0.25 0.5 0.25 

0.25 0.25 0.5 

0 1 0 

0 0.75 0.25 

0 0.5 0.5 

0 0.25 0.75 

0 0 1 

ental Scenarios 

al.
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4.2   Results and Discussions 

The results of the experiments are summarized in Figure 2. Among the simulation 
experiments, the cases of the bankruptcy of either Blue or Red agents has become 
78.2%. The key events of the simulation terms are: Bankruptcy occurrence, 
Market share is high/low just before the bankruptcy, Price competition status just 
before the bankruptcy, and The Emergence of cooperative behaviors of retailer 
agents. From Figure 2, we consider that in our model, the bankruptcy is usual, 
however, some scenarios, stable cooperative behaviors occur as stylized facts. One 
of such typical results of the stable cooperation level are depicted in Figure 3.  

In Figure 3, (A), (B), (C), and (D) respectively represent the changes of retailer 
agents status on profits, number of sales, promotion costs, and surplus. Form the 
Figure 3, in this simulation case, we have observed the following results: 

1. In the initial terms during 1 and 100, both Blue and Red retailers increase the 
promotion costs, as a results, both of them lose the profits. The competitiveness 
is very hard, because of the rapid changes of the number of sales. Furthermore, 
the surplus of Blue and Red rapidly decreases.  

2. In the middle term around 200, however, the both retailers spontaneously 
decrease the promotion costs. As a result, they are able to increase their surplus. 
From the detailed analysis on the decisions and behaviors of Blue and Red, 
during the terms, they are changing their decisions from defeat to cooperate. 
This situation is very similar to a typical case of the strategy changes in the 
repeated prisoners’ dilemma game [11]. Although the design and principle of 
the agent-based simulator is so different from the game theoretical approaches, 
the emergence of the spontaneous cooperative behaviors is very interesting. 

 

 

Fig. 3 Typical Case of Cooperation Emergence 
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Fig. 4 Scenario Categories and Number of Corporative Behavior Emergence 

We have further analyzed all the cases focusing on the case 5 in Figure 2, in 
which the cooperative behaviors have been frequently observed. The results are 
shown in Figure 4. 

The x-axis of Figure 4 represents the characteristics of strategies shown in 
Table 3. The y-axis represents the number of occurrence of cooperative behaviors.  
Please note that when the value of discountall in both Blue and Red agents are 
equal to 0.25 or 0.50, the cooperative behaviors tend to occur. Especially, 
strategies between 5 and 15 are remarkable.  Also, there are no other cases where 
the cooperative behaviors often occur.  This suggests that the emphasis of point 
service strategies might be wrong and that the discount service strategies are better 
in committing markets, if all the retailers would adopt point service systems in 
their services in the early stages of promotions. 

5   Concluding Remarks 

This paper has proposed a novel agent-based model (ABM) for analyzing service 
management at commodity goods retailers. The ABM has especially focused on 
the (dis)advantages of mileage point and discount services. To uncover the 
characteristics of the two service strategies, we have implemented a simulator to 
analyze the behaviors of competing retailing stores and their customers. Then, we 
have conducted intensive computer experiments to uncover the characteristics of 
point and discount service systems among the retailing shops.  

The main contribution of the paper to knowledge management in organization 
literature is summarized as follows: 
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1. The proposed agent-based model reveals the effectiveness of the issues, which 
are hard to examine in the real situations. 

2. From intensive simulation experiments, although they are very abstract ones 
compared with case studies, we are able to find stable and/or unstable conditions 
of the decision strategies. 

3. About the decision making in competing marketing conditions, the 
experimental results suggest that discount services strategies combined with the 
other point service strategies would work well, when every participant would 
adopt the point services. 

Our future work related to the ABM include the analyses of point service systems 
as a whole with more retailer and customer participations and the work to ground 
the ABM with real world data.  
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Abstract. In the recent years, a new computing model, known as Cloud 
Computing, has emerged to react to the explosive growth of the number of devices 
connected to Internet. Cloud Computing is centered on the user and offers an 
efficient, secure and elastically scalable way of providing and acquiring services. 
Likewise, Ambient Intelligence (AmI) is also an emerging paradigm based on 
ubiquitous computing that proposes new ways of interaction between humans and 
machines, making technology adapt to the users' necessities. One of the most 
important aspects in AmI is the use of context-aware technologies such as 
Wireless Sensor Networks (WSN) to perceive stimuli from both the users and the 
environment. In this regard, this paper presents Cloud-IO, a Cloud Computing 
platform for the fast integration and deployment of services over WSNs. 

Keywords: Cloud Computing, Ambient Intelligence, Wireless Sensor Networks, 
Multi-Agent Systems, Real-Time Locating Systems. 

1   Introduction 

Nowadays the society is currently immersed in an innovator dynamics that has 
encouraged the development of intuitive interfaces and systems with a certain 
intelligence level that are capable of recognizing the users’ necessities and 
responding to them in a discreet way, often even imperceptible [1]. Thus, is 
necessary to consider people as the center of the developments in order to build 
intelligent and technologically complex scenarios in a wide range of different 
areas such as medicine, domestic, academic or public administration, where 
technology adapts to people’s necessities and their environment, and not on the 
contrary. Here is where concepts such as Ambient Intelligence (AmI) [2], Cloud 
Computing [3], agent technology [3] [4] and innovative visualization interfaces 
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and techniques [5] come into play in order to achieve an improved human-
machine interaction. 

Systems based on Ambient Intelligence encourage technology to adapt to 
people, detecting their necessities and preferences and allowing them to enjoying 
services without need of being conscious or learning complicated operations. In 
this sense, agent and multi-agent systems provide these AmI-based systems with 
the necessary intelligence for responding to the users’ preferences and needs [6]. 
The Cloud Computing model is centered on the user and offers a highly effective 
way of acquiring and supplying services. Cloud Computing defines a new 
economic model based on a new way of consuming services. Furthermore, all 
these features are performed in a reliable and secure way, with an elastic 
scalability which is capable of attending to sharp and a priori unpredictable 
changes on the demand, and at the expense of a very low increase in the 
management costs [7]. Likewise, Wireless Sensor Networks (WSNs) provide an 
infrastructure capable of supporting distributed communication needs and increase 
the mobility, the flexibility and the efficiency of users [8]. Specifically, Wireless 
Sensor Networks allow gathering information about the environment and reacting 
physically to it, thus expanding users’ capacities and automating daily tasks [9].  

There are three key functionalities that would make an AmI-based platform be a 
powerful tool for supporting a wide variety of situations: locating, telemonitoring 
and personal communication. Locating systems allow knowing the exact position of 
users and objects of interest [10]. This way, the platform could identify each user, 
know where he is, as well as provide him with services in an automatic and 
intelligent way, without need of him to start the interaction. Telemonitoring (or 
sensing) allows obtaining information about users and their environment (e.g., 
temperature, humidity, etc.), taking it into account when offering them customized 
services in keeping with the environment status [11]. Finally, personal 
communication, by means of voice or data, allows users to communicate among 
them through the platform, no matter their location or the communication media 
they choose. In order to an AmI-based platform can be successful regarding 
versatility, it should be capable of integrating these three services. 

In this regard, the Cloud-IO platform is designed to provide solutions for the 
mentioned necessities in different environments. Thus, Cloud-IO is intended not 
only for covering the essential needs of society, but also for supporting the 
development of innovative and very specific technological solutions. 

The rest of this paper is organized as follows. The next section depicts the main 
objectives that the development of the Cloud-IO platform intends to address. Then, 
the main components and services that will be integrated into the Cloud-IO platform 
are described. Finally, the conclusions and future lines of work are depicted. 

2   Background and Problem Description 

Currently, there are two main computing models that still dominate information 
technologies. On the one hand, the centralized computing model, which is typical  
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in super-powerful mainframe systems with multiple terminals connected to them. 
On the other hand, the distributed computing model, whose the most widespread 
example is the client-server model, with largely demonstrated efficiency [12]. 
During the last years, a new model, known as Cloud Computing, has emerged 
with the aim of giving support to the explosive growth of the number of devices 
connected to Internet and complementing the increasing presence of technology  
in people’s daily lives and, more specifically, in business environments [3]  
[7] [12]. 

The Cloud-IO platform is aimed to offer locating, telemonitoring (sensing) and 
voice/data transmission (personal communication) services using a unique 
wireless infrastructure and supported by a Cloud Computing model. Furthermore, 
the platform is focused on supporting applications based on Ambient  
Intelligence paradigm and that are conscious of the location of the users and the 
environment state, as well as allowing them to keep intercommunicated through 
the platform. 

Wireless Sensor Networks are identified as one of the most promising 
technologies by different technological analysts and specialized journals [8] [9] 
[11], because of they give support to the current requirements related to the 
deployment of networks that cover the communication needs flexibly in time, 
space and autonomy, without need of a fixed structure. The user identification is a 
key aspect for an adequate services customization and environment interaction 
[13]. In this sense, knowing the exact geographic location of people and objects 
can be very useful in a wide range of application areas, such as industry or 
services [10]. The advantage of knowing and visualize the location of all the 
resources in a company and how these interact and collaborate in the different 
productive processes is a clear example of the demand for a platform as Cloud-IO. 
Other good example of this demand are all those emergence situations where is 
required to locate people, such as forest fires or nuclear disasters. Whether in 
home automation, healthcare telemonitoring systems or hospitals, WSNs are used 
for collecting information from the users and their environment [9]. Nonetheless, 
the development of software for remote telemonitoring that integrates different 
subsystems demands the creation of complex and flexible applications. As the 
complexity of an application increases, it needs to be divided into modules with 
different functionalities. There are several telemonitoring developments based on 
WSNs [14]. However, they do not take into account their integration with other 
architectures and are difficult to adapt to new scenarios [15]. Furthermore, even 
though there are some existing approaches that integrates personal communications, 
such as voice, over WSNs [16], current wireless sensor technologies have inter- 
operability, manageability and mobility deficiencies [17]. In this regard, all these 
issues can be addressed developing a new platform that integrates locating, 
telemonitoring and personal communication services in a unique wireless sensor 
infrastructure. 
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In the last years, several approaches aimed at merging WSNs and the Cloud 
model have been proposed [18] [19] [20]. Nevertheless, many of these proposals 
are not realistic or scalable enough, which results in not much practical 
approaches. Moreover, many of the research done until the date do not consider 
desirable features such as fault-tolerance, security and the reduction of the 
communication response times, and, when they are considered, they are usually 
achieved at the expense of energy efficiency. Furthermore, these approaches do not 
consider the integration of locating, telemonitoring and personal communication in 
the same infrastructure. 

3   The Cloud-IO Platform 

This section describes the main components of the Cloud-IO platform. First, the 
basic functioning of the platform is depicted. After that, the different modules that 
make up the platform are described. As this is a research work that will be finished 
in Q4 2013, this paper presents a preliminary description that will be extended and 
published further on. 

The main objective of this work is to revolutionize the interoperability, 
accessibility and usability of systems based on WSNs through a new platform 
based on Cloud Computing services. Therefore, the Cloud-IO project consists of 
the development of a modular, flexible and scalable platform that integrates, on 
the one hand, identification/locating, telemonitoring and personal communication 
services in a unique network infrastructure, and, on the other hand, the creation of 
interactive and customized services managed from a Cloud infrastructure. In 
addition, most of its multiple functionalities must be accessible through 3D virtual 
scenarios generated automatically by a new graphical environment integrated in 
the own platform. 

It is worth mentioning that this project is not only aimed at integrating pre-
existing technology, but also designing and developing innovative hardware and 
software in order to build a unique platform. Therefore, it will be developed a new 
specific hardware, both for the network infrastructure and the services 
implemented over it. Moreover, it will be developed a new middleware that 
manages all functionalities of the platform, making use of techniques and 
algorithms based on Artificial Intelligence [21] [22] on practically each of these 
functionalities: dynamic routing, real-time locating [10], 3D virtual model 
automatic generation, as well as self-configuring and error-recovery, among many 
others. This way, it will be achieved a platform that will not only make use of 
existing technology, but also perform important and relevant improvements on the 
current state of the art of different technological areas. The basic architecture of 
the Cloud-IO platform, shown in Figure 1, is formed by the next main 
components: 
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Fig. 1 Basic architecture of the Cloud-IO platform 

• Wireless sensor infrastructure. The main components and services of the 
Cloud-IO platform are based on this infrastructure. This infrastructure consists 
of a set of wireless physical devices over which part of the low-level 
middleware, described below, will run. This low-level middleware allows the 
rest of the platform to access to their functionalities. 

 

– Wireless devices. They form the hardware layer of the wireless sensor 
infrastructure. In this sense, a set of wireless devices with reduced energy 
consumption and physical size must be developed. Each of them should 
share a common architecture made up of a microcontroller, a radio 
transceiver and a set of physical interfaces for the data exchange between 
the device itself and the sensors and actuators connected to those 
interfaces [15]. According to the application, these devices must be able 
to be supplied by batteries or an extern source. Moreover, and also 
according to each application or system to which they can belong, these 
devices should include Digital Signal Processors (DSP) [23], for the 
personal communication service, or physical interfaces intended for the 
intercommunication with sensors and actuators, for the telemonitoring 
service [15]. 

– Low-level middleware. Over the wireless sensor infrastructure it must be 
developed a low-level middleware formed by different layers aimed at 
allowing the data exchange among the wireless devices and the rest of the 
components of the Cloud-IO platform. This low-level middleware is 
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formed by the firmware embedded in the wireless devices, a 
communications API (Application Programming Interface) for accessing 
the features of the devices from any extern machine (e.g., a PC), as well 
as a communications protocol for the data exchange between the 
firmware and the communications API. 
– Firmware. It consists of code that can run on each of the wireless 

devices. By means of this firmware the devices can connect 
automatically among them, thus building a network topology for the 
data exchange among devices. Likewise, the firmware must 
implement the required functionalities for each of the three main 
services of the platform (i.e., telemonitoring, identification and 
locating, personal communication) and respond to the received 
commands remotely from the communications API by means of the 
communications protocol. Regarding the devices intended for the 
personal communication service, it must be also developed the 
firmware specific to be run over the Digital Signal Processors [23] in 
order to implement the voice codecs required for that service [16]. 

– Communications protocol. It must be developed a communications 
specific protocol that allows transporting the required data among the 
devices, as well as between the devices and the communications API. 
This protocol must allow transporting data with different quality-of-
service, network latency and data throughput rate. This way, the 
different necessities of the main three services (i.e., telemonitoring, 
locating and personal communication) must be covered in an optimal 
way. 

– Communications API. The communications API allows the rest of 
the components of the Cloud-IO platform to interact with the 
wireless devices in order to collect information from the sensors 
connected to them, as well as send and receive voice/data streams. 
In addition, this API must incorporate a set of innovative locating 
algorithms [10] in order to provide the rest of the components of the 
platform with accurate and real-time position of people and objects 
that carry the wireless devices focused on being used by the 
identification and locating service. The communications API should 
run over a server in the entity that acts as consumer of the Cloud-IO 
services. 

• Cloud Computing infrastructure. This infrastructure is, along with the 
wireless sensor infrastructure, the other main pillar of the Cloud-IO platform. 
Thanks to this, the tasks requiring an elevated computational cost can be moved 
to remote powerful machines, as these tasks are very difficult to be 
implemented in the machines and devices, often mobile, used by the client 
users of the platform. This infrastructure should be basically formed by a set of 
high-performance hardware machines, as well as a data communications 
network infrastructure for the interconnection between the client machines and 
the remote high-performance machines. 
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– Hardware. The hardware infrastructure that must support the Cloud 
Computing components should be formed by a set of high-performance 
machines that will be sited, generally, remotely with regard to the client 
machines infrastructure (i.e., the wireless infrastructure connected to the 
client machine, as well as the set of multimodal interfaces [1]). This set of 
high-performance machines are responsible for executing the tasks with 
elevated computational cost that, otherwise, could not be feasible to be 
done in the client machines, which usually have a low or moderate 
performance. 

– Data communication networks. Consist of a set of data communication 
networks, either public, private or public-private partnered, aimed at the 
data transmission between client machines and the remote high-
performance machines where the software of the Cloud Computing 
infrastructure will run. These networks could be from a public network 
based on cable, ADSL or 3G, until a local intranet based on Ethernet or 
Wi-Fi, or even a mixed solution (e.g., a Virtual Public Network or VPN). 
On the one hand, the information gathered by the wireless sensor 
infrastructure are transmitted from the client machines to the remote high-
performance machines. On the other hand, all the information processed by 
the reasoning mechanisms, as well as the rendered tridimensional images, 
are transmitted from the remote high-performance machines to the client 
machines, including the multimodal interfaces. This way, client machines 
are freed from a great part of the computational load. 

– Software components of the Cloud Computing infrastructure. These 
components make up the software layer that run over the Cloud Computing 
hardware infrastructure and are responsible for performing remotely a great 
part of the high-cost computational load, which, otherwise, would be 
difficult to be done by the client machines, especially mobile multimodal 
interfaces. 
– High-level middleware. This middleware layer must make possible 

the data exchange among the different Cloud software components, 
as well as the interaction among those components and the client 
machines, such as the mobile multimodal interfaces [1]. This 
middleware should offer its functionalities through protocols similar 
to Web Services [24]. This will allow the remote access to them from 
practically any kind of device which includes an adequate web 
browser. 

– Graphics engine. The graphics engine is an essential part of the 
Cloud-IO platform. It should be based on a set of certain APIs and a 
well-defined list of functionalities. It must run over the hardware 
infrastructure mentioned before and allow, remotely, performing the 
tridimensional objects modeling, the layout and animation of  
them, and, lastly, the rendering of the scenarios and the objects.  
This graphics engine is a high-complexity component that should 
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contemplate multiple and different technologies, such as techniques 
for lighting, shadowing, culling (i.e., saving time when rendering 
objects hidden by the presence of other objects in the scenarios, as, for 
example, the use of Binary Space Partitioning or BSP [25]), etc. 

– Reasoning mechanisms. Integrated with the Cloud Computing 
infrastructure itself, it will be implemented a set of complex and 
innovative reasoning mechanisms based on agent technology [4]. 
This way, all the tasks related to alerts management, tracking and 
patter recognition can run on the Cloud itself, thus freeing the client 
machines, and especially the generally light multimodal interfaces, 
from performing these tasks. These reasoning mechanisms include 
the algorithms intended for managing the call routing and queuing 
required by the personal communication service. 

– Databases. Optionally, these databases could be remotely stored, so 
that all the information and the important data required for the different 
services (i.e., telemonitoring, locating and personal communication) in 
the Cloud-IO platform could be provided by machines more secure and 
powerful than those that could have the clients of the platform. 

• Multimodal interfaces. Last but not least, the platform will include a set of 
innovative multimodal interfaces [2] that should allow showing in an enhanced 
way all the information provided by the platform from the data received from 
the Cloud Computing services. This way, all the information and services of the 
platform will be able to be accessed by almost any device that can execute a 
web browser. Specifically, the design and development are focused on those 
mobile multimodal interfaces that can be implemented in devices so light as a 
mobile phone or a tablet PC. 

3.1   Telemonitoring, Locating and Communication Services 

Therefore, three main differentiated services must be developed over the Cloud-IO 
platform. These services must be fully integrated among them and work 
simultaneously over the platform. These services (telemonitoring, locating and 
personal communication) are shown in Figures 2, 3 and 4, respectively: 

1. Telemonitoring service. This service allows gathering information about the 
context and the users in the defined application scenarios, as well as acting 
consequently managing alerts and other relevant situations. In order to do this, 
the design and development of this service should make use of specific 
functionalities of the wireless devices, which, through different physical 
interfaces (hardware) could be connected to different home automation sensors 
(e.g., temperature, humidity, gases, smokes, etc.) [15], biomedical sensors (e.g., 
breath rhythm, body temperature, fall detection, etc.) [14], biometric sensors 
(e.g., recognition of faces, eyes or fingerprints) and actuators (e.g., light alarms, 
sound alarms, data delivery through the platform, etc.). 
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Fig. 2 Telemonitoring service in the Cloud-IO platform 

2. Real-time identification and locating service. This service allows identifying 
and estimating the position of users and objects in every moment. As the other 
services, this service must also allow utilizing algorithms for managing alerts 
derived from the position of the users and objects according to the area where 
they are, they permissions, etc. In this sense, the service must make use of an 
innovative set of locating algorithms [10] that will be developed. The main 
objective of the development of these algorithms is to achieve a much better 
accuracy than with existing locating systems when locating people and objects, 
as well as allow its adequate operation both outdoors and indoors. 

3. Personal communication service. This service allows the transmission of 
voice and instant messaging through the wireless devices in the platform. To do 
that, it must be used an innovative architecture of wireless devices that puts 
together microcontrollers, transceivers and Digital Signal Processors [23], 
along with the implementation in the devices and the platform of voice codecs 
[16] and reasoning mechanisms based on agent technology [4] and focused on 
the personal communications routing, as well as the implementation of 
optimized queuing algorithms. 

This way, thanks to the integration of these three services in a unique wireless 
infrastructure of fast deployment, the Cloud-IO platform will be able to deploy 
applications as the next example. Let's imagine a scenario when a natural disaster 
has happened, such as a possible leak in a nuclear power station. The Cloud-IO 
platform will allow facing this situation in the next way. As a previous stage, 
operators will place a set of wireless devices along the perimeter of the zone. 
These devices will act as basic communications infrastructure and as beacons 
when locating the operators themselves throughout the environment. This 
infrastructure will not require previous calibrating and will be deployed in a few 
minutes. Simultaneously, these beacons will incorporate different environmental 
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Fig. 3 Real-time identification and locating service in the Cloud-IO platform 

 

Fig. 4 Personal communication service in the Cloud-IO platform 

sensors for measuring humidity, temperature, radiation, wind direction, and will 
be connected to a GPS receiver in order to have a global reference. Operators will 
carry small wireless devices (i.e., tags) to be identified and located throughout the 
environment by the beacon devices, as well as communicate among them via 
voice. 

This way, deploying a unique infrastructure in a few minutes, the services in 
the platform will provide a complete information about the emergence situation: 
real-time location of operators, environmental and radiation measurements, as 
well as the information that operators will transmit among them via voice in real-
time. All the information will be collected by the platform, which, thanks to 
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different techniques of object modeling and tridimensional representation [25], 
will show it to those authorized users that want to watch this information in a 
mobile device, a PC or a remote control center, all of this through Internet. 

4   Conclusions and Future Work 

This work presents Cloud-IO, a Cloud Computing platform for the fast integration 
and deployment of services over Wireless Sensor Networks. The Cloud-IO 
platform integrates in a unique wireless infrastructure three main services that are 
key for the implementation of AmI-based applications: telemonitoring (sensing), 
locating and personal communication (voice and data transmission among users). 
Furthermore, the platform makes use of agent technology for implementing 
reasoning mechanisms aimed at routing and queuing data and voice transmissions, 
as well as a new graphics engine and multimodal interfaces in order to enhance the 
interaction between users and the applications deployed using this platform. 

Future work includes the full development of all the projected functionalities. 
This includes the production of the first hardware prototypes for the wireless 
devices. At the software level, the firmware embedded in the devices, the 
communications API and the high-level middleware in the Cloud infrastructure 
will be developed. Then, the graphics engine and the agent-based reasoning 
mechanisms will be designed and developed. At a further stage, the three main 
services (telemonitoring, locating and personal communication) will be 
implemented over the platform. Finally, the system will be implemented in two 
real scenarios related to elderly care and a fire department in order to test its actual 
performance. 
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Abstract. This article presents a proximity detection prototype that will be 
included in the future in an integral system primarily oriented to facilitate the 
labor integration of people with disabilities. The main goal of the prototype is to 
detect the proximity of a person to a computer using ZigBee technology and then, 
to personalize its workplace according to his user’s profile. The system has been 
developed as an open MultiAgent System architecture using the agent’s platform 
PANGEA, a Platform for Automatic coNstruction of orGanizations of intElligent 
Agents. 

Keywords: proximity detection, Zigbee, RTLS, open MAS, agent platform, 
personalization, user’s profiles, disabled people. 

1   Introduction 

Due to the advance of the technologies and communications, intelligent systems 
have become an integral part of many people's lives and the available products and 
services become more varied and capable, users expect to be able to personalize a 
product or service to meet their individual needs and will no longer accept "one 
size fits all". Personalization can range from simple cosmetic factors such as 
custom ring-tones to the complex tailoring of the presentation of a shopping web 
site to a user's personal interests and their previous purchasing behaviour [15]. It is 
expected to expand these innovative techniques to a wide range of fields. One of 
the segments of the population, which will benefit with the advance of 
personalized systems, will be people with disabilities [16], contributing to improve 
their quality of life [17]. Considering the near future, public and private companies 
will be provided with intelligent systems specifically designed to facilitate the 
interaction with the human users. These intelligent systems will be able to 
personalize the services offered to the users, depending on their concrete profiles. 
It is necessary to improve the services’ supply, as well as the way to offer them 
[18]. Technologies such as Multiagent Systems and Ambient Intelligence based on 
mobile devices have been recently explored as a system of interaction with the 
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dependent people [19]. These systems can provide support in the daily lives of 
dependent people [20]. 

This article presents a multi-agent based proximity detection prototype, 
specifically developed for a work environment, which can facilitate tasks such as 
activating and personalizing the work environment; these apparently simple tasks 
are in reality extremely complicated for some people with disabilities. 

The rest of the paper is structured as follows: The next section introduces the 
detection proximity prototype, the technology used and how it works. Section 3 
presents MAS in which the prototype is included. Section 4 explains the case 
study and finally, in section 5 some conclusions and future work are presented. 

2   Detection Proximity Prototype 

In this section we revise the proposed proximity detection prototype, focusing on 
the technology used and on the functioning of the prototype. 

2.1   Technology Used 

ZigBee sensors are used to deploy the detection prototype. ZigBee is a low cost, 
low power consumption, two-way wireless communication standard that was 
developed by the ZigBee Alliance [5]. It is based on the IEEE 802.15.4 protocol 
[2], and operates on the ISM (Industrial, Scientific and Medical) band at 
868/915MHz and a 2.4GHz spectrum. Due to this frequency of operation among 
devices, it is possible to transfer materials used in residential or office buildings 
while only minimally affecting system performance [1]. Although this system can 
operate at the same frequency as Wi-Fi devices, the possibility that it will be 
affected by their presence is practically null, even in very noise environments 
(electromagnetic interference). ZigBee is designed to be embedded in consumer 
electronics, home and building automation, industrial controls, PC peripherals, 
medical sensor applications, toys and games, and is intended for home, building 
and industrial automation purposes, addressing the needs of monitoring, control 
and sensory network applications [5]. ZigBee allows star, tree or mesh topologies. 
Devices can be configured to act as network coordinator (control all devices), 
router/repeater (send/receive/resend data to/from coordinator or end devices), and 
end device (send/receive data to/from coordinator) [6]. One of the main 
advantages of this system is that, as opposed to GPS type systems, it is capable of 
functioning both inside and out with the same infrastructure, which can quickly 
and easily adapt to practically any applied environment.  

Our prototype must allow performing efficient indoor locating in terms of 
precision because computers are very close one each other, for these reason the 
Real-Time Locating Systems (RTLS) Model was chosen. The infrastructure of a 
Real-Time Locating System contains a network of reference nodes called readers 
[12] and mobile nodes, known as tags [12][13]. Tags send a broadcast signal 
which includes a unique identifier associated to each tag. Then, readers obtain the 
identifier, as well as specific measurements of the signal. These measurements 



Personalization of the Workplace through a Proximity Detection System  507
 

give information about the power of the received signal (e.g., RSSI), its quality 
(e.g., LQI, Link Quality Indicator), the Signal to Noise Ratio (SNR) or the Angle 
of Arrival (AoA) to the reader, amongst many others. These signals are gathered 
and processed in order to calculate the position of each tag.  

RTLS can be categorized by the kind of its wireless sensor infrastructure and 
by the locating techniques used to calculate the position of the tags. This way, 
there is a range of several wireless technologies, such as RFID, Wi-Fi, UWB 
(Ultra Wide Band), Bluetooth and ZigBee, and also a wide range of locating 
techniques that can be used for determining the position of the tags [14]. 

2.2   How the Prototype Works 

The proposed proximity detection system is based on the detection of presence by 
a localized sensor called the control point (where the ZigBeeReaderAgent is 
deployed), which has a permanent and known location. Once the Zigbee tag 
carried by the person has been detected and identified, its location is delimited 
within the proximity of the sensor that identified it. Consequently, the location is 
based on criteria of presence and proximity, according to the precision of the 
system and the number of control points displayed. 

The parameter used to carry out the detection of proximity is the RSSI 
(Received Signal Strength Indication), a parameter that indicates the strength of 
the received signal. This force is normally indicated in mW or using logarithmic 
units (dBm). 0 dBm is equivalent to 1mW. Positive values indicate a signal 
strength greater than 1mW, while negative values indicate a signal strength less 
than 1mW. 

Under normal conditions, the distance between transmitter and receiver is 
inversely proportional to the RSSI value measured in the receiver; in other words, 
the greater the distance, the lower the signal strength received. This is the most 
commonly used parameter among RTLS. 

RSSI levels provide an appropriate parameter for allowing our system to 
function properly. However, variations in both the signal transmission and the 
environment require us to define an efficient algorithm that will allow us to carry 
out our proposal. This algorithm is based on the use of a steps or measurement 
levels (5 levels were used), so that when the user enters the range or proximity 
indicated by a RSSI level of -50, the levels are activated. While the values 
received are less than the given range, each measurement of the system activates a 
level. However, if the values received fall outside the range, the level is 
deactivated. When the maximum number of levels has been activated, the system 
interprets this to mean that the user is within the proximity distance of detection 
and wants to use the computer equipment. Consequently, the mechanisms are 
activated to remotely switch on both the computer and the profile specific to the 
user’s disability. 

The system is composed of 5 levels. The tags default to level 0. When a user is 
detected close to a reader, the level is increased one unit. The perceptible zone in 
the range of proximity gives an approximate RSSI value of -50. If the user moves 
away from the proximity area, the RSSI value is less than -50, resulting in a 
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reduction in the level. When a greater level if reached, it is possible to conclude 
that the user has remained close to the marker, and the computer will be turned on. 

On the other hand, reaching an initial level of 0 means that the user has moved 
a significant distance away from the workspace, and the computer is turned off. 

The system uses a LAN infrastructure that uses the wake-on-LAN protocol for 
the remote switching on and off of equipment. Wake-on-LAN/WAN is a 
technology that allows a computer to be turned on remotely by a software call. It 
can be implemented in both local area networks (LAN) and wide area networks 
(WAN) [4]. It has many uses, including turning on a Web/FTP server, remotely 
accessing files stored on a machine, telecommuting, and in this case, turning on a 
computer even when the user’s computer is turned off [7]. 

3   System Architecture  

This proximity detection prototype is integrated within a open MAS that includes 
all the agents and information needed to create an integral system for helping 
disabled people in the workplace. 

The open MAS has been created using PANGEA. There are many different 
platforms available for creating multiagent systems that facilitate the work with 
agents [8][9][10][11]; however our aim is to have a tool that allows users to create 
an increasingly open and dynamic multiagent system (MAS). PANGEA is a 
service oriented platform that allows to the implemented MAS to take the 
maximum advantage of the distribution of resources. To this end, all services are 
implemented as Web Services.  

The own agents of the platform are implemented with Java, nevertheless the 
agents of the detection prototype are implemented in .NET and nesC. 

Using PANGEA, the platform will automatically launch the following agents: 

• OrganizationManager: the agent is responsible for the actual management 
of organizations and suborganizations. It is responsible for verifying the 
entry and exit of agents, and for assigning roles. To carry out these tasks, it 
works with the OrganizationAgent, which is a specialized version of this 
agent. 

• InformationAgent: the agent is responsible for accessing the database 
containing all pertinent system information. 

• ServiceAgent: the agent is responsible for recording and controlling the 
operation of services offered by the agents. 

• NormAgent: the agent that ensures compliance with all the refined norms 
in the organization. 

• CommunicationAgent: the agent is responsible for controlling 
communication among agents, and for recording the interaction between 
agents and organizations. 

• Sniffer: manages the message history and filters information by controlling 
communication initiated by queries. 
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These agents interact with the specific agents of the detection prototype: 

• ZigbeeManagerAgent: it manages communication and events and is 
deployed in the server machine.  

• UsersProfileAgent: it is responsible for managing user profiles and is also 
deployed in the server machine.  

• ClientComputerAgent: these are user agents located in the client computer 
and are responsible for detecting the user’s presence with ZigBee 
technology, and for sending the user’s identification to the ZigbeeManager 
Agent. These agents are responsible for requesting the profile role adapted 
for the user to the ProfileManagerAgent.  

• DatabaseAgent: the detection proximity system uses a database, which 
stores data related to the users, sensors, computer equipment and status, 
and user profiles. It can also communicate with the InformationAgent of 
PANGEA. 

• ZigBeeCoordinatorAgent: it is an agent included in a ZigBee device 
responsible for coordinating the other ZigBee devices in the office. It is 
connected to the server by a serial port, and receives signals from each of 
the ZigBee tags in the system. 

• ZigBeeReaderAgent: these agents are included in several ZigBee devices 
that are used to detect the presence of a user. Each ZigBeeReaderAgent is 
located in a piece of office equipment (computer). 

 

Fig. 1 System architecture 
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Every user in the proposed system carries a Zigbee tag, which is detected by a 
ZigBeeReaderAgent located in each system terminal and continuously in 
communication with the ClientComputerAgent. Thus, when a user tag is 
sufficiently close to a specific terminal (within a range defined according to the 
strength of the signal), the ZigBeeReaderAgent can detect the user tag and 
immediately send a message to the ClientComputerAgent. Next, this agent 
communicates the tag identification to the UsersProfileAgent, which consults the 
database to create the xml file that is returned to the ClientComputerAgent. After,, 
the ClientComputerAgent interacts with the ServiceAgent to invoke the Web 
Services needed to personalize the computer according to his profile. 

4   Case Study  

This paper presents a proximity detection system that is used by people with 
disabilities to facilitate their integration in the workplace. The main goal of the 
system is to detect the proximity of a person to a computer using ZigBee 
technology. This allows an individual to be identified, and for different actions to 
be performed on the computer, thus facilitating workplace integration: automatic 
switch on/off of the computer, identifying user profile, launching applications, and 
adapting the job to the specific needs of the user. Thanks to the Zigbee technology 
the prototype is notably superior to existing technologies using Bluetooth, 
infrareds or radiofrequencies, and is highly efficient with regards to detection and 
distance. Additionally, different types of situations in a work environment were 
taken into account, including nearby computers, shared computers, etc.  

In our Case Study we have a distribution of computers and laptops in a real 
office environment, separated by a distance of 2 meters. The activation zone is 
approximately 90cm, a distance considered close enough to be able to initiate the 
activation process. It should be noted that there is a “Sensitive Area” in which it is 
unknown exactly which computer should be switched on; this is because two 
computers in close proximity may impede the system’s efficiency from switching 
on the desired computer. Tests demonstrate that the optimal distance separating 
two computers should be at least 40cm. 

Figure 2 shows two tools that the system provides in the main server, where the 
ZigbeeManagerAgent is running. The screen shown above allows tracking  
the flow of events and controlling which computers are on and who are the users, 
identifying their tags and consulting the UsersProfileManagerAgent. Moreover, 
this tool allows executing applications or programs remotely. Figure 3 shows  
the screen that appears in the user’s computer when someone with a tag is close 
enough to it. The ClientComputerAgent running in this computer detects  
his presence and then, the computer is switched on with all the personal 
configurations. 
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Fig. 2 Screenshot of the prototype in the main server 

 

Fig. 3 Screenshot of the prototype in the main server 

5   Conclusions 

This prototype allows the detection and identification of a user making possible to 
detect any special needs, and for the computer to be automatically adapted for its 
use. This allows the system to define and manage the different profiles of people 
with disabilities, facilitating their job assimilation by automatically switching on 
or off the computer upon detecting the user’s presence, or initiating a procedure 
that automatically adapts the computer to the personal needs of the user. This 
prototype is specifically oriented to facilitate the integration of people with 
disabilities into the workplace. 
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The prototype is part of complete and global project in which different tools for 
helping disabled people will be included. Using the PANGEA, that models all the 
services as Web Services and promotes scalability, the addition in the future of all 
those services that conform the global project will be easier. Some of these future 
services include pointer services, predictive writing mechanisms, adaptation for 
alternative peripheral, virtual interprets in language of signs, identification of 
objects by means of RFID, etc. 
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Abstract. The performance of the algorithms is determined by two elements: 
efficiency and effectiveness. In order to improve these elements, statistical 
information and visualization are key features to analyze and understand the 
significant factors that affect the algorithm performance. However, the 
development of automated tools for this purpose is difficult. In this paper a visual 
diagnosis tool named VisTHAA, which provides researchers statistical and visual 
information about instances and algorithms, is proposed. Besides, VisTHAA 
allows researchers to introduce characterization measurements, make algorithm 
comparisons with a non-parametric test and visualize the search space ruggedness 
and the behavior of the algorithm. Due to the above, in this study we used 
VisTHAA as a tool for improving the efficiency of a reference algorithm in the 
literature. In the study case, the experimental results showed that through visual 
diagnosis it was possible to increment the algorithm’s efficiency to 93% without a 
considerable loss of effectiveness. 

Keywords: Algorithm’s Performance, Visualization, VisTHAA. 

1   Introduction 

The objective of experimental algorithmics is to promote that the experiments are 
relevant, accurate and reproducible in order to produce knowledge to improve the 
design of algorithms and their performance accordingly [1]. Nowadays, it is not 
enough to know that an algorithm is the best in solving a particular set of 
instances, it is also important to understand and explain formally its behavior. The 
performance of heuristic algorithms depends on many factors including design 
quality; thus, a poor design can lead to a poor performance. There are no rules or 
guidelines widely accepted to design properly heuristics. Particularly, researchers 



516 
 

consume too much time to
parameters manually by tr

In this paper VisTHAA
introduced, which is a 
researchers extend its fe
into an architecture to fac
VisTHAA has the follow
characterization of the ins
behavior, visualization of
comparative analysis. 

In the literature there a
of them are able to allow
measurements or to visua
case we use some feature
other ones, to solve the
Problem (BPP). 

The remaining paper i
description of the proposed
among them. In Section 3
identify areas of improve
shows the analysis of the e
to validate statistically the
and some future work in S

2   VisTHAA 

VisTHAA is a visual tool
shows only the modules 
part are the characteriza
 

Fig. 1 Architecture of VisTH

L. Cruz-Reyes et a

o fine-tune an algorithm; usually they adjust their contro
rial and error requiring a considerable time.  
A (Visualization Tool for Heuristic Algorithm Design) 
modular visual diagnostic tool that will allow othe

eatures and functionalities thorough modules integrate
cilitate the analysis of heuristics. The current version o

wing modules available: Input and Pre-processing dat
stances, visualization of the instances and the algorithm
f the three-dimensional search space, and the algorithm

are other tools similar to VisTHAA [2, 3] however non
w the researchers to introduce their own characterizatio
alize the search space in three dimensions. In the stud
es of VisTHAA, which make our tool different from th
e optimization problem under study: the Bin-Packin

s organized as follows. In Section 2 we show a detaile
d tool, emphasizing their main modules and the interactio

3 a study case is presented, the used methodology aims 
ement, which allows the algorithm adjustment. Section 
experimental results, using the well-known Wilcoxon Te
e results. Finally, we discuss the most important remark
Section 5.  

l applied to the analysis of heuristic algorithms. Figure 
considered for this initial release. The most innovativ

ation modules, which can be applied to the problem

HAA 

al.

ol 

is 
er 
ed 
of 
ta, 

m’s 
m 

ne 
on 
dy 
he 
ng 

ed 
on 
to 
4 

est 
ks 

1 
ve 
m, 

 



A Visualization Tool for Heuristic Algorithms Analysis 517
 

algorithm, or final results, and contribute at every phase of the heuristic 
optimization process by identifying which factors have a significant influence  
on performance. This tool is available from https://sth-se.diino.com/lauracruzreyes/ 
VisTHAA/ExecutableCode. 

2.1   Input and Pre-processing Data Module 

Researchers use their own formats for reading and processing data stored in files. 
When they want to analyze their data, they need to adjust their files to the input 
formats required for the available tool. It is complicated for them to change the 
format of theirs files. In the design of VisTHAA, the inputs may represent 
instances of a problem, algorithm data or performance data. In order to simplify 
the researcher's work, we design a preprocessing module. In the case of the input 
of the instances, different formats and different problems can be read. 

2.2   Characterization Module 

This module includes a set of options to characterize and quantify the factors that 
define the problem structure as well as partial and final algorithm performance. As 
we can see in Figure 1, in each characterization option exists a set of general-
purpose measurements, in order to identify which factors impact on the heuristic 
optimization process, i.e., mean, variance and mode. Another contribution that is 
closely linked to the characterization module is the use of a calculator, which 
shows the instance parameter and general-purpose measurements. From this stored 
information the researcher is allowed to introduce new characterization 
measurements in infix notation. This module uses the shunting yard algorithm [4]. 
In the final performance module are available measurements proposed by Quiroz 
and Cruz [5, 10] to quantify the quality of the solutions found by the algorithm. 

a) Search Space Structure: Represent the objective function domain elements 
that are created randomly [6]. Search space structure is obtained by a random 
walk algorithm, which gives exactly the same probability of choosing to each 
possible solution of the instance, this is because random walk is a blind search 
technique, so it does not prefer search space areas whit the greatest potential of 
finding the optimum, in [7] a detailed explanation of random walk can be 
found. Representing the search space through three-dimensional visualization 
techniques, helps the researcher to analyze how the instance structure is, that 
is, it is possible to see if the instance is rough or not, and make decisions about 
intensification and diversification strategies to be applied to each instance. 

b) Statistical Charts: Through them it is possible to visualize characteristics that 
describe the problem factors and in some cases identify patterns in them. 
VisTHAA allows the researchers use frequency charts, which characterize the 
distribution of values in a dataset. The scatter plots display the correlation 
between a pair of variables. 

c) Algorithm’s Behavior Fitness Landscape: This kind of graphic shows the 
algorithm’s behavior during its execution, displaying the fitness values 
obtained in each iteration giving the researcher visual arguments to identify if 
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the algorithm is improving or not, and then adjust the diversification and 
intensification strategies. A formal definition of fitness landscape can be found 
in [8].  

d) Algorithms Comparative Analysis Module: In this module the performance 
of two algorithms is evaluated. This evaluation is made through the Wilcoxon 
test, which is a non-parametric procedure that determines whether or not the 
differences between two datasets are statistically significant [9]. 

3   Study Case 

The study case has a three-main-phases methodology: 1) data input, 2) instance 
characterization, and 3) instance visualization. Once these phases are concluded, if 
areas of improvement are observed, a redesign phase is performed. Finally the 
results are validated using the Wilcoxon test, which allows verifying if the results 
are better statistically. 

The optimization problem under study is the Bin Packing Problem (BPP), 
which is one of the most studied optimization problems. BPP is classified as a NP-
hard combinatorial optimization problem [10]. BPP consists in finding an objects 
distribution that minimizes the number of bins used. In practice, this kind of 
problems has been solved by heuristic approaches; the Weight Annealing 
Heuristic (WABP) proposed by Loh et al. [11], is one of them. Basically, WABP 
has four steps. The first step initializes the parameters; then, the second step 
constructs and initial solution using the FFD procedure; the third step is the main, 
it consists in trying to improve iterative the current solution through a set of swaps 
between some items from different bins; finally, the last step outputs the results. 

3.1   Phase 1: Introducing the Instances to VisTHAA 

In order to introduce the instances to VisTHAA, two additional files are required. 
The first one is named metainstance, which describes the format of the instances. 
The second one is named logbook, which is used to specify the number of 
instances to be introduced, the name of the file that describes the instances, and 
the name of each one of them. Figure 2 shows a BPP instance, the metainstance 
and the logbook files. 

 
   a) BPP Instance          b) Metainstance file                   c) Logbook file 

Fig. 2 Example of description of instances files for their correct introduction to VisTHAA 
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3.2   Phase 2: Characterization of BPP 

After the instances are loaded, the researcher can perform the characterization of 
BPP instances. The statistical characterization is made through measurements. So far, 
it is possible to select between basic statistics or specialized measurements for BPP 
reported in literature. VisTHAA has implemented some of the specialized 
measurements for BPP [5, 10], which can be utilized to gain knowledge of the 
instances. Nevertheless, VisTHAA gives the researchers the opportunity to introduce 
their own measurements from variables already defined in the metainstance file. 

Figure 3 shows an example of how to introduce a new measurement, in this 
case, the normalized_range. Once a set of measurements is introduced, the 
researcher can decide which of them to consider for generating the attributes 
matrix over the set of selected instances; the purpose is to obtain information of 
the calculated values over a set of instances.  

 

 

Fig. 3 Module to introduce new measurements to VisTHAA 

Table 1 shows the attributes matrix over the loaded instances. It is observed 
that, for the measured attributes, there are significant differences among the 
analyzed instances; this is because the instances belong to a two different datasets.  
The most evident attribute is uniformity (attribute 5 in Table 1), which measure the 
level of uniformity of the weights distribution. In average, the instances belonging 
to the Hard dataset are highly uniform, with a value of 0.926 (92.6%), whereas the 
instances belonging to the T dataset are not so uniform, only a 0.473 (47.3%). 

Table 1 Attributes matrix over the instances to be optimized 

Instance Att1 Att2 Att3 Att4 Att5 Att6 Att7 Att8 
Hard0 0.201 0.349 1.005 2 0.929 0.272 0.042 0.148 
Hard1 0.200 0.349 1.000 1 0.950 0.276 0.043 0.149 
Hard2 0.200 0.349 1.005 2 0.890 0.277 0.044 0.149 
Hard3 0.200 0.347 1.015 2 0.940 0.272 0.042 0.147 
Hard4 0.201 0.350 1.010 3 0.920 0.277 0.041 0.148 
t60_00 0.251 0.495 1.200 3 0.466 0.333 0.072 0.244 
t60_01 0.251 0.475 1.071 2 0.550 0.333 0.070 0.224 
t60_02 0.250 0.498 1.250 3 0.466 0.333 0.081 0.248 
t60_03 0.250 0.495 1.224 2 0.450 0.333 0.079 0.245 
t60_04 0.250 0.498 1.250 3 0.433 0.333 0.078 0.248 
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4   Experimental Results 

Table 2 shows that with the initial algorithm configuration, WABP finds four of ten 
optimum values, which add up to 381 used bins. With the first algorithm 
reconfiguration it can be seen that WABP achieves a considerable saving of 297 
iterations, reflecting an improvement of 63% in computer time, without a loss in the 
quality of the solutions, that is, WABP find the same objective values for every 
instance. Analyzing the algorithm’s performance with the second reconfiguration, it 
can be noted that a bigger saving of 437 iterations, which represents the 93% in 
computer time, is achieved. However, there is a slight loss of quality of 0.26%. 

In order to analyze the obtained results and to validate statistically the 
forcefulness in the improvement of the algorithm performance, the Wilcoxon test 
was performed. VisTHAA has available this non parametric test. 

Table 2 Experimental results decreasing the number of maximal iterations 

  nloop=50 nloop=17 nloop=3 
Instances Optimum Bins Iterations Bins Iterations Bins Iterations 

Hard0 56 56 50 56 17 56 3 
Hard1 57 57 50 57 17 57 3 
Hard2 56 57 50 57 17 57 3 
Hard3 55 55 17 55 17 56 3 
Hard4 57 57 50 57 17 57 3 
t60_00 20 21 50 21 17 21 3 
t60_01 20 21 50 21 17 21 3 
t60_02 20 21 50 21 17 21 3 
t60_03 20 21 50 21 17 21 3 
t60_04 20 21 50 21 17 21 3 

TOTAL 381 387 467 387 170 388 30 

 
Due to three experiments were conducted (nloop=50, nloop=17, nloop=3) and 

the Wilcoxon test only deals with two samples, it was necessary do the test twice, 
the first one with the results of the initial algorithm configuration against the first 
reconfiguration, and the second one with the results of the first reconfiguration 
against the second reconfiguration. Both, the first and the second Wilcoxon tests 
performed revealed that there are significant differences with a 99.5% of 
confidence. 

In addition, Table 2 shows that the reference algorithm WABP, over the 
instances of the T dataset, could not find the optimum value for any. On the other 
hand, the instances belonging to the Hard dataset were a little easier to solve by 
WABP. This could be explained by the instance structure, that is, the fitness 
landscapes graphics of the instances belonging to the T dataset, in general, are 
more rugged than the other ones corresponding to the Hard dataset. According to 
the literature, the ruggedness of an instance is related with its difficulty, in our 
study, we could observe that characteristic, since the T dataset instances were the 
more rugged and the most difficult to solve by WABP. 
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5   Conclusions and Future Work 

VisTHAA is a tool for analyzing the behavior of heuristic algorithms during the 
optimization process. Although VisTHAA is in its initial stage, includes relevant 
facilities for handling generic instances, statistical and visual characterization of 
the optimization process and statistical comparison of heuristic strategies. 

By analyzing WABP algorithm, the feasibility of VisTHAA was validated, 
finding that after to characterize in different ways the instances and the algorithm 
behavior, the visual diagnosis was important to identify what kind of strategy we 
must follow in order to improve the algorithm performance. The graphics provide 
extra information than can be complemented with the attributes matrix. Specifically, 
analyzing the behavior graphic we realized that WABP could improve its 
performance by reconfiguring one of its control parameter. Two reconfigurations 
were performed, which were better than its predecessor in efficiency. The first 
adjustment allowed the significant improvement of the initial configuration of the 
63%, without a loss in the quality of the solutions. The second adjustment allowed 
the significant improvement of the 93%, with an insignificant loss of 0.26%. 

As future work, experimentation with different parameter settings is considered, 
as well as tests other heuristics and try to identify other factors that are crucial for 
the algorithm performance. Besides, it is important to identify which characteristics 
of the instances make them difficult to solve for WABP, once identified them, it 
could be possible develop improvement strategies. Preliminary, instances with 
high uniformity causes a not rugged search surface for WABP. 

We have also considered the expansion of VisTHAA with new functionality, 
including on-line operation. Currently the process is off-line by requiring researches 
provide all the data for the optimization process. With the on-line operation, the 
algorithms can be run on the tool.    
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Abstract. Nowadays there are lots of predictive services for several domains such 
as stock market and bookmakers. The value delivered by these services relies on 
the quality of their predictions. This paper presents QuPreSS, a general framework 
which measures predictive service quality and guides the selection of the most 
accurate predictive service. To do so, services are monitored and their predictions 
are compared over time by means of forecast verification with observations. A 
systematic literature review was performed to design a service-oriented 
framework architecture that fits into the current body of knowledge. The service-
oriented nature of the framework makes it extensible and interoperable, being able 
to integrate existing services regardless their heterogeneity of platforms and 
languages. Finally, we also present an instantiation of the generic framework 
architecture for the weather forecast domain, freely available at http://gessi.lsi.upc. 
edu/qupress/. 

1   Introduction 

A service system is a dynamic configuration of people, technologies, organisations 
and shared information that create and deliver value to customers and other 
stakeholders [6]. Examples of customers receiving a service are: a person taking a 
bus to go somewhere or going to a restaurant to have a meal, or an information 
technology (IT) company subcontracting the information backup process to 
another company in order to save costs and time. 

Service-oriented architecture (SOA) has become in the last years the most usual 
strategy to implement service systems. Basically, this emerging development 
paradigm allows service providers to offer loosely coupled services. These 
services are normally owned only by the providers. As a result, the service 
customer (or client or user) does not need to worry about the development, 
maintenance, infrastructure, or any other issue related to the service operation. 
Instead, the customer just has to find and choose the most appropriate service. 
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Due to the success of service technology, there is a big offer of services 
covering many domains. Therefore it is needed to assess which service is the most 
appropriate for the customer’s needs. Each customer has different needs, which 
require to be satisfied by the provider: quality, reputation, cost, security, 
personalisation, locality and so on. 

Among all kind of services, we concentrate on predictive (or forecasting) 
services. We define predictive services as those services whose main functionality 
is to show in advance a condition or occurrence about the future. Predictive 
services emerge in a lot of domains to predict: stock market prices, results in 
bookmakers, election polls, sales forecasting and so on. We are quite used to see 
this functionality offered by websites that provide forecasts over specific data 
[15], but they are not so often exposed as web services (WS). 

An example that is really familiar to all of us is weather forecast. Weather 
conditions affect our decisions in daily routines such as deciding what to wear first 
thing in the morning or planning a trip. To make these decisions, different services 
like the weather forecast section on TV news or specialised web sites (such as 
forecastadvisor.com and forecastwatch.com) are consulted. However, sometimes 
their predictions do not agree and therefore a fundamental question arises: 

Given a portfolio of candidate predictive services, which one is expected to 
be the most accurate to satisfy some given user needs? 

In order to answer the question above, two related activities become necessary. On 
the one hand, service monitoring by using a monitoring infrastructure that 
observes the behaviour of such predictive services [3]. On the other hand, forecast 
verification, defined as the process of assessing the quality of a forecast by 
comparing it with its corresponding observation [14]. Both activities need to exist 
together: forecast verification cannot be implemented without monitoring real 
data, and it makes no sense to establish a monitoring infrastructure if quality 
analysis is not done. Therefore, a general framework that performs both activities 
is needed in order to properly answer the question above. 

This paper presents an approach to evaluate the quality of predictive services. It 
has four objectives, which are respectively covered in the following four sections, 
that are: (1) to understand the state-of-the-art in predictive services quality 
assessment; (2) to identify gaps in current research about this problem; (3) to 
propose a generic framework software architecture to support predictive service 
monitoring, verification and selection; and (4) to develop an instantiation of the 
generic framework software architecture as a proof-of-concept in the weather 
forecast domain. 

2   State of the Art in Predictive Services 

To make a thorough and unbiased state-of-the-art about forecast verification for 
predictive services, we have performed a Systematic Literature Review (SLR) 
following the guidelines of [9]. In Section 2.1, an excerpt of the systematic review 
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protocol is presented. A summary of the results is reported in Section 2.2. To see 
all the details and the rest of the SLR, the reader is referred to [11]. 

2.1   Systematic Literature Review Protocol 

The protocol consists of three main stages: identifying the research questions that 
the review is intended to answer, formulating the strategy to search for primary 
studies, and determining the study selection criteria and procedures.  

Research questions (RQ). The aim of this review consists of identifying the 
existing research on predictive services in order to measure how accurate their 
predictions are. It addresses the following questions: 

RQ1.      Are there existing SOA frameworks which measure predictive service 
quality? 

RQ2.      In which domains such frameworks are being applied? 
RQ3.      Which are the main criteria used to evaluate predictive services? 

Search strategy. Our primary interest is finding service-oriented frameworks for 
forecasting. We started then with a search string with two parts: different 
synonymous for “forecast” looking for the functionality, and three different 
keywords for service orientation (the general term “service-oriented”, the 
architecture “SOA” and the technology “web service”) covering the target platform: 

1. (forecast OR forecasting OR foresight OR foretell OR foretelling OR 
forethought OR predict OR prediction OR predictive OR predictability OR 
predicting OR prognosis OR prognosticate OR prognostication OR prevision 
OR anticipation OR outlook) AND ("service-oriented" OR SOA OR "web 
service") 

However, the systematic search with this string was not promising. We understood 
that the search could be too specific so we decided to complement this search 
string with another one more general, looking for state-of-the-art papers on service 
orientation that can include thus forecasting as part of the results: 

2. (SOA OR "service-oriented") AND ("systematic review" OR survey OR "state-
of-the-art") 

Study selection. We rigorously identified 213 studies from the literature with the 
search strategy, of which 18 passed the selection criteria (which is based on three 
stages processing title, abstract and full text, respectively) and quality assessment. 
The included studies, which are presented in Table 1, covered three topics: SOA, 
monitoring and prediction in SOA systems. The column document type indicates 
if the paper is a journal article (JA), a conference paper (CP), a technical report 
(TR), or a master thesis (MT). 
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Table 1 Primary studies considered in the systematic literature review 

Authors Year Type Doc. Type Ref.

L.B.R. de Oliveira et al. 2010 SOA JA [16]

M.H. Valipour et al. 2009 SOA CP [21]

M.P. Papazoglou et al. 2007 SOA JA [19]

U. Zdun et al. 2006 SOA JA [23]

G. Canfora et al. 2009 Monitoring CP [2] 

M. Oriol 2009 Monitoring MT [17]

A.T. Endo et al. 2010 Monitoring TR [5] 

A. Bertolino 2007 Monitoring CP [1] 

N. Delgado et al. 2004 Monitoring JA [3] 

R. Guha 2008 Prediction JA [7] 

S. Punitha et al. 2008 Prediction CP [20]

M. Marzolla et al. 2007 Prediction CP [12]

H.N. Meng et al. 2007 Prediction CP [13]

D.M. Han et al. 2006 Prediction CP [8] 

C.B.C. Latha et al. 2010 Prediction JA [10]

N. Xiao et al. 2008 Prediction JA [22]

A.H. Murphy 1993 Prediction JA [14]

B. Domenico 2007 Prediction TR [4] 

2.2   Review Results 

The data extraction and synthesis of knowledge arisen from the SLR are discussed 
below in relation to the three research questions. 

RQ1: SOA Frameworks which measure predictive service quality. The literature 
review found only one service-oriented framework which measures predictive 
service quality [4]. In this work, geosciences web services are used to integrate 
sources of data. Once the data is collected, they perform forecast verification with 
observations. 

Nevertheless, the SLR located other service-oriented frameworks that monitor 
and/or predict but do not consider forecast quality. 

There are numerous monitoring frameworks to get quality of services (QoS) 
and to alert when a service level agreement (SLA) between a provider and a 
customer is predicted to be violated (for details, the reader is referred to the related 
work section of [18]). Some of these monitoring frameworks have their own 
prediction models to predict the performance of services in order to balance the 
workload in a composite SOA. Other studies predict the performance of services 
either to help users during the selection process of a provider [12] or to improve 
the reliability of services using these performance predictions (e.g., to detect 
bottlenecks at design time [20], to promote efficiency [22] or to avoid a service 
crash because of exceeding memory usage [13]). 
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On the other hand, predictions models which require huge amounts of data 
from different sources and vast computing power are starting to use SOA due to 
its benefits. We found examples in the weather forecast domain [10], 
macroeconomic domain [8] and drug design domain [7]. 

RQ2: Predictive domains. The only domain in which we have found existing 
SOA frameworks that measure predictive services quality is weather forecast [4]. 

Moreover, we found other composite SOA frameworks and simple WS which 
do not measure how accurate predictive (web) services are, but perform 
predictions. Their domains were: weather forecast [10], macroeconomic analysis 
[8], drug design [7] and QoS prediction with the final goal of improving 
composition of services and service’s reliability [22]. It is worth to note other 
relevant predictive domains that we found in the excluded studies but whose 
systems are not service-oriented [11]: business and economic forecasting, 
automotive forecasting, prediction of flight delays, prediction of protein’s issues in 
medicine, sales forecasting for the calculation of safety stock and results in betting 
shops. 

RQ3: Criteria to evaluate predictive services. There are three criteria that 
determine if a forecast is good (or bad), namely consistency, quality and value 
[14]. Consistency is the correspondence between judgments and forecasts. There 
exists a difference between judgments (forecaster’s internal assessment which is 
only recorded in his/her mind) and forecasts (forecaster’s external spoken/written 
statements regarding future conditions). Quality is the correspondence between 
forecasts and observations (i.e., the accuracy of the forecasts). A forecast has high 
quality if it predicts the observed conditions well according to some aspect like 
accuracy and skill. Value refers to the incremental benefits of forecasts to users. A 
forecast has value if it helps the user to make a better decision. 

In this paper, we focus on quality because of three reasons. First, it is useful in 
the forecast verification process. Second, consistency could not be entirely 
projected onto a software prototype, since it contains an element of uncertainty 
and subjectivity by definition. Third, value requires knowledge about the impact 
of predictions which is out of the IT scope of this paper. 

SLR Conclusion.  As a main result, we can conclude that forecast verification for 
predictive services has not received sufficient attention and it justifies the focus of 
further research. More effort is necessary to integrate methods for forecast 
verification in SOA monitoring frameworks. This has motivated our work. 

3   Predictive Services Quality 

As we mentioned in Section 1, given a portfolio of candidate predictive services, 
we aim to find the most accurate to satisfy some given user needs. To this end, we 
need the following four inputs, which are summarised in Fig. 1:  
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• Predictive services. The set of sources that give predictions. 
• Ground truth service. It refers to the information that is collected on location 

(i.e., the real observations gathered by sensors once they happen). This source 
is trusted and reliable, hence only one is needed. 

• Predictive context. It consists of relevant context conditions for predictions 
(like current date, location, etc). 

• Customer query. The desired predictions in a specific domain.  

Among all available predictive services, the one with the highest likelihood to 
make right predictions should be used. By performing forecast verification with 
the above inputs, the predictive service with the highest quality is selected. 

 

QuPreSS

customer

 

Fig. 1 Inputs and outputs of the QuPreSS (QUality for PREdictive Service Selection) 
framework 

More formally, the problem targeted by the QuPreSS framework can be 
announced as follows. 

The prediction problem.  Let PS  = {PS1, PS2, …, PSn} be a set of predictive 
services in a given domain, GT the ground truth for this domain, C the context of 
the prediction, and Q the customer query as follows: 

• PSi : Time x D0  D1 
• GT : Time x D0  D1 
• C ⊆ <Y1, Y2, … Ym> 
• Q ⊆ <Time x D0> 

where Time is the moment for which a prediction or observation is wanted, D0 the 
parameters to every available query dimension that define the conditions or 
occurrences to be predicted or observed, D1 the prediction or observation, and Yi 
the value of every relevant context condition. 

Then the prediction problem can be defined as: to find a prediction function 
pred(PS, GT, C, Q)  PS such that: ∀i: 1 ≤ i ≤ n: quality(pred(PS, GT, C, Q), GT, C, Q) ≥ quality(PSi, GT, C, Q) 

where quality is the function that measures the forecast quality of a predictive 
service PSi for the query Q, given the context C and the data gathered from the 
ground truth GT. 
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Examples of quality measures appear in Section 5. There are two ways to 
calculate quality: measured-oriented calculation focuses on one or two overall 
aspects of forecast quality (e.g., accuracy and skill) whereas distribution-oriented 
calculation constitutes forecast quality in its fullest sense. For example, the 
distribution-oriented approach allows comparing two or more sets of forecasts [14]. 

Forecast quality is inherently multifaceted in nature. Various aspects of forecast 
quality are: bias, association, accuracy, skill, reliability, resolution, sharpness, 
discrimination and uncertainty. To see their definitions and relevant distributions, 
the reader is referred to [14]. 

4   Framework Architecture 

In this section we present a software architecture that implements the prediction 
problem as announced in the previous sections. The most important functional 
requirement of our architecture is to select the most appropriate predictive service 
to satisfy a customer’s request according to some evolvable forecasting model. 
Subordinated to this main requirement, we have identified others: show the 
prediction of the highest ranked service, monitor registered predictive services, 
save their predictions, and get and save the real behaviour according to some 
trusted ground truth service. Besides, it should offer data to external systems and 
services. Among the non-functional requirements, the platform shall be: extensible 
to add new predictive services, adhered to standards to facilitate interoperability, 
able to process continuous data flows, compatible with existing components when 
possible, aligned with legal statements of external sources, and robust. 

In order to fulfil the previous requirements, and following Section 3 above, the 
architecture presented in Fig. 2 was designed. Its components are: 

• External sources: the Ground Truth service and a portfolio of predictive 
services. They are external and heterogeneous. They can be implemented by 
WS or other technologies. To integrate all these heterogeneous sources, we 
chose an SOA. If an external source is not exposed as a WS, it is wrapped into 
a WS proxy. Predictive services have to provide forecasts following a pre-
defined document format to be easily integrated, or otherwise they are also 
wrapped into WS proxies to homogenise these formats. 

• A Monitor service to save in a systematic manner the QoS of each predictive 
service and the response for every periodical request to the WS. These requests 
contain the predictions. 

• The Forecasting Data Collector service, to collect both the ground truth and the 
predictions gathered by the Monitor service. 

• Two database management systems (DBMS): one in charge of saving 
observations (Ground Truth Database) and another one to save predictions 
(Forecast Data Database). In those prediction domains where predictions 
change very frequently, it would be better to use data stream management 
systems (DSMS) instead of DBMS to process continuous data flows. 

• The QuPreSS web application and the QuPreSS service which show/offer the 
results of the QuPreSS framework. The QuPreSS web application is designed 
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for human customers whereas external services can use the QuPreSS service. 
They verify predictions quality by means of the Forecast Verifier component. 
Both of them serve to support decisions about choosing between different 
potential predictive services and to directly redirect to the most accurate one 
(with the help of the Invocator component). 

 

 

Fig. 2 QuPreSS framework architecture 

Fig. 2 shows two human actors: the Service Customer and the Service 
Administrator. The Service Administrator manages the forecasting data collector 
service. After configuring this service, the system is set up to read, parse and save 
prediction data from registered predictive services, as observations from the 
ground truth service. On the other hand, either a service customer or external 
services get observations, predictions and services quality assessment from the 
QuPreSS framework. 

5   An Exemplar Implementation for the Weather Forecast Case 

In this section, the development of a prototype is discussed as a proof-of-concept. 
It fulfils the architecture requirements defined in the previous section, since it is an 
instantiation of the QuPreSS framework with all its elements for the weather 
forecast domain. These elements have been implemented using WS technologies, 
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MySQL databases and Java Web technologies. Besides, it uses the existing 
SALMon monitor [18], invoking the services that its SOA offers. 

During the selection process of predictive services [11], we found that most of 
the WS which provide weather forecasts for cities all over the world are not free. 
However, there are other kinds of sources that without being WS (e.g., XML 
files), provide free weather forecasts. Thus, we deployed WS proxies which use 
them as a backend. In order to facilitate the integration of new services, the format 
of the response exposed by these proxies is the same for all of them. As a result, 
with this approach we resolved both the lack of free WS and the integration of 
heterogeneous sources. 

The ground truth is obtained from AEMET (the Spanish Meteorological 
Agency) weather stations1. On the other hand, the SALMon monitor service saves 
in systematic manner predictions for four Catalan cities. These predictions come 
from the following predictive services: AEMET forecasts2, open data Meteocat3 
(the Catalan Meteorological Agency), and Yahoo! Weather RSS feed4. 

In this proof-of-concept, the accuracy parameter taken into account was how 
precise the forecasts of high and low temperatures are. To verify the correctness of 
predictive services, we used the mean-squared error (MSE) and the approximation 
error (AE). Both of them quantify the difference between values implied by an 
estimator and the true values. 

The formula to calculate the MSE of a predictive service PS is: 

= ∑ − 2=1
                                         

(1)
 

where μTGT is the average of temperatures (high or low) of the corresponding 
observations (ground truth), TPSi is a predicted temperature (high or low) from the 
PS, i is an index (which refers to a date), and n is the total amount of observations 
from the GT and predictions of the PS. 

The AE measures the discrepancy between an observation and its prediction: = ∑ | − |=1∑ | |=1                                             
(2)

 

where T indicates a high or low temperature that is either a prediction from the PS 
or its corresponding observation from the ground truth (GT), i is an index (which 
refers to a date), and n is the total amount of observations/predictions compared. 

We had a limitation regarding the availability of several different observations 
that would correspond to a given prediction, since predictions refer to an area 
(e.g., Barcelona), but observations are taken in very specific locations (e.g., 
Sagrada Familia). In this case, we used the most centric (in a geographic sense) 
observation. Another limitation is to find correspondent observations to specific 

                                                           
1 ftp://ftpdatos.aemet.es/datos_observacion/resumenes_diarios/ 
2 http://www.aemet.es/es/eltiempo/prediccion/municipios 
3 http://dadesobertes.gencat.cat/ca/dades-obertes/prediccions.html 
4 http://developer.yahoo.com/weather/ 
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predictions (e.g., if an observation says that it rained just a drop, can we consider 
right a prediction that said that is was going to rain?). 

Results.  High and low temperatures of four cities (Barcelona, Girona, Lleida and 
Tarragona) have been monitored since July 2011. Every day both real observa-
tions from AEMET weather stations and forecasts from three predictive services 
(AEMET, Meteocat and Yahoo!) are saved in our DBMS. 

The Forecast Verifier component calculates prediction errors (MSE and AE) of 
the three predictive services in a period of time (by default the last two weeks) for 
a given city. Then, it returns either a ranking of predictive services ordered by 
quality (so that customers may select themselves, usually the first in the ranking), 
or the actual forecast of the predictive service with most quality. In the second 
case, the Invocator component is responsible to directly offer forecasts from the 
most accurate predictive service, hiding any analysis and redundant forecasts. 

The presentation layer has been implemented by a web client application for 
customers and a WS for external services. This tool is freely available on-line at: 
http://gessi.lsi.upc.edu/qupress/. 

6   Conclusions and Future Work 

Forecast quality is of obvious importance to users since forecasts guide their 
decisions, and also to providers because it affects their reputation. Nevertheless, as 
we have shown in the SLR results, we can conclude that forecast verification for 
predictive services has not received sufficient attention and it justifies the focus of 
further research. More effort is necessary to integrate methods for forecast 
verification in SOA monitoring frameworks. 

The main contribution of this paper is the presentation and development of 
QuPreSS, a generic SOA framework which performs forecast verification with 
observations in predictive domains. This architecture is scalable and easy to 
integrate with other systems and services. The goal of the architecture is to 
determine which predictive service provides better predictions by assessing the 
forecast quality of all of them. This assessment assists customers in making better 
decisions and gives them an edge over the competition. Besides, providers of these 
services can use this evaluation to improve their predictions. 

We have identified general issues that need to be solved. Different predictive 
services from the same domain may provide predictions with different 
characteristics, which make them not easily comparable. For instance, when a 
service provides hail probability, other provides wind speed. Another example, 
when one service provides forecasts two days in advance, and another does so one 
week in advance. Likewise, it is needed to know the quality aspect or error that 
behaves better in a specific case. 

At present, more important future work relates to: (1) increasing the amount of 
monitored services and collect more data about predictions, (2) applying this 
architecture to other domains apart from the weather forecast domain, (3) 
identifying the current knowledge about parameters that determine predictive 
service quality, and (4) studying the forecast value criteria of predictions. 
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Abstract. Health tourism is an emerging sector in many countries, where 
developing economies find an opportunity to grow by providing quality medical 
services at competitive prices. The proposed model is applied to Knowledge 
Management and is also based on Medical Tourism from the perspective of 
Information and Communications Technology – ICT. This model represents a 
fundamental tool for achieving competitive tourism worldwide and for improving 
decision-making in the industry, since the fundamental weaknesses of such an 
industry are related to information-wise aspects, value and reliability when 
transferring knowledge. This management model provides a guide to achieve 
these objectives through the establishment of tools for its implementation. 

1   Introduction  

Human beings have always wanted to improve their quality of life and keep their 
welfare. Developments of social cultural and economic aspects of human health 
have occurred recently, leading to other kinds of developments in areas like 
medicine, technology, industry and tourism. Due to these developments and also 
due to factors like cost, transport, quality and medical security – all these related 
to surgical and medical procedures – there has been an increase in the number of 
potential patients that are willing to travel to different countries where the 
conditions to receive suitable medical treatments are a lot more favorable than in 
their own countries. This social phenomenon has been called “health tourism”, 
and constitutes an activity that is now considered to be of great economic value 
within the services industry worldwide, having regional leading countries in the 
field, such as India, Thailand, Mexico and Brazil.  

Health tourism, also known as medical tourism, is still not as popular in 
Colombia, but its potential growth is significant. This is why official bodies like 
the Ministry of Commerce, Industry and Tourism and also the regional Chambers 
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of Commerce – among others – are drawing their attention to the growth of this 
 

new market, encouraging investment projects that allow consolidation and 
creation of competitive levels of service with respect to other leading countries in 
this sector.   

The National Planning Department issued an official document titled CONPES 
3678 [1] in 2010, where the Productive Transformation Program (PTP) was 
established as a public-and-private strategy to consolidate eight world-class 
sectors and promote economic growth.  Among these eight world-class sectors, 
both health and tourism were included. 

The absence of a Knowledge Management model limits the transfer of 
knowledge and experiences between the people involved in the development of 
Health Tourism. The lack of a suitable model also hinders decision-making and 
prevents participants from easily achieving highly competitive levels of service 
that compare with those offered in world-leading countries. 

2   Health Tourism General Aspects  

An internationally accepted definition of health tourism states that it is “the 
process in which a person travels abroad for the purpose of receiving either health 
or welfare-associated services” [2]. 

Factors like high cost, long waiting lists in the local hospitals, access to new 
technologies and skills in the destination countries combined with low-cots 
transport and easy to access Internet-based marketing, have played a major role in 
the development of health tourism. Various Asian countries have taken the lead in 
this new market, but most of the other countries have also tried to participate [3]. 

2.1   Different Categories of Health Tourism  

2.1.1   Welfare 

In this category we find every activity that is aimed at improving people’s quality 
of life, achieving high levels of self-satisfaction in terms of physical, mental, 
emotional, spiritual and social health, regardless of any medical condition or 
vulnerability of the human body. These activities consider welfare from a health 
tourism viewpoint, which includes physical and recreational activities as well as 
specific practices that fulfill the same purpose.  

2.1.2   Aesthetic Medicine 

This category refers to all medical specialized practices that involve treatment and 
surgery in order to restore, maintain, and promote the beauty of the human body. 
Through aesthetic medicine, it is possible to prevent and treat all aesthetic 
pathologies. The purpose is to enhance physical features making them aesthetic 
and more beautiful; this also attempts to retard aging processes and promotes both 
physical and mental health of people.  
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2.1.3   Preventive Medicine 

In this category, we find medical practices that are intended to avoid illnesses by 
keeping track and control over the possible causes of people’s pains and 
sufferings. Preventive medicine includes health promotion and protection 
activities once a particular illness or disease has appeared.  

2.1.4   Curative-Care Medicine 

This category deals with the diagnosis and immediate treatment of illnesses. It 
includes pharmaceutical treatment and treatment at a hospital every time there is 
presence of vulnerability symptoms in the body that suggests health deteriorating 
conditions of specific organic functions. 

2.2   Health Tourism in Colombia 

In general, tourist-related activities in Colombia have shown a significant increase 
in the period 2002-2007, which can be seen in an annual growth of 15%, 
according to the data from Proexport, and also according to figures from the 
Productive Transformation Program run by the Ministry of Commerce Industry 
and Tourism. In 2008, the percentage of health tourists that visited Colombia 
accounted for about 2.2% of the whole (1`222.966 tourists), as reported by DAS 
border control agents and international airport tourist control. These figures are 
significant in spite of the restrictions imposed on tourism by the global economic 
crisis; this had a positive impact on the Colombian economy in terms of a new 
economic alternative, which represented revenues of 126 million dollars. 

This perspective leads to setting objectives towards achieving revenues over 6 
thousand million dollars by 2032 for Colombia [4], which will be represented by 
the sums of foreign currency spent on medical treatments and welfare-related 
activities. These revenues will also be represented by all other expenses associated 
to the visits of all these health tourists, aiming at having a bigger share of the 
market and also a higher impact. 

3   Knowledge Management Model Applied to Health Tourism  

Recently, there has been a lot of debate about knowledge Management as an 
instrument to model and measure intangible assets. Some of the best-known and 
widely-implemented models in this context are KPMG Consulting, Andersen, 
KMAT, and the knowledge creation model.  

Knowledge is the result of the social actions of organizations, and it is much 
more that just the result of individual learning [5]. Knowledge circulation, both 
codified and tacit, represents a key element in the learning process associated to 
the development of innovative activities and, therefore, associated to the creation 
of competitive advantages. The dissemination of information and communication 
technologies develops a set of activities whose main input is knowledge-based 
information.  
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Knowledge regional spaces gather all the knowledge created by all shorts of 
institutions, namely public, private, productive, educational, and research 
organizations. An example of this is the productive promotions sponsored by the 
specialized regional and national entrepreneurial associations [6]. 

It was not long ago that Colombian tourism started to be regarded as one of the 
most appropriate instruments to articulate local development processes, where 
participants and their relationships become essential elements [7]. 

3.1   Advances in Colombia 

Colombia has not ignored the social phenomenon of health tourism nor the 
widespread offers on this matter. Hence, many Colombian cities have already 
started different projects aimed at forming and consolidating health clusters 
throughout the country. In Bogota and Cundinamarca, the Chamber of Commerce 
of Bogota together with the city council and Proexport lead the development of a 
programme called Capital Health (Salud Capital). In Medellin, Proantioquia leads 
a programme called Health with no Borders (Salud sin Fronteras). In Cali, 
Universidad Javeriana encourages the development of a project based on what 
they call Health Competitive Capabilities for the region, also known as Health 
Valley (Valle de la Salud); while in the region of Santander, an organization called 
CARCE has promoted the development of a Health Export project through a 
proposal called Santander Health (Salud Santander). Apart from all these schemes 
and programmes, there are other health-care organizations that carry out projects 
independently in order to export health services from Viejo Caldas, Barranquilla 
and Cartagena. 

Factors like lower cost, shorter waiting lists, a variety of services, and the 
opportunity to combine tourism with health-care activities, join to shape this new 
industry; additionally, these conditions open the path to potentially create new 
jobs and wealth in a region, while at the same time provide ill people with high-
quality treatment at affordable prices [8]. 

3.2   The Participants Involved  

Table 1 Participants involved in health tourism. Source: Cárdenas, F. & González, C. 
(2011) [9]. 

Name       Category 

Support Service  Administration 

Accommodation  

Airlines  

Financial Services 

Food  

Interpreters and guides  

Local Transport  

Tourist Attractions  
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Table 1 (continued) 
 

Health Instructions  Clinics 

Hospitals 

Health Centers  

Customers  Health Tourists 

Third Party Payers  

Providers Medicines  

Medical Resources and Equipment Clinical Laboratories 

Thechnology and Science  Educational Centers 

Research Centers  

Accreditation Organizations  

Chamber of Commerce  

State Entities  Ministries 

Proexport 

Superintendents 

DANE 

 

Fig. 1 The Participants involved 

3.3   Proposed Model  

The knowledge management model for Health Tourism in Colombia is based on 
five development pillars intended to gather the various fundamental ideas that 
 

6  
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Fig. 2 Knowledge management model for health tourism. Source: The authors.  

support the whole project, which will permit attaining integrating goals to ensure 
the creation of a corporate network, sustainable in time. The two pillars associated 
to Information and Communication Technologies (ICTs), and also associated to 
Knowledge Management, respectively, are easily distinguishable for being cross-
sectional.  

The three remaining pillars correspond to the following aspects of the proposal: 
culture, structure, and strategy. From these three perspectives, the idea is to 
provide appropriate tools that support the proposal’s implementation and 
application in order to strengthen health tourism. 

3.3.1   Cross-Sectional Development Pillar: ICT Technical Support 

This development pillar of the model, which is connected to the technical support 
provided by Information and Communication Technologies, represents a cross-
sectional element intended to be bedrock upon which the other pillars develop. It 
should allow the easy administration of the network by using elements and 
techniques that capture, record, convert, store, present, manage, and transmit all 
sorts of information and knowledge, which ultimately become technical 
management media for health tourism. 

3.3.2   Cultural Development Pillar 

Culture, as one of the pillars for development, is intended to create an image  
that strengthens an associative-wise project for all the parties through the 
identification and commitment to cultural elements previously defined. This  
in turn will permit the existence of cooperation bonds between the parties,  
since there will be common awareness of the collective need to develop an 
entrepreneurial network. 
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3.3.3   Structural Development Pillar 

The structure, as a development pillar, is intended to create a series of regulations, 
both legal y constituent, that become a type of guidance, defining the position and 
the procedures to be followed in particular situations. This involves the 
establishment of clear rules and general conditions for the proper development of 
all activities.   

3.3.4   Strategic Development Pillar 

The administration of a strategic-wise development pillar attempts to consolidate a 
series of tactical moves oriented to the fulfillment of the system’s objective, 
namely health tourism services being offered according to high-quality standards 
in Colombia 

3.3.5   Cross-Sectional Development Pillar 

Knowledge Management: the creation of a knowledge-management model 
proposal, which permits strengthening health tourism by implementing virtual 
activities, pursues the creation of intangible products such as a knowledge transfer 
scheme, proper information management, and the development of technology-
assisted activities. These objectives will represent better tangible results for the 
parties involved in the system, whether they are institutions, companies or 
customers. This model is intended to offer a series of fundamental ideas that will 
allow the construction of a proposal based on several viewpoints regarding the 
activities of the different participants of the cluster. This also permits interaction 
between the different parties of the system through technological tools that attain 
competitive development and at the same time guarantee joint management to 
achieve the main goals of the entrepreneurial network. This network must spin 
around the services being offered, namely high quality medical tourism services. 
This pillar offers integral tools like the following:  

A Knowledge Management Portal for Health Tourism: The creation of a health 
tourism portal represents the most important activity of technological 
implementation to strengthen the health tourism cluster through knowledge 
management. This is because this portal constitutes an effective communication 
tool that can be used by all the participants of the system as a platform for the 
development of any management-associated activity. This Knowledge 
Management portal, intended exclusively for health tourism, can be run in several 
ways according to the functions to be performed:  

• Informative portal: The portal plays an informative role whenever advertising 
purposes are necessary to promote health tourism and its associated products. 
Likewise, it serves to advertise the advantages and benefits offered together 
with the constituent members in charge of such products and/or services. The 
idea is to reinforce all this information by publishing articles of interest that are 
closely related to medical tourism. Other articles or publications can be cited, 
mentioned or linked to this web site.  
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• Interactive portal: The portal plays an interactive role when it allows users to 
register and actively participate by using the site itself as a health tourism 
platform. There are various benefits to this, namely access to certain types of 
contents and applications that can be aimed at customers by including elements 
such as forums, chats, and virtual communities. This may also include 
participation in customer-oriented events, patient diagnosis, and service quotes, 
among other advantages.  

• Transactional portal: The health tourism portal plays a transactional role 
whenever it is used to allow user registration for people who intend to consolidate 
commercial bonds and therefore their participation is not only for communication 
purposes but for management purposes. This type of management requires the 
parties to exchange information and money, which implies the use of higher 
levels of cyber security; hence the portal may also represent a hyper-link to 
access extranets, allowing reliable specific transactions to be made. 

Customer Service Center: The creation of a customer service center leads to 
having the health tourism cluster equipped with an information mechanism 
intended for users. Such an information mechanism will also be intended for 
people or companies that show commercial interest in the system. In that sense, 
the customer service center serves as a communication center that receives and 
makes calls, and also issues messages through mechanisms like e-mail, fax, 
telephone calls, and video-conferences. The purpose of these activities is to 
provide users with information and technical support. 

Suplí Network: The creation of a supply network begins by identifying the main 
links or parties of the cluster that represent the center of all economic activity in 
the system. In the case of the health tourism cluster, the main parties are health-
care service institutions; which means that the supply-associated activities must be 
around the needs of such institutions. By managing an application that allows 
controlling and coordinating supply activities among raw-material providers, 
medical service providers, institutions and customers, the purpose is to create 
proper means of communication, negotiation and acquisition between the parties. 
This must ensure the fulfillment of particular needs in terms of medicine supply, 
surgical and medical material supply as well as the supply of equipment and 
hospital services.  

Knowledge Community: The creation of a knowledge community around a health 
tourism cluster is intended to take advantage of the boom that such a 
communication tool had among all people surfing the Internet. This community 
might have a great impact on potential clients. One of the advantages offered by 
social networks is that they gather the people interested in medical topics and this 
type of participation attracts more people, resulting in an ever-growing network of 
potential users within the health tourism services cluster. This represents great 
advantages in terms of communication and cooperation, which is even more 
significant from a user viewpoint since the information and support provided in 
the portal will come from peer users who can give advice and recommendations 
about procedures and services based on their own experience. This may 
additionally have a positive impact in terms of promotion and advertising. 
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Virtual Learning System: The implementation of a virtual learning system pursues 
the development of activities aimed at producing knowledge, training people and 
improving the processes involved in health tourism practices. This particular tool 
is founded on the following principles: Every organization is made of people and 
is aimed at serving end users, who are also people; therefore, the management of 
all learning and training activities at all levels implies improving the conditions for 
the health tourism cluster on the whole. The idea is to strengthen aspects such as 
quality, regulation compliance, customer service, second language acquisition, 
accreditations and certifications, the use of technological tools, and the creation of 
innovation and research processes. In that respect, Colombia has a technological 
platform already (the platform of a governmental education agency called SENA). 
In recent years, this platform has offered virtual education to many people around 
the country; hence it already provides the necessary technical support to carry out 
health tourism projects. Thus, it would be important to organize the contents as 
well as the logistics of the actual implementation.  

Virtual medical records: The creation of virtual medical records is a technological 
application intended to implement a jointly-administrated programme by means of 
an extranet made up of all medical institutions participating in the system. The 
network is to serve and be managed by authorized medical personnel in order to 
look up and feed the medical records of the different patients; thus allowing 
health-care professionals to know patients condition at any time. This will help to 
stipulate the kind of treatment, medications, procedures, tests and diagnosis that 
patients have undertaken in the past. These activities are intended to consolidate 
the medical information of patients, creating a clinical data store to easily identify 
health tourists before, during, and after any medical procedures. In the long run, 
this information can be used when the same tourists wish to undergo another 
procedure. 

Health tourist agenda: The creation of a health tourist agenda as a technological 
tool attempts to manage the logistics behind patients’ activities from the moment 
they travel to the destination country to the moment they leave hospital and go 
back to their countries. These conditions must be extended to include monitoring 
patients for a period of time after leaving. The health tourist agenda is a tool 
created from the moment health-tourism service conditions are agreed, and must 
contain all specifications to offer both medical and support services regarding 
flight tickets, accommodation bookings, medical appointment scheduling, clinical 
tests, and surgical procedures. Additional specifications may include scheduling of 
other complementary services like local transport services, tourist guides, 
interpreters, and access to tourist attractions and places of general interest for 
tourists. 

4   Conclusions  

Knowledge management has various application fields. It seems that any human 
activity is likely to be continuously improved by implementing knowledge 
management, and so health tourism in not the exception.  
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A region’s image is an influential factor associated to the notion of security and 
it constitutes an attractive feature for health tourists since it has a direct impact on 
their decisions when choosing their medical tourism destinations.  

The human resource component happens to be an essential factor in terms of 
competitiveness within the medical tourist supply in emergent markets like the 
Colombian market. 

In Colombia, aspect like development and research represent weaknesses for 
the health tourism sector due to its low management indices within institutions, 
despite the existing proposals to attain proper implementation of its services. 

In Colombia, there are projects in progress aimed at extending the scope of the 
health services offered as well as the scope of the corresponding infrastructure. 
The resulting benefits of such projects can be used by health tourism clusters. 

Colombia is compelled to develop strategies so that the institutions that intend 
to export health services obtain certifications in order to offer international-
standard services. 

Knowledge management provides essential tools to make the Health Tourism 
sector world-class. Thus, it is possible to fulfill the expectations officially written 
by the government in its Productive Transformation Policy. 
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Adopting a Knowledge Management Concept  
in Securing the Privacy of Electronic Medical 
Record Systems  

Suhaila Samsuri, Zuraini Ismail, and Rabiah Ahmad 

Abstract. As the enhancement of Information Technology (IT) in various 
management fields escalates, the realization of knowledge management (KM) 
concept is considered as significant. This concept can be applied in considering 
information privacy as a component in designing a computerized system. 
Consequently, this paper proposes the adoption of explicit and tacit knowledge 
concepts in identifying the privacy of information components in order to 
construct a secured electronic medical record (EMR) system. A preliminary 
investigation involving interviews with a selected group of hospital information 
system (HIS) developers has been conducted earlier on. The findings of this study 
revealed four important components to be factored in any privacy preservation 
framework for HIS. They are namely, legislation, ethical, technology and cultural. 
By applying the KM concept into these four components, it can further derive 
more systematic guidelines in order to achieve the privacy preservation of 
information. Nevertheless, further research must be developed as to yield a more 
inclusive guideline in designing an EMR system that is reliable, specifically in 
addressing the need of securing patient’s personal medical information privacy. 

Keywords: Knowledge management, explicit knowledge, tacit knowledge, 
information privacy, electronic medical record, hospital information system. 

1   Introduction 

Knowledge management (KM) is the most fundamental concept to be considered 
in securing the privacy of any information management system. Currently, KM 
concept has been incorporated into numerous advanced computer systems and 
adopted into many system designs [1]. The norms in information technology (IT) 
usually involve with the activities of documentation, sharing of information, 
exchanging ideas with others by sending and receiving e-mails or using other 
computer mediated interaction, such as teleconferencing and virtual meeting [2]. 
In the health care industry particularly, the development of a Hospital Information 
System (HIS) and the transmission from paper-based to paperless-based record 
system has encouraged the advancement in health data management and 
technologies, such as the digitization of medical records, creation of central record 
systems and the development of healthcare data warehouse [3]. These initiatives 
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have entailed yet another concern in IT field which is the personal medical 
information privacy issue [4]. Various studies have been carried out in efforts to 
mitigate the personal medical information privacy issues since it involves many 
stakeholders such as the government, system developers and the public. It also 
warrants the latest and most innovative security mechanisms to be embedded in 
the existing technology system. Eventually, the health care providers must also 
address all issues with regards to the skills, knowledge and qualification required 
of the users of the system in order to operate the system efficiently. Therefore, the 
sole purpose of this study is to examine the KM role in identifying the components 
which are appropriate for enhancing the EMR system with built-in privacy 
preservation elements. 

This paper is divided into several sections, firstly is the introduction. Secondly, 
the previous studies section will elaborate on the important terms conceptually 
including KM, explicit and tacit knowledge as well as the information privacy. 
The third section will detail out the research methodology utilized in this study. It 
will be followed by a discussion in the fourth section and finally, the summary of 
this study along with suggestions for future research in the conclusion section.  

2   Previous Studies 

According to several studies, knowledge management (KM) can be simplified as a 
formal, directed process of determining what information a company has, that 
could benefit others in the company and then devising ways to make it easily 
available [5][6][8]. It involves with the step of knowing how the knowledge is 
captured, evaluated, cleansed, stored, provided and used [7][8]. Smuts et al [2] 
defined KM as a class of information system (IS) which is applied to managing 
organizational knowledge. The use of technology will definitely add value by 
reducing time, effort and cost in allowing people to share knowledge and 
information. The KM approach requires the integration of the people, processes 
and technology involved in designing, capturing and implementing the intellectual 
infrastructure of an organization, including the necessary changes in management 
attitudes, organizational behaviour and policy [9][10]. Technologically, intranets, 
groupware, data warehouse, networks, bulletin boards video conferencing are 
some of the key tools for storing and distributing this intelligence [11].  

In IT, KM is described as the various processes such as acquisition, creation, 
renewal, archival, dissemination and application (conversion of new knowledge 
into action or behaviour modification) of knowledge. Shami et al [12] generally 
explained the KM concept as managing the corporation’s knowledge through a 
systematically and organizationally specified process for acquiring, organizing, 
sustaining, applying, sharing and renewing both the tacit and explicit knowledge 
of employees to enhance organizational performance and value creation. For the 
purpose of this research, the KM concept shall be referred as the knowledge of the 
employees or users of the system in handling the daily tasks of the electronic 
medical record (EMR) system which are mainly related with the patients’ medical 
records. The underlying challenges however remain in the competency of the 
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users in transforming their skills from manual to automation. It is said that the 
pursuit of tacit, explicit, self-knowledge, self-renewal and innovation are timeless, 
endless and relentless [8].  

Knowledge management concept can be divided into two approaches; explicit 
and tacit knowledge approaches. The explicit knowledge can be transmitted across 
an organization through documentations, drawings, standard operating procedures, 
manuals of best practices and the like. Information system is said to be playing a 
central role in facilitating the dissemination of explicit knowledge assets over 
company intranets or between organizations via the internet [13]. Explicit 
knowledge is found in databases, memos, notes and documents, which are usually 
represented as user manuals for using a particular computer system like an EMR. 
Similarly, it can also be in the form of a set of training handouts provided for staffs 
and users on the guidelines in using the information system. A comprehensive 
policies and code of conducts on the information security and privacy procedures 
need to be formulated and explained clearly to all parties involved.  

In contrast, tacit knowledge seems to be more complicated due to its nature as 
intuitive, hard to define knowledge that is mainly experienced based. It is a kind of 
knowledge of “Intellectual Capability” that is not easily catalogued. It is completely 
incorporated in the individual [14]. Tacit knowledge is an accumulative knowledge 
that is embodied in the individual, escapes definition and quantitative analysis and is 
learned through trial and error analysis and transferred through socialization, 
demonstration and imitation [15]. It is suggested that the success and effectiveness 
of the implementation of a new electronic medical record system in the HIS entirely 
dependable on the experience and skills of the system users. The users could 
originate from various fields of educational background, namely doctors, nurses, IT 
officers or administration staffs.  

Smith [8] has clarified on the differences between explicit and tacit knowledge 
of daily tasks in workplace, refer to Table 1. This classification is useful in 
providing a KM guideline towards the information privacy protective usage and 
maintenance of an EMR system in the hospital.  

Table 1 Use of the explicit and tacit knowledge in the workplace [8] 

Explicit knowledge – academic knowledge or 
“know-what” that is described in formal 
language, print or electronic media, often based 
on established work processes, use people-to-
documents approach 

Tacit knowledge – practical, action-oriented 
knowledge or “know-how” based on practice, 
acquired by personal experience, seldom 
expressed openly, often resembles intuition 

Work process – organized tasks, routine, 
orchestrated, assumes a predictable 
environment, linear, reuse codified knowledge, 
create knowledge objects 

Work practice – spontaneous, improvised, 
web-like, responds to a changing, unpredictable 
environment, channels individual expertise, 
create knowledge 

Learn – on the job, trial-and-error, self-directed 
in areas of greatest expertise, meet work goals 
and objectives set by organization 

Learn – supervisor or team leader facilitates and 
reinforces openness and trust to increase sharing 
of knowledge and business judgment 
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Table 1 (continued) 
 

Teach – trainer designs using syllabus, uses 
formats selected by organization, based on 
goals and needs of the organization, may be 
outsourced 

Teach – one-on-one, mentor, internships, coach, 
on-the-job training, apprenticeships, competency 
based, brainstorm, people to people 

Type of thinking – logical, based on facts, use 
proven methods, primarily convergent thinking

Type of thinking – creative, flexible, 
unchartered, leads to divergent thinking, develop 
insights 

Share knowledge – extract knowledge from 
person, code, store and reuse as needed for 
customers, e-mail, electronic discussions, 
forums 

Share knowledge – altruistic sharing, 
networking, face-to-face contact, 
videoconferencing, chatting, storytelling, 
personalize knowledge 

Motivation – often based on need to perform, 
to meet specific goals 

Motivation – inspire through leadership, vision 
and frequent personal contact with employees 

Reward – tied to business goals, competitive 
within workplace, compete for scarce rewards, 
may not be rewarded for information sharing 

Reward – incorporate intrinsic or non-monetary 
motivators and rewards for sharing information 
directly, recognize creativity and innovation 

Relationship – may be top-down from 
supervisor to subordinate or team leader to team 
members 

Relationship – open, friendly, unstructured, 
based on open, spontaneous sharing of 
knowledge 

Technology – related to job, based on 
availability and cost, invest heavily in IT to 
develop professional library with hierarchy of 
databases using existing knowledge 

Technology – tool to select personalized 
information, facilitate conversations, exchange 
tacit knowledge, invest moderately in the 
framework of IT, enable people to find one 
another 

Evaluation – based on tangible work 
accomplishments, not necessarily on creativity 
and knowledge sharing  

Evaluation – based on demonstrated 
performance, ongoing, spontaneous evaluation 

 
 

Currently, the study on the integration of Smith KM workplace concept with 
the electronic healthcare tasks particularly on the preservation of information 
privacy is not available. It is appropriate to look at the definition of information 
privacy as this is the objective in designing an effective EMR system before 
proceeding into the adoption of KM in the EMR system during its implementation 
stage. Basically, information privacy is understood as the ability of an individual 
to control the collection, retention, and distribution of information about an 
individual. It is also the right of data owner to determine for what purposes their 
personal information is stored and used [16]. In medical practices, information 
privacy is recognized as a careful and restricted communication of information 
about one’s condition and medical history to one’s caregivers. An individual 
expects that access to it will be carefully restricted [17]. In this context, privacy 
can be restricted or controlled by limiting what personal data is made available to 
others. In other words, it is how personal data is disclosed and shared with others 
[18]. The following three previous models have formed the foundation towards 
designing a secured information system as well as sustaining the information 
privacy preservation.   
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The first model that was proposed by Fischer-Hübner [19][20] comprised of, 
namely;  

i. Protection enacted by the government through laws  
ii. Protection through the employment of privacy-enhancing technologies  

iii. Self-regulation for a fair information practice based on codes of conduct 
which are promoted by business players 

iv. Educating privacy among the consumers and IT professionals  

Fischer-Hübner was one of the researchers who were actively involved in the 
information security and privacy technology research. The Fischer-Hübner’s 
model seems to be conveniently more acceptable by many countries since it 
correlates with the privacy protection laws that were enacted by their respective 
government. The second model was raised by Peter Swire who was highly 
involved in privacy and business law research. His presentation on ‘Privacy 
Today’ [21] highlighted that privacy protection can be achieved through the 
following: 

i. Technology: the adoption of security and privacy mechanism in the system  
ii. Law: the necessary rules and regulations in controlling the information 

accessibility  
iii. Market: business entities and commercial organizations do provide some 

degree of security and privacy control to protect their customers, but still 
subjected to the their own requirements  

iv. Choice of individual: it is entirely up to the individual to choose any business 
or commercial organizations that promote best or poor privacy protection.  

Besides focusing on technology and legal aspects, Swire has included market into 
the list mainly because most of information privacy cases were directly linked to 
commercial and business dealings over the internet. His focus of attention was 
primarily on the public’s interest rather than the personal information privacy.  

The third model was suggested by Holvast [22] which outlined four 
components of privacy protection. These components were initially suggested by 
the Electronic Privacy Information Center (EPIC), a public interest research center 
which was established in 1994 in Washington, D.C. The components were; 

i. Comprehensive laws: using general law that governs the collection, use and 
dissemination of personal information by both public and private sector. A 
neutral party is required to oversee the implementation to ensure compliance  

ii. Sectoral laws: there are specific laws which govern only specific technical 
applications or specific areas, such as the financial privacy  

iii. Self-regulation: using a code of conduct or practice established by companies 
and industries. In other words, basically self-policing  

iv. Technology of privacy: using available technology-based systems such as 
privacy-enhancing technologies that are able to provide several privacy 
protection mechanisms  

These components seem to be tailor designed for the use of system developers in 
the United States (US). It is due to the fact that the US government differentiates 
between the comprehensive and sectoral law, as currently being practiced.  
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A thorough examination and consideration was made on these three models and 
the various components associated. This is to ensure the relevance of the models 
adoption and adaptation in incorporating privacy protection of personal medical 
information as well as being the foundation for this study.  

3   Methodologies 

The literature review on previous studies, including the function of KM in 
protecting the information privacy and the adopted privacy models has provided 
the background of this study. The research methodology involved with interviews 
session as a preliminary investigation of this study. The purpose of the interviews 
was to gauge the existing procedures of personal information management and 
privacy mechanism embraced by the Malaysian hospitals. The interviews served 
as a cognitive assessment in verifying the feasibility of achieving the research 
objectives. The interviewees were identified under strict scrutiny in order to 
ensure the reliability of their input. This is primarily essential because the final 
conclusion of this study will certainly aid in further understanding of the required 
components in designing and developing a comprehensive privacy protection 
guideline that is skewed appropriately for the Malaysian environment.  

Three important criteria were formulated in justifying the interview process. 
They include,  

i. Semi-structured interviews that were conducted based on the models, which 
the analysis were then referred to the current Personal Data Protection Act.  

ii. Semi-structured interviews that were selectively conducted with authorized 
personnel whom were highly involved in policy making in data protection in 
the government, have hands-on experience in matters related to hospital 
privacy and data protection policy.  

iii. Interviews were also conducted to determine the practitioners’ perspective, 
whereby the interviewees were chosen based on their knowledge in privacy 
policy and also their strong contribution towards the development of the 
EMR system in Malaysia.  

The interviewees were diligently selected across the Peninsular Malaysia, whom 
has a wide range of responsibilities in the development of hospital information 
system. They were designated as the Information Technology Director and 
Officer, Electronic Medical Record Officer, doctor and magistrate, as depicted in 
Table 2. The interviewees were mostly selected due to their contribution and 
involvement in the establishment of HIS and belonged to the Ministry of Health 
(MOH) monitoring committee of HIS. They were contacted through phone calls in 
order to secure a face-to-face appointment. Both government and semi-
government hospitals personnel were included. 
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Table 2 Pilot Study Interviewee 

No  Interviewee Designation  Organization 

1 A Information Technology Director  Ministry of Health  

2 B Information Technology Officer  Ministry of Health  

3 C Electronic Medical Record Officer  Government Hospital  

4 D Electronic Medical Record Officer  Semi-government Hospital  

5 E Doctor  Government Hospital  

6 F Magistrate  Malaysian Magistrate Court 

 
 
There were six (6) interviews conducted between November 2009 and March 

2010 period. Each session took 45 to 50 minutes to complete. The findings from 
these interviews were then compared with the existing privacy protection models. 
The findings have been useful in devising a new set of models as a guideline in 
designing a capable electronic medical record system that protects the personal 
medical information privacy. 

4   Findings  

Based on the preliminary investigation, this study has successfully listed the 
proposed components necessary for the information privacy protection. For 
reference purpose, the transcripts of the interviews are available in text and the 
crux of the discussions and points were also listed. Unlike the models which were 
proposed by EPIC, the comprehensive components mentioned below need to be 
incorporated simultaneously during the early stage of system development to 
ensure the efficiency of the system. The four components identified for the 
proposed models are as follows, accompanied with comments by interviewees. 

A. Legislation  
Legislation or Law is the most decisive factor in protecting an individual’s 

information privacy. The law (whatever rules enacted by the government that refer 
to the controlling and the manipulation of personal information) is significant in 
assuring individual’s right over his/her personal information. As mentioned by a 
legal expert, “personal health/medical information in Malaysia is categorized 
under ‘sensitive information’ in personal data protection act” (Interviewee F). The 
Malaysia Personal Data Protection Act 2010 for example, enlisted seven 
principles in any act of deliberation and manipulation of an individual’s personal 
information; general principle, notice & choice principle, disclosure principle, 
security principle, retention principle, data integrity principle and access principle.  

B. Ethics  
Ethics is a self-regulation that is basically referred to several codes of ethics 

that are being practiced by certain organizations or institutions such as the 
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hospitals. For countries without any privacy or data protection law, the people can 
only cling on to their ‘codes of ethics’ in their pursuit of protecting individual’s 
rights. The code of ethics therefore must also be stated in their service policies. In 
a hospital scenario, the principles of ethics are usually conformed to the 
international standard of services provided in Medical Act or Nurses Act, which 
also covers the policy of individual privacy. One of the officers from the Health 
Ministry of Malaysia remarked, “since the personal data protection act has yet to 
be enforced, our employees including the doctors, nurses and other staffs must 
strictly adhere to the ethical code of conducts” (Interviewee B).  

C. Technology  
Technology must also be incorporated in the privacy protection initiatives due 

to the transformation of information management in the hospital into paperless-
based system. The embarkation to the paperless-based system has made the usage 
of privacy mechanism technology apparently inevitable. One of the interviewees 
expressed that, “we are developing our own health information system in order to 
improve security and privacy control over health information management with 
our very own privacy mechanism technologies. Patients will have the opportunity 
to access their own personal medical information” (Interviewee C).  

D. Culture  
Culture is the most crucial model to be considered and has been a distinctive 

factor from the previous studies. Most of the interviewees have cited that the 
culture-based privacy represents as a key model, which its practice differ from one 
country to another. This model replicates Moor’s perception on privacy which 
stated that, ‘the concept of privacy has distinct cultural aspect which goes beyond 
the core values. Some cultures may value privacy and some may not’ [23]. 
Western countries should not expect similar privacy practices in the Asian 
countries, which value privacy much less than them. Karat said, ‘privacy means 
different things to different people’ [24]. As stated by one of the interviewees 
“Malaysia is perhaps not fully ready for the full implementation of privacy 
protection by using the western framework and orientation. We are one unique 
society where distinction gap in social cultures and values co-exist, unless a 
mandatory modification is done for the privacy concept to suit us” (Interviewee 
D). It is the instilled culture of the people that determines the extent of privacy 
preservation of personal information. However, it should be noted that privacy of 
information is still commonly regarded as a basic human right. Therefore, in order 
to avoid any conflicts with regards to privacy and its implementation, adequate 
measures of precaution must be in place.   

Both interviewees A and E have mentioned a general interest within the 
community which entails the individual’s concern on personal medical 
information privacy. Nonetheless, this is not categorized in any of the components 
identified. 
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5   Discussion: Towards a Human-Centered System Design 

The personal information privacy models listed above; technology, legislation, 
ethics, and culture are the obligatory components to be factored in designing an 
EMR system. In developing a personal information management system with built 
in security and privacy protection, the balance of combination between the 
concept of human-centered and technology-centered design needs to be taken into 
account to warrant the effectiveness of the system. Human-centered design 
embraces the physical and psychological needs of the human user, enabling the 
user to function at the highest level possible. The technology-centered model is 
also vital in providing the current and latest security mechanisms to be embedded 
into the system, making it capable to achieve the health care provider’s goal in its 
usability and usefulness. Legislation or law is also a salient aspect to be included 
when dealing with the issues of information privacy and security. Inevitably, new 
technology and system designs must also adhere to the rules and guidelines in the 
privacy or data protection act legislated by the government. Due to its nature, the 
researcher has sorted both technology and legislation as technology-centered 
development, whereas ethics and culture components are categorized as human-
centered design. The justification on this classification is further explained in the 
next paragraph. The role of KM is also required in providing a systematic 
guideline to assist the system users in managing the system effectively.  

The ethics component in computer and technology field can be described as the 
study of those behavioural actions of IT professionals that will benefit all of 
society [25]. Several scholars [19][20] preferred to refer the term as self-
regulations provided by an organization in its ‘code of conduct’ or ‘code of 
ethics’. As ethics or self-regulations usually have its own set of recorded rules to 
be distributed to the users or employees, the researcher has classified this model as 
a type of explicit knowledge. Thus, whenever it is applied in a HIS environment 
especially in the EMR unit in the hospital, it can be referred as explicit task. By 
adapting it into the Smith [8] study, explicit task can be illustrated as a kind of 
comprehensive manual for handling an EMR system with security and privacy 
mechanism attached. The manual shall include all the modules listed by Smith 
such as how to operate the system (work process), a complete training syllabus on 
EMR operation (teach), security and privacy etiquette (motivation) and so on.  

Additionally, the culture component can be viewed as what a group learns over 
a period of time as the group solves its problems of survival in an external 
environment and its problems of internal integration [26]. Such learning is 
simultaneously a behavioural, cognitive and emotional process [27]. A task using 
tacit knowledge is accomplished through specific individual involvement and 
requires the individual to make changes to their existing behaviour [28]. Thus, the 
cultural component is suitable for tacit knowledge to be applied, in providing the 
employees with excellent attitude towards protecting information privacy while 
they handle an EMR system.  This study summarized the adaptation of Smith’s 
study called Human-Centered Design for EMR System in the Table 3 below; 
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Table 3 Human-Centered Design for EMR System 

Ethic Component Culture Component 

Explicit Tasks – a comprehensive manual for 
handling an EMR system with security and 
privacy mechanism and concern, follow the 
hospital ‘code of conduct’ 

Tacit Tasks – based on employees past 
experiences and awareness in handling patient’s 
personal information  

Work process – understand the manual and 
know how to operate the EMR system 

Work practice – experienced and expert in 
operating an EMR system  

Learn – on the job, trial-and-error, handling 
system based on employees’ ‘code of ethics’ 

Learn – senior staffs or nurses to facilitate and 
reinforce the task with openness and trust in 
sharing their knowledge 

Teach – IT officer as trainer, provides a set of 
comprehensive modules for syllabus EMR 
training 

Teach – IT officer provide hands-on training for 
the hospital staffs, one-on-one, mentoring, 
internships and coaching 

Share knowledge – distribute skills through e-
mail, electronic discussions, forums 

Share knowledge – distribute knowledge 
through altruistic sharing, networking, 
videoconferencing and personalized knowledge 

Motivation – towards HIS mission in securing 
patient personal information privacy 

Motivation – inspired through reliable and 
trusted organizational culture 

Reward – gaining the trust and confidence 
from patients  

Reward – ‘excellent service award’ for staff as 
a kind of recognition  

Relationship – senior doctors or nurses to 
junior doctors or nurses 

Relationship – spontaneous sharing of 
knowledge among any hospital staff assigned in 
handling the EMR 

Evaluation – does the EMR technology 
effective in securing patient information 
privacy? 

Evaluation – does the EMR system achieve its 
usability goal? 

6   Conclusion 

This study emphasizes on the importance of knowledge management (KM) role in 
ensuring the components that are relevant to any electronic medical record (EMR) 
system development. Through interviews administered, four components have 
emerged as mentioned by the HIS experts. This on-going study intends to adopt 
the legislation, ethics, technology and culture in securing the privacy of electronic 
medical record system. Essentially, the application of the system does not depend 
on the technology-centered development alone. It must also incorporate the 
explicit and tacit knowledge concept into the ethics and culture model during the 
system’s implementation and maintenance. The incorporation of those concepts 
will definitely assist in generating a system which is more of human-centered 
state-of-the-art. It is hoped that this preliminary investigation will be useful in 
integrating the concepts of KM with computerization and information privacy 
aspect, particularly in the industry of health care. Nonetheless, further studies need 
to be conducted in developing a comprehensive guideline in adopting a systematic 
EMR work tasks which also incorporate the KM concepts. A proper and 
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comprehensive training needs to be provided that includes information privacy 
awareness in handling patient’s information. This may ensures the confidentiality, 
integrity and availability of the information is consistently preserved. Future 
works of this study may consider other aspect of qualitative data collection such as 
observation or case study. However, both explicit knowledge and tacit knowledge 
has played a significant role towards the establishment of privacy preservation  
for HIS. 

Acknowledgments. Suhaila Samsuri is a PhD candidate, currently a staff of International 
Islamic University Malaysia. Both Dr Zuraini Ismail and Dr Rabiah Ahmad are Associate 
Professors at their respective universities. This study is funded by the Research University 
Grant (RUG) from Universiti Teknologi Malaysia (UTM) and Ministry of Higher 
Education (MOHE) Malaysia with project number Q.K 130000.2138.01H98. The authors 
would like to thank all the interviewees for their cooperation and support in this research.  

References 

1. Samsuri, S., Ismail, Z., Ahmad, R.: User-Centered Evaluation of Privacy Models for 
Protecting Personal Medical Information. In: Abd Manaf, A., et al. (eds.) ICIEIS 2011, 
Part I. CCIS, vol. 251, pp. 301–309. Springer, Heidelberg (2011) 

2. Smuts, H., van der Merwe, A., Loock, M., Kotzé, P.: A Framework and Methodology 
for Knowledge Management System Implementation. In: SAICSIT 2009, pp. 70–79 
(2009) 

3. Xiong, L., Xia, Y.: Report on ACM Workshop on Health Information and Knowledge 
Management (HIKM 2006). SIGMOD Record 36(1), 39–42 (2007) 

4. Samsuri, S., Ismail, Z., Ahmad, R.: Privacy models for protecting personal medical 
information: A preliminary study. In: International Conference of Research and 
Innovation in Information Systems, ICRIIS 2011, pp. 1–5 (2011) 

5. Liss, K.: Do we know how to do that? Understanding knowledge management. 
Harvard Management Update, 1–4 (1999) 

6. Kankanhalli, A., Tanudidjaja, F., Sutanto, J., Tan, B.C.Y.: The Role of IT in 
Successful Knowledge Management Initiatives. Communications of the ACM 46(9), 
69–73 (2003) 

7. Chait, L.: Creating a successful knowledge management system. Prism (second 
quarter 1998) 

8. Smith, E.A.: The role of tacit and explicit knowledge in the workplace. Journal of 
Knowledge Management 5(4), 311–321 (2001) 

9. Petrides, L.A.: Knowledge Management, Information Systems and Organizations. 
EDUCAUSE Center for Applied Research (20) (2004) 

10. Anthens, G.H.: A Step Beyond A Database. Computerworld 25(9), 28 (1991) 
11. Maglitta, J.: Smarten Up! Computerworld 29(23), 84–86 (1995) 
12. Shami Zanjani, M., Mehrasa, S., Modiri, M.: Organizational dimensions as 

determinant factors of KM approaches in SMEs. World Acad. Sci. Engin. Technol. 45 
(2008) 

13. Sanchez, R.: “Tacit Knowledge” versus “Explicit Knowledge” Approaches to 
Knowledge Management Practice (2005),  
http://www.knowledgeboard.com/download/3512/ 
Tacit-vs-Explicit.pdf (accessed on January 2012) 



558 S. Samsuri, Z. Ismail, and R. Ahmad
 

14. Tuzhilin, A.: Knowledge Management Revisited: Old Dogs, New Tricks. ACM 
Transactions on Management Information Systems 2(3), 13 (2011) 

15. Murphy, F., Stapleton, L., Smith, D.: Tacit Knowledge and Human Centred Systems: 
The Key to Managing the Social Impact of Technology. In: International Multitrack 
Conference of Advances in Control Systems (2004) 

16. Sidek, Z.M., Abdul Ghani, N.: Utilizing Hippocratic Database for Personal 
Information Privacy Protection. Jurnal Teknologi Maklumat 20(3) (2008) 

17. Blumenthal, D., Tavenner, R.N.: The “Meaningful Use” Regulation for Electronic 
Health Records. The New England Journal of Medicine 363(6), 501–504 (2010) 

18. Whitley, E.A.: Informational privacy, consent and the “control” of personal data. 
Information Security Technical Report 14, 154–159 (2009) 

19. Fischer-Hübner, S., Thomas, D.: Privacy and Security at risk in the Global 
Information Society. In: Loade, B. (ed.) Cybercrime. Routledge, London (2000) 

20. Fischer-Hübner, S.: Privacy-Enhancing Technologies (PET), Course Description. 
Karlstad University Division for Information Technology, Karlstad (2001) 

21. Swire, P.: Privacy Today, International Association of Privacy Professionals (2008), 
http://www.privacyassociation.org (accessed on March 2010) 

22. Holvast, J.: History of Privacy. In: Matyáš, V., Fischer-Hübner, S., Cvrček, D., 
Švenda, P. (eds.) IFIP WG 9.2, 9.6/11.6, 11.7/FIDIS. IFIP AICT, vol. 298, pp. 13–42. 
Springer, Heidelberg (2009) 

23. Moor, J.H.: Towards a Theory of Privacy in the Information Age. In: CEPE 1997 
Computers and Society, pp. 27–32 (1997) 

24. Karat, J., Karat, C.M., Broodie, C.: Human Computer Interaction viewed from the 
intersection of privacy, security and trust. In: Sears, A., Jacko, J.A. (eds.) The Human 
Computer Interaction Handbook: Fundamentals, Evolving Technologies and 
Emerging Applications, 2nd edn. Lawrence Erlbaum Associates, New York (2008) 

25. De Ridder, C., Pretorius, L., Barnard, A.: Towards teaching Computer Ethics. 
Technical Reports (2001), http://osprey.unisa.ac.za/ 
TechnicalReports/UNISA-TR-2001-8.pdf 

26. MacIntosh, E.W., Doherty, A.: The influence of organizational culture on job 
satisfaction and intention to leave. Sport Management Review 13, 106–117 (2010) 

27. Scheres, H., Rhodes, C.: Between cultures: Values, training and identity in a manu-
facturing firm. Journal of Organizational Change Management 19, 223–236 (2006) 

28. Hicks, R.C., Dattero, R., Galup, S.D.: A metaphor for knowledge management: 
explicit islands in a tacit sea. Journal of Knowledge Management 11(1), 5–16 (2007) 



An Overview on the Structure and Applications
for Business Intelligence and Data Mining
in Cloud Computing

A. Fernández1, S. del Rı́o2, F. Herrera2, and J.M. Benı́tez2

1 Dept. of Computer Science, University of Jaén, Jaén, Spain
alberto.fernandez@ujaen.es

2 Dept. of Computer Science and Artificial Intelligence,
CITIC-UGR (Research Center on Information and Communications Technology),
University of Granada, 18071 Granada, Spain
saradelriogarcia@gmail.com, {herrera,jmbs}@decsai.ugr.es

Abstract. Cloud Computing is a new computational paradigm which has attracted
a lot of interest within the business and research community. Its objective is to inte-
grate a wide amount of heterogeneous resources in an online way to provide services
under demand to different types of users, which are liberated from the details of the
inner infrastructure, just concentrating on their request of resources over the net.
Its main features include an elastic resource configuration and therefore a suitable
framework for addressing scalability in an optimal way. From the different scenar-
ios in which Cloud Computing could be applied, its use in Business Intelligence
and Data Mining in enterprises delivers the highest expectations. The main aim is to
extract knowledge of the current working of the business, and therefore to be able to
anticipate certain critical operations, such as those based on sales data, fraud detec-
tion or the analysis of the clients’ behavior. In this work, we give an overview of the
current state of the structure of Cloud Computing for applications on Business Intel-
ligence and Data Mining. We provide details of the layers that are needed to develop
such a system in different levels of abstraction, that is, from the underlying hardware
platforms to the software resources available to implement the applications. Finally,
we present some examples of approaches from the field of Data Mining that had
been migrated to the Cloud Computing paradigm.

1 Introduction

The Cloud Computing infrastructure has its origins in the concept of grid comput-
ing, which has the aim of reducing computational costs and to increase the flexibil-
ity and reliability of the systems. However, the difference between the two lies in
the way the tasks are computed in each respective environment. In a computational
grid, one large job is divided into many small portions and executed on multiple
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machines, offering a similar facility for computing power. On the other hand, the
computing cloud is intended to allow the user to obtain various services without
investing in the underlying architecture and therefore is not so restrictive and can
offer many different services, from web hosting, right down to word processing [3].

A Service Oriented Architecture (SOA) [27] is one of the basis of Cloud Com-
puting. This type of system is designed to allow developers to overcome many
distributed enterprise computing challenges including application integration, trans-
action management and security policies, while allowing multiple platforms and
protocols and leveraging numerous access devices and legacy systems [2]. We can
find some different services that a Cloud Computing infrastructure can provide over
the Internet, such as a storage cloud, a data management service, or a computational
cloud. All these services are given to the user without requiring them to know the
location and other details of the computing infrastructure [11].

One of the successful areas of application for Cloud Computing is the one re-
lated to Business Intelligence (BI) [1, 18]. From a general perspective, this topic
refers to decision support systems, which combines data gathering, data storage,
and knowledge management with analysis to provide input to the decision process
[24] integrating data warehousing, Data Mining (DM) and data visualization, which
help organizing historical information in the hands of business analysts to generate
reporting that informs executives and senior departmental managers of strategic and
tactical trends and opportunities.

No need to say that the processing of a high amount of data from an enterprize
in a short period of time has a great computational cost. As stated above, with these
constraints a new challenge for the research community comes out with the neces-
sity to adapt the systems to a Cloud Computing architecture [26]. The main aim is
to parallelize the effort, enable fault tolerance and allowing the information man-
agement systems to answer several queries in a wide search environment, both in
the level of quantity of information as for the computational time.

Along this contribution, we will first study the common structure of this type of
models in order to face DM problems. Specifically, we will describe a standard in-
frastructure from the Cloud Computing scenario, presenting the different layers that
must be taken into account to implement the management of the data, the parallel
execution engine and the query language [4, 8].

Apart from the specific application of BI, the possibilities that the paradigm of
Cloud Computing offers to DM processes with the aid of cloud virtualization is quite
significative. This issue grows in relevance from the point of view of the paralleliza-
tion of high computational cost algorithms, for example those methodologies based
on evolutionary models [22, 32, 31]. Cloud Computing platforms such as MapRe-
duce [7] and Hadoop (http://hadoop.apache.org) are two programming
models which helps the developers to include their algorithms into a cloud environ-
ment. Both systems have been designed with two important restrictions: first, clouds
have assumed that all the nodes in the cloud are co-located, i.e. within one data cen-
tre, or that there is relatively small bandwidth available between the geographically
distributed clusters containing the data. Second, these clouds have assumed that

http://hadoop.apache.org
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individual inputs and outputs to the cloud are relatively small, although the aggre-
gate data managed and processed are very large.

In the last years, many standard DM algorithms have been migrated to the cloud
paradigm. In this work we will present several existing proposals that can be found
in the literature that adapt standard algorithms to the cloud for making them high
efficient and scalable. The growing number of applications in real engineering prob-
lems, such as computer vision [34], recommendation systems [19] or Health-care
systems [28] show the high significance of this approach.

This contribution is arranged as follows. In Section 2 we introduce the main
concepts on Cloud Computing, including its infrastructure and main layers. Next,
Section 3 presents the architecture approaches to develop BI solutions on a Cloud
Computing platform. The programming models for implementing DM algorithms
within this paradigm, together with some examples, is shown in Section 4. Finally,
the main concluding remarks are given in Section 5.

2 Basic Concepts on Cloud Computing

We may define an SOA [27] as an integration platform based on the combination of
a logical and technological architecture oriented to support and integrate all kind of
services. In general, a “Service” in the framework of Cloud Computing is a task that
has been encapsulated in a way that it can be automated and supplied to the clients
in a consistent and constant way.

The philosophy of Cloud Computing mainly implies a change in the way of solv-
ing the problems by using computers. The design of the applications is based upon
the use and combination of services. On the contrary that occurs in more traditional
approaches, i.e. grid computing, the provision of the functionality relays on this use
and combination of services rather than the concept of process or algorithm.

Clearly, this brings advantages in different aspects, for example the scalability,
reliability, and so on, where an application, in the presence of a peak of resources’
demand, because of an increase of users or an increase of the data that those provide,
can still give an answer in real time since it can get more instances of a determinate
service; the same occurs in the case of a fall of the demand, for which it can liberate
resources, all of these actions in a transparent way to the user.

The main features of this architecture are its loose coupling, high inter-operativity
and to have some interfaces that isolate the service from the implementation and
the platform. In an SOA, the services tend to be organized in a general way in
layers or levels (not necessarily with strict divisions) where normally, some modules
use the services that are provided by the lower levels to offer other services to the
superior levels. Furthermore, those levels may have different organization structure,
a different architecture, etc.

There exists different categories in which the service oriented systems can be
clustered. One of the most used criteria to group these systems is the abstraction
level that offers to the system user. In this manner, three different levels are often
distinguished , as we can observe in Figure 1. In the remainder of this section, we
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Fig. 1 Illustration of the layers for the Services Oriented Architecture

will first describe each one of these three levels, providing the features that defines
each one of them and some examples of the most known systems of each type. Next
we will present some technological challenges that must be taken into account for
the development of a Cloud Computing system.

2.1 Infrastructure as a Service (IaaS)

IaaS is the supply of hardware as a service, that is, servers, net technology, storage
or computation, as well as basic characteristics such as Operating Systems and vir-
tualization of hardware resources [16]. Making an analogy with a monocomputer
system, the IaaS will correspond to the hardware of such a computer together with
the Operating System that take care of the management of the hardware resources
and ease the access to them.

The IaaS client rents the computational resources instead of buying and installing
its own data center. The service usually is billed based in its actual usage, so it has
the advantage that the client pays for what it uses and it uses what he needs in each
moment. Also, according to the dynamical scaling associated to Cloud Computing,
in the case of low loads of work it uses (and pays for) less resources, and in the
presence of a higher resources demand, IaaS can provide them to attend the punctual
necessities of that client, being this task done in real time. It is also frequent that the
contract of the service includes a maximum that the user cannot exceed.

One kind of typical IaaS clients are scientific researchers and technicians, which
thanks to the IaaS and the wide volume of infrastructure that they offer as a service,
they can develop tests and analysis of the data in a level that could not be possible
without the access to the this big scale computational infrastructure.

2.2 Platform as a Service (PaaS)

At the PaaS level, the provider supplies more than just infrastructure, i.e. an inte-
grated set of software with all the stuff that a developer needs to build applications,
both for the developing and for the execution stages. In this manner, a PaaS provider
does not provide the infrastructure directly, but making use of the services of an IaaS
it presents the tools that a developer needs to, having an indirect access to the IaaS
services and, consequently, to the infrastructure [16].
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If we follow the analogy set out in the previous subsection relative to a monocom-
puter system, the PaaS will correspond to a software layer that enables to develop
components for applications, as well as applications themselves. It will be an Inte-
grated Developer Environment, or a set of independent tools, that allows to develop
an engineering software problem in all its stages, from the analysis and model of
the problem, the design of the solution, its implementation and the necessary tests
before carrying out the stage of deployment and exploitation. In the same manner,
a programming language that counts with compilers and libraries for the different
Operating Systems will allow that the same application can be deployed in different
systems without the necessity of rewrite any piece of code.

2.3 Software as a Service (SaaS)

In the last level we may find the SaaS, i.e. to offer software as a service. This was
one of the first implementations of the Cloud services, along with the gaining in
importance of the Internet usage. It has its origins in the host operations carried out
by the Application Service Providers, from which some enterprises offered to others
the applications known as Customer Relationship Managements [9].

Throughout the time, this offer has evolved to a wide range of possibilities, both
for enterprises and for particular users. Regarding the net support, although these
services are performed through the Internet, as it provides the geographical mobility
and the flexibility needed, a simple exchange of data in this manner will not assure
the privacy of them. For this reason, Virtual Private Networks are often employed
for this aim, as they allow to transmit data through the Internet in an encrypted way,
maintaining the privacy and security in the information exchange between the client
application of the user and the SaaS application store in the cloud.

2.4 Technological Challenges in Cloud Computing

Cloud computing has shown to be a very effective paradigm according to its features
such as on-demand self-service since the custermors are able to provision computing
capabilities without requiring any human interaction; broad network access from
heterogeneous client platforms; resource pooling to serve multiple consumers; rapid
elasticity as the capabilities appear to be unlimited from the consumer’s point of
view; and a measured service allowing a pay-per-use business model. However, in
order to offer such a advantageous platform, there are some weak points that are
needed to take into account. Next, we present some of these issues:

• Security, privacy and confidence: Since the data can be distributed on different
servers, and “out of the control” of the customer, there is a necessity of manag-
ing hardware for computation with encoding data by using robust and efficient
methods. Also, in order to increase the confidence of the user, several audits and
certifications of the security must be performed.
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• Availability, fault tolerance and recovery: to guarantee a permanent service
(24x7) with the use of redundant systems and to avoid net traffic overflow.

• Scalability: In order to adapt the necessary resources under changing demands of
the user by providing an intelligent resource management, an effective monitor-
ization can be used by identifying a priori the usage patterns and to predict the
load in order to optimize the scheduling.

• Energy efficiency: It is also important to reduce the electric charge by using mi-
croprocessors with a lower energy consumption and adaptable to their use.

3 Cloud Computing for Business Intelligence Processes

As it was stated in the introduction of this work, the philosophy of Business Intel-
ligence systems is to satisfy the necessity of analyzing large amounts of data in a
short period of time, usually in just a matter of seconds or minutes. This high vol-
ume of data may come as a result of different applications such as prediction of loan
concessions and credit policies to clients based on risks, classification or clustering
of clients for beam marketing, product recommendations and extraction of patterns
from commercial transactions among others.

In the remainder of this section, we will first present an architecture to develop
BI solutions on a Cloud Computing platform. Then, we will stress the goodness on
the use a Cloud Computing with respect to other similar technologies.

3.1 Organization of the Cloud Computing Environment

To address the goals stated in the beginning of this section, in [4, 8] the authors
revisited a basic model and process for analyzing structured and unstructured user
generated content in a business warehouse. This data management organization ar-
chitecture based on clouds follows a four layer architecture, although there exists
several similar approaches [21, 23]. We must point out that the three first tiers are
common for DM and BI approaches, whereas the last one is specifically designed
for data warehousing and On-Line Analytical Processing (OLAP) applications. The
description of these components is enumerated below:

• The first level is the infrastructure tier based on Cloud Computing. It follows
the structure introduced in Section 2, that is, it includes a network architecture
with many loosely coupled computer nodes for providing a good scalability and
a fault tolerance scheme. As suggested, the system must take into account a dy-
namic/elastic scheme such that the performance, cost and energy consumption of
the node machines is managed at run-time.

• The second layer is devoted to the parallel data storage. The relational data bases
may have difficulties when processing the data along a big number of servers, so
that there is a necessity of supporting new data base management systems based
on the storage and retrieval of key/value pairs (as opposed to the relational model
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based on foreign-key/primary-key relationships). Some examples of systems that
are optimized for this purpose are Google BigTable [5] or Sector [13].

• The third level is the execution environment. Due to the large number of nodes,
Cloud Computing is especially applicable for distributed computing tasks
working on elementary operations. The most known example of cloud com-
puting execution environment is probably Google MapReduce [7] and its open
source version Hadoop [10], but other projects can be found as feasible alterna-
tives [17, 33]. All these environments aim at providing elasticity by allowing to
adjust resources according to the application, handling errors transparently and
ensuring the scalability of the system.

• The last tier is the high querying language tier, which is oriented towards OLAP,
and Query/Reporting Data-Warehousing tools. This layer is the interface to the
user and it provides the transparency to the other tiers of the architecture. Some
query languages have been proposed like Map-Reduce-Merge [36] or the Pig
Latin language [25] which has been designed to propose a trade-off between the
declarative style of SQL, and the low-level, procedural style of MapReduce.

3.2 On the Suitability of Cloud Computing for Business
Intelligence and Data Mining

Traditionally, when having a high amount of data to be processed in a short period
of time, a grid computing environment was the most suitable solution in order to
reduce computational costs and to increase the flexibility of the system. The sim-
ilarities with Cloud Computing are evident, since both of them are composed of
loosely coupled, heterogeneous, and geographically dispersed nodes. However, the
main difference between the two lies in the way the tasks are computed in each re-
spective environment. In a computational grid, one large job is divided into many
small portions and executed on multiple machines, offering a similar facility for
computing power. On the other hand, the computing cloud is intended to allow the
user to obtain various services without investing in the underlying architecture and
therefore is not so restrictive and can offer many different services, from web host-
ing, right down to word processing [3].

Additionally, the advantages of this new computational paradigm with respect to
other competing technologies are clear. First, Cloud application providers strive to
give the same or better service and performance as if the software programs were
installed locally on end-user computers, so the users do not need to spend money
buying a complete hardware equipment for the software to be used, i.e. a simple
PDA device is enough to run the programs on the Cloud.

Second, this type of environment for the data storage and the computing schemes
allows enterprizes to get their applications up and running faster, with a lower ne-
cessity of maintenance from the IT department since it automatically manages the
business demand by assigning more or less IT resources (servers, storage and/or
networking) depending on the computational load in real time [30]. Finally, this
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inherent elasticity of this system makes the billing of the infrastructure to be done
according to the former fact.

4 Adaptation of Global Data Mining Tasks within a Cloud
Computing Environment

In this section we aim at pointing out the promising future that is foreseen for the
Cloud Computing paradigm regarding the implementation of DM algorithms in or-
der to deal with very large data-sets for which it has been prohibitively expensive
until this moment.

The idea behind all the proposals we will introduce is always distributing the ex-
ecution of the data among all the nodes of the cloud and to transfer the least volume
of information as possible to make the applications highly scalable and efficient, but
always maintaining the integrity and privacy of the data [14, 29].

As introduced in Section 3, it is necessary to transform the data stored into mul-
tidimensional arrays to “Pig data” [25] to be able to carry out an online analysis
process by using the MapReduce/Hadoop scheme or related approaches (such as
Sector/Sphere [13]), also reducing the storage costs [8]. In this programming model,
users specify the computation in terms of a map and a reduce function, and the
underlying runtime system automatically parallelizes the computation across large-
scale clusters of machines, handles machine failures, and schedules inter-machine
communication to make efficient use of the network and disks.

Map, written by the user, takes an input pair and produces a set of intermediate
key/value pairs. The MapReduce library groups together all intermediate values as-
sociated with the same intermediate key I and passes them to the reduce function.
The reduce function accepts an intermediate key I and a set of values for that key. It
merges these values together to form a possibly smaller set of values. The interme-
diate values are supplied to the user’s reduce function via an iterator. This allows us
to handle lists of values that are too large to fit in memory.

The map invocations are distributed across multiple machines by automatically
partitioning the input data into a set of M splits. The input splits can be processed in
parallel by different machines. Reduce invocations are distributed by partitioning the
intermediate key space into R pieces using a partitioning function (e.g., hash(key)
mod R). The number of partitions (R) and the partitioning function are specified by
the user (see Figure 2).

In brief, these systems are oriented to distribute the data sets along the cloud and
to distribute the computation among the clusters, i.e. instead of moving the data
among the machines, they define mapping functions to create intermediary tuples
of <key, value> and the use of reduction functions for this special processing. As
an example, in a program aimed at counting the number of occurrences of each
word in a large collection of documents, the map function will emit each word plus
an associated count of occurrences whereas the reduce function sums together all
counts emitted for a particular word.
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Fig. 2 Overall flow of execution a MapReduce operation

Although this is a relatively new framework, many DM algorithms have been
already implemented following the guidelines of this programming model. For ex-
ample, in [6] the authors present a classification model which tries to find an inter-
mediate model between Bayes and K-nearest neighbor techniques by using a certain
kind of subtree to represent each cluster which is obtained by clustering on train-
ing set by applying a minimum spanning tree MapReduce implementation, and then
perform the classification using idea similar to KNN.

Another approach that is developed using the MapReduce model aims at ad-
dressing the progressive sequential pattern mining problem [15], which intrinsically
suffers from the scalability problem. Two Map/Reduce jobs are designed; the can-
didate computing job computes candidate sequential patterns of all sequences and
updates the summary of each sequence for the future computation. Then, using all
candidate sequential patterns as input data, the support assembling job accumulates
the occurrence frequencies of candidate sequential patterns in the current period of
interest and reports frequent sequential patterns to users.

Gao et al. introduces in [12] an experimental analysis using a Random Decision
Tree algorithm under a cloud computing environment by considering two different
schemes in order to implement the parallelization of the learning stage. The first
approach was that each node built up one or more classifiers with its local data
concurrently and all classifiers are reported to a central node. Then the central node
will use all classifiers together to do predictions. The second option was that each
node works on a subtask of one or more classifiers and reports its result to a central
node, then the central node combines work from all local nodes to generate the final
classifiers and use them for prediction.

Other works are based on different cloud computing environments, a Parti-
cle Swarm Optimization was designed for the Amazon Elastic Compute Cloud
(http://aws.amazon.com), where the candidate solutions are presented by
the set of task-service pairs, having each particle to learn from different exemplars,
but to learn the other feasible pairs for different dimensions. The constructive posi-
tion building procedure guarantees each position was shown to be feasible and this
scheme greatly reduces the search space and enhances the algorithm performance
[35].

http://aws.amazon.com
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Lin and Luo proposed a novel DM method named FD-Mine [20] that is able to
efficiently utilize the cloud nodes to fast discover frequent patterns in cloud com-
puting environments with data privacy preserved. Through empirical evaluations on
various simulation conditions, the proposed FD-Mine showed to deliver excellent
performance in terms of scalability and execution time.

Finally, it is important to point out that there exist open source DM libraries from
which the users can use the techniques implemented under these software platform.
We may stress the Mahout library (http://mahout.apache.org/) which is
mainly based on clustering approaches, but also parallel frequent pattern mining; and
the Pentaho Business Analytics (http://www.pentaho.com/big-data/)
which offers unmatched native support for the most popular big data sources includ-
ing Hadoop, NoSQL (not relational data base models) and analytic databases. Ad-
ditionally, the relevance in this area can be stressed by the vast amount of available
commercial SaaS products such as Actuate (http://www.actuate.com/),
ComSCI (http://www.comsci.com/) or FPX (http://www.fpx.com/);
however, for most of them it is a bit unclear what they truly offer to the user in terms
of which techniques they may implement for managing and mining the data, i.e.
what they include in their toolbox to enable analysts to create reports and custom
analyzes.

5 Concluding Remarks

In this work we have presented an overview on BI and DM applications within the
Cloud Computing environment. In particular, we aimed at stressing the significance
and great possibilities of this topic in the near future, since it offers an scalable
framework for those high dimensional problems which are hard to overcome with
the standard technologies.

Taking this into account, we have first introduced the main features of the Cloud
Computing infrastructure, i.e. the different levels of abstraction which allow us to
understand its nature. Then, we described its advantages with respect to other classi-
cal technologies such as grid computing and therefore how DM applications obtains
higher benefits from this scheme.

Next, we have described the specific architecture that is needed in order to de-
velop BI and DM applications within a cloud framework. Specifically, a four layer
structure is suggested following the recommendations given in the specialized lit-
erature. This structure is composed of a cloud infrastructure to provide the service
nodes and the communication network at the lowest level, a parallel data storage
to distribute the information across the cloud, a execution environment which must
take advantage of the characteristics offered by the cloud and finally the use of a
high query language to fully exploit the features of the parallel execution tier.

To end with, we have presented several DM algorithms that have been migrated
to Cloud Computing, examining the particularities of their implementation which
are mainly based on the MapReduce/Hadoop scheme, which is currently the most
important execution environment to allow an efficient parallelization of the data
processing within the cloud.

http://mahout.apache.org/
http://www.pentaho.com/big-data/
http://www.actuate.com/
http://www.comsci.com/
http://www.fpx.com/
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Abstract. In this paper we present a job coordination service for distributed appli-
cations being executed in a Hadoop cluster based on the use of a RDF backed triple
space and a RESTful web services interface. The system provides an efficient and
simple coordination mechanism to resolve data dependencies between applications
and it can be used at the same time as a rich source of information about the state
and activity of the cluster that can be processed to build additional services and
resources.

1 Introduction

Cloud infrastructure and distributed data processing frameworks like Apache’s
Hadoop1, where storage and processing capacity can be dynamically expanded,
have made it easier to build applications capable of processing sheer amounts of
data in a scalable way. These applications are built from a large collection of dis-
tributed applications that must coordinate their execution in order to process incom-
ing data usually stored as plain data files in a distributed file system that can be
easily processed by Hadoop’s line oriented data interface. The final output of this
process is refined information that can also be stored in the distributed file system,
in a relational database system or any other data store. The drawback of this archi-
tecture is the increasing complexity of the application coordination task as well as
the increasing number of unstructured data sources that must be tracked and ware-
housed. In this paper we present a triple space [7] coordination system2 that uses a
RDF graph as a blackboard system with a RESTful [8] interface that applications in

1 http://hadoop.apache.org/
2 http://github.com/antoniogarrote/clusterspace
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the cluster can use to track their data dependencies and publish application’s execu-
tion state information using using HTTP standard methods to assert and retract this
information from the RDF graph. The use of RDF and a shared ontology provides
a snapshot of the distributed system execution that can be queried and processed to
provide higher level cluster management services on top of the basic coordination
system.

1.1 Problem Description

Complex data processing scenarios on a distributed system using frameworks like
Apache’s Hadoop often involve building a graph of individual applications with data
dependencies among them. Raw data is inserted on the boundaries of the application
graph and then loaded into the HDFS file system, either periodically or on demand.
These data are processed by different applications following a data path through
the application graph where intermediary data outputs are stored in temporary lo-
cations of the HDFS file system. Finally the multiple possible outputs generated
must also be stored in the distributed file system. Managing this complex network
of data dependencies is the main goal of the system presented in this paper, this
task is accomplished capturing the state of the distributed application graph as RDF
graph available through a HTTP RESTful interface. Managing dependencies is only
one aspect to be considered in distributed data processing systems. Errors in appli-
cation execution must be tracked and all kind of notifications must be generated,
for example, notifying users that the output of a data processing path has finished
its computation. The system here described addresses this problem using the RDF
graph as a triple space, a blackboard style system where queries over the graph can
be registered and will be automatically triggered where certain conditions are met.
Distributed systems must also be easy to extend. Applications must be as loosely
coupled as possible, so the configuration of the data processing graph can be re-
arranged, adding new applications or removing existing ones. The use of a plain
HTTP interface, where RESTful semantics for HTTP methods are observed, along
with the extensible capabilities of RDF make it possible for applications in the data
processing graph to only share a small RDF ontology to describe data dependencies
while additional RDF terms can be used by groups of application for more complex
coordination tasks specific to that subset of applications. Finally, an important prob-
lem in distributed data processing systems is managing the knowledge generated
and stored in the system. Big distributed systems evolve along time with different
teams building new applications, adding data sources and consuming output from
other applications whose authors might be unaware of this fact. Using a single RDF
graph as a coordination mechanism allows to capture an important portion of the
implicit knowledge about the system, like data sources, data dependencies, infor-
mation not being recently accessed, etc. All this information can be used to build
a layer of high level services on top of the coordination system that can be used to
effectively manage the execution of the data processing graph.
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2 Components

The term “cloud architecture” [3] is a broad term that can refer to very different
systems. In this section we will narrow its scope describing in a precise way the
different components in the architecture where the triple space coordination system
is embedded and the additional services built on top of it. The figure 1 shows the
relation between these building blocks.

2.1 Distributed File System

The distributed file system is the main data repository in the cluster, available for all
applications being executed. In our case Hadoop Distributed File System (HDFS)3

[4] is the underlying implementation used. HDFS offers a reliable storage mech-
anism implementing tasks like data replication and distribution. It also offers an
scalable solution whose storage capacity can be expanded as required adding more
nodes to the cluster.

EC2 Instances

HDFS

Hive Queries

Map Reduce

Hadoop

Applications

Data Processing Jobs

Triple
Space

RDF

HTTP

Fig. 1 Components of the distributed system and how they are related to the triple space
coordination service

2.2 Data Assets

Every data unit stored in the cluster that is available for applications being executed
is referred to as a data asset. The most generic data asset in the cluster are files stored

3 http://hadoop.apache.org/hdfs/
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in the distributed file system. These files are imported as raw unstructured data by
applications and then transformed into different data assets.

2.3 Data Processing Jobs

Data processing jobs are groups of batch operations being executed by applica-
tions in the cluster, transforming input data assets and generating new data assets
as results. In our case, data processing jobs consist of Hadoop map-reduce [5] jobs
processing files available in the Hadoop distributed file system. Job operations with
a higher level of abstraction, like Apache Hive’s4 SQL-like queries that are finally
executed as a collection of map-reduce jobs are also counted as data processing jobs.
Data processing jobs may have dependencies on other jobs that must be met before
the job can begin its execution.

2.4 Applications

Applications designate every unit of business logic being executed in the cluster.
The main task performed by applications is the execution of data processing jobs.
Applications in our model are autonomous and direct communication between ap-
plications is avoided. However, applications are addressable using the HTTP pro-
tocol by the triple space coordination service. The triple space coordination service
makes use of the HTTP protocol to notify applications when a certain event in the
triple space have taken place. These notifications can be used to trigger data pro-
cessing jobs when their dependencies are met. Additionally, applications have an
associated state that is maintained by the triple space coordination service.

3 Triple Space Coordination Service

The triple space coordination service is an implementation of a blackboard style
tuple space communication system backed by a RDF graph and accessible through
a RESTful HTTP interfaces mapping classic tuple space operations [8] to HTTP
protocol methods. Applications in the cluster can request three main operations in
the coordination service:

• Application registration
• Assertion of data as RDF triples
• Data hook registration

Applications must first register into the service providing some application details
as structured RDF information, like the accessible location of the application as an
URL or the repository where the application source code is stored. This application
information is transformed into a set of RDF triple assertions and then added to the

4 http://hive.apache.org/
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RDF graph. Once registration is finished, the RDF sub-graph encoding the applica-
tion information will be accessible as an HTTP resource that can be read or updated
by applications in the cluster using regular HTTP verbs for resource manipulation.

During its execution, applications may add arbitrary new data assertions to the
RDF graph mapped as HTTP resources. Additionally, applications can add RDF as-
sertions to the triple space using specific HTTP entry points for data assets. Triples
added through the data assets HTTP interface are validated by the triple space ser-
vice and additional information is added, including time-stamps, RDF type asser-
tions and a updated execution state predicate. Applications in the cluster can obtain
the RDF graph associated with a data asset dereferencing the associated resource
URI. Applications updating any resource in the HTTP API or adding assertions to
the triple space RDF graph must identify themselves using the HTTP User-Agent
header and the URI of the API HTTP resource created by the application when reg-
istering into the service. This information is used by the service to track changes on
the RDF graph.

The last kind of triple space operation is the registration of data hooks. Data
hooks make possible for applications to be notified by the triple space coordination
system when changes in the RDF data graph occur. Data hooks are created as a dif-
ferent kind of HTTP resource in the triple space HTTP interface. They are described
using a small ontology including predicates to specify a SPARQL [6] query and a
callback URL. The triple space service registers the SPARQL query associated to
every data hook created in the system and evaluates the query every time new data
added to the RDF query may change the result set returned by the query. When the
query is evaluated results are sent back to the application using a HTTP PUT re-
quest to the callback URL associated to the data hook. The application can use this
notification to trigger a data processing being hold awaiting for its dependencies to
be fulfilled or to update its internal state.

3.1 Cluster Ontology and RDF Encoding

Communication between applications and the triple space consist in the exchange
of two types of RDF graphs: RDF data encoding the representation of the HTTP
API services like applications, data hooks and data assets, and arbitrary RDF triples
added by applications to the coordination service graph. In the case of RDF data
containing the representation of a HTTP API resource, a shared ontology is used by
applications to ensure easy inter-operability. This ontology includes a small set of
around 20 RDF properties used to describe certain types of information:

• State of applications, resources, etc.
• Distributed file system paths.
• Time format, creation and update time-stamps.
• Resource RDF types.

Correct use of this vocabulary is enforced by the triple space coordination service
running validations on the received RDF data. This vocabulary is also extended by
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certain types of applications and resources. For example, data assets consisting of
Hive tables declare and additional sub-type of the cs:DataAsset RDF type and
information about the location of the HDFS file, table name and Hive partitions.

On the other hand, use of differnt RDF ontologies is possible on arbitrary RDF
data added to the graph by applications. This allows for subsets of applications to
coordinate their execution through the triple space service and to extend the coordi-
nation service through the use of new RDF vocabularies.

RDF data in HTTP requests and responses are encoded using JSON-LD. JSON
is a popular format for web APIs and in contrast with other RDF serializations, nu-
merous libraries supporting the format exist for most programming languages. It
also makes it possible for application developers using the HTTP API of the coordi-
nation service to interact in most cases with the service using familiar JSON objects
without having to deal with the complexity of the RDF data model.

3.2 Implementation Details

The triple space service is implemented as a JavaScript application being executed
in the Node.js V8 JavaScript platform5. Node.js offers an excellent platform for
developing scalable web services thanks to its implementation of an asynchronous
evented HTTP server. Specific support for Node.js is also available in different cloud
infrastructure providers.

RDF and SPARQL implementations are provided by RDFStore-js6, a pure
JavaScript implementation of a RDF and SPARQL database we have developed.
This library provides an events API for RDF graphs that is used to by the coordina-
tion service to perform the evaluation of SPARQL queries associated to data-hooks.
RDFStore-js can also be executed in client applications using node, Java applica-
tions using Mozilla’s Rhino JavaScript implementation as well as in the browser.
This offers a convenient mechanism for client applications to process RDF data re-
ceived from the coordination service when processing JSON-LD [1] encoded RDF
as plain JSON objects is not enough for their functionality.

In the triple store coordination service the underlying persistent storage layer for
RDFStore-js is a MongoDB7 cluster where RDF triple assertions are stored as JSON
documents. A replica set of two MongoDB instances to provide better availability
to the system on the event of the coordination service node failure.

4 Higher Level Services

The RDF graph maintained by the triple space coordination service can be under-
stood as a snapshot of the cluster state at any given moment of time, including

5 http://nodejs.org/
6 http://github.com/antoniogarrote/rdfstore-js
7 http://www.mongodb.org/
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information such as available data sources, the dependency graph between applica-
tions and data assets or cluster health information. The use of an extensible semantic
technology like RDF makes it possible to store this information provide an makes
it possible to develop an additional layer of services processing this information
implementing higher level cluster coordination services.

4.1 Application Monitoring Service

The application monitoring service registers a data hook in the triples space re-
questing the value of the cs:state property for all cs:Application RDF
resources registered in the graph. Every time an application associated to one of
these resources is updated, the application monitoring service is notified by the triple
space coordination application with the updated list of states for the applications in
the cluster. The application monitoring service uses this information to provide a
web interface where the state of cluster applications can be browsed, implementing
functionality like email alerts or the required logic to restart failed applications.

4.2 Hive Data Catalog Service

cs:HiveAssets RDF resources are specialized data assets storing information
about Hive tables and partitions. They also include temporal information about the
date when a particular Hive table and partition have been modified. New tables being
created and partitions being removed are also translated into HTTP requests adding
and removing RDF assertions.

The Hive data catalog application registers a data hook in the coordination
service consisting of a SPARQL query requesting the value in the graph of the
cs:tableName RDF property associated to cs:HiveAssets whose state is
updated by an application at a given time-stamp. Using this information as well as
Hive’s data definition language, information for those tables is retrieved and stored.

This information is used by the Hive data catalog service to build a description of
the Hive tables available in the system and offer a web interface to users where the
available tables as well as the applications modifying each table can be browsed. The
information can also be used to determine applications affected by administrative
changes in Hive tables as well as to look for data tables no longer being used.

4.3 Cluster Log Service

The cluster log service is a module of the triple space coordination service logging
individual assertion and removal of RDF triples in the RDF graph. Every time an
application request triggers the insertion or deletion of RDF data from the graph,
the RDF data is serialized and logged to HDFS using Apache’s Flume8. The format

8 https://cwiki.apache.org/FLUME/
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of the logged data used is a variation of the Turtle syntax [2] where a time-stamp
and the URI identifying the application in the User-Agent of the HTTP triggering
the RDF graph modification are added. This line oriented log format makes it easier
the log processing using map reduce Hadoop jobs. This information is used to audit
the performance of the cluster and compute usage statistics.

5 Conclusions and Future Work

In this paper we have presented a coordination service for distributed data process-
ing applications based on the use of RDF and RESTful HTTP services. The main
goal of the service is to coordinate the execution of data driven application work
flows. At the same time, it can be used as an structured data source about the state
of the cluster, including application’s execution state, functional dependencies be-
tween applications and data sources. This information can be used to implement
higher level services like the data catalog and application monitoring services.

The extensible design of RDF makes it possible to add new functionality to the
system using additional RDF vocabularies describing new types of data sources
or coordination primitives shared only by a subset of applications. Technologies
used to implement the service serve a double purpose, they are based in platforms
like Node.js and MongoDB well supported by cloud infrastructure providers and
at the same time try to offer a simple interface to the RDF system for application
developers using standard RESTful design and a JSON based data exchange format
like JSON-LD.

Future lines of work include the integration of additional information into the
RDF graph, specially additional data sources beside HDFS data, like relational
databases as well as configuration and deployment information. This information
can be retrieved from the source code repository information of the registered ap-
plications already stored in the RDF graph. The ultimate goal of this job would
be to track data being processed in the cluster as higher level data entities being
transformed despite their multiple possible representations, from text files stored in
HDFS to tables in a relational database or documents in a MongoDB repository.
Another area of research is the processing of the cluster log information being gen-
erated by the coordination service. This log consist of a stream of time-stamped
RDF assertions describing the temporal evolution of the cluster configuration stored
in the coordination service RDF graph in a modified Turtle RDF encoding. This
source of temporal data can be processed to compute a number of valuable metrics
on the historical performance of the system.
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Abstract. Interoperability is one of the main elements affecting the adoption of a 
technology by businesses. Interoperability in the Cloud is crucial in the sense that 
it can guaranty inter-cloud communications between heterogeneous platforms. 
This paper identifies different aspect of interoperability in the Cloud. Moreover, it 
discusses Distributed Infrastructure architecture as a base for Enterprise Service 
Bus (ESB) model. The authors split ESB into different layers to increase the 
flexibility of the framework. This paper extends the concept of ESB to build a 
Cloud service model that facilitates secure interactions between different Cloud 
platforms. The proposed architecture is to use service repository and registry 
mechanisms to enhance flexibility and portability of the model. 

Keywords: Cloud Computing, Interoperability, Mobility, Portability. 

1   Introduction 

The concept of Cloud computing can be simply defined as “Software deployed as 
a hosted service and accessed over the Internet” [1]. Cloud computing is somehow 
adopted from the concept of abstract computing. In other words, endpoints can 
connect to each other in a loosely coupled manner without knowing much about 
each other. 

National Institute of Standards and Technology of United States (NIST) defines 
Cloud Computing as a pool of shared resources such as servers, storage, 
applications, and data that can be provisioned and released with minimum 
configuration and management efforts so that be accessible on-demand by 
consumers [2]. Firstly, Cloud consists of an abstract “unlimited” pool of resources. 
In other words, customers do not have to worry about provisioning of hardware, 
software, and bandwidth for future needs. Secondly, the pricing model is based on 
“per use” model instead of license model. Moreover, infrastructures are usually 
(or necessarily) distributed geographically. This helps customers to implement 
geo-redundant services as well as keeping network latency at the minimum level.  

Configuration and provision of the systems are instant and automated based on 
pre-configured templates. The amount of effort to provision a new system or scale 
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an existing system is the matter of minutes or couple of hours instead of days or 
even months [3,4]. 

Finally, in the Cloud environment resources are virtualized completely or to a 
great extent. While infrastructures are kept intact and rarely changed, virtualized 
components such as disks, virtual machines, and virtual networks changed 
continuously.  

One of the main hurdles ahead of migration to Cloud platforms is the lack of 
clear interoperability and inter-cloud communication standards. In other words, 
although current Cloud platforms expose some of their functionalities using 
standard protocols such as Representational State Transfer (REST) and Simple 
Object Access Protocol (SOAP), they are designed so proprietary and closed that 
makes inter-cloud migration and communication almost impossible or not 
justifiable [5]. The problem can be summarized as how to exchange data from one 
Cloud to another and how to move data back and forth between those Clouds.  

Different solutions have been proposed by standard bodies (e.g. IEEE, NASA) 
and companies (e.g. IBM) in order to bring interoperability to the Cloud. While 
most of these blueprints are completely relevant to the idea of interoperability, 
they require vendors to either open source parts of their platforms, or make 
significant changes to them [6]. In this paper, the authors focus on adding new 
components to the Enterprise Service Bus (ESB) model in order to provide this 
middleware with flexibility and automation required for cloud interactions. In our 
research, we focus on using ESB concept as the Cloud orchestration model base 
because it has minimum impact on the current platforms. Moreover, we propose 
new components to be added to ESB, so that it can be extended from enterprise 
domain to the wider context of the Cloud.  

In this paper, we first identify the attributes of interoperability in the Cloud. 
Secondly, we introduce the concept of ESB and then model it to work as a 
middleware platform that facilitates inter-cloud communications. Additional 
architectural layers are introduced in order to enhance service discovery and 
registry. 

2   Interoperability in the Cloud 

Interoperability covers a wide range of topics. It spans from hardware and 
software, to very conceptual notions such as data and its semantics. European 
Commission defines it as interlinking a system, information, or workflows across 
multiple domains such as enterprise sectors, geographic locations, administrations, 
etc. [7]. Generally speaking, enabling two or more different systems communicate 
to each other and exchange information makes those systems interoperable [8]. 
IEEE defines interoperability as “The capability of two or more networks, 
systems, devices, applications, or components to externally exchange and readily 
use information securely and effectively” [9]. 

Interoperability in Smart Grids is implemented in the following contexts [9]: 

• Hardware, Software, Platforms that enable machine-to-machine communication. 
This context is more on physical layer and infrastructures. 
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• Data types and formats, that keeps the integrity of data and messages intact 
from system-to-system, 

• Semantic context, that means both systems have the same understanding about 
sets of data. 

Interoperability in the Cloud, which can be considered as mesh of smart grids, 
means that information should be able to go back and forth between platforms 
without losing its integrity, and data-type in a secure way. 

3   Enterprise Service Bus Architecture 

Distributed infrastructure is an architectural model or software implementation. It 
lets different services from different platforms connect to each other in a loosely 
coupled manner [10]. Based on Bean, enterprise service bus is more than a 
messaging system and it includes all the main parts of SOA such as network, 
transport, routing, content and message delivery and protocol conversion system 
[11]. 

Enterprise Service Bus (ESP) is a terminal for integrating different services and 
creating mesh of services through a messaging environment [12]. Service Bus sits 
between different service endpoints and helps them use each other’s capabilities 
by inter-connecting them in a loosely coupled manner [13]. Basically the change 
ESB does to endpoints is that it makes them to have a one-to-one relationship to 
ESB instead of one-to-many relationship with all other endpoints [14]. Figure 1 
illustrates the change ESB makes in the topology of a distributed system with 
multiple isolated endpoints. 

Some researchers argue that the combination of SOAP (Simple Object Access 
Protocol) messages and WS-Addressing is equal service bus [15]. However, 
considering other methods of bounding such as Representational State Transfer 
(REST), defining Simple Object Access Protocol (SOAP) messages as the only 
transportation standard is somehow restrictive. Moreover, service bus should not 
 

 
Fig. 1 A conventional topology (Left) An ESB topology (Right) 
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be limited to transferring and translating of messages between services but it 
should consider security and access control, Quality of Service (QoS), 
management, monitoring, orchestration, etc. It should be noted that service bus 
should work as an abstract layer to provide loosely coupled service interaction. In 
other words, its nature is bounded to the fact that services know nothing but an 
interface from each other, and it is platform, operation system, and language 
independent [10].   

As the Figure 1 illustrates, the amount of customization required to connect 
conventional applications to each other is reduced. The amount of work is 
required to connect applications in conventional way is so high that companies 
sometimes better off righting the functionality from scratch instead of reusing the 
functionality available in other applications. To emphasize the significance of 
using ESB, the amount of customization required in the conventional model 
versus ESB model depicts as below: =  − 1)2   =   

Where  and  are the number of customizations required in conventional model 
and ESB model respectively and n is total number of endpoints. Using these 
formulas, it proves that ESB topology reduces the amount of customization by the 

factor of  . 

Enterprise Service Bus (ESB) works as a middleware façade in order to create 
an interoperable environment. Wu and Tao discussed the main functionalities an 
ESB provides SOA environment with as location decoupling, transport protocol 
conversion, routing, transformation, security, and monitoring [14].  

Location decoupling lets consumer and producer of messages to contact to each 
other without any need to bind them together tightly. In other words, instead of 
having two systems that are heavily dependent to each other, a lightweight binding 
layer manages the interaction between systems [16]. Figure 2 illustrates the 
differences between heavy dependency and lightweight binding architectures. 

 

 

Fig. 2 Heavy Dependencies vs. Lightweight Bindings (Source: VMware, 2012) 
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Transport protocol conversion helps producers and consumers use their own 
transport protocol such as HTTP(s), FTP, TCP, and even proprietary formats such 
as variants of message queue protocols, and ESB take responsibility to translate 
protocols in the middle. Transport protocol aside; it helps translating different 
design principals’ formats such as REST [17], and SOAP to each other. 

Routing is using some set of business rules in ESB to route messages 
dynamically from producer to consumer and vice versa. It can resembles and work 
as a load balancer or workflow system to redirect messages to the correct endpoint 
base on different conditions. 

Message transformation is the place where ESB validate and transform 
messages at the content level and make it understandable to the destination. One 
of the easiest and conventional ways to do that is to use Extensible Stylesheet 
Language Transformation (XSLT) to transform XML documents to other formats 
or field mappings.  

Security is one the most important aspects of SOA. The security module can be 
configured to validate message both on transport and message level, 
communicating to identity servers, and transforming security tokens required to 
communicate to endpoints. 

The last but not the least function of ESB is monitoring and management 
modules. Using these modules provides system admins and consumers with 
automatic notification, handling poison messages, Service Level agreement (SLA) 
violations alerts. 

There may be other modules consolidated from the above modules such as load 
balancer, encryption/decryption services, etc. 

4   Applying ESB to Cloud Architecture 

The main advantage of enterprise service bus middleware in an SOA environment 
is to enable services to be reused from different applications. As discussed by 
Pouli et al. [18], the Composable Service Architecture (CSA) provides ESB with 
dynamic provisioning and integration. Based on the definition by Demchenko 
[19], CSA provides a layered architecture that consists of Network, Transport, 
Message, Virtualization, and application layer (Figure 3). 

Network layer is responsible for handling networking mechanisms required for 
establishing connections such as Virtual Private Networks or handling virtual IP 
block translations. Network layer passes messages to transport layer where all the 
message transport functionalities such as Secure Socket Layer (SSL) or Transport 
Layer Security (TLS) are implemented. 

Message layer is analogical to message transformation mechanism in ESB. Any 
data mapping and message transformation capability are implemented in this 
phase. In the virtualization layer, service composition and interaction are handled. 
Finally, Application layer refers to actual applications at both ends of connection. 

Using composite service architecture allows ESB to span from specific number 
of services to unlimited number of services by implementing federated interfaces. 
Any application and third party that comply with this interface or at least build a 
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Fig. 4 Sample registration, discovery, and flow of information through ESB (Source: 
Grammatikou et al., 2011) 

5   Conclusion and Future Works 

The interoperability is not a new issue and it led to lots of problems and 
overworks before. There are lots of solutions proposed for bringing 
interoperability to different aspects of Cloud such as physical, data, and semantic 
context.  In the context of data interoperability, using the concept of Enterprise 
Service Bus is one of the most viable solutions. ESBs can help well established 
but not interoperable Cloud platforms connect to each other and share resources. 
Moreover, using composite service architecture increases the ability to have 
platform agnostic, configurable service bus.  

ESBs can be placed as a middleware between different platforms and act as a 
translator between them. They can implement transportation protocol conversion, 
message routing, and data mapping, as well as providing message security and 
monitoring mechanisms.  

By making Cloud platforms connect to each other, data is transferred successfully 
and its integrity kept intact. However, the question is whether data has the same 
meaning for destination Cloud as it has in source Cloud. The next phase of research 
should be how to make a semantic ESB in order to give meaning to the data that has 
been transferred. Applying Web Ontology Language (OWL) or other similar 
techniques in future researches can enhance the semantic structure of data. 
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Abstract. The aim of this paper is to compare approaches for value creation and 
the role of knowledge in these processes. The framework for the value creation 
process shows the role of knowledge in different phases of this process. 
Knowledge is compared in each of the individual phases of the process and also 
between case companies. There is identified knowledge for marketing strategy. 
The methodology involves three single case studies from which data are derived 
and analyzed. The analysis shows that the framework for the value creation 
process can be used as an analytical tool for value overview in different phases 
and there is a need for different approaches to improve business. Based on the 
analyzed problems, proposed recommendations for improvement are made. These 
recommendations are based on the Principles of Blue Ocean Strategy. The Blue 
Ocean Strategy is considered a better approach to knowledge management in 
value creation and to the improvement of the companies in question.   

Keywords: knowledge, marketing strategy, value creation process, Blue Ocean 
Strategy, value, processes, analysis, research, value innovation, customers. 

1   Introduction 

Many companies do not know anything about knowledge and they do not try to 
use it in organizational processes. They work exclusively with information 
pertaining to customers, competitors, suppliers, etc. Authors of this paper see 
knowledge as something what is very subjective and what is in the minds of 
employees based on their experiences, skills, beliefs and attitudes. We analyzed 
the role of knowledge in different phases of the value creation process and 
proposed improvements using the Principles of Blue Ocean Strategy. 

Three different companies have been chosen for the analysis to show the 
importance of knowledge in marketing strategy focused on value creation. Two of 
them were typical consumer companies and one of them was a B2B company. We 
have identified the companies as A, B and C. Each case study is different as is the 
knowledge they use in value creation process. Companies cooperate with 
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customers in different phases of value creation process: Company A involves its 
customers in its product development process, Company B and C cooperate with 
their customers in operational and post-sale services, but they do not involve them 
in their product development process. These companies did not have anything in 
common before the study was carried out. The description of the cases and the 
data collection methods are presented in Table 1. 

Company A is multinational machinery company. The empirical domain of the 
study is the company’s software engineering process, which supplies embedded 
software in the machinery company. The software engineering process is 
geographically divided into the three different locations: Finland, Europe and 
Northern America. 

Company B is the most popular and biggest seller of consumer electronics in 
Slovakia. It offers a broad portfolio of products, which include many famous and 
popular brands. The company was the first that started the wholesales and 
distribution of electronics of famous brands in Slovakia. The Company has 25 
stores all over Slovakia. The present study focused only on one retail seller in 
Zilina in the Slovak Republic. 

Company C is an international pharmaceutical company which produces and 
sells a variety of nutritional supplements. It was established shortly after the 
Velvet Revolution in the Czech Republic. Although it is not a large-sized 
pharmaceutical company, it has obtained a strong foothold in many European 
countries during its 20 years on the market. Companies in this industry do not sell 
products directly to their customers but via pharmacies, and therefore 
communication with customers is limited. The present study focused on one 
product for pregnant women. 

Table 1 Description of the data collection techniques of case companies 

 Case Company A Case Company B Case Company C 

Data collection 
techniques 

Modeling of the 
information flows 
Workshops Interviews  

Observation 

Questionnaires 

Interview 

Benchmarking 

Content analysis 

Interviews 

Expert opinions 

Benchmarking 

Observation  

 
This paper begins with a brief overview of the value creation process and 

knowledge followed by a brief explanation of the Blue Ocean Strategy. This is 
followed by the analysis of the value creation process in the different company 
cases. The subsequent section proposes improvements on how to use knowledge 
management in value creation according to the Principles of Blue Ocean Strategy.  

2   Value Creation Process and Knowledge 

To understand value creation process it is important to define value. Value is 
generally considered to describe either the importance of something or its  
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worth. Value creation can be defined in many ways because each company has its 
own value creation process – its own way of how to serve value. Value creation is 
grounded in the appropriate combination of human networks, social capital, 
intellectual capital, and technology assets, facilitated by a culture of change.  
By delineating the value creation strategy of an organization using the framework, 
marketers can clearly define product concepts, a new product key success factor. 
(Yusof, 2010) Companies need to think about two main issues if they want  
their own value creation process to work properly. Firstly, it is necessary to  
know which basic elements are important for this process. Secondly, who is the user 
of value (customer or consumer of services and products, inventor or fund  
provider, regulator, intermediary, distributor, employee, volunteer and supplier)? 
(Marr, 2009). 

Each business has a unique set of processes for creating value for customers 
and producing financial results. Kaplan and Norton (1996) found a generic value-
chain model, which provides a template that companies can customize in 
preparing their internal business process perspective. This model encompasses 
three principal business processes: innovation, operations and post-sale service. In 
the innovation process, the business unit surveys the emerging or latent needs of 
customers, and then creates the products or services that will meet these needs. 
The operations process is where existing products and services are produced and 
delivered to customers. Post-sale services include warranty and repair activities, 
treatment of defects and returns, and the processing of payments, such as credit 
card administration.  

Knowledge is applied to create value more effectively. (Ruggles, 1999) 
A firm’s competitive advantage depends more than anything on its knowledge: on 
what it knows, how it uses what it knows, and how fast it can find out new things. 
(Prusak, 1997) Knowledge is experience, everything else is just information. 

(Kucza, 2001; Zeleny, 2005) Knowledge is more than a simple collection of 
information. (Nonaka, Toyama and Hirata, 2008) “It cannot be handled as 
information, does not have the same uses. Having information is not the same as 
knowing. Not everybody, who read cookbooks, is necessarily a great chef. 
Knowledge is purposeful coordination of action, not description of action.”  
(Zeleny, 2005) “Knowledge management must be brought onto the marketing 
scene to improve product development, communication and marketing-
information processes. This allows marketers to apply knowledge more 
successfully, which will improve the efficiency of internal marketing research, 
deliver well thought-out products and services, and adopt a more effective 
customer approach.” (Boersma, 2004) 

Managers should first and foremost focus on knowledge from the customer – 
knowledge residing in customers, rather than focusing on knowledge about the 
customer, as is characteristic of customer relationship management. Customers are 
more knowledgeable than one might think. (Gibbert, Leibold and Probst, 2002) 

3   Blue Ocean Strategy 

The market universe is composed of two types of oceans: “red oceans” and “blue 
oceans”. “Red oceans” represent all of the existing industries today. This is the 
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known market space. “Blue oceans” denote all of the industries which are not in 
existence today. This is the unknown market space. (Kim and Mauborgne, 2005) 

In the “red oceans”, industry boundaries are defined and accepted, and the 
competitive rules of the game are known. Companies try to outperform their rivals 
grab a greater share of the existing demand. As the market space gets crowded, 
prospects for profits and growth decrease. (Kim and Mauborgne, 2005) 

“Blue oceans”, in contrast, are defined by untapped market space, demand 
creation, and the opportunity for highly profitable growth. Although some “blue 
oceans” are created well beyond existing industry boundaries. In “blue oceans”, 
competition is irrelevant because the rules of the game are waiting to be set. (Kim 
and Mauborgne, 2005) 

The companies caught in the “red ocean” follow a conventional approach, 
racing to beat their competition. The creators of the “blue oceans” do not use their 
competition as their benchmark. They follow a different strategic logic that is 
called value innovation. They focus on making competition irrelevant by creating 
a leap in value for buyers and their company, thereby opening up a new and 
uncontested market space. Value innovation places equal emphasis on value and 
innovation. Value without innovation tends to focus on value creation, something 
that improves value but is not sufficient to make a company stand out in the 
marketplace. Innovation without value tends to be technology-driven, market 
pioneering, futuristic, often shooting beyond what buyers are ready to accept and 
pay for. Value innovation is a new way of thinking about and executing strategy 
that results in a creation of a “blue ocean” and a break from the competition. There 
are paths by which companies can systematically create uncontested market space 
across diverse industry domains, hence attenuating search risk. Companies can 
make competition irrelevant by looking across the six conventional boundaries of 
competition to open up important “blue oceans”. The six paths focus on looking 
across: alternative industries, strategic groups, buyer groups, complementary 
product and service offerings, functional-emotional orientation of an industry, and 
even across time. (Kim and Mauborgne, 2005) 

4   Analysis and Proposed Improvements  

(Kaplan and Norton, 1996) have developed the following framework (see  
Figure 1.) to depict the value creation process. Following this framework, the need 
of knowledge in different phases in the value creation process was analyzed. The 
analysis of the three different case companies indicated that this framework does 
not work for all companies without modification and the reason is because it does 
not provide any ideas to improve the companies. The companies are represented 
by the letters A, B and C.  

Identifying customer needs. In Company A’s software engineering process, the 
knowledge about customer needs is derived from sales, project leaders, service 
and start-up engineers. Although the importance of the customer’s role is 
understood, the customer’s role in relation to the software process is quite 
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Fig. 1 Linkage between knowledge and the value creation process adopted by Kaplan & 
Norton (1996) 

insignificant. The software engineering process as a part of multidisciplinary 
product development is not responsible for identifying customer needs. Based on 
the modeling of information flows, we can conclude that there is no reciprocal 
interaction between customer and software engineer, and contact is made only 
when problems occur. Sales have a key role in identifying customer needs in 
Company A. 

Company B identifies customer needs according to market information and 
knowledge from customers. The parent company collected information about the 
market, i.e. customers, competitors, suppliers, etc. Based on this information, the 
company makes a decision about purchasing products for different brands.  

Employees of retails were first in contact with customers and their task was to 
identify customer needs. There is a difference between previous information about 
market and identifying customer needs by employees: marketers try to estimate 
future customer needs but sellers need to identify current customer needs at the 
time when customers come to the retail and want to buy a product. Knowledge 
about customers was important in the process of identifying customer needs. This 
kind of knowledge was based on evaluated information obtained through a loyalty 
program, credit cards and questionnaires, experiences of employees, their skills 
and attitudes.  

In Company C, the knowledge about customer needs was provided by the 
marketing and sales department. Brand managers endeavored to communicate 
with customers and gain information in various ways (questionnaires, interview, 
feedback from hotlines or loyalty programs, etc.), and they sent some of the ideas 
to R&D where new products were developed. Direct contact was limited and that 
was the reason why some products were not successful on the market. Marketers 
were not able to identify customer needs and because of that products produced 
were not according to customer needs. Because these products were of a special 
kind, it was difficult to find out what customers really needed. Usually signals for 
new products came from the market, from domestic or foreign competitors or 
findings from international researches. Customers have to buy what the company 
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offers them, not what they really want or need because it might not be possible or 
not cost-effective to produce it. 

It can be concluded that marketing and sales departments play a key role in 
identifying customer needs. Customer knowledge is very important because 
identifying customer needs and satisfying them is not possible without knowing 
your customers. Gaining knowledge of customers is difficult, and therefore 
companies should try to interact with their customers more. Even direct contact in 
Company A and C is not possible, and therefore they should try to obtain the 
customers’ insights as much as they can. Indirect communication often causes 
many problems when the customers’ requirements reach the company too late or 
in the wrong form so company cannot use them. 

Creating the product/service offering. In Company A the use of knowledge was 
analyzed according to the phases of the software engineering process. Concerning 
the requirement phase, we can conclude that the main problem in the requirement 
phase was informality and lack of critical information. The project manager has a 
key role in the process; thus all important information in the software engineering 
process is passed through him/her. The specifications were quite unclear, which is 
the consequence of inappropriate information about software features required by 
customers.   

Concerning the phases of design and re-design, most of the information about 
programming and interfaces was in an extremely informal format and was very 
subjective. There are no formal procedures or databases. The process involved a 
lot of tacit knowledge. Some weaknesses regarding knowledge management in the 
software engineering process are as follows: documentation was not sufficient, 
contacts to other functions of product development were based on personal 
characteristics, management of engineering was mechanically oriented, and 
therefore there was not enough knowledge about time management in the 
engineering process.  

It can be concluded that, overall, communication was incomplete or inaccurate. 
Very often more information and details were requested. The difficulties were 
based largely on incomplete documentation and that the need to improve 
documentation was obvious.  

Building of product/service and delivering of product/service. Company B and 
its retails were not responsible for product development but for building and 
delivering service, the sale of consumer electronics and installation. The Company 
offers products from different brands to customers. There are employees whose 
only task is to create services, and then these services are provided to customers in 
retails. Each company has a basic package of services which is common in the 
service industry (e. g. card payment). Companies want to be best in this area and 
try to develop something special for their customers. Their promotions are often 
not about products which they are selling but about services they can provide. 
Nowadays the Company is trying to involve customers in the process of 
developing services. The customers recognize the importance and appreciate the 
opportunity to be a part of the team.  
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Employees can use their knowledge from previous sales situation. The best 
example of using same knowledge is when an employee serves the same customer 
more than once. When a new customer comes, the seller needs to use knowledge 
(s)he already has and connect it to the new knowledge from customer (s)he serves. 
Using this knowledge is necessary when working with a problematic customer. 
Many employees find it difficult dealing with these types of customers. Retails 
have the possibility to cooperate together, which enables employees to share key 
knowledge about processes and help other retails to improve.   

In Company C, communication among employees was poor; they did not 
cooperate. Also, communication with customers was limited because they do not 
have direct contact with them, only via telephone (customers who call to a hotline) 
and use information from loyalty programs, doctors, pharmacists or medical 
representatives. All information goes to brand managers who work with it. Every 
brand manager receives the information (s)he needs or refers to his/her brand 
portfolio. Brand managers examined each product category independently without 
sharing the results with each other.  

Knowledge from customers is usually used for marketing purposes, especially 
in marketing strategy. Customers can help to make effective marketing strategies 
by giving the company insight into how to market this product. Involving 
customers can promote the success or cause the failure of a product on the market. 
Knowledge from customers and employees is important. Employees who hold 
knowledge about product building and delivering are brand managers, product 
developers, medical representatives, doctors and pharmacists.  

Creating a product according to customer needs is difficult. Customers cannot 
be involved in the product development process because it may complicate this 
process (it can increase production costs, confuse product developers because 
every customer needs something different, brand managers can promise customers 
ingredients which cannot be in the product, customers may expect outcomes that 
cannot be promised, etc.). The only phase customers can be fully involved in is the 
delivering of the product.  

Knowledge was also important in this phase. If they know how to gain 
customer knowledge and also knowledge from their employees, they are likely to 
succeed on the market. Companies should seek opportunities for development and 
ways to serve better value to their customers. If they create and deliver products 
according to customer requirements, customers will most likely buy the products 
they requested and helped to develop them further. 

Providing post-sale services to customers. In Company B, post-sale services start 
when the customer pays for the products. An example of this kind of service would 
be the home delivery of a purchased product and the installation of it. Customers 
know that employees are available for them every time they need them. When a 
customer has problem with using some type of technology, (s)he can come to the 
retail and ask or call the helpdesk. Customers expect to be able to purchase 
additional or spare parts for their product(s) (e. g. cables for a computer, etc.) in the 
same retail. Employees should know what kind of services customers need and 
they must be helpful in every situation. Employees should inform customers about 
spare parts and advise them on how to use a product when they buy it.  
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Company C uses knowledge from customers in the phase of providing post-sale 
services also. They try to take care of customers by providing them with the 
possibility of becoming a member of their loyalty program. The loyalty program is 
a very good source of information about customers. Employees can see what kind 
of products the person has bought and then target their communication directly 
according to this information. Customers can also call the hotline if they have any 
problems with the nutritional supplements they took. Company C tried to interact 
with customers as much as possible but the problem was that this communication 
was not direct. The Company relies on advice from doctors and pharmacists given 
to customers. Pharmacists should advise customers on how to use purchased the 
product(s). 

It can be concluded that in both case companies it is important to include 
customers in the post-sale service phase. In company B, it was easy to 
communicate with customers and provide the services they needed (installation of 
products, recycling of old products, membership to the loyalty program, etc.). In 
company C, it was more difficult to provide this type of service. Brand managers 
could encourage doctors and pharmacists to advise customers in the purchasing 
process, they could offer them membership to their loyalty program and encourage 
them to call hotline when needed. Both companies could provide additional 
services as a part of their marketing strategy. In these companies, services focus 
on satisfying customers to keep them.  

Satisfying customer needs. According to workshops, the main reasons in 
Company A for elusive satisfaction of customer needs were due to insufficient 
information from sales. The reasons for the problem were the overlooking of 
information or insufficient requirements. In the designing phase, the reason for the 
elusiveness of complete customer benefit was the emphasis on the wrong issues in 
the design process. The cross-disciplinary debate in product development was 
important. In the sales phase, deficiencies in the manufacturing process were 
sometimes ignored, or unnecessary features were promised by the sales people. 
The activities carried out in the after-sales phase were essential, e.g. support and 
training of customers. Better follow-up was required. It is important to invest in 
production start-up and carefully listen to the customer. 

Sometimes at the end of a customer project a new feature or changes had to be 
added and this created problems in time schedules. This led to a situation where 
time ran out and the needs of the customer were not fulfilled. The data in the 
beginning of the project may be incomplete and contradictory. Sometimes 
complete features may already exist, but due to the lack of a product launch 
process, the sales department was not aware of these. Also, incomplete testing 
environments were limited, which led to a situation where bugs were not 
discovered until customers used the software. 

In Company B, it was important to have a variety of products to offer 
customers. When customers come to the retail, employees should be able to help 
them find a solution for their requirements. Company B provides approximately 
22 services. Employees in retails were responsible for the quality of the services 
delivered. They were trained in the procedures for providing high-quality services. 
This company has the best training program for its employees. When a seller does 
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not know any information about a product, (s)he can ask another colleague for 
help. For this reason, it was important to have a good team. It was necessary to 
provide high-quality services and after-sales services during the sales process. 
Customers must feel that employees and the company care about them. A good 
combination of a product portfolio and services promote success and competitive 
advantage.      

In Company C, the main reasons for the customers’ dissatisfaction were due to 
insufficient information from the marketing and sales department. In the product 
design phase, the problem could be overlooking information about customer 
needs, copying competitors without asking customers if they really want this type 
of product. Production costs play an important role too. There was a lack of cross-
disciplinary or cross-department discussion in all of the processes. During the 
sales process, customers were promised impossible outcomes. There was a lack of 
information about customers, and doctors and pharmacists usually did not know 
anything about the products. Exclusive incentives were missing leading to a 
decrease in the motivation of experts and advisors. There was also a lack of 
interaction between the marketing department and customers during the product 
development process. In this area, it was difficult to satisfy all customers, because 
they requested something different contradictory to their health. The way to satisfy 
customers in this company was to offer additional value, in the form of services or 
price strategies, e.g. more tablets for the same price or another nutritional 
supplement for free. 

We can conclude that possible problems of dissatisfaction in different 
companies can be due to: 

• not identifying customer needs precisely, 
• making products that are not requested by market, copying competitors, 
• not involving customers in the product development process,  
• indirect communication with customers,  
• ignorance of customers’ suggestions, and 
• promising features or outcomes that are not possible.  

Customer knowledge is important for value creation. In the phase of identifying 
customer needs, understanding customer knowledge about product and the 
services offered is important. In the product development process, customer 
knowledge needs to be involved to produce products according to customer 
requirements. Expertise among the software engineers is also important to be able 
to develop products to meet customer requirements. In the process of creating and 
delivering products, customer knowledge is important especially in Company B 
and C because this is the only way to implement the customers’ insights into 
improving products and the services associated with these products. Post-sales 
services are the competitive advantage of Company B and C. If these companies 
do not use customer knowledge and do not interact with customers it will lead to 
customer dissatisfaction. These services provide customers with added value, i.e. 
they get what they asked for or, more importantly, they get more than what they 
expected. To satisfy customer needs, companies had to know customer needs and 
their knowledge about products. Mutual cooperation between the Company and 
customer and integration of customer knowledge into the process of value creation 
provides the companies with added value.  
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Table 2 Summary of the research findings 

 Case Company A Case Company B Case Company C 

Type of marketing 
strategy 

Customization Be better than 
competition 

Differentiation, 
innovation 

The use of CK* in 
marketing strategy 

Explicit CK mostly 
used in product 
development 

Explicit CK mostly 
used for improvement 
of customer services 

Explicit CK mainly 
involved in marketing 
strategy 

Value innovation 
possible in 

Products and services Services Products and services 

Department responsible
for value innovation 

R&D: Software 
engineering, marketing 
and sales 

Marketing and sales R&D, marketing and 
sales 

* Customer knowledge. 
 
Adopting a knowledge-based approach in marketing strategy can create many 

advantages to an organization. Some advantages of using knowledge in marketing 
strategy are as follows (Boersma, 2004): ability to identify the most important 
target groups, increased knowledge about products and services – building the 
brand and elevating brand perception by increasing brand awareness, ability to 
bring about product innovation according to customer needs, ability to create and 
provide targeted value proposition, increased efficiency of the internal processes 
by using relevant information and reducing information overload, better value to 
customers by selling products based on customer knowledge, explicit and tacit 
knowledge from customers optimizes organizational processes. 

Based on the analysis of the value creation process, we propose to extend the 
analysis through the ideas expressed in the Blue Ocean Strategy (See Table 2). 
According to the ideas of Kim and Mauborgne (2005), case companies were in the 
“red ocean”, i.e. there were many competitors on the market and the market was 
oversaturated. The authors of the Blue Ocean Strategy recommend focusing 
especially on new customer segments and seeking value innovation for customers. 
The new marketing strategy for companies should be to find an opportunity, the 
“blue ocean” - part of the market that has not been served already. Companies 
should choose their own path to the “blue ocean”.  Based on our analysis, the 
companies should implement different paths of the Blue Ocean Strategy.  It is a 
tool to help companies find new opportunities on the market. A key element in 
Blue Ocean Strategy is value innovation. The Companies were not that successful 
because they were providing the same products or services as their competitors. 
Their strategy was about beating the competitors. Innovation chiefly involved 
technology or services with no accent on delivering higher value to customers. 
Analysis and research shows that companies have problems with identifying 
customer needs and if companies do not know what their customers’ needs are, 
satisfying them and providing them with added value is also difficult. For any 
company, finding the “blue ocean” is difficult because it requires knowledgeable 
employees. The knowledge need was identified in every phase of the value 
creation process as were the obstacles for better satisfaction of customer needs. 
This was not enough to create value for customers and keep them. The framework 
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proposed by Kaplan and Norton for analyzing the value chain works only when 
each company modifies it for its own purposes. As regards the case companies, it 
is better to use the Blue Ocean Strategy and the analysis of value creation just as a 
supporting tool. A possible solution and challenge for the companies is to create a 
leap in value for buyers. 

5   Conclusion 

This article focused on three companies representing different industries. There 
were several internal problems in these companies. An analysis of the value 
creation process in each company was used for comparison. The findings offer 
insight to what companies should do to improve their business. Companies should 
not try to beat their competitors but create new business opportunities via value 
innovation. Value innovation emphasizes both value and innovation at the same 
time. It means that companies should not focus on providing technological 
innovations but innovations which contribute to an increase in value for the 
customer. One useful tool that can be used to assist companies is the Blue Ocean 
Strategy. An analysis of the case studies indicated that the companies should use 
the Blue Ocean Strategy to improve their business rather than using the value 
creation process alone. The value creation process is a good tool for mapping 
value in organization. Companies can see which processes increase value and 
which do not. They can map their internal processes and see the potential for 
improvement. Not every company needs to analyze all of the phases of the value 
creation process. This process did not work for the case companies; each of the 
companies has different processes. Moreover, customer involvement was only 
possible in some parts of the processes. This framework should be modified by 
every company or used just as an example of the areas in which value can be 
analyzed. Having good knowledge in each phase of the value creation process is 
important but not enough for future success of these companies. When companies 
work with their customers and use their knowledge in all processes they have a 
chance to succeed. Companies should stop copying their competitors (being 
followers) and try to focus on value innovation. 
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