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Preface

The international conference on “Robust Manufacturing Control—Innovative and
Interdisciplinary Approaches for Global Networks” (RoMaC 2012) was held on
the campus of Jacobs University in Bremen, Germany. As expressed by the title,
one major intention of the conference is to focus on transdisciplinary approaches
toward robustness in manufacturing. The conference was sponsored by the
International Production Engineering Academy (CIRP) and the Alfried Krupp von
Bohlen und Halbach-Foundation, to both of which I am very thankful.

Today, Global Production Networks (i.e., the nexus of interconnected material
and information flows through which products and services are manufactured,
assembled, and distributed) are confronted with and expected to adapt to:

e sudden and unexpectable large-scale changes of important parameters which
occur more frequently.

e event propagation in networks with high degree of interconnectivity which leads
to unforeseen fluctuations.

e non-equilibrium states which increasingly characterize daily business.

These multi-scale changes deeply influence logistic target achievement and call
for robust planning and control strategies. Therefore, understanding the cause and
effects of multi-scale changes in production networks is of major interest in order
to achieve robustness in respect of stabilizing and sustaining systems performance.
New methodological approaches from different science disciplines are promising
to contribute to a new level of comprehension of network processes. Unconven-
tional methods from biology, perturbation ecology, or auditory display are gaining
increasing importance as they are confronted with similar challenges. Advance-
ments from the classical disciplines such as mathematics, physics, and engineering
are of continuing importance.

This Lecture Notes Volume starts out with Part I “Interdisciplinary Approaches
for Robustness in Manufacturing”. The contributions presented in Part I cover
interdisciplinary work between manufacturing research and a wide range of dis-
ciplines, such as systems biology, auditory display, network sciences, or nonlinear
dynamics. Especially for today’s global manufacturing systems, interdisciplinary
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research offers a possibility to tackle research questions that arise due to the
interplay between a need for robustness and a growing system complexity in
manufacturing. As for instance shown in the first paper of Part I by Beber et al.,
strong parallels exist between manufacturing and metabolic systems. This justifies
the application of methods from systems biology, which are designed to cope with
the complexity of natural systems (i.e., cells) and offer possibilities to analyze and
describe system robustness. Further, it is shown in Part I by Iber et al. that the
analysis of manufacturing feedback data with methods from auditory display can
identify causes and impacts of certain parameters in complex manufacturing
networks which graphical analysis is not able to. This can support and contribute
to an increasing robustness of manufacturing processes.

Part II “Robust Manufacturing Control Methods” addresses the issue of how
important it is to have novel tools and approaches, which enable manufacturers to
keep their high performance in today’s unpredictable market conditions. Tech-
niques from three different areas are presented. First, several scheduling methods
are described. Scheduling is a well-known problem, which has been extensively
studied in the literature. However, manufacturing systems nowadays are highly
complex and also often highly automated and therefore further advancements are
necessary. Moreover, as production systems have to face sudden changes and
fluctuations, innovative robust scheduling procedures are needed. Second, this part
also presents methods related to the concept of autonomous control. Granting
various logistic objects decision-making abilities could lead to increased robust-
ness of the systems. Third, the part finishes with data mining techniques, which
can be used in order to discover knowledge from databases. Such tools are
commonly applied in many fields and their use is also growing in manufacturing
and logistics. Data mining algorithms can be very beneficial in a complex man-
ufacturing environment, where numerous parameters are involved. For example,
they can be utilized to form different product families or to generate production
planning rules.

The central topic of the contributions summarized in Part III is “Robustness in
Manufacturing Networks and Adaptable Logistics Chains”. All contributions
focus on the fact that the majority of nowadays manufacturing companies organize
their production in a production network: suppliers, manufacturing sites, distri-
bution hubs, and customers are spread around the whole world. Challenges that
companies are faced with and solutions to problems that they encounter if they
want to keep their production network robust and adaptable are presented here.
Within this overarching range, contributions in Part III address several different
problems: first, methods to design, configure, or plan robust production networks
are presented. This is followed by contributions that deal with the issue of quality
management as a means to achieve robustness in global production networks. Part
III further includes contributions on collaboration, coordination, and adaptability
within global production networks. It concludes with contributions that address
questions of decentralized manufacturing, putting also a focus on environmental
impacts and issues.
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Part IV “Process Optimization and Strategic Approaches toward Robustness”
presents a selection of papers, which elaborate on diverse aspects of robust
manufacturing control. First, companies should establish adaptable production
processes, which are able to operate under changing market conditions. Manu-
facturers need to ensure that their logistics performance matches the requirements
of the customers in terms of delivery reliability, for example. Therefore, concepts
such as productivity of the production processes, the level of decentralization of
production control, and optimization of the decision-making procedures in pro-
duction planning and control are of high importance and are addressed in some of
the papers in this part. In addition to looking into their processes, manufacturers
should also carefully select their strategies. They need to develop manufacturing
and strategic flexibilities, which enable them to have strategies of higher robust-
ness. Finally, it is argued that enterprises should also consider the trade-off
between robustness and efficiency when making their strategic decisions.

I would like to express my gratitude to all authors contributing to the confer-
ence as well as to all participants of the conference making this event successful.
Moreover, I would like to thank the members of the program committee for their
valuable comments in the respective reviews. In particular, I cordially thank
Professor Neil A. Duffie and Professor Hans-Peter Wiendahl acting as editorial
committee members for their highly appreciated recommendations and advice on
how to prepare and run an international conference as RoMaC 2012 was the first
conference ever organized by the Global Production Logistics workgroup at
Jacobs University. I am explicitly grateful to Stanislav Chankov and Mirja Meyer
who are research associates in my workgroup for their valued assistance in
organizing and double checking all paper-relevant processes including the con-
ference preparation. And finally, I thank Silke Tilgner for her high engagement in
the conference planning and organization.

I very much hope that with this conference Robust Manufacturing Control was
started as a topic on its own and will get further consideration in the future.

Katja Windt

Professor of Global Production Logistics

School of Engineering and Science

Jacobs University

Chair of CIRP sponsored Conference on Robust Manufacturing Control 2012
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Part 1
Interdisciplinary Approaches for
Robustness in Manufacturing



How Do Production Systems in Biological
Cells Maintain Their Function
in Changing Environments?

Moritz Emanuel Beber and Marc-Thorsten Hiitt

Abstract Metabolism is a fascinating natural production and distribution process.
Metabolic systems can be represented as a layered network, where the input layer
consists of all the nutrients in the environment (raw materials entering the pro-
duction process in the cell), subsequently to be processed by a complex network of
biochemical reactions (middle layer) and leading to a well-defined output pattern,
optimizing, e.g., cell growth. Mathematical frameworks exploiting this layered-
network representation of metabolism allow the prediction of metabolic fluxes (the
cell’s ‘material flow’) under diverse conditions. In combination with suitable
minimal models it is possible to identify fundamental design principles and
understand the efficiency and robustness of metabolic systems. Here, we sum-
marize some design principles of metabolic systems from the perspective of
production logistics and explore, how these principles can serve as templates for
the design of robust manufacturing systems.
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Simulated evolution
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1 Introduction

There is a deep intrinsic parallel between the metabolism of biological cells and
industrial production. Cells function efficiently under typical environmental con-
ditions. At the same time, they are viable (thus maintaining a certain level of
function) across a vast range of atypical environments. It is precisely this
robustness with respect to large changes (and significant fluctuations) in the
composition of the environment (the ‘input pattern’) that makes metabolic net-
works a potentially very interesting role model for technical production and dis-
tribution systems (see, e.g., [1]).

The network of metabolic reactions in a cell is responsible for providing a wide
range of substances at the right time in the right proportions for a specific purpose
of consumption. At the same time, metabolic systems construct complicated
chemical substances out of nutrients taken up from the environment. With several
thousands of interacting machines (enzymes, catalyzing biochemical reactions) the
underlying production network is about as complex as the most involved processes
of industrial production. The key challenges are comparable: How do systems in
both domains ensure robustness with respect to perturbations? How can these
systems react rapidly to important changes in their environment by ensuring the
achievement of the logistics targets? For metabolism, the young scientific disci-
pline addressing these questions in a strong interplay between mathematical
approaches and experimental efforts is called Systems Biology. It is a ‘melting pot’
of many scientific fields, contributing to the understanding of the larger-scale
organization of living cells and their dynamic behavior in response to external and
internal stimuli, including disease development (see, e.g., [2-4]). Systems Biology
is situated at the intersection between the Biological Sciences, Mathematics,
Statistical Physics, Biophysics, and Computer Science. For the part of Systems
Biology discussed here, the principal aim is not the representation of a cell in a
computer, but rather it is about understanding function beyond the level of a few
elements: How is robustness achieved? How can a system react rapidly to changes
in the environment?

The parallel between metabolism and manufacturing has been emphasized by
others before (e.g., [5, 6]; see also [7]). Systems Biology has over the last 6-8
years provided a remarkable basis for a more refined, detailed and quantitative
comparison of these two realms. In the present paper we repeat some of the
arguments from [8] and briefly review two articles exploring abstract model
representations of metabolic systems [1, 9].

Our focus here is on metabolism as a potential ‘template’ for manufacturing
systems. Other biological principles, like adaptation, self-organization and aspects
of biological evolution have been explored to allow manufacturing systems to deal
with environmental variability and internal fluctuations. Two important examples
are the framework of Biological Manufacturing Systems (see, e.g., [10, 11]) and
the idea of Emergent Synthesis [12], which suggests that regulation on all scales
requires integration in a self-organized fashion.
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The aim of this paper is to review some material from Systems Biology on the
functioning of metabolism and then show, how abstract model representations of
metabolic systems can serve as a starting point for transferring metabolic design
principles to industrial production. We first describe the general features of met-
abolic systems that form the basis of a comparison with industrial production
(Sect. 2). Next, we discuss a broad range of recently identified metabolic design
principles of interest to manufacturing (Sect. 3). In Sect. 4 we then explore the
possibility of constructing abstract mode | representations of metabolic systems
that are suitable interfaces between Systems Biology and industrial production,
helping us to transfer such knowledge into manufacturing contexts. Lastly, in
Sect. 5 we discuss, how such biological understanding, in particular of design
principles of metabolic systems, can serve as templates for robust technical and
industrial systems.

2 Metabolism From a Production Logistics Perspective

Metabolism is at the same time a transportation network, an assembly line, and a
storage depot. Substances are taken up from the environment (by exchange
reactions) and distributed in the cellular compartments (by transport reactions).
Large parts of metabolism are responsible for degrading complex substances into
more elementary building blocks (catabolism). These chemical building blocks are
used in the formation of more complex compounds (anabolism) that are needed for
cellular maintanance, growth or storage. The elementary organizational unit of
metabolism is the individual biochemical reaction, often represented by the
enzyme (or enzyme complex) serving as catalyst for a reaction. Qualitatively
speaking, the exchange reactions can be regarded as an input layer, followed by a
complex intracellular processing layer. In many modeling approaches the overall
goal of metabolic function is abstracted as a (fictitious) biomass reaction, where
each component entering this reaction is known to contribute to cell growth.
Figure 1 (left) summarizes this situation.

The flow of substances through the metabolic network is the cell’s equivalent of
the complex material flows encountered in industrial production. The enzymes
represent machines responsible of constructing well-defined products out of a
specific set of incoming materials.

The appropriate mathematical tools for analyzing successful configurations of
metabolic systems on the scale of a whole cell (rather than an individual metabolic
pathway) are constraint-based modeling and, more specifically, flux-balance
analysis (FBA), reviewed, e.g., in [14, 15]. FBA can be used to predict metabolic
flux distributions (the biological equivalent of material flow) under various
nutrient input patterns and for diverse cellular objective functions (serving as the
output pattern of the system maximized during flux-balance analysis).

Within the elegant framework of flux-balance analysis, the optimal steady-state
distribution of metabolic fluxes can be predicted, given the structure of the
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metabolite-
centric

growth medium (E1)
metabolite enzyme-
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Fig. 1 Network representations of cellular metabolism (schematic view), together with the
projection of the bipartite representation of metabolism (leff) to a metabolite-centric graph (right;
top) and to an enzyme-centric graph (right; bottom). Figure adapted from [13]

environment (the availability of nutrients) and the cellular objective function (e.g.,
biomass production or ATP maximization). The objective function, serving as the
output pattern of the system, is maximized during flux-balance analysis. FBA has a
similar methodological core to many optimization problems in logistics, namely
linear programming. It is capable of serving as an interface between the biological
and biochemical foundations of metabolic systems and the representation (and
conceptual understanding) of metabolism as a complex network.

In virtually all Systems Biology studies, statistical methods play an important
role in identifying the intrinsic mechanisms behind the performance of a system.
More precisely, the analysis of system-wide information with any statistical
methods requires a clear concept of a null hypothesis, a random background,
against which the observations can be compared. Expressing levels of cellular
organization in terms of networks has turned out to be particularly helpful for the
task of formulating the appropriate null models. The strength of graph theory is
that it can represent a complex system in a unified formal language of nodes and
links.

A suitable network representation of metabolic systems is a bipartite graph, i.e.
a graph with two types of nodes (here: metabolites and enzymes) interacting in an
alternating fashion. Typically, projections of this bipartite graph are discussed: a
metabolite-centric projection, where two metabolites are linked, if an enzyme
catalyzes the conversion from one to the other; a enzyme-centric projection, where
two enzymes are linked, if they share a common metabolite. Figure 1 illustrates
the three network representations of metabolism.
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At this point, we wish to emphasize that in spite of the apparent simplicity and
autonomy of metabolism as a network converting an input vector (nutrients) into
an output vector (biomass), metabolism is also embedded in an intricate system of
regulation, the gene-regulatory network and the regulatory action of genome
structure (see, e.g., [16]).

How are complex networks characterized? The degree of a node is the number
of links entering or leaving this node. It is thus the number of direct neighbors of a
node. A network with a degree distribution given by a power law is called
‘scalefree’, because such networks do not contain a particular scale of reference:
There is no typical (e.g., average) degree of a node. The degree is a node property
spread over several orders of magnitude. In a scalefree network, the vast majority
of nodes only have very few links. At the same time, the network contains nodes,
which have several orders of magnitude more links. These hubs are topologically
the most important system components. It is surprising that many natural and
technical systems seem to follow this scheme (see, e.g., [17]).

Remarkably, the degree distribution of the metabolite-centric graph approxi-
mates a power law. Thus, the most appropriate random network representation of
this graph is a scalefree graph [18]. Early studies on metabolic network topologies
mostly focused on this broad degree distribution of the metabolite-centric graph
[19-21]. In contrast, the degree distribution of the enzyme-centric projection has a
rather narrow peak with no heavy tail, and thus more resembles an Erdos-Rényi
(ER) random graph [22].

All these observations are interesting starting points for a quantitative com-
parison of metabolic systems and industrial manufacturing systems. While many
characteristics of network architecture are similar between the two types of pro-
duction systems (metabolic and industrial), in [23] striking differences on the level
of dynamical quantities (in particular, material flows) are observed. More details
on all of the topics listed in this Section can be found in [8].

3 Metabolic Design Principles

Metabolic networks are at the same time scale-free [19], modular [24], layered
(one can for example distinguish between the input layer given by the set of uptake
reaction, the collection of all reactions directly contributing to biomass as an
output layer, and a ‘processing layer’ consisting of all reactions in between) and
bipartite (with metabolites and reactions/enzymes forming the two sets of nodes).
Their projections contain two categories of bidirectional links (a bidirectional link
can be truly bidirectional or the co-occurrence of two opposite unidirectional
links), as well as substantial degree correlations (see, e.g., [25]). These compli-
cations all make it a formidable challenge to explore the interrelations between
network topology and dynamical function for metabolic systems [26, 27].

Many attempts have been formulated over the last seven years to understand the
structure of metabolic networks from first principles using evolutionary or
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biochemical arguments [28-32]. Robustness of metabolic networks beyond the
single-knockout level (i.e., with more severe perturbations than the loss of a single
enzyme) has been explored using flux-balance analysis [33] and elementary flux
modes [34]. Several works have argued that the network topology of metabolic
systems is markedly optimized for robustness. The study by Marr et al. [35] uses
binary probes to measure, whether fluctuations are on average dampened out or
enhanced on metabolic network architectures.

There seems to be a selection for minimal metabolic pathways, given the envi-
ronmental conditions (i.e., the set of available nutrients). The accessible nutrients for
a species may thus be inferred by analyzing the network topologies [36].

Temperature differences of typical habitats correlate with structural differences in
metabolic networks [37], a phenomenon that can be qualitatively reproduced in a
simple model involving gene duplications [38]. On a more theoretical side, suitable
definitions of a metabolic ‘null model” have been formulated recently [39].

For the bacterium, Escherichia coli, the remarkable success of flux-balance
analysis in predicting growth rates for mutants has been demonstrated by [40]:
Even though FBA over-estimates the initial growth rate for most single-gene
mutants, in many cases an adaptive evolution over several generations will allow
the cells to converge to the computationally predicted growth rates.

A refined method [41], called ‘minimization of metabolic adjustment’
(MOMA) selects the mutant flux composition relative to the flux composition of
the unperturbed system (the ‘wildtype’). The view that MOMA rather predicts the
initial growth rates of mutants, while FBA predicts the maximally achievable
growth rates has been used to establish the concept of ‘synthetic rescues’ [42] (see
also [43]): On the basis these growth-rate differences between MOMA and stan-
dard FBA predictions, compensatory mutations can be applied selectively to the
differences between the underlying flux distributions predicted by MOMA and
standard FBA, respectively. These compensatory mutations transform the lower
MOMA growth rate into the higher FBA growth rate.

Among the approaches mentioned so far, three seem of particular interest for
application to manufacturing systems: (1) elementary flux modes, which is the
counting of the number of paths compliant with certain subsidiary conditions; in
this way, the importance of a system component is represented by the number of
paths it is involved in; this general principle may well be applicable to manu-
facturing (see [44] for a first attempt in this direction); (2) evaluating network
robustness with simple dynamic probes; often, it is unfeasible to perform realistic
dynamical simulations due to limited knowledge of the large number of parame-
ters; the organization of binary dynamics on a network may provide a rapid
orientation, which sites are prone to large fluctuations; (3) restoring a function lost
due to component failure by compensatory perturbations, as in the case of syn-
thetic rescues; the low-performance states a system settles into under component
failure may be local optima, and additional targeted perturbations may be neces-
sary to guide the system into a (more) global optimum; for metabolism, the various
forms of flux-balance analysis are capable of providing clear practical guidelines
for the compensatory perturbations.
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4 Abstract Models of Metabolic Systems

On the technical level, in spite of the deep functional parallels between these two
systems—material flow in processes of industrial production and metabolic flow in
biochemical networks in cells—and the strong similarities in challenges and
unsolved problems, methodological exchanges and attempts of quantitative com-
parison are difficult. They are in particular impeded by the lack of a common
terminology and common formal representation of these systems. Identifying
design principles in abstract model representations can provide guidelines, what
signatures of, e.g., robustness to expect, how to search for them in data and how to
transfer the ‘structural essence’ of an enhanced function (like robustness) into the
other realm. Here we will briefly summarize our work on two such abstract model
representations at the interface of metabolism and industrial production: generic
flow networks and networks of cyclic machines.

4.1 Generic Flow Networks

Recently [9], we analyzed the successful networks in the Kaluza—Mikhailov model
of evolved flow networks, exploring their topological properties in more detail
than in the previous work [45—47]. The networks consist of three distinct layers: an
input layer that may only connect to the intermediate layer of nodes; the middle
layer that may interconnect and are also linked to the input and output nodes;
output nodes that have only incoming links from the middle layer. The process
invoked on these networks is one of flow distribution. A unit flux is applied to each
input node. At each node the incoming flux is distributed equally over all outgoing
links, before it is finally gathered again at the output nodes. For each network a
prescribed output matrix (the ‘target structure’ during the simulated evolution) is
determined in a random process, prescribing the proportions, in which each input
should reach the outputs. The matrix is thus a set of output vectors, one per unit
flux inserted in each input node.

Given a network with random initial links and a prescribed output pattern, two
distinct goals are required of the evolutionary algorithm, yet both goals depend on
the output pattern. The first goal, and thus the first phase of the evolution, is to
adjust the topology of the network in such a way that its output matches the
prescribed pattern. This is achieved with a simulated annealing that minimizes a
quantity termed ‘flow error’, a sum of squares over the difference between ele-
ments of the actual output and the prescribed pattern. We call the first phase of the
evolution ‘pattern recognition’.

In a second phase of the evolution, the topology of the network is further altered
to maintain an output with a flow error below a threshold in the presence of certain
types of damage. The damage applied to these networks is either removal of links,
removal of nodes, or small fluctuations of the connectivity of the network, leading
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(a) node-robust; low complexity

(b) node-robust; medium complexity

Fig. 2 Example of evolved noise-robust flow networks arising in the Kaluza—Mikhailov model
with increasing output pattern complexity. Input nodes, middle nodes and output nodes are
diamonds, ellipses and house-shaped polygons, respectively. Figure adapted from [9]

to ‘link-robust’, ‘node-robust’ and ‘noise-robust’ networks. We will refer to this
second phase as ‘robust pattern recognition’.

Example of evolved node-robust networks at three different ‘complexities’ of
the output pattern (given by the orthogonality of the individual output vectors and
thus measuring, how distinct the individual goals are that each output vector
provides) are shown in Fig. 2.

The evolved flow networks show strikingly clear topological signatures that we
can attribute to function (like modularity) and robustness (like the subgraph
composition and degree correlations, depending on the specific type of robustness
enhanced during the simulated evolution). In Fig. 2 the strong modularity, as well
as the increase in modularity with output pattern complexity, are clearly visible.
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From our perspective, the results of [9, 45—47] on the subgraph composition and the
modularity of robust evolved flow networks suggest that a specific imprint of
robustness and function in the network topology can also be expected for metabolic
networks and manufacturing networks. On the basis of these studies we now come to a
set of hypotheses relevant to general flow systems and potentially testable in empirical
observations: (1) Output pattern complexity regulates the modularity of the successful
networks. (2) If the network is robust against link removal, we should see a specific
motif signature; if on the other hand the network is robust against node removal, we
may expect negative degree correlations (even though we assume that other not yet
identified topological features may also help characterizing node and noise robust
networks and may even discriminate between node and noise robustness).

As already mentioned in the Introduction, one can think of metabolism as a
layered flow system, much like the flow networks in the Kaluza—Mikhailov model.
The input layer is given by the available nutrients (or, more specifically, by the list
of uptake reactions capable of metabolizing those nutrients), while all reactions
directly contributing to the cellular objective function (the required ‘output pat-
tern’; e.g., biomass production) can be summarized as output nodes. The robust-
ness of metabolic systems against various forms of perturbations, as well as the
modularity of metabolic systems both have been under intense investigation in
systems biology (see, e.g., [15, 34, 48]). Across species, the size of the input layer
and the diversity of the environments vary substantially. The impact of environ-
mental diversity and other habitat properties on network architecture have been
discussed from a variety of perspectives (see, e.g., [49]). The relevant ‘pattern
recognition’ task for metabolic networks is to convert the diverse, given set of
input patterns all into optimal outputs. We thus expect the modularity of the
metabolic networks to positively correlate with the environmental diversity. Some
evidence for this relationship can be seen in [36]. Additionally, we expect that
biological evolution has enhanced the robustness of metabolic networks against
the loss of enzymes, rather than the loss of metabolites. On the basis of the results
from [9, 45-47], we therefore expect a very specific subgraph composition of
metabolite-centric metabolic networks. Some evidence for a non-random subgraph
signature of metabolic network is found in [25, 50]. Due to the proper selection of
a metabolic null model (see also [25, 39]), the computation of a reliable motif
signature of metabolic networks is non-trivial and has yet to be done.

4.2 Networks of Cyclic Machines

In [1] first steps towards a framework suitable for modeling scenarios from traffic,
metabolism, and production logistics has been presented. In particular, cyclic
machines (periodic devices) are taken as the basic constituents of the system and
explore how they shape system behavior. Figure 3 summarizes the representation
of machines and enzymes as periodic devices. A commonly used production
logistics model, the throughput element, describes the different phases of
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Fig. 3 Representation of production processes (a) and metabolic reactions (b) as periodic
devices (c¢). Figure adapted from [1]

processing that are repeated in a specific operation [51]. The phases are divided
into inter-operation time (consisting of transport time and waiting time of the
material) and operation time (consisting of setup time and actual processing time
of the machine). Therefore, a machine cycles through the two states of setup and
operation for each production lot (Fig. 3a). The observation that enzymes can be
represented as interacting cyclic machines capable of synchronization and col-
lective behaviors goes back to [52]. Similarly, in order to depict the cyclic per-
formance of allosteric enzymes that bind substrate and regulatory molecule,
release product, and resume their initial state, Casagrande et al. [53] used a sto-
chastic phase oscillator model (Fig. 3c). In fact, all catalytic enzymes that are
returned to their initial state inherently have a cyclic nature (see Fig. 3b) that can
be used for such an abstraction (and the vast majority of enzymes belong to this
category). Generally, enzymes (or enzyme complexes) catalyze a specific reaction
as long as the substrates are present at favorable concentrations, until there is a
regulation event that prevents them from processing the compounds involved, or
until they are removed from the cell by, for example, degradation.

What can be achieved with such an abstract model representation? Even though
some of the organizational features are comparable, transportation, manufacturing
and metabolism all are represented by very different network architectures and are
controlled by very different regulatory systems. It is therefore not a priori clear
that optimization methods from one domain can be applied successfully in another
domain. A proof of principle has been given in [1], where a strategy (adaptive
control) from one domain (traffic modeling, see [54, 55]) can also be successfully
applied to the other domains (industrial production, metabolic systems).

Extending the formal view of periodic devices characterized by a phase variable
to (empirical and simulated) data from a large-scale transportation system, in [56]
the synchronization of arrival/departure events in the network of long-distance
train connections has been analyzed. It has been shown that the performance
(in a very general sense) of a given timetable of train connections is essentially
determined by its phase pattern and thus the intrinsic levels of synchronization.
The results show a clear and surprising negative correlation between the
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synchronization index of a station and its robustness to delays. This negative
correlation between synchronization and robustness that was observed in the data
could also be understood in a minimal model of delay propagation [56].

5 Conclusion

The main purpose of the present article is to emphasize the strong parallel between
metabolic systems in a biological cell and processes of industrial production.
Putting the diverse findings together that have emerged from Systems Biology
investigations over the last decade, we start to understand, how production systems
in biological cells compute efficient metabolic states under diverse environmental
conditions. Specifically, we have made some progress over the last years in
understanding some design principles of metabolic systems (e.g., [35, 57]) and
making them accessible to industrial production [8, 23]. For addressing such
‘transferable’ metabolic design principles, we employed abstract model repre-
sentations of metabolic systems [1, 9] and the analysis of biological data [58] in
combination with flux-balance analysis [16, 57] and the exploration of metabolic
networks with dynamic probes [35]. The next natural steps are to quantitatively
compare material flow in both domains and understand the relationships between
fluctuations in supply and demand on the one hand and material flow patterns (or
effective network architectures) on the other.

From our perspective, the most important topic to be addressed jointly by the
two disciplines, Systems Biology and Production Logistics, is systemic robustness.
The balance between the antagonistic pair of requirements, efficiency and
robustness, is of broad interest across many disciplines, ranging from industrial
production to cell biology and ecology. Lack of robustness due to too high effi-
ciency is related to the notion of systemic risk, which has recently been discussed
from a theoretical perspective, for example in the context of complex economical
systems (see, e.g., [59]).

For cellular processes this balance between efficiency and robustness has been
explored in a multitude of ways resorting to both analysis of experimental data and
the mathematical modeling of cellular processes. Motivated by graph theory and
nonlinear dynamics, an influential trend in systems biology at the moment is to
relate robustness to small regulatory devices [60, 61], serving e.g. as a noise buffer
or providing a suitable amount of redundancy for maintaining systemic function
even under perturbations.

With these thoughts we hope to contribute to the onset of a rich and stimulating
dialogue between the two disciplines, Systems Biology and Production Logistics.
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instruments, but even among dozens of string players performing on instruments with
similar sound qualities. Trained human ear not only is capable to highly differentiate
between pitches and colors of sound, but also to localize the position, where the sound is
coming from. This chapter presents a parameter mapping sonification approach on
production data, which is based on these human perceptual skills. Representatively for
other logistic parameters, throughput times of orders are sonified and allocated in a sonic
space. Additionally to auditory representations of the established resource and order
oriented views in logistics, a third perspective is introduced, which displays the complete
workflow of an order simultaneously as a multi-pitched spatial sound. Thus, causes and
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1 Introduction

Profound analysis of actual and planning data and their correlation is an essential
requirement for the adjustment of operating levers in production planning and
control. Depending on the amount of work systems of a production shop, the number
of product variants to be produced, and the quantity of restrictions caused by tech-
nical requirements or customer demands, the structure of manufacturing data easily
reaches the complexity of NP-hard problems [1]. Whereas traditional methods [2]
rely on averaging in order to reduce complexity, more recent approaches include
advanced statistics and data mining [3] for a deeper understanding of production
data. An important component of both, data mining and traditional statistic
approaches as applied in logistic analysis, is exploratory data analysis (EDA). The
term [4] comprises the participation of a human analyzer, who interactively explores
the structure of data in recursive proceedings between generating and proving
hypotheses. Well-established approaches are graphical statistics and data visual-
izations [5]. In the context of chronologically structured data such as production data,
the acoustic equivalent to graphical display, the auditory display of statistical data (as
provided by sonifications) is a promising method to gain knowledge about temporal
fluctuations of bottlenecks in production workflows.

In natural science, auditory display still is widely disdained in comparison to its
visual correspondent [6]. This might be caused by the visual alignment of human
thinking per se including written language as the legitimate form to capture thoughts
and scientific results. Still, the transfer of auditory cognition to a graphical represen-
tation meets a major challenge in most cases. But human ear has qualities that are
literally complementary to the ones of the eyes. Wheras the latter tends to focus on
singular events, the former is capable to perceive far more complex acoustic infor-
mation. A conductor of an orchestra e.g. is able to distinguish not only between
different instruments, but even among dozens of string players performing on instru-
ments with similar sound qualities. Trained human ear is not only capable to highly
differentiate between pitches and colors of sound, but also to localize the position,
where the sound is coming from. Since sound only exists in temporal space, sonifi-
cation of chronologically structured data such as production data is almost self-evident.

This chapter presents an approach on auditory display of production data, which
is based on the human perceptual skills described. Exemplary for other logistically
relevant parameters (such as work content, setup time, or schedule deviation),
throughput times of orders were sonified and allocated in sonic space in order to
reveal evident information about fluctuations in the overall workflow.

The following sections of this chapter depict the starting point of this research
considering exploratory data analysis in logistic engineering (Sect. 2) as well as
parameter mapping sonification in the scientific field of auditory display (Sect. 3).
Section 4 describes the methodical approach of this research on the basis of the
exploration of a data sample from sheet metal production. Finally, Sect. 5 presents
a conclusion and a critical discussion.
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2 Data Analysis in Logistics

The contradictoriness of logistic targets (low inventory, low throughput times, high
schedule adherence, and appropriate utilization) as described by Gutenberg’s
scheduling dilemma [7] has comprehensively been treated in literature. Whereas
there are practically approved solutions to balance inventory, throughput times, and
utilization such as Logistic Operation Curves [2], schedule adherence and its impact
on the overall workflow has not equally been investigated. Yu [8] criticizes an
insufficient consideration of schedule adherence in production planning and control
systems (PPC) and develops a scheduling operation curve in order to quantify the
impact and causes of schedule deviations. As an extension of the Logistic Operation
Curves, this approach is also based on averaging and not suitable for the identifi-
cation of characteristic patterns in the chronological sequence of operations.

In order to enhance the level of detail in production planning and control as a first
step, analysis methods need to be developed which provide a deeper understanding of
the structure of logistic data itself. Therefore, novel approaches in logistic analysis
increasingly rely on Knowledge Discovery in Databases (KDD) including artificial
neural networks (ANN) and explorative data analysis such as the multi-stage quality
information model (MSQIM), which reveals causal factors of quality defects [9].
Windt and Hiitt [10] use cluster analysis and methods adapted from gene expression
analysis to classify product variants that are the cause of lateness. Although classifi-
cations are capable to identify correlations between several qualities of orders and
processes, in contrary to e.g. time series analysis they do not consider the serial impact
of order sequences. Only [11] combines clustering with dynamically changing data.

Apparently, there have been no explicit researches using time series analysis,
which in certain aspects is related to auditory display, for the identification of
dynamic bottlenecks on planning and feedback data in manufacturing. The audi-
tory analysis of production data therefore may also be considered as a first step to
time series analysis in bottleneck analysis.

3 Auditory Data Analysis

Auditory Display has been established as a scientific discipline at the first Con-
ference on Auditory Display at the Santa Fee Institute in 1992. The initiative,
which led to the International Community on Auditory Display (ICAD),' aimed to
bundle different activities in several scientific fields that examine the potential of
information carried by sound. Auditory display therefore embraces a wide range of
subcategories between the design of sound signals (e.g. for monitoring in medical
environments or human computer interaction) and auditory data analysis.

' http://www.icad.org
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Fig. 1 Five linearly coupled work systems as an extract of a major manufacturing network. For
detailed analysis only work systems 3, 4, and 5 were considered

Two key events demonstrated the potential of data sonification essentially. First, the
detection of the consistency of the rings of Saturn [12]. Second, the final prove of the
assumption that particle currents in weekly coupled macroscopic quantum systems
would oscillate between the two systems [13]. Already in 1982, Sara Bly demonstrated
in a case study including the sonification of six-dimensional data “that the auditory
display was at least as effective as the visual display, and that the combined display
outperformed them both” [14]. Numerous researches in fields such as neurology,
theoretical physics, sociology, or psychology have refined the methodical approaches
toward data sonification [15], including Parameter Mapping Sonification (PMS) and
Model-Based Sonification (MBS) for exploratory data analysis [16].

4 Parameter Mapping Sonification of Production Data

In order to keep the information transfer (mapping) from a logistic datum to its
representative sound event as immediate as possible, we chose Parameter Mapping
Sonification (PMS) as method for the auditory exploration of manufacturing data.
The target of this experiment was to identify the cause of high throughput times of
production orders and their impact on successive work systems. The used data
sample consisted of planning and feedback data of sheet metal production
including all processes that had been completed within one year. Only orders in a
linear work flow of five work systems (Fig. 1) were regarded.

Any order consisted of one or (mostly) several physically identical material
pieces that were processed independently. The throughput time of an order n with
k material pieces m consequently was calculated

TTPn = lend actual (mk) — lend previous (ml )> (] )

whereas teng acual 18 the end of operation at the actual work system and teng previous
is the end of operation at the previous work station.

In the following subsections of this chapter, it will be demonstrated how we
mapped these orders and material pieces to auditory display. With the sonification
software, developed within this research, we explored the data sample from three
auditory perspectives in order to gain knowledge about its characteristics. Two of
these perspectives represented the resource oriented and order oriented views [17]
as established in logistics (Fig. 2). An additional third one (Fig. 3) displayed the
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Fig. 2 Auditory representation (b) of order and resource oriented views (a) in logistics2
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Fig. 3 Insynchronous view sequential operations of an order were mapped to a multi-pitched signal

2 Graphics according to Glisner, J., Fastabend, H.: lecture presentation material of Institut fiir
Fabrikanlagen (IFA), Leibniz University Hannover
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Fig. 4 Wiring of 5.1 surround audio system. In the described experiment, each work system was
mapped to a discrete speaker in the upper frequency range (50-40.000 Hz) and merged in the low
registers to a subwoofer channel

sequential processes of an order synchronously (synchronous view) in a single
multi-pitched sound (Sect. 4.2).

4.1 Overview of Data Sample Using Resource Oriented View

Comparable to throughput diagrams [2], auditory displays in resource oriented view
provide a general overview of processing at the monitored work systems. As a start-
up of this research, we mapped average and accumulated throughput times (TTP,,
ace) Of all orders at each work system to sinusoidal sound signals (Fig. 5) with
frequency f(t) which is a function of time, e.g. for TTP,,, according to the equation

N
E TTPp, (1)

ni=1 i .
i TTP gygmin

N
fhigh> TTP avgmax—TTP aygmin

F0) = fiow ¥ (

)
low

whereas fiow, nigh 18 the definable frequency range of the signal, i is the work system, n
is the order, N is the number of orders, TTP(t) is the throughput time at the selected
time unit, TTP,,, min, max define the minimum and maximum of average throughput
times of all orders and systems. This mapping logarithmically scales the TTP of an
order to a definable frequency range, in our sonifications between 80 and 8.000 Hz.
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Fig. 5 TTP,s, TTP,. and normalized TTP,,, and TTP,.. of the five work systems

The mapping of accumulated TTPs was calculated accordingly, summing up TTPs of
orders at work systems. The sum of these individual signals f;(t) representing work
stations i resulted in an auditory display with signals:

s =3 /) (3)

The distribution of signal s in a 180° panorama (Fig. 4) facilitated the identi-
fication of the work systems.

The left half of Fig. 5 shows the spectrograms of the sonifications of TTP,,, and
TTP,. at the five work systems over the time span® of the data sample. The red
rectangles frame time units* at which orders exited work systems (output). The
auditory display embraced approximately twice this range since some orders had
very high throughput times. The spectrograms of TTP,,, clearly show steady states
of all work systems inside the red rectangle, while TTP,. at work system 4 exhibited
major fluctuations, which were subject to further investigations in Sect. 4.2.

To emphasize the individual fluctuations of each work system, we normalized
the analyzed parameters (TTP,,s, TTP,..) multiplying by:

100
TTP;max’

fnorm = (4)

3 Playback speed of sonification can be set arbitrarily in the software.
4 For confidential reasons, time-related information refers to neutral time unit.
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Fig. 6 Synchronous view of an extract of the data sample. Throughput times of all operations of
an order were displayed as a synchronous sound. Highlighted orders A and B were subject to
further analysis

whereas i is the work system, and TTP,,,x is the maximum average (respectively
accumulated) throughput time. Thus, fluctuations of each work system are inde-
pendently displayed over the complete frequency range defined (80-8.000 Hz).

The normalized sonifications of TTP,.. (Fig. 5, right half) indicated potentially
mutual (seasonal) impacts of fluctuations, particularly between work systems 3, 4,
and 5, which we also further investigated by sonifications based on synchronous
and order oriented perspectives.’

4.2 Order Characterization in Synchronous View

Contrary to sonifications in resource and order oriented view, which maintain the
chronology of the data structure and therefore are related to time series analysis,
synchronous view is based on a sorting of orders according to an arbitrary parameter.

As shown in Fig. 6, all sequential processes of an order are displayed as syn-
chronous multi-pitched sound signals s(n) representing the throughput times of
operations according to the equation:

sy =" f (5)

with

TTP p; —TTP min

. TTP max—TTP min
fn; :flaw X (fM> (6>
Jiow

5 Fluctuations of work system 1 and 2 at least partly depended on incomplete data and therefore
were not further considered.
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Fig. 7 Screenshot of the schematic graphical display integrated into the sonification software
displaying an extract of the data sample. It should be noted that in case of overlapping throughput
times in one order the graphical representations will also overlap and mask each other. The
sonification displays the situation correctly

whereas fio,, nign 18 the definable frequency range of the signal, i is the work
system, n is the order, TTP is the throughput time, TTPyin, max is the range of
throughput times over all orders and systems.

Signals s representing orders n create a set A, whereas

A= {s(n), s(n2), s(na), ... s(n)} (7)

The sonification sequentially displays all elements of A (Fig. 6) in a speed
adjustable by the listener. Through the spatial distribution of work systems
(Fig. 4), the listener can attribute sound events to the corresponding work sys-
tem also in synchronous view. Thus, orders are precisely characterized by the
frequency distribution of the representing sounds.® In the auditory display of TTPs
in synchronous view, we found two evident patterns of orders: One, with

% So to speak “acoustic fingerprints” of orders
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extremely high throughput times at only one of the work systems and another one
with above-average throughput times synchronously at work systems 3, 4, and 5.”

We selected two orders, order A and order B (Fig. 6) representing either of
these two patterns for an exemplary detailed analysis in order oriented view. Order
A exhibits extremely high TTP at work system 4. TTPs of order B are not as high,
but above average at the three work systems taken into account.

4.3 Detailed Analysis with Order Oriented View

Figure 7 shows order A in the auditory representation of order oriented view
(Fig. 2) which was mapped

7 The operation times (TOP) at the work systems were of comparable length and, given the
overall duration of TTPs, negligible.
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whereas fjoy, nign 1S the definable frequency range of the signal, i is the work system,
nis order, TTP(t) is the throughput time at the displayed time unit, TTP i, max is the
range of throughput times of all orders and systems. The resulting signal s equated to
the sum of non-stationary signals f of orders n at work systems i (Fig. 7):

= Zzzlfni(t% 9)
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Fig. 12 Orders and material pieces sorted decreasingly (from left to right) by their largest
throughput time (TTP) displaying the output time unit (increasingly) as pitch (first time
unit & 200 Hz, last time unit & 8.000 Hz). After a short unstructured period (extreme TTPs)
both sonifications adjusted to a more or less consistent distribution between output days and TTPs

whereas N is the number of orders.

The sonification of order A (Fig. 7) revealed overlapping of processes not
visible in the graphical representation and changes of the operational sequence.
Noticeable was the early start (at time unit 699) and the long duration of the
throughput time (TTP) at work system 4, which we further tracked down by a
sonification of the discrete material pieces, the order consisted of (Fig. 8). The
sonification of the material pieces of order A supported our findings revealing
major deviations of the expected sequence of operations.

The analysis of order B (Figs. 6, 7, 9) was exemplary for another cause of high
TTPs as we confirmed by further spot samples. Individually, both material pieces
(Fig. 9), order B consisted of, were produced within average TTPs. Only their
combination as an order caused above-average TTPs at the regarded work systems.
Our findings resulted from the re-allocation of material pieces to orders, which is
characteristic to sheet metal production.

In order to quantify the amount of orders with high TTPs (as an indicator for the
degree of re-allocation applied) and to analyze their distribution over the three work
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Fig. 13 Auditory display (=& volatile phase of Fig. 12) of throughput times (represented as band-
passed noise) and output days (sinusoidal sounds). The predominance of the band-pass filtered
noise in the spectrograms does not reflect the auditory results, where the sinusoidal sounds were
in the foreground

systems during the monitored period, we generated auditory displays, where each
event was sonified at its respective output time unit only. According to the equation

ﬁl:flow X (fﬂ>ﬁ (10)

low

whereas n is the order (respectively material piece), and N is the number of orders
(or material pieces), a static frequency was attributed to each order according to its
first entry into the monitored scenario.

For a linear workflow respecting first-in-first-out sequencing rules (FIFO) this
mapping would result in a constantly increasing sweep (Fig. 10) at each work
system.

The sonifications of orders and material pieces (Fig. 11) indicated an increase
of deviations to the main sweep during the course of time. While there was a
common tendency in both sonifications, it was noticeable that particularly the
material pieces at work system 4 were affected by extended TTPs, which can also
visually be identified by the high amount of low frequencies in the spectrogram,
but the listening results were much more detailed. The sonification of material
pieces at work system 5 displayed a similar trend containing a high amount of
dispersing frequencies. However, the amount of low frequencies toward the end
of the sonification was clearly less. Considering the large amount of high TTPs of
these results, it seemed surprising that the average throughput time (TTP,,,) of all
work systems was at a more or less constant level (Fig. 5).
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In order to get a more refined understanding of the distribution of TTPs over the
monitored production period, we applied further sonifications using synchronous
view. Orders and material pieces were sorted by their respectively highest TTP.
The output time unit at the respective work system was correspondingly mapped as
pitch (frequency). Except for orders with extremely high TTPs (about 8 % of data
sample, which exhibited a volatile behavior), the spectrograms (Fig. 12) show
periodically increasing sweeps. This means that most values of TTPs were con-
sistently distributed over the monitored period and explains the quite stable
average TTPs stated before.

For the volatile phase of this sonification (Figs. 12, 13) we found quite different
structures of the distribution of TTPs between orders and material pieces. A
sonification using band-passed noise to additionally sonify the corresponding TTPs
showed that, after a burst of extreme TTPs at work system 4, high TTPs of
material pieces mostly were attributed to work system 3, whereas compound to
orders, TTPs considerably contributed to work systems 4 and 5.

5 Conclusion and Discussion

For the chosen data sample of sheet metal production, we demonstrated that high
throughput times were concealed by a relatively consistent distribution. We also
revealed that high throughput times resulted from inappropriate re-allocations of
material pieces to orders. Considering that around 8 % of orders were affected by
very high throughput times and given the synchronous distribution of orders with
long and short throughput times mentioned above, we expect that there is rea-
sonable potential for improvements by reducing re-allocations to a minimum level.

Particularly in combination with traditional and advanced statistical methods [2,
10], auditory data analysis becomes a powerful addition that e.g. distinctly indi-
cates seasonal fluctuations of processes and allows to partition data samples into
expedient segments for further analysis.

At this stage of our research on auditory data analysis of production data, it can
be said that the questions, which arose during the experiments, differed from the
ones usually asked using only established analysis approaches. These questions
finally revealed results, which had not been analyzed by traditional methods
performed beforehand. Analogue to the function of an engineer as a “hypotheses
generator” in a recursive data-mining process [9], in its approach to data itself lies
a major benefit using auditory display.

Auditory data analysis requires specialized expertise and experience that make
it unsuitable for internal company use. Hence, an application would be well
embedded in logistic consultancy projects as an additional analysis tool in order to
re-adjust production planning and control strategies in industry.

One of the major problems of the introduced approach is a meaningful graphical
transformation of auditory displays in order to fulfill scientific standards. Up to now,
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graphical representations and written descriptions can only be understood as hints
toward the far more detailed information sonifications provide.
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Potentials of Nonlinear Dynamics
Methods to Predict Customer Demands
in Production Networks

Bernd Scholz-Reiter and Mirko Kiick

Abstract Nowadays, markets are characterized by increasing dynamics and com-
plexity. In particular, customer demands are often highly volatile. These conditions
complicate demand forecasting and reduce the average accuracy of forecasting data.
Nevertheless, manufacturing companies have to predict customer demands precisely,
in order to achieve a well-founded production planning and control. The paper at hand
deals with methods to predict customer demands in application scenarios of production
logistics. Firstly, forecasting methods for smooth customer demand are described with
a particular emphasis on nonlinear dynamics methods. Subsequently, a new algorithm
to predict intermittent demand is introduced. In both cases of demand evolution,
different methods are applied to predict demand data generated by a discrete-event
simulation of a production network. Forecasting results are interpreted and the different
methods are rated regarding their applicability. The research displays that an appli-
cation of nonlinear dynamics methods can lead to improved forecasting accuracy.

Keywords Demand forecasting - Intermittent demand - Nonlinear dynamics -
Time series analysis

1 Introduction

The prediction of customer demands is an important component of production
planning and control. High accuracy of forecasting data is of crucial importance
due to its impact on the following planning steps. The medium-term capacity
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planning is influenced by demand data quality as well as the short-term production
control [1]. Hence, manufacturing companies need to predict future customer
demands as precisely as possible, in order to benefit efficiency. However, an
achievement of accurate demand data often turns out to be a difficult task due to
highly volatile demand evolutions [2]. This is a result of several static and dynamic
effects that impact on customers and their demands. For instance, demand evo-
lutions are determined by the success of marketing campaigns, changing condi-
tions in the economic, political and ecologic environment or the structure of the
own production system including inventory policies and procurement strategies [3,
4]. Methods of nonlinear dynamics promise improved applicability compared to
common forecasting methods like classical statistical ones or the Box-Jenkins
method [5]. Forecasting methods of nonlinear dynamics are able to reconstruct the
dynamic properties of a whole dynamic system which comprises the demand
evolution as well as further influencing values. In this way, different impacts on the
demand evolution can be considered. Moreover, qualitative means are incorpo-
rated in addition to quantitative means of demand data. Hence, nonlinear dynamics
methods are able to identify possible deterministic structures of demand evolutions
which can improve the accuracy of forecasts.

In general, demand evolutions are separated into the two classes of smooth and
intermittent demand. Intermittent, sporadic or lumpy demand evolutions are
characterized by a high amount of periods without any demand on the one hand
and few periods of high demand on the other hand [6]. For example, demand
evolutions of service parts are often intermittent [7]. By contrast, smooth demand
evolutions do not have such intermittent structure. In this paper, statistical meth-
ods, the Box-Jenkins method as well as nonlinear dynamics methods are applied to
predict smooth demand. In order to predict intermittent demand, two quantities
have to be predicted for every point of time. Firstly, the amount of periods until the
next expected demand occurs has to be predicted. Secondly, the demand size at
this period has to be predicted. In the paper at hand, a new forecasting algorithm
for intermittent demand is introduced. Here, the different methods for smooth
demand evolutions can be used to predict one of the two required quantities.
Applying this algorithm, different combinations are compared to the commonly
used Croston method which predicts both quantities by exponential smoothing.

For the application of the different forecasting methods, the availability of a
successive equidistant stationary time series of past customer orders

y={yy2, . w} (1)

until the present time point N is assumed within the whole paper. In the following,
different forecasting methods are described and applied to predict demand evo-
lutions in production networks. After outlining different forecasting methods for
smooth demand evolutions, the new forecasting algorithm to predict intermittent
demand is described and compared to the often used Croston method [8]. Sub-
sequently, the methods are applied and evaluated. In particular, potentials of
nonlinear dynamics methods are pointed out.
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2 Forecasting Methods for Smooth Demand

This section gives an overview of different methods to predict smooth demand
evolutions. On this basis, advantages and disadvantages of the different methods
are briefly discussed. Classical statistical methods, the Box-Jenkins method and
nonlinear dynamics methods are considered. The section closes with a description
of measures to evaluate forecasting methods for smooth demand by accuracy.

2.1 Statistical Methods

An often used approach to forecast customer demands is the application of clas-
sical statistical methods like moving average or exponential smoothing [9, 10].
Given a time series of past customer orders (1), an application of the moving
average method to predict a future demand value yy.; leads to

| &
~MAr _
Ine = Z Yi- (2)
i=N—r+1
The parameter r determines the number of past customer orders that are used in
averaging. A weighted average is computed by exponential smoothing. This
method predicts a future value yy.; of the demand time series by

S =y + (1= )i (3)

This method computes a future value as a weighted sum of the current time series
value yy and the predicted value for the current period yf,sffl The parameter o is
called the smoothing constant. It determines to which extend both values are
weighted. The algorithms (2) and (3) are applicable to predict one step into the
future. For a recursive prediction of h steps, the unknown future values
YN+1,- -+ Yn+h—1 are replaced by the one step predictions yu 1, ..., Ynin—2,1-

The basic reason for the frequent application of classical statistical forecasting
methods is their simplicity in application and comprehension. These methods base on
intuitive algorithms. Indeed, because of their simplicity, these methods are not able to
predict complex dynamic demand evolutions. In this case, an application of the Box-
Jenkins method or nonlinear dynamics methods can perform better forecasts.

2.2 Box-Jenkins Method

A more sophisticated forecasting approach is the Box-Jenkins method [5, 9, 11]. It
bases on autoregressive moving average models (ARMA) which use linear sto-
chastic processes. An ARMA(p, g)-model can be displayed as
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)4 q
= El 0yr—i + & — El ﬁj(‘;tqﬂ 4)
i= j=

Here, the first term represents an autoregressive process of model order p, the
second term is an error process and the third term constitutes a moving average
process of model order ¢. In order to build up a prediction model using (4), three
steps have to be passed iteratively: model identification, parameter adjustment and
model validation. In the model identification step, the model orders p and g are
identified by using the autocorrelation plot and the partial autocorrelation plot.
Subsequently, the model parameters o;, i = 1,...,p,and ,,j = 1, ..., g, have to be
estimated. Here, different approaches exist. In this paper, the method of least
squares is used [9]. For given model orders p and g as well as given parameters «;
and f3;, the ARMA(p, g) model is uniquely defined. Now, the model is validated by
reference to the original time series (1) and by computing model errors. An iter-
ation of the three modeling steps assures a well-adjusted ARMA-model (4) of the
real time series (1). Based on this model, future customer orders can be predicted
by extrapolation. A one-step prediction is achieved by

q
VAP ZOCJNH i~ Zﬁjsf\’“—f' )

J=1

For a h-step prediction

§ARMA
P = Z%)’N+h i Zﬁ,SNJrh - (6)

the unknown values yyij—1,...,yny+1 are replaced by the predicted values
YNh—15--YN,1, the values ey, ey_y,... are given by the prediction errors yy —
YN-1,1,YN—1 — YN-21, - .. and the values ey, . .., ey41 are set zero. For a detailed

description of the algorithm, see [5] or [11].

The Box-Jenkins method approximates real processes by a linear model and
includes a noise term for nonlinear processes. Thus, it is able to deal with more
complex demand evolutions than classical statistical methods. However, real
processes are nonlinear, in general. For a consideration of deterministic nonlinear
processes within the prediction model, nonlinear dynamics methods can be used.

2.3 Methods of Nonlinear Dynamics

Recently, nonlinear dynamics methods have been applied to model several aspects
of production and logistics systems. For example, these methods are appropriate to
characterise the complexity and model the dynamic evolution of production sys-
tems [12, 13]. In this paper, these methods are applied to predict customer
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demands in production networks. Prediction methods of nonlinear dynamics base
on a modeling by dynamic systems [14]. The evolution of a dynamic system can
be described by a system of ordinary differential equations:

X1 Fl
d—(ix(t):F(x(t)), withx=| : |, F=|: |,reRr (7)

Xim Fy,

Here, the vector x denotes the state of the dynamic system at time ¢ and F denotes a
slope vector. The m-dimensional space that is spanned by the components of x is
called the phase space M C R>. A state of the dynamic system is represented by a
pointx in phase space M. A mapping ¢ : R — M that illustrates the state’s evolution
in phase space is called a trajectory. In this paper, the dynamic system is defined to be
deterministic which means that a trajectory is uniquely defined by a state vector x and
through every point x in phase space M there exists a unique trajectory with x as
initial condition. Moreover, dissipative dynamic systems are considered because
they are more reasonable to model evolutions in accordance to production systems
than non-dissipative [12]. Dissipation implies that after a certain time a set of initial
conditions will be attracted to a subset of the phase space. This subset A C M is called
the attractor of the system. The attractor contains the relevant dynamic properties of
the whole system. Normally, it has a smaller dimension than the phase space.

The dynamic system considers various components that impact on its evolution.
In order to illustrate this evolution, all dependencies have to be known which
generally cannot be assured. Often, only measurements on one component of the
dynamic system are known. In this paper, only a scalar time series of past cus-
tomer orders (1) is given. The demand evolution constitutes one component of the
dynamic system which describes evolutions of a whole production and delivery
system. Here, the embedding theorem of Takens [15] states that the dynamic
evolution of a whole deterministic dynamic system can be reconstructed out of a
scalar time series of one component of the system. The method of delay coordinate
embedding is used to embed the attractor of the system in a so called embedding
room E. By this approach, the system’s dynamic properties as well as the topo-
logical and differential properties of the attractor are reconstructed in E.

The method of delay-coordinate embedding uses the successive and equidistant
time series

y={y2. N}
Vi =X{t), t=tkts, y€R

(8)

of measurements on the component x; of the state vector x = [x, .. .,xm]T. The
component x; describes the customer orders. The parameter tyg is called the sam-
pling time. A vector

7L

vk,y = I:yk*(ilfl)TL7 .. ->)’ker7)’k]T (9)



38 B. Scholz-Reiter and M. Kiick

is called delay coordinate vector of length n corresponding to time point k. The

delay time 7, is a multiple of the sampling time 7g5. A delay coordinate vector ij;L

is a segment of the original time series y. While the original time series y involves
N measurements with successive time distance tg, the delay coordinate vector
contains n of the N components with successive time distance t;, = ctg, ¢ € N.
The length n of the delay coordinate vector is called the embedding dimension. By
a delay coordinate vector, the dynamic properties of the original state vector x can
be reconstructed. In order to build a delay coordinate vector, the embedding
dimension n and the delay time 7, have to be chosen appropriately for the demand
evolution described by y. In this paper, the method of false nearest neighbors is
applied to compute a reasonable embedding dimension n [16]. The delay time is
calculated as the first minimum of the average mutual information [17]. Further
methods to choose these parameters can be found in [14] or [18].

Using the method of delay coordinate embedding, the dynamic properties of a
state x(k) in an unknown phase space M can be reconstructed by a vector VZ:;L in an
embedding space E, if a scalar time series of equidistant measurements of one
component x; of x is available. Based on this nonlinear system reconstruction, a
prediction model for future values of the given time series of customer orders can
be build. In this paper, a local linear prediction model is applied. For this purpose,
a delay coordinate vector vy corresponding to the present state is build and a
prediction function is needed that extrapolates into the future. In order to achieve
this function, all delay coordinate vectors of length n with successive distance 7,
are build out of the given time series y. These N — (n — 1)z, vectors are sorted by
their Euclidean distances to the delay coordinate vector vy corresponding to the
last point of time N within the given time series y. Now, the z nearest neighbors
VNN,1; - - -, VNN,z Of vy are chosen to build up the prediction model where the gth
nearest neighbor is the delay coordinate vector that has the gth shortest distance to
vy. After mapping the z nearest neighbors & steps into the future in the recon-

structed phase space to get the values Py, (vax.1), - - -, Pr (Vnn2), the affine model
P,(vy)=a-vy+d (10)
which best fits the points (VNN,17Ph (vNN’l)), ce (VNNJ,Ph (vNN,Z)) is computed.

Here, the unknown coefficients @ and d are calculated by a least-squares method.
Finally, a h-step prediction by the nonlinear dynamics prediction method is
established by

)AJ[I:],{;ID :Ph (VN). (11)

Methods of nonlinear dynamics approximate a given time series by a nonlinear
deterministic dynamic system. These methods are able to model complex dynamic
evolutions. The dynamic properties of the demand evolution as well as additional
influencing values are reconstructed and considered within prediction. Hence,
these methods incorporate qualitative and quantitative information of the given
time series. Thus, they offer potential to forecast demand evolutions in production
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networks. For a detailed description of the applied prediction algorithm of non-
linear dynamics, see [4] and [19]. Within these papers, additional interpolation and
filtration steps as well as a second projection are proposed. For the paper at hand,
these tasks are neglected. In this way, a simplified prediction algorithm is achieved
and tested for general applicability in production networks.

2.4 Accuracy Measures

For the evaluation of forecasting methods for smooth demand in terms of their
accuracy, different measures can be used. In this paper, the mean absolute per-

centage error MAPE:% fl:]’yl};y’ is computed [9]. This is a non-scale

dependent variability measure that states prediction errors in percent of the
demand size.

3 Forecasting Methods for Intermittent Demand

In contrast to smooth demand evolutions, intermittent demand is characterized by
a high number of periods without demand and averagely high demand sizes in the
few other periods [6]. For an exemplary intermittent demand evolution, see
Fig. la. Prediction methods for smooth demand are poorly able to predict inter-
mittent demand evolutions. On that account, a commonly used method is the one
of Croston [8]. This method predicts two different quantities. At first, the number
of periods until the next expected demand occurs is predicted. Subsequently, the
demand size for this period is predicted. Within the Croston method, both values
are predicted by exponential smoothing (3).

Based on the Croston method, a new prediction algorithm for intermittent
demand is introduced in the paper at hand. This algorithm also predicts the
required values in two steps. In comparison to the method of Croston, different
prediction methods can be used for the two steps. Here, each of the two steps can
be predicted by one of the displayed methods for smooth demand, moving average
(2), exponential smoothing (3), the Box-Jenkins method (6) or the nonlinear
dynamics prediction algorithm (11). The application scheme of the new prediction
algorithm is illustrated in Fig. 1b.

In order to evaluate the forecasting accuracy of methods for intermittent demand,
the common measures for smooth demand are not appropriate because they get
biased by the high number of periods without demand [20]. Hence, the paper at hand
uses the cumulated forecast error CFE, = Z?:l(yi — ¥;) that sums the forecast
errors over all periods until present. In addition, the greatest shortage CFE.x =
max;c(;, . (CFE;) and the greatest surplus CFEy,;, = min;c; . ;3 (CFE;) identify
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Fig. 1 a Exemplary intermittent demand evolution. b Prediction algorithm for intermittent
demand

the maximum and minimum values of CFE. Moreover the number of shortages
NOS = {#i: CFE; > 0,i = 1,...,h} indicates how often a method predicts too
small values.

4 Application and Results

In this section, the prediction accuracy results of the different methods are dis-
played after their application to scenarios of production networks. Firstly, the
application scenario is described. Subsequently, the results of smooth as well as
intermittent demand prediction are illustrated.

4.1 Application Scenario

In order to generate representative customer demand data, a discrete-event sim-
ulation model of a production network is applied, Fig. 2. This network consists of
three suppliers that deliver raw material to a customer on the first level which
supplies ten customers on the second level with products. Model input data are
orders of the 2nd-level customers to the 1st-level customer. As input data, sine
functions around a mean value 40 + i - sin(kx) with different cycle lengths k are
used. For the creation of different values of external dynamics, different amounts
of intensity i are applied. When the stock of a product decreases below a defined
reproduction level, new products are manufactured. Here, different values of the
reproduction level are adjustable. The production of the l1st-level customer is
simulated as a job shop system with different work shops whose internal dynamic
effects impact on the model output demand data. For the production, raw material
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Model Input Data Model Output Data

-------------------------------- > >

2nd-Level Customers Ist-Level Customer Suppliers

——————— > Orders/Demand Material Flow

Fig. 2 Application scenario

is taken from the raw material stock. A decrease of material stock below the
reorder level generates customer orders which constitute model output data. For
the considerations of this paper, the orders from the Ist-level customer to the first
supplier are used. By the configuration of reproduction and reorder levels, smooth
as well as intermittent demand evolutions can be mapped. For a detailed
description of the simulation model, see [21].

4.2 Forecasting Smooth Demand Data

After generating smooth demand data, now, the different methods of Sect. 2 are
applied to predict the demand evolutions. Moving average (MA) (2) orders of
r=1,2,...,10 are applied. Exponential smoothing (ES) (3) parameters o =
0.1,0.2,...,1 are adapted. Within the Box-Jenkins method (BJ) (6), model orders
ofp=2,...,6andg = 1,...,7 are applied. For the nonlinear dynamics prediction
method (NLD) (11), embedding parameters are computed like described in
Sect. 2.3 and additional s redundant neighbors, s = 0, 1,.. ., 10, are considered for
modeling. Figure 3 displays the accuracies of the best parameter configurations of
the different prediction methods as mean absolute percentage error over the pre-
diction horizon. Different cases of external dynamic influence intensity i = 1,5, 10
within the sine input data functions are considered. In the case of low external
dynamics i = 1, all methods show similar low error and hence high accuracy
values. For increased dynamics (i = 5), for short and middle-term predictions, BJ
shows slightly better accuracy than NLD and the statistical methods. For long-term
predictions, NLD shows better results than the other methods. In the case of high
dynamics intensity i = 10, the statistical methods have very poor prediction
accuracy, in contrast to BJ and NLD which perform better. This is due to the
internal dynamic induced by the production policy and the order policy of the
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Ist-level customer in the simulation model (Fig. 2). The specific configuration
leads to alternating high and low orders. The statistical methods predict by
averaging. Hence, their accuracy is low. The best predictions for this case and all
prediction horizons are achieved by NLD which performs about two to three times
better than BJ and eight times better than MA and ES. Concluding, one can say
that NLD shows improved potential in forecasting dynamic smooth demand
evolutions compared to statistical methods and BJ.

4.3 Forecasting Intermittent Demand Data

In addition to smooth demand evolutions, intermittent demand is investigated and
predicted. Here, the new prediction algorithm for intermittent demand of Sect. 3 is
applied (see Fig. 1). In the paper at hand, a first exemplary application of the algo-
rithm is described. In this process, the different methods for smooth demand
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Table 1 Accuracy measures of the prediction methods for intermittent demand

CFEmax CFEmin NOS  Mean Std
Croston method (CM) 919 —660 26 189.72 296.13
2x Moving average (2MA) 917 —626 26 209.97 290.67
2x Box-Jenkins method (2BJ) 687 —421 16 —34.39 303.20
2x Nonlinear dynamics method (2NLD) 270 —730 10 —125.81 189.97
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Fig. 4 Cumulated forecast errors of the prediction methods for intermittent demand. a Croston
method (CM). b 2x moving average (2MA). ¢ 2x Box-Jenkins method (2BJ). d 2x nonlinear
dynamics method (2NLD)

prediction are applied to predict the amount of intervals until the next expected
demand and the demand size at this period subsequently. The prediction accuracies
of the Croston method (CM) which uses exponential smoothing in both steps as well
as double applications of moving average (2MA), the Box-Jenkins method (2BJ) and
the nonlinear dynamics method (2NLD) are compared. Table 1 shows the accuracies
of the different methods. Figure 4 illustrates the evolutions of the cumulated forecast
errors over the prediction horizon. Here, ten successive demand events are predicted
which results in a prediction horizon of 36 periods. 2MA shows almost the same
accuracy as CM. Especially for long prediction horizons, these methods perform
poorly compared to 2BJ and 2NLD. A value of the cumulated forecast error above
zero means that too low demand sizes have been predicted. In contrast, a value below
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zero implies too high predictions. The number of shortages (NOS) states in how
many periods the cumulated value of all demands until this period is higher than the
cumulated value of predicted demands. By usage of 2MA or CM, too few products
would be available in 26 of the 36 considered periods. This deficiency would occur 16
times for 2BJ and 10 times for 2NLD. 2BJ shows the best mean value of —34.39 but
the highest standard deviation of 303.20. On average, 2NLD predicts higher demands
than the actual values of customer orders. However, this method shows the best
performance of the different methods due to the lowest value of NOS and the closest
proximity to zero of CFE on average.

5 Conclusion and Outlook

The paper at hand, describes the application of prediction methods for smooth and
intermittent demand in production networks. Nonlinear dynamics methods show
particular potential to predict dynamic demand evolutions. For the prediction of
intermittent demand, a new algorithm is introduced that predicts in two steps.
Here, a successive application of nonlinear dynamics methods shows the best
accuracy. The considered demand data are generated by simulation of a production
network. The exemplary results of this paper will be detailed in further research.
Different model input data will be applied and other scenarios will be considered.
Further combinations within the algorithm for intermittent demand will be eval-
uated. Moreover, the impact of general predictability of time series [22] on the
accuracy of the applied methods will be investigated.
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Abstract The production of electric mobility can be considered as a network of

networks, because of the internal linkages of industry-wide value creation chains,
the international linkages of suppliers with several car manufacturers and the
international linkages between car manufacturers due to different forms of coop-
eration. As a result, a classification approach for the structural relations is needed
to better analyze e.g. the robustness of efficiency of cooperative partnerships,
because these are not adequately formalized in the logistics and supply chain
management literature. For this reason, the paper introduces a systematic classi-
fication approach based on the methodology of complex network sciences and a
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1 Introduction

Our central question is how to analyze the network structure as an influencing
factor on the supply chain target achievement? It is now widely accepted that
companies compete with one another through their value creation networks—a
trend that will continue increasing in the future [1]. Hence, it becomes possible to
gain and maintain a competitive advantage through the whole network through the
cooperation of companies in the value creation process. Among the vast literature
of various types and intricacies of organizational networks, particularly the con-
cept of Supply Chain Management (SCM) takes the structure and coordination of
autonomously acting organizational units explicitly into account from an inter-
organizational perspective (cf. e.g. [2, 3]). A vast academic enterprise has been
built on the question of supply chain cooperation, with the dominant theoretical
positions on as for example Transaction Cost Economics, Resource Based View
and Agency theory (for an overview please see: [4]). Despite these foundations,
the actual the inter-organizational network structure that arises from dyadic
cooperation is largely unknown [5, 6]. For this reason, before the effects of the
network structure on the supply chain target achievement can be investigated, a
conceptual study on the application of network theory to supply chains needs to be
conducted.

In this paper we address this gap by developing a systematic classification
approach for the application of network metrics on the supply chain value creation
system. From a methodological point of view we use data from the German
automotive industry for the production of electric mobility, a topical value-crea-
tion challenge facing the industry today.

2 The Problem

2.1 Cooperative Strategic Partnerships as a Success Factor
for the Competitiveness of Electric Vehicles

The car manufacturers of the German automotive industry have announced the
market introduction of several electric vehicles for this year and the year 2013, e.g.
the R8 e-tron of the Audi AG in 2012, the Megacity Vehicle of the BMW AG in
2013, the E-Cell of Mercedes-Benz in 2013 or the Golf blue e-motion and the e-Up
of the Volkswagen AG in 2013 [7]. The reasons for this can be traced back to
increased ecological customer requirements, binding legal regulations and a
decreasing availability of fossil fuels from few—politically instable—regions [8].
Therefore, electric vehicles—consisting of an electric motor that is powered from
electric energy from renewable energy sources stored in lithium-ion-batteries—
present a promising alternative. The program is backed by the German government
and aims to bring the German economy as the leading market for electric mobility
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Fig. 1 Cooperative strategic partnerships as a success factor for the production of electric
vehicles

technologies. Several other national promotional programs compete with the ini-
tiatives (an overview can be found in [9] and [10]). Therefore, increasing the
competitiveness of electric vehicles is of particular importance both for the stra-
tegic management of the car manufacturers and the German government. While
we previously investigated the specific product characteristics of electric vehicles
in order to meet the customer preferences by developing a customer value-based
model [11], this paper focuses on the supply chain side as a key driver for the
competitiveness of electric vehicles.

As outlined above, for the production of electric vehicles the areas of the
electrification of the actuation train, of lithium-ion-batteries for the storage of
electric energy from external—and renewable—energy sources are the central
areas of electric vehicles. Furthermore, lightweight materials will also play an
integral part for the production of electric mobility due to the fact that the range is
still the limiting factor [8]. For this reason, car manufacturers have agreed to
cooperate due to several advantages. For example, the opportunities of a coop-
eration exceed often the risks and comprise, e.g. the access to new markets and
technologies, the concentration on core competencies, the reduction of costs and
capital commitment or an increase of the productivity and capacity for innovation
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[8]. As such, goods and services can be brought together that could not be offered
by a single company, because of restrictions regarding capital, time, competencies
or size of a single company [12, 13]. As a consequence, the car manufacturers have
agreed upon new cooperation targeting the above-mentioned four areas as a means
of co-creating a strategic success factor for the production of electric mobility.
According data that has been collected through newspaper articles between 2008
and 2012, current cooperative relationships include the ones depicted on Fig. 1.

2.2 Structural Relations of the Cooperative
Strategic Partnerships

According to Schulte cooperative strategic partnerships are considered in Supply
Chain Management in order to effectively and efficiently integrate all partners par-
ticipating in the value creation processes of goods and services for the end-customer
[14]. Hence, despite of the fact that the systems thinking approach is widely accepted
in the logistics and supply chain management literature (cf. e.g. [15, 2, 16]) under-
standing logistics as a system of interdependent processes, “where actions in one part
affect those of all others” the network approach has not been adequately formalized
[17]. For this purpose and based on the data that has been collected for studying the
current cooperative relationships depicted in the previous section, the following sub-
sections aim to conceptualize these relationships for enabling the interdisciplinary
solution approach of complex network science.

Firstly, it can be argued that the production of electric vehicles can be con-
sidered as a network of multiple value creation chains as previously unrelated
industries are increasingly incorporated to the value creation network to play
pivotal roles, e.g. electric power companies [18]. In addition, the value added
chains for the lithium-ion-batteries, modules and components for efficient energy
management, appropriation of electricity from—renewable—energy sources all
need to be effectively and efficiently integrated so that a network of industry-wide
integrated value creation chains arises (cf. [19, 20, 8]).

Secondly, it can be argued that the production of electric vehicles is a global
network of cooperative linkages of suppliers in the four above-mentioned core
areas, because by considering Fig. 1, it can be recognized that some companies
cooperate with several car manufacturers. For example, Sanyo as a producer of
lithium-ion-batteries cooperates with Audi, PSA Peugeot Citroen, Honda, Toyota
and Volkswagen so that some suppliers cooperate with different car manufacturers,
while the car manufacturers cooperate with different suppliers. As a result, a
network of cooperative international linkages arises.

Finally, it can be argued that the production of electric mobility is a hetero-
geneous network consisting of different types of links, as car manufacturers forms
several types of relationships for horizontal cooperation. For example, in the
special edition of the industry-sector-specific journal “Automobil Produktion” [4]
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have shown the international connections due to six different forms of coopera-
tion—investments, joint venture, exchange of components, marketing agreement,
production agreement and R&D agreement.

Consequently, the production of electric vehicles can be considered as a net-
work of networks with heterogeneous links, given multiple industry-wide value
creation chains, international linkages of the suppliers with several car manufac-
turers and the heterogeneous linkages between car manufacturers.

The “network of networks” viewpoint is not adequately considered in the
logistics and supply chain management literature, because, firstly, definitions about
the supply chain management frequently implies a linear understanding of the
value creation processes from the raw materials to the end-customer. For example,
widely accepted definitions of SCM include “Planning and controlling all of the
business processes — from end-customer to raw material suppliers — that link
together partners in a supply chain in order to serve the needs of the end-customer
[17]” or “concept of Supply Chain Management defines the company-wide
coordination and optimization of the flow of materials, information and capital
along the whole value creation process from the raw materials to end-customer
focusing on the needs of the customers. [2]”. Hence, some authors refer to the
network aspect by talking about so-called International Supply Networks, but the
analytical formalization of this network of cooperative relationships has not yet
taken place (cf. [28]), [21]).

Secondly, for example, the supply chain operations (SCOR)-approach is a
widely accepted concept for the description, analysis and evaluation of supply
chains from a company-wide perspective [cf. [22]]. Because of the fact that the
SCOR-approach only considers the efficiency of the flow of materials in the tra-
ditional logistic processes of transportation, transaction and storage, cooperative
connections with their intended contributions are not considered so that the widely
accepted SCOR-approach in the logistics discipline cannot be used for the analysis
of cooperative linkages.

Thirdly, for example, [17] distinguish three groups to describe characteristics of
cooperative strategic partnerships (cf. for example [23] who use a similar approach
by using the three groups of cooperation, coordination and composition):

1. Cooperation, i.e. the description of the character and forming of the
collaboration;

2. Coordination, i.e. the description of the character and forming of the daily
collaboration based on company-wide processes and methods in “terms of
establishing ‘rules of the road’”;

3. Composition, i.e. the description of the character and forming of “long-term
commitments to technology sharing and to closely integrated planning and
control systems”.

Hence, Schulte points out that these characteristic groups have to concretized
through surveys, but their overarching aim is to create a common logistic under-
standing and knowledge base so that the approach only intends to describe the
characteristics of cooperative strategic partnerships [14, p. 525]. Therefore, the
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causal interrelations of these connections are not analyzed so that possible network
phenomena as a result of these causal interplays are neglected.

Network phenomena are the result of the characteristics of the elements of a
system and their interplay and these emergent phenomena cannot simply reduced
to the behavior on the individual level [24] and comprise, e.g. the efficient and/or
transportation of goods in the Supply Chains as a result of the complex and
dynamic interplay between institutions, products, technologies and markets [25].
Other network phenomena are known as Co-evolution (e.g. the performance of a
company depends on the performance of another company [26]) or the aspect of
self-organization (e.g. the appearance of new technologies lead to new organiza-
tional arrangements [27]). Consequently, the formalization of a network of net-
works brings the need for a systematic classification approach for the structural
relations in the automotive industry can be derived.

3 Solution Approach
3.1 On Complex Network Science

Several authors argue that Complex Network Science “is rapidly becoming a
lingua franca across virtually all of the sciences from anthropology to physics”
[28] (cf. also [29, 30, 31, 32, 33]). Boccaletti et al. point out that in order to
investigate global properties of such systems like efficiency or robustness one has
“to model them as graphs whose nodes represent the dynamical units, and whose
links stand for the interactions between them” [31]. Therefore, following Borg-
atti’s and Li’s generic discussion on Supply Chains, it is the intention to formalize
his approach to the value creation network of networks for the production of
electric vehicles [28] in order to consecutively conceptualize this interdisciplinary
approach of complex network science applied in a supply chain management
context for future research.

3.2 On Complex Network Variables

Selecting Nodes and Ties. By defining a supply network as a network “in which a tie
exists from A to B if A supplies to B”, Borgatti and Li point to the aspect that one also
has to define what the relationship “supplies” mean [28]. It is highlighted that
network scientists would be generally comfortable with the idea to “study whatever
relations” one might “choose to define”, because it depends on one is interested in
studying. Furthermore, they also refer to the concept of multiplexity, i.e. the
“property of given pair of actors having ties of many kinds simultaneously” (Fig. 2).
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Fig. 2 The graph coloring code for the cooperative relationships between companies

Against this background and by considering the definitions of Supply Chain
Management the companies shall be considered as the nodes in the network. The ties
between the nodes can be one of the introduced different forms of cooperation
(including the supply relationship) so that both the aspect of multiplexity according
to Borgatti and Li and the network of networks as outlined can be represented for the
production of electric mobility.

Ego network Composition. Borgatti and Li consider the concept of an ego
network as “probably the closest to a supply chain theorist’s intuitive understanding
of an international supply network™ [28]. Hereby, an ego network comprises a focal
actor, known as the ego, the “set of actors with any kind of tie to ego”, known as
alters, and “all ties among alters and between the alters and the ego”. As aresult, such
anetwork can be mathematically represented as a matrix X in which x;; = 1indicates
that the firm ; supplies to firm j, while x;; = 0 indicates that no supply relationship
exists. In this conjunction, “the row sums of this matrix give the number of outgoing
ties for each node”, i.e. the out-degree centrality (cf. below) that could indicate the
number of different customers for each firm, while the column sums represents the
number of incoming ties, i.e. the in-degree centrality that could indicate the number
of different suppliers. Furthermore, Borgatti and Li point out that the “quality” of
ego’s alters as a “useful ego-network property, because the strength of the focal firm
can be derived from the strength of its trading partners” [28]. As a result, this measure
can be defined as the average of the “attribute values for a given ego’s alters”:

4=y %i-q (1)
J

When we consider the concept of the ego network composition in the context of
electric mobility, each company is characterized through r matrices X', where
r = 1,...,7 represents each one of the introduced different forms of cooperation.
Herewith, it becomes possible to refer a set of quality vector qff for each form of
cooperation. Hereby, one has to distinguish between a quality of a company that
can be referred to each form cooperation, e.g. the revenue, the number of
employees or the profit of the company, and cooperation-specific qualities, e.g. the
stock share for the cooperation form of investments, the number of patents for the
R&D agreement or the value of the good for the customer-supply-relationship.
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However, bear in mind that the simple ego network measures are only useful,
when the full network—e.g. comprising the ego networks of the German car
manufacturers—is assembled in order to compare these measures.

Node Centrality. A further key concept of complex network analysis “has been
the notion of node centrality” [28] that tries to define the “importance of a node” in
relation to “its structural position in the network as a whole”. Hence, different
characteristics of node centrality can be distinguished and defined as it follows:

e The characteristic of node centrality of a node is the number of incoming (in-
degree) or outgoing links (out-degree) (cf. [32, p. 18]).

e The characteristic of node centrality of a network is the statistical distribution
of the degrees of the nodes over the whole network (cf. [32, p. 29]).

e The characteristic of closeness centrality is defined as the inverse sum of the
shortest paths to all other nodes (cf. [34, p. 20]). Borgatti and Li [28] further
state that the closeness centrality defined as the sum of—graph-theoretically—
distances to or from all other nodes enables the indication of the number of steps
that “a focal firm’s raw materials had to go through to get to the focal firm”. In
the case, that everything else is kept equal it can be hypothesized that “longer
chains provide greater opportunities for disruption and cost increases” [5].

o The characteristic of eigenvector centrality is defined to measure the influence
of a node in a network by assigning a relative value to all nodes so that con-
nections with highly valued nodes contribute more (cf. [35]). Therefore, the
notion of eigenvector centrality expresses the idea that “a node that is connected
to nodes that are themselves well connected should be considered more central
than a node that is connected to an equal number of less connected nodes” so
that indirect and direct influences are both considered.

e The characteristic of alpha centrality is an adaptation of the notion of eigen-
vector centrality and the importance of a node is represented through the
implementation of a vector of exogenous importance (cf. [36]). Borgatti and Li
[28] express the eigenvector concept in the form of alpha centrality according to
[37] for directed ties in the following form.

Cci = Oﬂzxijcj-i-ei (2)
J

c=(I—oX)"e 3)

(c;: alpha centrality of node i, «: attenuation factor for the importance of length
of a chain, e: a vector of exogenous importance, I: Identity matrix)

Applying the concept of alpha centrality to the production of electric mobility
the vector e could represent the extent of the value creation in order to indicate to
power of a tier supplier.

Structural Holes. Borgatti and Li use the concept of structural holes to explain
the difference for Toyota’s network to be able bring production back to normal
levels within a couple of days, after a fire at a key supplier, A is in [28]. Here, the
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lack of structural holes made it possible that affiliated supplier was able to create
an alternative configuration to produce the missing component. In the classical
theory of Burt, structural holes increase the “amount of nonredundant information
available to ego” so that in the case of ties as information exchanges structural
holes should be negatively related to firm performance. However, the types of
links being considered here is key. As Borgatti points out, in the Toyota context,
the links mentioned are tight, cooperative relationships, increasing trust among
suppliers; which caused the network to quickly reconfigure itself as suppliers were
not hesitant to share know-how and blueprints. Therefore Borgatti sounds a cau-
tionary note to the use of generic network concepts in supply chains and urges the
practitioner to think in context.

When we consider structural holes to the production of electric mobility,
especially in the situation of research and development of technologies for electric
mobility (in the four areas) a lack of structural holes should make a positive
difference. As a result, a denser ego network with few holes in the cooperative
network of R&D agreements should be positively related with a successful pro-
duction of electric mobility.

Hubs and Authorities: By introducing the measures p for the extent if a company
supplies firms with many suppliers and v for the extent if a company is supplied by
firms with many customers, the following equations with a scaling component 4 can
provide an “inverse measure of the firm’s bargaining power” [28].

Hi = )va,‘jvj (4)
J

V; = AZ.XU,UJ (5)
J

When we consider the concept of hubs and authorities in the context of electric
mobility, it would help to analyze the bargaining power of the suppliers indicated
in Fig. 1 that have higher levels of cooperation with different car manufacturers.

3.3 Analytical Extensions for the Network of Networks
Jor the Production of Electric Vehicles

To consider the above-outlined network of networks for the production of electric
mobility, an analytical extension of [28]’s approach consists in adding a third
dimension to indicate the different forms of cooperation (cf. Fig. 3). Herewith, it
becomes possible to extend the introduced Egs. (1-5) with the new dimension
r=1, ..., 7 in order to indicate specific kinds of relationships. For example, Eq.
(1) for the representation of an alter’s attributes can be re-written as Eq. (6) so that
different values for each form of cooperation can be considered.
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Fig. 3 Illustration of the extension of the approach of [28] for the production of electric mobility
by adding a new dimension for the different forms of cooperation
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An analytical extension for each of the above-mentioned complex network
variables is approached, because of the need to better analyze the causal interrela-
tions between the companies. For example, by only considering the “whom-sup-
plies-to-whom” -structure, the robustness as part of the risk management could only
be simplified calculated, because a big supplier that has only a R&D agreement with
several car manufacturers might have a bigger influence on the robustness (or effi-
ciency) of the whole value creation network. For this reason, the number and
diversity of company’s structural relations should also be taken into account for
investigating it’s influence on the whole network as an indicator e.g. for its bar-
gaining power for the analysis of the power shift in the value creation network.

4 Discussion and Concluding Remarks
4.1 Empirical Validation

Our initial point was to conduct a conceptual study on the application of network
theory to supply chains before our overarching research question about the effects of
the network structure on the supply chain target achievement can be investigated.
Therefore, a systematic classification approach for the application of network met-
rics on the supply chain value creation system has been developed in the previous
sections. Hence, the question arises about the validity of the solution approach as a
quality criterion for scientific work (cf. e.g. [38]). For this reason, in [39] the vali-
dation of the developed framework is investigated by using an empirical dataset
about the German automotive industry. Hereby, the dataset consists of the supply
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Fig. 4 Illustration of the goal of the network research with respect to robustness relative to
disruptions within the German automotive industry

relationships between i German or German-speaking 1st tier suppliers and j car
manufacturers, whereat the delivered component ¢ on each supply relationship is also
known, i.e. Xi’j:7; 7 : supply relationship,j = 1...498, i =1...10, c = 1...579.

Figure 4 shows an extraction of the empirical results for the Ego network
composition and Hubs & authorities for six German car manufacturers. At this, the
normalized quality of g;,,—i.e. ¢ divided through the total amount of supply
relationships of a car manufacturer i—represents the average value of potential
suppliers in the German automotive industry for the ego network of the car
manufacturer i, because the attribute a [cf. Eq. (6)] represents the number of
potential—competitive—German supplier for a given component. The value ¥;
goes one step further in order to identify hubs by representing if a car manufacturer
is delivered from a German supplier that supplies to many other German car
manufacturers. Therefore, the normalized amount of ¥J; ,,,. represents the average
number of average of relationships with German car manufacturers (note: the
analysis in is done with i = 10 and the high features can be traced back that 1st
tier suppliers have several relationships with a car manufacturers because of
several components). Against this background, the following implications can be
derived as it follows:

o If g; or. is low/high, then the average amount of potential supply relationships with
German suppliers for a given component c is low/high for the car manufacturer i.

o If 19; 0. is low/high, then a car manufacturer i is delivered from German sup-
pliers that deliver in average to a low/high number of relationships with German
car manufacturers.

In order to address the above-mentioned overarching research question, these
implications shall be shortly discussed with respect to robustness. Hereby, a network
(of one German car manufacturer) would be robust relative to disruptions within the
German automotive industry, e.g. through environmental, technological, economic or
political influences, that may lead for example to a breakdown of one or more German
suppliers (for details, please consider [39]). In this conjunction, a low/high...
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® ...ginor. mightindicate a lower/higher robustness, because a low/high amount of
potential relationships (in average) within the German automotive industry (for
a given component ¢) might decrease/increase the chance to be involved through
disruptions within the German automotive industry;

o ..., might indicate a lower/higher robustness, because if a car manufacturer
is delivered from German suppliers that have (in average) a low/high number of
relationships with other German car manufacturers, then the chance to be
involved through disruptions within the German automotive industry is lower/
higher.

At this point, it shall be highlighted that the discussion only refers to disruptions
within the German automotive industry. Hence, as illustrated in Fig. 4 these results
imply to empirically validate the developed framework, because of the lowest and
highest results for Audi and Opel. Due to the fact that Audi AG is a premium car
manufacturer with its two main German production plants (Ingolstadt and Nec-
karsulm) and part of the Volkswagen AG (cf. [40]) it could be expected that most
of the relationships would have been established with German suppliers. On the
other side, despite of the fact that the Opel AG is a German car manufacturer, it is
an affiliated company of General Motors Company [41] and an integration into
foreign supply chains could be expected.

Consequently, with respect to the overarching research question about the
application of network theory to supply chains and their contributions to the
logistics target achievement the first results of the empirical investigation seem to
validate the developed framework.

4.2 Contributions and Limitations

We aim to close a gap of knowledge in the logistics and supply chain management
literature on to the formalization of cooperative strategic partnerships as a success factor
through the production of electric mobility, as the emerging industrial landscape chal-
lenges us with the analysis of different forms of cooperative linkages in the automotive
industry. A first empirical validation supports potential contribution of network theory to
the logistics target achievement by referring to robustness relative to disruptions within
the German automotive industry. In [39] the developed framework is further empirically
validated and implications of the ratios for the competitiveness of the German auto-
motive industry are discussed by pointing to a multi-dimensional analysis of the sta-
tistical correlations between the linkages and supply chain performance.

A number of limitations exist primarily because of the resistance towards a
network perspective in the field of managerial economics, sensitivity of com-
mercial relationships, and the consequent lack of adequately large-scale data that
would make the application of complex network measures to network performance
measures possible. As outlined in Sect. 3.2, taking the perspective of the ego
network of the focal firm, the introduced complex network measurements have
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only limited explanatory power, because most of the measures gain importance by
comparing them with the whole network.

4.3 Outlook

Future research includes the collection of empirical data to map the three different
networks and investigate network properties. Furthermore, a multivariate statisti-
cal analysis will be carried out to connect certain complex network metrics with
performance measurements of the focal firm. Therewith, future research aims to
consecutively extend the applicability of methods from complex network science
in a supply chain management context in order to systematically close the gap of
knowledge about the complex causal interrelations of cooperative strategic part-
nerships for the production of electric vehicles.
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Network Configuration in Presence
of Synchronization Requirements

Jorn Schonberger and Herbert Kopfer

Abstract This article investigates a multi-commodity network flow problem. The
generated network flows represent processes running in this network. Redundant
processes are installed in order to increase the robustness of the transportation
system. A product can be served by two or even more of these processes so that ad-
hoc re-assignments from one mode to another mode can be applied. Special
attention is paid to the temporal and spatial synchronization of alternative pro-
cesses. We propose a mathematical model for the investigated problem and
evaluate this model within computational experiments.

Keywords Network configuration - Mathematical programming - Transport
network - Synchronization - Multi-commodity network flow

1 Introduction

This contribution investigates the consideration of transport network robustness
issues during the network configuration phase. In this phase, explicit transport
tasks are still unknown but origin-destination pair relations to be served are
specified. Ad hoc load peaks on some origin-to-destination connections occur
frequently so that some customer demand is in danger to remain unfulfilled.
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The basic idea to increase the system’s robustness against such unexpected
demand peaks is to connect each origin with its destination by two or even more
services that offer transport capacity on different paths through the network
(redundant services).

Transport processes in networks follow strict schedules. Customers adapt their
internal processes to these schedules to ensure a smooth material flow throughout
their value creation systems. For this reason, the arrival times of redundant ser-
vices must be synchronized. The consideration of coordinated arrival times of
redundant transport services in a network enables switching from one transport
service to a redundant service at short notice without significant delays or tem-
porary storage of goods within the network. Such a coordination of processes of
different entities (e.g. vehicles) is referred to as synchronization [4].

Within this contribution, a transport network configuration problem with
inherent synchronization requirements of vehicle routes and vehicle arrival times
at nodes is investigated. It is analyzed if (and to which extent) the consideration of
synchronizing constraints within network flow optimization models impacts the
process execution costs and/or the compilation of the generated processes. An
informal description of the network configuration problem at hand is given in
Sect. 2. Next, a network flow optimization model as starting point of a compu-
tational evaluation is presented in Sect. 3. Finally, initial evaluation results are
presented and discussed in Sect. 4.

2 Network Services Generation
2.1 Related Literature and Examples

The configuration of a network comprises the linking of network nodes by
inserting connections (arcs) between selected pairs of nodes. Each node represents
an activity in the network, or a resource or a network state. Logical or temporal
precedence relations between the connected activities are reflected in the network
representation by the inserted arcs. An alternating sequence of nodes and arcs can
be interpreted as a network state transformation or as a value creation process.
Examples of processes include routes of vehicles visiting a sequence of customer
sites [9] or machine scheduling tasks [2]. Each process is setup to fulfill a certain
task and might be evaluated by determining used capacities, occurred costs or
gained revenues. The selection or construction of such a task is often guided by
one or more planning goal(s) like the minimization of the process execution costs
or the maximization of the throughput. Network configuration problems that aim at
generating one process are subsumed under the term shortest path problem [10]. In
a multi-commodity network flow problem [17] several processes must be deter-
mined in parallel. Often, diverse requirements restrict the process generation.
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A process in a network is referred to be robust if it is able to manage exogenous
task variations without significant service output quality variation (punctuality,
quality, reliability, ...) at reasonable input variations (costs, man power, ...) [14]. In
order to install processes that are robust in the operational (short-term) scope it is
necessary to consider robustness issues already in the network configuration phase.
Arrangements to protect network processes against compromising external
impacts must be installed during the network configuration phase. They will
become then effective during the process deployment. A well known strategy to
achieve robustness is to install redundant (parallel) processes within the network
[12] offering alternative request fulfillment modes. The installation of redundant
processes enables the value creation system to switch from one fulfillment mode to
another mode in an ad-hoc fashion in the event that the first mode is not available
due to a failure or if it is exhausted. Costly emergency activities necessary to
extend manpower at short hand (overtime working or stand-by-machines) can be
avoided and also costly short-term rentals of additional equipments becomes
unnecessary.

The synchronization of processes aims at establishing connections between
several processes defined in a given network [6]. Such connections are established
in order to enable the transfer of information and/or (partly-finished) goods among
independent processes. In (in-house) manufacturing logistics, synchronization is
mainly used to feed core assembling processes by supply processes that provide
the required materials . In transportation logistics hierarchical consolidation and
de-consolidation of flows of individual goods to/from bundled transportation flows
are used. Furthermore, transfer opportunities for passengers must be installed in
order to offer comfortable passenger transport chains [7]. Another topic is the
achievement of “green waves” in traffic signal control [11]. In addition, it is tried
to connect staff rosters with machine and/or routes in order to enable staff
replacements [3].

Drexl [4] classifies the synchronization requirements that appear in transport
logistics into five categories. Task synchronization is required in the event that
several resources (e.g. vehicles) must fulfill a demand cooperatively (like in the
split delivery vehicle routing problem [5]). If loading or unloading operations must
be coordinated by time and/or location then this coordination is referred to as
operation synchronization. Movement synchronization means that two or even
more resources (vehicles) must use the same path like in truck-trailer applications
[3]. If cargo is interchanged between vehicles then load synchronization is needed
and resource synchronization addresses the situation when two or more vehicles
use (“share”) the same (scarce) resource(s).
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2.2 Basic Notation

A product p requires the transformation of a system from an origin state p™ into a
destination state p~. Thus, in a given system a product p is described by the
ordered pair p = (p™;p~). Resources are deployed to vary a system from one state
a into another state b. A resource res is therefore determined by the ordered pair
res = (a;b). Two resources (a; b) and (c;d) are called concatenated resources if
and only if b = c. The demand of resource res is denoted by the real-numbered
value U(res)

A finite sequence m of concatenated and pair wise different resources m :=
((a;b), (¢;d),, (w;x), (v;2)) sothata=pT, b=c,d=e,.. x=yand z=p~ is
called mode m of product p = (p*, p~). The ordered pair S := (m, c) consisting of
the mode m (of a certain product) and of a real-valued number c is called a service
and the real-valued number C(m) represents the capacity of the service m. A
service can be interpreted as a routed vehicle. The capacity c is the maximal sum
of demand of several resources that can be executed simultaneously by the service
S. If a service s executes the demand of a resource then the service capacity is
reduced by U(res). The consecutive execution of concatenated resources varies the
remaining capacity c step-by-step. Since also negative resource demand values
Ul(res) are allowed it is possible that the remaining capacity re-increases after a
resource demand has been executed.

The load of service S on a resource (i,j) is defined as the sum of executed
demand of the so far processed resources including resource (i,;) according to the
mode m of S. A service S := (m,c) offers product p = (p*,p~) if and only if
there exists at least one mode m(p) of product p so that m(p) is a subsequence of
m.

All resources donated by the aforementioned modes are indexed with the
donating mode and the index resources are then put into the set .A. The ordered
pair G := (N; A) is then a mathematical graph with the vertices set A and the arc
set A. Since the arcs are indexed by the donating mode it is possible to maintain
parallel arcs in G.

Of course it is possible to maintain more than one mode for a product in the
graph representation. A product from the set P that has two or more modes in the
derived graph G is called a flexible product [8]. In contrast, if there is only one
mode available for a product then such a product is called a specific product.

A flexible product is served by two or more services. Each service determines a
process that is used to execute and fulfill the requests that have been assigned to
this service. In the event that one of these services (processes) becomes unavail-
able, another service (process) can be selected to serve the request for a flexible
product. Thus, the existence of flexible products determines the existences of
redundancies within the considered value creation system (network). These
redundancies enable a system to keep its performance on an acceptable level even
if components of the system are unavailable [15, 18]. Therefore, the setup and
maintenance of a collection of services should take the definition of a large number
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of flexible products into account. However, maintaining too much services and too
high (regularly unused) capacities is costly. Thus, a reasonable trade off between
the number of maintained services and the number of implied flexible products
must be identified.

2.3 Informal Challenge Description

Flexible products offer alternative production modes. In the event that a certain
mode fails then tasks related to flexible products are able to be re-assigned to
another mode. However, the installation and the maintenance of any alternative
mode imply costs as well as the absorption of man power or machines are
achieved. Consequently, a reasonable trade off between the positive impacts of
offering redundant services (e.g. reliability) and the associated negative impacts
(e.g. costs) must be identified. From the system’s perspective and with the
intention to offer a sufficient high reliability level it is reasonable to specify
the number of offered flexible products. However, from the cost perspective the
number of installed and maintained services in the production network should be
kept as small as possible. The challenge is now to find out the minimal cost
services required in the production network so that all products are served and so
that the desired number of flexible products is achieved. In this investigation, the
number of the flexible products is given because we want to compare the network
performance and appearance with respect to the number of flexible products that
must be served.

Although the minimal number of required services to meet the desired number
of flexible products is not known in advance there is a maximal number of
available services given (derived from a given budget or from available capaci-
ties). The set S contains all available services. Each service s; € S starts from an
initial state s; and terminates in a final state s; after having been executed. All
initial states are collect in the set V" and all final states are put in the set N'~. We
integrate these additional nodes into the existing graph G and define the extended
graph G*:= (N"; A*). The set of nodes of graph G* is updated to
N := NUNTUN". Arcs originating from A’ and terminating in A" as well as
arcs originating from A and terminating in A/~ are added to the set A/ so that the
extended arc set A" is formed.

Using terminology from graph theory it is necessary to determine an origin-
destination-path for each service s € S through G that starts at the source node s;"
and terminates in the sink node s; . If such a path does not cover any product then
the path of such service is not deployed. An origin-destination-path (od-path) s
(associated with service s € S) is feasible if the following conditions are fulfilled:
It starts at the given starting node s* € A" (C1) it terminates at the given ter-
minating node s~ € A/ (C2) all intermediately visited nodes are product-related
nodes contained in A/ (C3) every node is visited only once by a service s (C4) if s
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serves product p then p* is visited before p~ is visited (C5) the capacity of a
service s is not exceeded at any node contained in s (C6). Beside the service-
specific requirements there is the requirement that at least N** of the available
products must be served by at least two services (C7). If two or more services
serve a flexible product then their arrival times at the associated pickup and at the
associated delivery location must not differ more than DT time units (C8).

Following the classification of Drexl [4], the outlined problem comes along
with three types of synchronization constraints. First, task synchronization must be
achieved because several vehicles must serve a flexible product. Second, operation
synchronization is needed due to the need for similar arrival time of all the
vehicles serving a flexible product and, third, resource synchronization is required
because all products share the limited number of vehicles.

To ease the upcoming informal and the formal problem statement we assume
that the involved four nodes p|, p;, p3, p, of each two products (p{,p;) and
(py,p; ) are pair wise different. The sum of process costs that is determined by the
sum of traveled distances of all services must be minimized.

3 Mixed-Integer Linear Program

Decision Variables. The number of services serving product p is stored in the non-
negative integer-valued decision variable N,. In addition, the binary decision
variable v,, (p € P,s € S) indicates whether service s is selected to serve product
p (vps = 1) or not (product service assignment variables).

For the determination of the services, we follow the commonly used path
coding idea and deploy the family of binary decision variables x;
(i,j € N',s € S). If and only if service s uses the resource (i,j) then x;; equals 1
(routing variables).

The arrival time of a service s at the node i within its path is stored in the
continuous and non-negative decision variable t;. Arrival times are updated
recursively along the path of a service. Similarly, the inbound load w, of a
service s going to node i is determined and stored.

In order to simplify the model the following dependent decision variables are
employed in the model. The binary indicator variable y, is 1 if and only if N, >2
(p is a flexible product if and only if N, > 2). Finally, the load variation of service s
at node i is stored in the continuous non-restricted decision variable ,;, which is
>0if i is a loading node and which is <0 if i is an unloading node in the path of
service s. Its absolute value gives the loaded (or unloaded) quantity.

Service Assignment to Products. In order to implement the requirement to get
at least N"** flexible products (C7) it is necessary to count the products served by
two or more services. Therefore, the number of services assigned to a certain
product p is counted and the achieved number is stored in the decision variable N,
(1). Second, the binary indicator variable y, is set to 1 if and only if N, >2 (2), (3).
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Finally, the y,-indicator variables are summed up at it is ensured that this sum is at
least N* (4). The constraints (1)—(4) implemented the required task synchronicity.

Np:ZVpSVPEP (])
seS
Ny +1vpeP )
Ny<y, M+1VvpeP (3)
Nflex < Zyp (4)
peP

Service Path Determination. The basic idea for coding the requirements of a
feasible service path in linear constraints is to re-use common flow-preserving and
flow directing constraints so that a service path connects an (artificial) origin node
with an (artificial) destination node. The linear constraints (5)—(13) are required to
ensure the feasibility of the generated od-paths of the available services s € S as
described by (C1)—(C4) in Sect. 2.3.
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z:)cj'is38;:OVseSViEJ\/+ (©)
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Zx,'js:OVSES,ViEJ\ﬁ (10)
JEN
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The constraint (5) prevents self-loops while constraint (6) hinders the travel to a
service starting node after a service has left its initial node. The second node in
each service is a non-starting node (7). Each service originating from its starting
node goes either to a product node or to a terminating node next (8). Furthermore,
each service visits its terminating node exactly once (9) and a terminating node
i € N is never left (10). In addition, each node it targeted at most one time (11)
and left not more than once (12). Finally, a service that leaves a product node has
to go to this node before (13).

Scheduling. The following constraints (14)—(17) are defined to preserve the
necessary temporal precedence condition that a pickup node of a product must be
visited earlier than the associated delivery node. The defined decision variables
only consider the direct successor node of a pickup node. In order to ensure that
the delivery node p~ is visited after p* the arrival time of a service at a node is
determined and it is enforced that a service s goes to p™ earlier than to node p~.

1+:38;,=0Vs €S (14)
l5i+dij§t5j+(17xij5v)'MVS€S,Vi€N,Vj€N (15)
138 <15Vs €S (16)

tpr <ty + (1 —vp) - MVseS,VpeP (17)
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All services start at time O (14). In the event that service s uses the arc (i,j)
constraint (15) is activated: The Big-M-term M on the right side disappears then,
so that the temporal difference between the visiting time at node i and at its
successor node j is at least the transformation time dj;. In the event that service s
does not employs the arc (i,j) then the requested inequality is fulfilled indepen-
dently from the values of #; and ;. We restrict the arrival time at the final node of
a service to be not later than 15 (16). This is a technical constraint to enforce the
definition of an arrival time at the finale node of a mode. Finally, (17) ensures that
the pickup node p* of a product p is visited by service s before the associated
delivery node p~ in the event that service s is selected to serve p.

Consideration of Limited Service Capacity. In the event that the service load
decreases (increases) monotonically along a service it is sufficient to restrict the
initial (final) load as required in the traditional vehicle routing application [9] (in a
collecting vehicle routing problem [16]). In the here investigated application, a
initial service capacity is reduced at product starting nodes but it re-increases at
product terminating nodes similar as done in the well-known pickup-and-delivery
routing applications [13]. Therefore, it is necessary to explicitly restrict the en-
route service utilization at every intermediate node included in a service s in order
to fulfill the feasibility condition (C6).

A = " pT(p,i)vpev(p) = Y~ (pi)vpev(p) Vs € S, Vi € N (19)

peP peP
o+ Ag<og+ (1 —x5) - MVseSVijeN (20)
g <C(s)+ (1= x5) MY ENVs€S (21)
ieN
w5 =0Vs €S (22)

The restriction (18) initializes the service load wy;+ at the service start node i; to 0.
Parameters are introduced in order to describe if a certain node i is a loading node
or an unloading node associated with a product p. The binary parameter p* (p, i) is
set to 1 if and only if node i is the starting node of product v(p). Similarly, the
binary parameter p~(p, i) is set to 1 if and only if node i is the terminating node of
product p. Using these parameters, the restriction (19) determines the load vari-
ation of service s at node i. The calculated load variation is used to update the
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service load along the service path (20) and (21) is the necessary capacity
restriction. Finally, constraint (22) ensures that a service terminates empty. The
capacity update constraints as well as the load limitation constraints (20) and (21)
are only activated, if the service s uses arc (i, ). Following the classification in [4]
(18)—(22) are the resource synchronization constraints that control the usage of the
vehicle’s capacities.

Coupling of Services and Service-to-Product Assignments. After the con-
straints for determining the services have been stated and after the assignment of
products to services has been addressed it is necessary to couple both decision
subproblems so that the determined services can cover those products that are
assigned to each service. Therefore, (23) ensures that sufficient services leave the
loading node p* of product p and (24) forces at least N, services to go the
unloading node p~ of product p. Furthermore, constraints (25) and (26) ensure that
a service s visits both the loading as well as the unloading node of product p in the
event that p is assigned to s. In addition, the constraint (17) compels that the
loading node is visited before the associated unloading node.

Z Zx,ﬁjs >N, VpeP (23)

s€S jeN

Z ijp*s >N, VpeP (24)

SES jeN
(I —wp) -M—I—prﬁst,,s VseS,VpeP (25)
JjeN
(1= vp) - M+ ;xj,,fs >y, VseS,VpeP (26)
je

Operation Synchronization for Flexible Products. Let p be a flexible product
that can be served by the modes s; as well as s,. In order to ensure that both
services start and complete the execution of a request for p in a comparable fashion
(making both modes exchangeable from the customers perspective) it is necessary
that the starting times of the operations at p™ and p~ are similar, e.g. they differ not
more than DT™* time units. This condition is described in (C8). In order to model
this condition in terms of linear constraints, the four constraint (27)—(30) are setup.
Again, the M-factor ensures that any of these four constraints is only activated if
(and only if) product p is assigned to both services s; as well as s,. These four
constraints are the required operation synchronization constraints.
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topt — tpt SDT™™ 4+ (2 = Vpsy — Vps,) - M Vp € P Vsy, 50 €S (27)
topt — typt <DT™™ 4+ (2 = vps, — Vps,) - M Vp € P Vsy,5, €S (28)
tap~ — toyp SDT™™ + (2 = Vpsy — Vps,) - M Vp € P Vs, 50 €S (29)
top- — tsp SDT™ 4+ (2 = Vpsy — Vps,) - M Vp € P Vsi,50 €S (30)

Minimization of the overall service costs. The overall sum of costs for the multi-
commodity network flow (31) is minimized (c;; are the costs resulting from the
usage of (i,j) by service s (proportional to the length d;; of (i,j)).

DD D cis s (31)

SE€S ieN jeN

The mixed-integer linear program (5)—(26), (27)-(31) is a representation of the
task to set up a least cost collection of services in a given network so that all
products are served and the synchronization requirements are considered.

4 Experimental Evaluation

The proposed model is evaluated in computational experiments. All experiments
are executed within a network build up on a set AN/ comprising 10 nodes. The
maximal number of services available is 5, so that the set A'* (N) contains 5
artificial starting (terminating) nodes leading to a node set N consisting of 20
nodes. Artificial test cases are setup for this configuration of the proposed model.
Each test case is defined by the triple (N¢*, DT «). The first component N/
defines the requested number of flexible products. The second component is the
maximal allowed arrival time difference DT™*. The third component o seeds
the random pairing of nodes for the definition of 10 products in the used network.
The travel distance matrix (dj;), jen 1s randomly drawn (with uniform distribution)
from the interval [1;2] using also the seeding o. Test cases are generated for
Nex € {0;2;4,6,8; 10}, DT € {0;0.25;0.5; 0.75; 1;3;5;25} and o € {0, 1,2}.
Overall, 1 +5-8 -3 = 121 test cases are set up. Each test case parameterizes an
instance of the mixed-integer linear program proposed in Sect. 3, which is solved
by CPLEX 12.3 on a Core2 DUO CPU T7500 2.2 GHz with 2 GB RAM computer.
The maximal solver processing time is set to 6 minutes. The variation of the total
travel length caused by the variation of N** and DT is observed. For given
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Table 1 Relative travel distance variation AL(N/** DT™%) (averaged)

N/lex DTmax

25 5 3 1 0.75 0.50 0.25 0
2 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.21
4 0.38 0.40 0.40 0.40 0.38 0.38 0.38 0.38
6 0.58 0.61 0.58 0.58 0.60 0.60 0.58 0.58
8 0.78 0.80 0.79 0.78 0.78 0.84 0.82 0.82
10 1.01 1.03 1.03 1.03 1.03 0.81* 1.01 1.05

* lower bound

values of N* and DT™* let L(N/"**, DT™) be the averagely observed sum on the
travel lengths of all involved services. The increase L of L in relation to the
actually unconstrained cases with N** =0 and DT =25 is calculated by
L(Nf'ex DT™ax) .= L(N/1ex, DT™) /L(0, 25).

The similarity of two service collections contained in the generated service
plans P and Q is evaluated by means of a pseudo Hamming Distance function
H'(P,Q) [1]. For a given service plan P, the binary parameter a;(P) is 1 if and
only if both nodes i as well as j are assigned to the same service according to P.
Given two nodes i,j € N and two service plans P and Q, the binary parameter
b;(P, Q) is 1 if and only if a;;(P) = 1 as well as a;;(Q) = 1, which means that i and
j can be found together in at least one service in both service plans. These two
parameters enable the definition of the pseudo Hamming Distance H'(P,Q)

- - > bi1PQ)
between two service plans: H' (P,Q) =1 — W In contrast to a regular
ijeN
Hamming Distance, H' is not reflexive, which means that H(P,Q) = H(Q, P)
cannot be guaranteed for all pairs of service plans P and Q. Therefore, we calculate
H'(P,Q) as well as H'(Q, P) and define H(P, Q) := w. Furthermore,
H(a,b) is the average of the H(P, Q)-values observed for plans P generated with
DT™ = a and for plans Q generated with DT = b.

In Table 1 the averagely observed travel length variations L(N/*, DT™*) are
summarized. In general, the specification of two additional flexible products
implies an increase of the traveled distance of around 20% compared to the case
with N%* = (. Furthermore, it can be seen that the variation of the strictness of the
temporal synchronization DT™ of different modes belonging to a certain flexible
product influences the travel length only slightly. In the event that all products are
flexible then the total travelled distance is more than doubled compared to the case
with N/®* = 0. The highest increase is achieved for DT"* = 0.

It has been shown that tightening the maximal allowed difference between
departure and arrival times of different modes within a flexible product does not
significantly affect the overall travel length. In order to find out why the overall
travel length reacts insensitively with respect to the variation of the maximal
allowed time variation DT™*, we investigate the similarity of the generating
service plans. Table 2 contains average H-values that quantify variations of the
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Table 2 Similarity: H(-,-)-values
Me 255 (53) (1) (1075 (07505 (05025  (0.25:0)

2 0.00 0.09 0.00 0.00 0.00 0.00 0.08
4 0.27 0.00 0.00 0.27 0.00 0.00 0.27
6 0.11 0.11 0.00 0.00 0.00 0.00 0.00
8 0.38 0.38 0.00 0.00 0.18 0.19 0.16
10 0.00 0.00 0.02 0.00 0.00 0.00 0.04

clustering of the request portfolio in services in the event that the maximal allowed
arrival and departure time variation is stepwise increased. Surprisingly, no general
trend is observed. The highest variations are observed in the events that (i) DT
is tightened for the first time from 25 to 5 and (ii) DT is reduced from 0.25 to 0.
For intermediate reductions, modifications of the clusters of requests are consid-
ered only for isolated configurations (e.g. variation of DT™* form 25 down to 5
and N* = 4). There is no obvious trend for the development of the H-values with
respect to the value of N/7¢*,

5 Summary & Conclusions

A straight-forward approach to establish synchronized processes in a network has
been proposed. The process synchronization covers both spatial as well as tem-
poral issues and allows the specification of flexible products in a given network.
Robustness is addressed in the sense that two or even more redundant execution
modes are available for fulfilling network demand. An initial evaluation of the
proposed mathematical optimization model has been carried out. From the
observed simulation results it is learnt that the crucial issue is the extend of
robustness (here: the number of requested flexible products). It mainly determines
the process costs. The dependency between costs and the desired strictness of the
synchronization (here expressed in the maximal allowed arrival/departure time
variation) is not strong. In order to find out the reason for this surprising obser-
vation we have analyzed the optimized processes and we have found that the
assignment of nodes to processes is changed only if extreme maximal allowed
arrival/departure time variations are involved.

Future research will address alternative model solving approaches which might
include the development of heuristics or even metaheuristic algorithms in order to
master the very high complexity of the model that restrict the application of
optimizing solver software to small instances like the ones used here. Applications
of heuristics enable the implementation of the synchronization issues even in large
networks. Another planned investigation covers the analysis of the impacts of
determining the flexible product in advanced so that redundant processes are
generated for pre-specified products in a given network.
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and Transient Clearing Functions
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Abstract The production planning problem, i.e. to determine the production rate
of a factory in the future, requires an aggregate model for the production flow
through a factory. The canonical model is the clearing function model based on the
assumption that the local production rate instantaneously adjusts to the one given
by the equilibrium relationship between production rate (flux) and work in pro-
gress (wip), e.g. characterized by queueing theory. We will extend current theory
and modeling for transient clearing functions by introducing a continuum
description of the flow of product through the factory based on a partial differential
equation model for the time evolution of the wip-density and the production
velocity. It is shown that such a model improves the mismatch between models for
transient production flows and discrete event simulations significantly compared to
other clearing function approaches.
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1 Introduction

The production planning problem is a well studied problem in industrial engi-
neering. Fundamentally it involves finding the correct starts into a factory such that
production meets demands. The problem is complicated by two different major
issues: Stochasticity and nonlinearity. Stochasticity manifests itself through the
uncertainty of the demand and the variation of any demand realization. In addition,
variations in the production speed and quality introduce other fundamental sto-
chastic processes. While demand fluctuations are covered via suitably sized and
placed inventories, stochasticity in the production process leads to variable lead
times to refill these inventories.

Note that stochasticity is the more fundamental issue than nonlinearity, since the
latter is generated by the former via queueing: Nonlinearity is generated by the fact
that the variable lead times do not only depend on the stochastic processes that
impact the production, it is mostly generated by waiting in queues. Such waiting
depends crucially on the amount of material produced concurrently, i.e. the wip.
Specifically, the lead times increase dramatically together with the lengths of the
queues, if the flux through the factory approaches the capacity limit of the factory.
A typical scenario goes like this: Demand is projected to increase at a certain time in
the future. Meeting demand requires increasing the start rate into the factory by a
lead time earlier than the requested delivery time. However, increasing the start rate
will increase the wip in the factory and as a result increases the cycle time—the time
a product needs to completely go through the factory increases. The resulting non-
linear optimization is at the core of the production planning problem.

1.1 Clearing Function

The baseline for all modeling in production systems is given by discrete event
simulation (DES) models where every part, every machine and every production
step are modeled with (different) probability distributions characterizing the spe-
cific stochastic process responsible for uncertain steps. As the characterization of
these stochastic processes is non-trivial and as such simulations are very expen-
sive, aggregate deterministic models that represent average behavior have been
developed.

The canonical aggregate model has become known as a clearing function, first
introduced by Karmarkar [9], and as Betriebskennlinen in German by Wiendahl [12].
The clearing function can be defined for any size of production unit, i.e. a group of
machines, a production line, a full factory or even a supply chain. Itis a state equation
that defines the outflux F of the production unit as a function of the wip W in steady
state in that unit, i.e.

F=o(W). (1)
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The functional form of the clearing function @ has been determined in many
different ways: Measured in real factories, modeled via an M/M/1 queue (i.e. a
queue with exponentially distributed arrivals and exponentially distributed
machine processing times), modeled after the fundamental diagram of a traffic
model [10] etc. (see e.g. [3, 6]),

_ MW
_1iW M/M/1 (2)

® = piyW — W? fundamental diagram of traffic.

Aouam et al. [2] notice that the clearing function can be approximated by
piecewise linear functions, making the production planning problem an Integer-LP
optimization problem.

Notice that the clearing function is used with a wip level that is a function of
time and hence models the outflux as a function of time. The fundamental
assumption here is known as the adiabatic or quasi-steady assumption: The wip
level changes slowly relative to the damping time of the underlying stochastic
process. Hence the outflux is never transient and instantaneously relaxes to its
steady state behavior.

Missbauer [11] extends the clearing function concept to capture transient phe-
nomena in a three parameter clearing function. He shows that the outflux of a system
depends on the initial wip of the system, the expected number of arriving lots and the
probability distribution for sampling the initial wip. He studies an M/M/1 single
server queue with infinite buffer, a mean arrival rate 4 and a mean machine process
rate 4 = 1. The number of lots in the system (queue plus machine) at the beginning of
period tis denoted by W(r) the wip in the workstation. Missbauer studies a version of
the clearing function that characterizes the expected outflux at time ¢ over a time
interval [f,f + T] denoted by X;. The expected outflux is a function of the expected
load E[L,] in the system given by the initial wip at time ¢ and the new arrivals over the
time interval

E[L] = W, +A,, 3)

A= /, " J(s)ds. (4)

For constant arrival rate . = 4. we get 4, = ‘% For time varying influx a DES was
used. For further reference we define an decreasing and a increasing influx
e

ST ETATE) ¥
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corresponding to a linear interpolation of the inter-arrival times between the two
steady states related to the initial queue and the queue associated with E[L,].
Missbauer’s experiments were done for a time interval of 7 = 5. Figure 1 shows
the expected output generated as averages of DES simulations for constant / with
5 different initial wips. The dependence on the initial wip is obvious.

2 Transient Clearing Functions

While Missbauer restricted himself to a constant arrival rate, we have studied arrival
rates that vary over the simulated time period but that lead to the same expected total
load. We investigated five cases and generated clearing functions as a function of the
initial wip like Fig. 1 for five different influx protocols: (i) constant influx,
(i) instantaneous influx at the beginning of the time period, (iii) instantaneous influx
at the end of the time period, (iv) a monotonic decreasing influx rate (Eq. 5) and
(v) a monotonic increasing influx rate (Eq. 6). Figures 2a, b show the expected
outflux for an increasing and a decreasing influx. Since a decreasing influx intro-
duces more of the load into the system early in the time period, it is not surprising
that the variance in the outflux due to the initial wip becomes smaller than for
increasing influx. The extremes of these cases are instantaneous influx at the very
beginning of the time interval leading to high outflux almost independent of initial
wip, and instantaneous influx at the end of the time interval leading to outflux based
entirely on the initial wip. The conclusion of these DES is that, instead of extending
the clearing function concept to three parameters as suggested in [11] the influx-
outflux relationship in a transient setting in much more complicated: in addition to
the total load, the functional form of the influx over the time interval of interest is
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Deterministic initial wip and A(t) Deterministic initial wip and A(t)
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— w0 ‘ ‘ ‘ ‘ — w0 ‘ ‘
5 wo=1 5 wy=1
_w0=2 _w0=2 —
4 W0=3 / 4 WO=3 /
iw0=4 fw0=4 ’ ’

Expected output E[X ]
w

Expected output E[X ]
w

o 2 4 6 8 10 o 2 4 6 8 10
Expected load E[L ] Expected load E[L ]

Fig. 2 Clearing functions for an M/M/1 queue with different initial wips and (a) increasing,
(b) decreasing influx protocols

highly important and therefore the clearing function cannot be just a parametric
relationship between input and output.

The applicability of Missbauer’s result [11] that the probability distribution of
the initial wip has a big influence on the clearing function needs to be clarified
further: We can imagine two fundamentally different scenarios for the experiments
described above:

1. Production has been halted and the state of the system can be examined. Hence
the wip in the system is known exactly. When production is resumed, the initial
wip is known deterministically.

2. Alternatively, one might want to plan a transition of the state of the factory
from a steady state to another steady state and initial wip may only be known
in the mean but no specific sample will be taken to determine the actual initial
wip at the beginning of the planning period. In that case, the initial wip follows
the geometric probability distribution associated with the probability of finding
an M/M/1 queue at a particular level for a given arrival process and a given
exit process.

Figure 3 shows the clearing functions for different mean initial wips for con-
stant influxes. Figures 1 and 3 report on the same experiment—the difference is
that in the former the initial wip is known whereas in the latter the clearing
function is an average over many samples taken from the steady state distribution
associated with the mean initial wip. We confirm that increasing variance of the
initial wip leads to a lower outflux. However, the striking result of Fig. 3 is the fact
that the dependence of the clearing function on the mean initial wip is almost
completely gone.
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Fig. 3 Expected ouflux for Steady state initial wip and constant A
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3 Continuum Models
3.1 Transport Equations

A clearing function model gives an instantaneous relationship between outflux and
wip in steady state. Since it is used to model an influx that changes in time, it will
not be able to model the delay associated with the production time and waiting in
the factory [5]. This is the fundamental reason why the clearing function cannot be
parameterized by a finite number of parameters but depends on the complete
history of the influx function. Attempts for transient clearing functions will
therefore always be restricted to the special experimental setups.

In an attempt to design a complete time dependent theory of production flows
we have therefore in recent years developed an aggregate theory of production
flows based on standard transport equations studied in physics, especially in fluid
mechanics and in some traffic models [3, 4]. Transport equations are partial dif-
ferential equations that describe the time and space evolution of a density under an
influx. In our case the spatial variable is given by the degree of completion of the
part or the stage of the production. We scale the stage or completion variable
x €[0,1] and define density of parts at stage x at time ¢ by p(x, 7). If the fluid
moves with a velocity field v(x,f) then the flux is described as
F(x,t) = v(x,1)p(x, ). Mass conservation then is given by the partial differential
equation

O0p OF

. 7
5 T =0 (7)

Since v(x, t) >0, the fluid moves from left to right, allowing a boundary condition
to be imposed at x = 0. Typically the boundary condition is F(0,¢) = A(¢), i.e. the
local flux at zero is the arrival rate of the parts into the factory. Together with an
initial wip profile p(x,0) = p,(x) this sets up a well defined hyperbolic problem.
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Notice that we are describing a flow that is continuous in its parts and continuous
in its spatial direction. This should be distinguished from the so-called fluid
equation models of queueing theory [8] which are continuous in its parts but
describes a flow through a finite and distinct number of queues, leading to a set of
Ordinary Differential Equations (ODEs).

In [4] we extended the fluid analogy even further and derived macroscopic
transport equations from kinetic models leading to Boltzmann equations which is
akin to deriving the Euler equations of fluid dynamics from first principles based
on Newton’s law. Defining a particle density f(x,v,) describing the number of
parts at state x at time f moving with a velocity v in completion space, we derive
equations for the first moments of this density of the form:

Op(x,t)  Ov(x,t)p(x,1)

St =0, (8)
ov(x, 1) ov(x, 1)

Py +v(x,1) = 0. 9)

An initial value problem appropriate for the DES experiments described in
Sect. 1.1 can be defined by setting p(x,0) = wp and v(x,0) = vy with wy and vy
constants.

3.2 Boundary Conditions

Determining the right boundary conditions to describe the DES experiments is the
major modeling issue here. Equations (8, 9) are a set of hyperbolic partial dif-
ferential equations whose solution travel from left to right as long as v(x,f) > 0.
Hence boundary conditions have to be imposed at the boundary x = 0 and the
outflux at the other boundary x = 1 is a result of the transport. Clearly the flux has
to be given by the production start rate, hence

p(0,6)v(0,1) = A(1). (10)

The other boundary condition is based on the relationship between queuing theory
and Equation (9): Equation (9) is Burgers equation and can be solved via char-
acteristics. Hence ignoring the intitial conditions, after a while the solution v(x, t)
is determined by the value of the velocity at the boundary. As a result, a mass pdx
arrives at the boundary and travels downstream with the velocity it acquires at the
moment of arrival at the boundary. Translating this into the M/M/1 setting and

defining the velocity at the boundary as v(0, 1) = m we see that the velocity

v(0,¢) should depend on the queue length w(z) = fol p(x,t)dx at the moment a part
arrives at the end of the queue.
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The problem therefore reduces to finding the expected cycle time, conditioned
on the length of the queue. For a steady state queue, the cycle time is determined
by the PASTA (Poisson Arrivals See Time Averages) property of M/M/1 queues:
In steady state a part arriving at the end of queue will find an average queue length
wp and the resulting cycle time for this part will be T = i(l + wp). Hence

Vss(t ) = #W(t) (11)
is the velocity related to the well known M/M/1 clearing function (cf Eq. 2).

The same PASTA property gives us the initial condition: At the beginning of
the experiment we have an initial wip wy that we assume is a known deterministic
quantity. This initial wip is the length of the queue. For a Markov process, the
history of arrivals—whether they arrived in packets or spaced out—is not
important. Hence we can use the average cycle time formula for a M/M/1 queue or
the heuristic extensions discussed below to determine the initial condition for the
velocity in the factory.

To improve on the steady state result requires significantly more queuing theory
machinery: Since we are describing transient phenomena, the system is not ergodic
any more and hence ensemble averages and time averages are not the same. We
therefore need to be more specific about the “expected” cycle time. The natural
setup following the experiments in Sect. 2 is to determine the probability distri-
bution of the cycle times given that we restart a factory with a given initial wip wy
over many instances of this scenario—i.e. we are interested in the ensemble
average, conditioned on the initial wip.

Our current models for the expected value of the cycle time are preliminary and
based on fitting heuristic boundary condition models to the DES. We distinguish
two regimes:

1. If the production start rate /(¢) is less than the mean production rate y, then we
expect that any initial wip distribution exponentially fast decays to the wip
distribution associated with the steady state related to the arrival rate. Hence
the boundary condition is determined by the solution to an ordinary differential
equation

dv(0,1)
dt

= —a(v(0,1) — vyy(1)) = —a<v(o, 1) — m> (12)
o P

where the decay constant ¢ will be determined experimentally.

2. If the production start rate A(#) is bigger than the mean production rate there is
no associated steady state since the queue length will become unbounded. In
this case the cycle time at arrival of a part at a queue length of w(r) will

become just T = ﬁw(t) which would lead to a velocity equation of

Vi (£) = % (13)



Modeling Production Planning and Transient Clearing Functions 85

It turns out that for small wip and for A — u< <1 this model creates a velocity
that is too high and hence the production in the PDE simulations is overesti-
mated relative to the DES. This is due to the fact that basing the ensemble
average only on the stochastic properties of the exit process it not a good model
in these cases since for small wips machines do occasionally idle as a result of
missing arrivals. We settled for a model that averages between the steady state
Eq. (11) and the high wip model (13) of the form

v(t) = #w(t) (14)

Hence the full boundary conditions for Eq. (9) become

,u
v(0,f) =——————  for A>p,
(0.1 0.5+ [y plx, 1)dx

dv(0,1) — o[ v(0,1) _+ for A<, (15)
dt 1+ fO P(x> t>dt

u

v(0,0) = ——Fg———.
0.5+ [, p(x,1)dx

The last equation describes the initial condition for the ordinary differential
equation. It is based on the assumption of a deterministic initial condition, i.e. the
initial wip is exactly known and hence the ensemble average will be mostly
affected by the stochasticity of the machine process and little affected by the
stochasticity of the arrival process.

4 Numerical Results

We have been reproducing the DES of Sect. 2. Since there are only a small number
of lots involved in these simulations, the discretization error between the DES and
the partial differential equation becomes an issue. In the discrete case wip mea-
sures whole lots whereas the continuous model registers infinitesimally small lots.
This is not a problem for large wips but for these experiments partial lots in the
PDE are counted earlier than they really appear in the DES and hence they lead to
lower velocities than in the DES. We compensate for this by calculating wip with a

floor function i.e. w(r) =1[2 fol p(x,t)dx]. In that way the PDE system observes
partial lots only after half of the lot has already appeared. Figures 4a, b compare
the outflux of the PDE simulations for different constant influxes and initial wip of
wo =0 and wy = 3 with the corresponding DES. The clearing functions of the
DES for these wips as well as others for different initial wips are very well
reproduced by the PDE simulations. The decay constant ¢ has been adjusted to
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(a) 6 PDE vs. DES, floored wip, w_0 =0 (b) 6 PDE vs. DES, floored wip, w_0=3
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Fig. 4 Outflux over five time intervals as a function of the total expected load for the PDE model

(8, 9) with boundary conditions (10) and (15) and constant influx. a shows the DES simulation for
an initial wip of wy = 0 and the corresponding PDE simulation, b initial wip wy = 3
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Fig. 5 As in Fig. 4 with initial wip wyp = 1. a shows a decreasing influx rate, b an increasing
influx rate

give the best fit of the two curves over all the data points. Notice that the best fit
depends on the initial wip: For wy = 0 the best fit is ¢ = 2.3 indicating fast
relaxation to the steady state and for wy = 3 the best fit is ¢ = 0.3 indicating a very
slow relaxation that has not yet equilibrated after the five time intervals used in the
experiment.

The advantage of a PDE simulation becomes apparent in the Fig. 5a, b which
show the clearing functions for an influx that corresponds to a linearly increasing
inter-arrival time and a linearly decreasing inter-arrival time for an initial wip of
wo = 1. Although the decreasing case 5a shows a slight overproduction of the PDE
compared to the DES, the overall trend of the PDE simulations captures the DES
simulations very well.
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5 Conclusion

We have developed a PDE model for a transient M/M/1 queuing experiment
representing the most simplified case of a production model. We used a coupled
system of evolution equations for the part density and the velocity to describe the
production system as transport equation and showed that the crucial modeling
aspect of the problem is the boundary condition of the velocity equation.

We showed that a heuristic model based on exponential relaxation of initial
queue lengths to their steady state values given by M/M/1 queuing theory in
addition to a high wip limiting model of queueing behavior leads to very good
agreement between the PDE simulations and the DES. Specifically we compare
the two approaches visually via plots presenting the expected throughput over five
time units for an ensemble average of repeated experiments as a function of the
average total load in the factory similar to clearing function models. The mean
relative error for each of the clearing functions experiment is of the order of 6%,
which is far better than any other modeling approach for these experiments.
Overall the heuristics requires data fitting of a single decay parameter (¢) and a
global choice of the functional dependence of the ensemble average of the velocity
for the case when there is no steady state.

The current state of the project to model the ensemble average of transient
behavior of production systems is clearly unsatisfactory. While the heuristic model
presented here is a clear improvement for any practical considerations of the
production planning problem that can easily be implemented for a practical code,
the theoretical state of the model is very unsatisfactory. Research based on exact
and approximate solutions of transient queueing theory [1, 7] is currently under
way to bridge the gap between theoretical and heuristic models.
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Switching Dispatching Rules
with Gaussian Processes

Jens Heger, Torsten Hildebrandt and Bernd Scholz-Reiter

Abstract Decentralized scheduling with dispatching rules is applied in many
fields of production and logistics, especially in highly complex manufacturing
systems, e.g. semiconductor manufacturing. Nevertheless, no dispatching rule
outperforms other rules across various objectives, scenarios and system conditions.
In this paper we present an approach to dynamically select the most suitable rule
for the current system conditions in real time. We calculate Gaussian process (GP)
regression models to estimate each rule’s performance and select the most
promising one. The data needed to create these models is gained by a few pre-
liminary simulation runs of the selected job shop scenario from the literature. The
approach to use global information to create the Gaussian process models leads to
better local decision at the machine level. Using a dynamic job shop scenario
we demonstrate, that our approach is capable of significantly reducing the mean
tardiness of jobs.
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1 Introduction

In today’s highly competitive, globalized markets, manufacturing companies
have to use their production resources as efficiently as possible. Therefore,
especially capital-intensive industries like semi-conductor manufacturing spend
considerable effort to optimize their production processes. Improvements in
scheduling lead to a better achievement of objectives (e.g., tardiness or flow time
of jobs). Scheduling in most practical settings, such as job shops or flexible flow
shops, is a combinatorial, NP-hard optimization problem. These problems have
attracted researchers and practitioners for many decades now and are still of
considerable interest, because of their high relevance and difficulty. Many heu-
ristics, which calculate schedules in a centralized manner, have been introduced,
since optimal solutions can only be calculated for small scenarios. New schedules
are calculated regularly with a rolling time horizon. If the production scenarios
are facing high variability like continuously arriving new jobs, job changes,
break-downs etc. decentralized scheduling methods are advantageous compared
to central methods.

One class of decentralized scheduling heuristics are dispatching rules [2, 4],
which are widely used to schedule even very complex shop floors. Their pop-
ularity derives from the fact that they perform reasonably well in a wide range
of environments, and they are relatively easy to understand. Furthermore, they
only require minimal computational time, which qualifies them to be used in
real-time, online scheduling. They can therefore always take the latest infor-
mation available from the shop-floor into account. Many dispatching rules are
proposed in the literature, which perform well on specific scenarios. However,
no rule is known to consistently outperform all other rules [16]. One approach
to meet this challenge and improve scheduling performance is to select and
switch dispatching rules depending on current system conditions. For this task
machine learning techniques (e.g., artificial neural networks [11]) are frequently
used.

In this paper we present the first simulation study using Gaussian process
regression for this task [17, 22]. Analysis from Scholz-Reiter et al. [19] indicates
that Gaussian processes can predict dispatching rule performance better than
neural networks in many settings. Additionally, a single Gaussian Process model
can easily provide a measure of prediction quality. This is in contrast to many
other machine learning techniques.

This paper is organized as follows: in Sect. 2 we give a review of previous work
of dispatching rules, machine learning in scheduling and Gaussian processes. In
Sect. 3 our chosen scenario and the experimental designs are described. Section 4
presents the results of our experiments. The paper concludes with a short summary
and provides directions towards future research.
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2 State of the Art
2.1 Scheduling with Dispatching Rules

Scheduling is defined by Haupt [4] as “the determination of the order in which a
set of jobs (tasks) {i | i = 1,..., n) is to be processed through a set of machines
(processors, work stations) (k | k = 1...m).” Since the problem is np-hard, non-
optimal heuristics are used. Especially in extremely complex scenarios with high
variability priority rules are often employed. Dispatching rules as a special kind of
priority rules are applied to assign a job to a machine. This is done each time the
machine becomes idle and there are jobs waiting. The dispatching rule assigns
a priority to each job. This priority can be based on attributes of the job, the
machines or the system. The job with the highest priority is chosen to be processed
next. Dispatching rules have been developed and analyzed in the scientific liter-
ature for many years; see e.g. [2, 4, 14]. The most well know rules are Shortest
Processing Time first (SPT), Earliest Due Date (EDD) and First Come First Served
(FCFS).

Since the development of sophisticated and specialized dispatching rules is a
tedious and time-consuming task, concepts to generate them automatically have
been proposed e.g. [3, 5]. One drawback for sophisticated rules as well as for
automatically generated rules remains: depending on the manufacturing system
and the various objectives (e.g. mean flow time or mean tardiness etc.) no single
rule, which outperforms all others, can be found [11, 16].

2.2 Machine Learning in Scheduling

2.2.1 Machine Learning

Alpaydin [1] stated: “The goal of machine learning is to program computers to use
example data or experience to solve a given problem”. In this study, we are
interested in a system that can predict the value of an objective function from
system characteristics, which otherwise would have to be obtained by a costly
simulation. As we are interested in a high due date-adherence of jobs, we chose the
objective of minimizing the mean tardiness of jobs. Inputs are system attributes
(for example the utilization etc.) affecting the tardiness. The output is the estimated
tardiness for the dispatching rule chosen to make scheduling decisions in our
manufacturing system. Let X denote the (vector of) system attributes and Y the
tardiness. Surveying past production processes (or using simulations) we can
collect training data and the machine learning program fits a function to these data
to learn Y as a function of X.
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2.2.2 Machine Learning and Scheduling: Related Research

Kotsiantis [8] gives an overview of a few supervised machine learning techniques,
like artificial neural networks, decision trees, Naive Bayes, support vector
machines etc. Priore et al. [15] present a review of machine learning in dynamic
scheduling of flexible manufacturing systems. Most approaches are based on
artificial neural networks and are described in the following.

A neural network based controller, consisting of an adjustment module and the
equipment level controllers, was proposed for scheduling and controlling a man-
ufacturing cell by Sun and Yih [20]. The adjustment module considers the user
objectives and the current performance levels to determine the relative importance
of performance measures. Based on these importance, values and current machine
status, the equipment level controller, implemented by a neural network, selects a
proper dispatching rule and the jobs are processed accordingly. The training
samples for each equipment level controller are calculated by a one-machine
simulation and modified to reflect the impacts of different dispatching rules on the
system performance.

El-Bouri et al. [7] used a neural network to select dispatching rule in a job
shop. They chose small scenarios with 5 machines and investigated 3 rules. To
train the neural network they calculated optimal solutions for 10, 15 and 20 jobs.
The neural network was used to select one rule for every machine. With this
approach they were able to get better results than just using one of the rules on
every machine. The drawback of this approach is that it is limited to scenarios
with only a few machines and jobs, otherwise no optimal solutions for learning
could be generated.

Mouelhi-Chibani and Pierreval [11] use a neural network to dynamically
switch dispatching rules on every machine depending on the current system state.
They have selected four system parameters (e.g. shop load) and 22 system state
variables (e.g. average slack time of jobs in the first queue), which the neural
network uses to decide which rule should be applied. They train the neural net-
work with preliminary simulation runs. The scenario they selected consists of only
two machines and the set of dispatching rules consists of SPT and EDD. They
outperform the static use of rules, but not that clearly, which might be due to the
small scenario.

These are interesting approaches, but the results seem to have potential for
improvement. It is not clear if this is due to the selected scenario or the learning
technique. There has been no study of Gaussian processes for selecting dispatching
rules dynamically until now. Since they have shown good results compared to
other machine learning techniques [18], this seems to be a promising approach,
which is investigated in the remainder of this paper.
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2.3 Gaussian processes

2.3.1 Introduction

O’Hagan [13] represents an early reference from the statistics community for the
use of a Gaussian processes as a prior over functions, an idea which was only
introduced to the machine learning community by Williams and Rasmussen [22].
As stated before we have a simulation model implicitly implementing a (noisy)
mapping between a vector of state variable (in our case containing, e.g. utilization)
and the objective function (mean tardiness) y = f(x) + ¢. The learning consists of
finding a good approximation f*(x) of f(x) to make predictions at new points X.
To learn such a model using GP requires some learning data as well as a so-
called covariance function. This covariance function, sometimes called kernel,
specifies the covariance between pairs of random variables and influences the
possible form of the function f* learned. For our study the squared exponential
(SE) covariance function is selected, because it should be able to fit to our data
well and is a common choice in applications of GP. It is depicted in Eq. (1):

1
ky (xp,x4) = O'J% exp (_ﬁ (xp — xq)2> + 628, (1)

The squared exponential covariance function used in our experiments has three
hyper parameters. There is the length-scale 1, the signal variance J%and the noise

variance oﬁ. These parameters of a covariance function can be used to fine-tune the
GP-model, thus learning of a Gaussian Processes model requires having some
learning data, choosing an appropriate covariance function and choosing a good
set of hyper parameters. For further information see [17, Chaps. 2 and 4].

2.3.2 Application and Example

Gaussian processes provide a quality estimate of their predicted value. This is
denoted by the shaded area in Fig. 1. Ten noisy training points are given and since
there is noise the standard deviation close to the training points is small, but not
exactly zero. In between two points as well as at the beginning and the end the
quality of the estimates decreases.

Learning with Gaussian processes is done by selecting a covariance function
and setting its free hyper parameters. For our study the squared exponential
covariance function is chosen. To learn, or optimize the hyper parameters, the
marginal likelihood should be maximized. Details and mathematical background
can be found in [1 Chaps. 5, especially Eq. (5.9), p. 114]. Basically, the hyper
parameters are chosen in a way that the generalization error, which is the average
error on unseen test examples, is minimized. This is done with cross-evaluation by
splitting the training data in learning and test data. The training error is not
optimized, because this may lead to over-fitting the data.


http://dx.doi.org/10.1007/978-3-642-30749-2_2
http://dx.doi.org/10.1007/978-3-642-30749-2_4
http://dx.doi.org/10.1007/978-3-642-30749-2_5
http://dx.doi.org/10.1007/978-3-642-30749-2_5
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Fig. 1 Example of a Gaussian process regression function with 10 noisy training points
observed. The mean prediction is shown as a black line and the shaded area denotes twice the
prediction uncertainty

Additionally, since hyperparameters can be interpreted as length-scale param-
eters in the case of the squared exponential covariance function further optimi-
zations can be performed. Rasmussen and Williams [17] describe the hyper
parameters informally like this: “how far do you need to move (along a particular
axis) in input space for the function values to become uncorrelated”. Thus, the
squared exponential covariance function implements automatic relevance deter-
mination (ARD) [12], since the inverse of the length-scale determines how rele-
vant an input is. A very large length-scale value means that the covariance will
become almost independent of that input. ARD has been used successfully for
removing irrelevant input by several authors, e.g. Williams and Rasmussen [22].

3 Approach and Experimental Setup
3.1 Approach: Switching Dispatching Rules

The main focus of our research is to develop a new scheduling method, which uses
local and global information to make scheduling decisions. Therefore, we suggest
learning performance models of the dispatching rules with Gaussian process
regression to select the best rule for the current conditions. This is a promising
approach, since the major drawback of dispatching rules is their lack of a global
view of the problem. Rules approach the overall scheduling problem by taking
independent scheduling decisions based on the current, local conditions at the
particular machine without consideration of the negative effects they might have
on future decisions and on the overall objective function value.
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The performance models are learned by preliminary simulation runs, which add
a global perspective on the system behavior to the local decision rules.

3.2 Scenario Description

The type of problems we address, are dynamic shop scenarios. Our computational
experiments are based on the dynamic job-shop scenarios from Rajendran and
Holthaus [16]. In total there are 10 machines on the shop floor, each job entering
the system has to visit each machine once, using a random routing, i.e., machine
visitation order is random with no machine being revisited. Processing times are
drawn from a uniform discrete distribution ranging from 1 to 49 min. The due
dates of the jobs are determined by a due date tightness factor, a job’s due date is
set to x-times the job’s total processing time + release time. Job arrival is a
Poisson process, i.e., inter-arrival times of jobs follow an exponential distribution.
The arrival rate is set to yield a desired long term utilization level of each machine.

The dynamic experiments simulate the system for a duration of 12 months,
(about 18,000 jobs), using changing utilization rates and due date factors. All
results in Sect. 4 are based on these dynamic setting. The utilization rate of the
shop, i.e., arrival rate, is oscillating between 0.75 and 0.99 following a sine
function with a period length of 30 days. The sine function to generate due date
factors has a period length of 15 days and oscillates between 2 and 7. Performance
figures are calculated averaging the tardiness of all jobs started within the simu-
lation length of 12 month.

To generate the learning data we are only interested in the performance for a
specific setting of utilization and due date tightness. We therefore closely follow
the procedure from Rajendran and Holthaus [16]. We start with an empty shop and
simulate the system until we collected data from jobs numbering from 501 to
2,500. The shop is further loaded with jobs, until the completion of these 2,000
jobs [14]. Data on the first 500 jobs is disregarded to focus on the shop’s steady
state behavior.

3.3 Investigated Dispatching Rules

To have a set of dispatching rules, out of which the best for each system condition
can be selected, we have selected several dispatching rules from the literature. The
first four are standard rules being used for decades; the fifth rule was developed by
Holthaus and Rajendran [6] especially for their scenarios. If the rules calculate the
same priority for more than one job, we use ERD (earliest release date) as a
tiebreaker.

SPT—Shortest Processing Time First: SPT breaks ties by choosing the job with
the shortest processing time for its imminent operation. Although this rule
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primarily aims to reduce the flow time of jobs (the difference between its com-
pletion and release time), SPT has shown to effectively minimize total tardiness
when most jobs cannot meet their due dates, because of a tight due date settings
and/or a high shop utilization.

EDD—FEarliest Due Date: EDD resolves ties among equally weighted jobs by
prioritizing the job with the earliest due date, therefore tending to decrease the
maximum tardiness of all jobs. Contrary to SPT, the EDD rule is known to perform
well for total tardiness when the shop is not congested and most jobs can be
completed in time.

FCFS—First Come First Served: FCFS selects the job that has been in the
buffer for the longest time. Though FCFS generally exhibits a modest tardiness
performance, it is easy to implement and often serves as a benchmark.

MOD—Modified Operation Due Date: MOD orders the queue of waiting jobs
by the larger of each job’s operation due date (d; ;,,) minus the current time (¢) or
each job’s operation processing time (p;;,,). Therefore, if all jobs in the queue
have positive slack (no job is in danger of missing its due date) then MOD
dispatches them in earliest operational due-date (ODD) order. If all jobs have
negative slack (all jobs are in danger of missing their due dates), then MOD works
like SPT to reduce shop congestion. MOD is defined as follows:

MOD; = max(p; ims, dijm: — 1) (2)

2PTPlusWINQPIusNPT — 2Processing Time + Work in Next Queue + Next
Processing Time: This rule was suggested by Holthaus and Rajendran [6] and
consists of three parts. First, the processing time on the current machine is con-
sidered. Secondly, the Work in Next Queue is added: WINQ—jobs are ranked in
the order of a (rather worst case) estimation of their waiting time before processing
on the next machine can start. This estimation includes the time needed by a
machine m to finish its current job plus the sum of processing times of all jobs
currently waiting in front of m. The job where this sum is least has the highest
priority. Thirdly, the processing time of a job’s next operation (NPT—~Next
Processing Time) is added.

2PTPIusWINQPIusNPT; = 2p; jm + WINQ; + Diimi+1 (3)

3.4 System Architecture

For the simulation experiments of this paper we use Jasima,' a self-implemented
discrete-event simulation. Jasima is very roughly based on a Java-port of the
SIMLIB library [9], as described in (Huffman 2001). It is an efficient simulation

' http://code.google.com/p/jasima/
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which can utilize multiple cores, and offers a variety of dispatching rules and the
flexibility to implement complex scheduling scenarios such as the one used in this
paper.

For the Gaussian processes, we have used the software examples provided by
Williams [21] and adapted them for our scenarios. The calculations have been
performed with MatLab from MathWorks. The MatLab Builder JA is used as an
interface between the simulation software and the Gaussian processes.

4 Experiments and Results
4.1 Simulation Runs and Rule Performance

At first we performed simulation experiments with each of the dispatching rules
in our scenario with oscillating utilization rates and due date factors as described
in 3.2. The results are shown in Table 1 and Fig. 2. The 2PTPlusWINQPlusNPT
and the MOD rule performed similarly and significantly outperformed the three
other rules. Thus, we decided to take these two for our dynamic switching
experiments.

The confidence interval has been calculated with the paired-¢ method, described
in Law [9]. Therefore, the differences in each of the 30 replications between one
rule and the MOD rule are calculated. Let Z; be the differences with j = 1...30.
The confidence interval can be constructed as follows:

-2
Z(n) == 4)
With
_ rz-Zw)
Var [Z(n)] :’n(n—_]) (5)
and

we can the form of the (approximate) 100(1 — o) percent confidence interval:

Z(n) £ ty_1,1-3\/ Var [Z(n)] (6)

If the interval does not contain zero the two perform rules are significantly
different.
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Table 1 Simulation results with 30 replications and paired-t confidence to MOD

Rule Mean tardiness in Difference to  Paired-t confidence interval to
min; (standard error) MOD in min  MOD (approx. 99 %)
FCFS 532.8 (11.3) 310.3 [298.2-322.4]
EDD 340.7 (7.1) 118.2 [113.1-123.3]
SPT 282.2 (7.8) 60.4 [57.4-63.4]
2PTPlusWINQPIusNPT 222.9 (6.3) 0.4 [-1.9-2.7]
(non-significant)
MOD 222.5 (7.0)
00 - == == === === mm oo
500 - e
E 400F--| e
@
@ 300f--  t-----| emmmmmmom e
=
©
R S I REEbl N EEt it B et il BN EEEE |--
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dispatching rules

Fig. 2 Simulation results in mean tardiness with 30 replications; 99 % confidence level to MOD
(paired-t confidence interval)

4.2 Preliminary Simulation Runs and Gaussian
Process Regression

To learn performance models of the two selected dispatching rules, we performed
preliminary simulations runs with both rules and different system conditions. For the
system conditions we selected two parameters, which are the input for the Gaussian
processes. The first is the system’s utilization and the second is the due date factor,
which defines the job’s due date tightness. These two system parameters have been
combined in 650 combinations. We have performed simulation runs with system
utilizations from 75 % till 99 % and have combined each of these with due date
factors from 2 to 7 (in 0.2 steps). The five selected dispatching rules described in Sect.
3.3 have been evaluated for all these parameter combinations. Our performance
criterion is mean tardiness, but the general approach is applicable to other objective
functions as well. Each result for each combination of utilization, due date factor and
dispatching rule is the average of 20 independent replications to get reliable estimates
of the performance of our stochastic simulation.

If the interval does not contain zero the two perform rules are significantly
different.

If simulation runs are expensive and more system parameters are considered,
not all parameter combinations can be simulated in advance. This is where
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Table 2 Simulation results with 30 replications and paired-t confidence to MOD

Rule Mean Difference to Difference  Standard Paired-t confidence to
tardiness in MOD in min to MOD in error MOD (99 %) [interval
min % delta]

MOD 222.47 0.00 0.00 6.96 0.00

GP 15 212.00 —10.47 —4.71 6.40 2.19

GP 45 210.28 —12.19 —5.48 6.33 224

GP 90 209.01 —13.46 —6.05 6.52 2.00

GP 360 207.99 —14.49 —6.51 6.17 4.62

GP 650 207.50 —14.97 —6.73 6.46 4.22

Simulation results

tardiness differences to
MOD rule [m]
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GP 15 GP 45 GP 90 GP 360 GP 650 (all)

Switching with Gaussian processes - (number learned data points)

Fig. 3 Simulation results in mean tardiness; 99 % confidence level to MOD (paired-t confidence
interval); GP x, with x being the number of data points used for the regression model

supervised machine learning techniques can play an important role, helping to
select the best dispatching rule with only a few simulations runs as a learning data
set. Therefore, we also investigated how the number of learning data points affects
the quality of the learned models and the scheduling results in the end for our
chosen scenario. For the selection of data points, i.e. a combination of utilization
rate and due date factor, we used latin hypercube designs (e.g. [10]).

4.3 Simulation of the Dynamic Scenario with Switching
Between Rules

With the help of the preliminary calculated regression models, we are now able to
run the dynamic simulation studies. The scenario described in Sect. 3.2 is char-
acterized by oscillating utilization rates and due date factors. These utilization
rates and due date factors are unknown to our scheduling rules, thus they need to
be estimated. Both values are calculated locally at each machine. The mean uti-
lization rate of the last 24 h at the machine is calculated as an estimate for the
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utilization rate. The mean due date factor of the waiting jobs are calculated simply
by averaging the due date factors the jobs started with when they entered the
system.

The results in Table 2 and Fig. 3 show that the mean tardiness in our scenario
can be reduced by 6.73 % if all data points are used for learning the static
regression models. Even with only 15 preliminary simulation runs the mean tar-
diness can be reduced by almost 5 %. Compared to less sophisticated rules savings
are much higher: SPT (26.5 %), EDD (39.1 %) and FCES (61.1 %)

For our simulation runs we considered 5 different Gaussian process regression
models with 15, 45, 90, 360 and 650 data points randomly selected with a latin
hypercube design from our preliminary simulation runs. The results show that
more data points lead to better models and thus to lower mean tardiness levels.
Since we have only studied one model for each number of data points, no general
conclusion can be made, however, how many data points are generally needed for
satisfying regression models.

5 Conclusion and Outlook

In dynamic manufacturing scenarios with frequently changing system parameters
adaptive scheduling approaches improve the performance of dispatching rule
based scheduling. In our study we have shown, that Gaussian process regression
models can be used to learn dispatching rule behavior under different system
conditions. These models, which are gained with by few preliminary simulation
runs, add global knowledge to each local decision unit. Before a rule decides
which job to select next, a machine selects the best dispatching rule for the current
system conditions first. Our results have shown that improvements of more than
6 % can be achieved.

To our knowledge this is the first time, that Gaussian process regression models
have been used to switch between dispatching rules in a dynamical scenario. Their
advantage compared to other machine learning techniques is, that they provide
solid regression models, even with only a few data points and they provide an
estimate of the quality of their predictions. In further studies we want to explore
how these estimates can be used to optimize the selection of necessary learning
data. Especially, when more system parameters are used and models get more
complex this becomes an important factor.

In further studies the underlying scenario could be extended e.g. to semicon-
ductor manufacturing, which is more complicated (i.e. sequence depending setup
costs, batch machines etc.). Switching rules in such a scenario might increase the
performance strongly, e.g. when the product mix changes and a batch machine
becomes the bottleneck, the effect of different rules on the objective can be severe.
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An Al Based Online Scheduling
Controller for Highly Automated
Production Systems

Emanuele Carpanzano, Amedeo Cesta, Fernando Marino,
Andrea Orlandini, Riccardo Rasconi and Anna Valente

Abstract Highly automated production systems are conceived to efficiently
handle evolving production requirements. This concerns any level of the system
from the configuration and control to the management of production. The proposed
work deals with the production scheduling level. The authors present an Al-based
online scheduling controller for Reconfigurable Manufacturing Systems (RMSs)
whose main advantage is its capacity of dynamically interpreting and adapting any
production anomaly or system misbehavior by regenerating on-line a new sche-
dule. The performance of the controller has been assessed by running a set of
closed-loop experiments based on a real-world industrial case study. Results
demonstrate that the capability of automatically synthesizing plans together with
recovery actions severely contribute to ensure a high and continuous production
rate.
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1 Introduction

Highly automated production systems can efficiently compete in evolving
production environments if they implement at various levels the capability to adapt
or anticipate a change in the production requirements [1-3]. This for Reconfigu-
rable Manufacturing Systems (RMSs) means to have a set of reconfigurability
enablers related either to the single component of the system such as the mech-
atronic device, the spindle axes, or related to the entire production cell and the
system layout so that any change of the production demand can be accomplished
by implementing the required enablers [4, 5]. For Focused Flexibility Manufac-
turing Systems (FFMSs) the responsiveness towards the changes relies on the
production evolution forecasting. The production system is preliminarily equipped
with a set of flexibility degrees designed on the basis of the foreseen events which
results available at the moment the change occurs [6, 7]. Differently from RMSs
and FFMSs, Flexible Manufacturing Systems (FMSs) represent the most flexible
family of system solutions. This allows developing a system that is robust to any
production requirement evolution [8—10].

Besides the specific system architecture, any highly automated system is
expected to be structured in hardly coupled levels so that any adaptation and
recovery action would be comprehensively and persistently streamed across the
various layers. Together with an interoperable system infrastructure, this also
requires that approaches and methodologies, traditionally developed for each
production level in a myopic way such as production and automation, would be
conceived exploiting the integration.

A particularly sensitive case concerns the integration of production and auto-
mation layers whose scarcely efficient integration severely affects the system
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global performance [11, 12]. A production schedule module designed for highly
automated systems must be able to manage both exogenous (e.g. change of
volumes or machining features) and endogenous events (e.g. machine failures or
anomalous behavior). Concurrently, it must close the loop with the automation
dispatching module that is responsible for mapping production tasks to the related
automation tasks that are assigned to the devices coherently to the sequence of jobs
to be processed. Based on the actual execution of the tasks, the dispatching module
feeds back the current status to the production schedule module that can decide to
eventually correct the plan (Fig. 1).

The current work addresses the production and automation synchronization
problem from the scheduling perspective. The paper is structured as follows:
Sect. 2 presents the dynamic production scheduling approach; Sect. 3 introduces
the industrial application to a case study; Sect. 4 describes the formulation of the
scheduling model; Sect. 5 outlines the major benefits of the approach while a final
section closed the paper.

2 The Proposed Approach

With specific focus on the RMS management aspects, the production scheduling
problem implies the capability to develop a short term production plan based on
the inputs generated by the capacity planning problem that can be easily and
efficiently adjusted and regenerated once a production or system change occurs.
There is a number of production scheduling approaches considering changes, both
static [13] and dynamic [14].

In [12] we proposed to address the production scheduling problem using the
Constraint Satisfaction Problem (CSP) formalism, as it allows to naturally express
the features needed to model scheduling problems under uncertainty [14] (e.g., it
allows to easily provide the search algorithms with domain-specific heuristic, and
to naturally represent flexible solutions). Synthesizing a production plan basically
entails assigning the available resources to the jobs that are to be processed in the
plant with a temporal horizon of the shift; once jobs are allocated to the resources,
the schedule is passed to the automation layer that translates the production
scheduling in automation plans.

Should disrupting events occur during execution (e.g., machine breakdowns),
representational flexibility provides the schedule with strong reconfiguration
capabilities, as alternative plans can be quickly produced that use the undisrupted
resources, therefore minimizing bottlenecks.

2.1 Modeling the Scheduling Features

The base scheduling problem model employed in this work conforms to the
Resource Constrained Project Scheduling Problem with Time Lags (RCPSP/max),
this is to open the possibility to import a robust algorithmic experience on the
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problem [14, 15]. The RCPSP/max can be formalized as follows: (i) a set V of n
activities must be executed, where each activity a; has a fixed duration d;. Each
activity has a start-time S; and a completion-time C; that satisfies the constraint
S; +d; = Cj; (i) a set E of temporal constraints exists between various activity
pairs <a;,a; > of the form S; — §; € [T{;””, Tl;"“"] called start-to-start constraints
(time lags or generalized precedence relations between activities); (iii) a set R of
renewable resources are available, where each resource 7; has a integer capacity
cx > 1. The execution of an activity a; requires capacity from one or more
resources; for each resource ry the integer rc; represents the required capacity (or
size) of activity a;. A schedule § is said to be time-feasible if all temporal
constraints are satisfied, while it is resource-feasible if all resource constraints are
satisfied (let A(S,1) =i € V|S;<t<S,; + d; be the set of activities which are in

progress at time f and ri(S,7) = 3 _c4(s,) 7¢jx the usage of resource r, at that same

time; for each ¢ the constraint r(S,#) <c¢; must hold). The solving process is
performed exploiting a makespan optimization scheduling algorithm called ISES
(Iterative Sampling Earliest Solutions) [15]. The ISES solving algorithm basically
proceeds by detecting the sets of schedule activities that compete for the same
resource beyond the resource maximum capacity (conflict sets) and deciding the
order of the activities in each set, through the insertion of further temporal
constraints between the end time of one activity and the start time of the other, to
eliminate conflicting overlaps.

2.2 The Dynamic Scheduling Control Architecture

In this work, we present a real-time control architecture (see Fig. 2) endowed with
the flexible production scheduling capabilities discussed above in order to
dynamically synthesize updated scheduling solutions as required by the continu-
ously changing environmental conditions.

As shown in Fig. 2, the proposed intelligent execution system architecture (i.e.,
see the upper-left box in Fig. 1) is designed to provide/receive data to/from the
automation layer, and is composed of three different modules, each one holding
different responsibilities. The Controller is the main component of the architecture
and is in charge of: (i) invoking the Scheduler in order to ask for new solutions
whenever a new job is entering the system (find solution command, see also the
following point iv); (ii) updating the internal model of the system according to the
observations received by the Dispatcher (modify model command); (iii) detecting
any possible cause (e.g., anomalous behaviors, failures, etc.) leading to plan
unfeasibility; (iv) invoking the Scheduler in order to reschedule the current solution
and possibly produce a new feasible solution; (v) disposing completed tasks from
the current model. Whenever invoked by the Controller, the Scheduler is respon-
sible for (i) producing the initial solution needed to initiate the production process
starting from a given problem, and (ii) rescheduling the current solution when it
becomes unfeasible due to the onset of some exogenous event. Finally, the
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Fig. 2 The overall control architecture

Dispatcher is responsible for (i) realizing the communication from the automation
level to the rest of the architecture (all messages coming from the field are pre-
processed by the Dispatcher and the related data are forwarded to the Controller),
and (ii) dispatching solution-related plan activation signals to the automation layer.

The overall architecture is implemented in Java as a composition of three
concurrent and asynchronous processes that interact in a coordinated way to
control the production process. In addition, one additional component has been
implemented in order to record and store in a database the information flowing
within the control system and to provide a human operator with a graphical view
of the collected data. Finally, the communication between the control architecture
and the automation level has been implemented through the use of the OPC
protocol. According to the ISA95 standard, such protocol is fully compatible for
Supervisory Control And Data Acquisition (SCADA) connection.

2.3 Representing Maintenances and Recovery Actions

In order to make the execution domain as close as possible to the real production
system environments, besides the ordinary production tasks the system is able to
accommodate maintenance activities (ordinary and extraordinary) as well as
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Fig. 3 Shop-floor layout and FRC location

recovery actions that should be executed after a machine failure. Ordinary main-
tenances are generally scheduled in the plan according to their due frequency,
extraordinary maintenances are scheduled in case of anomalous machine behaviors,
while recovery actions are instead inserted in the plan on occurrence of particular
machine failures. The urgency (i.e., the execution immediacy) of the extra-main-
tenance will be decided on the basis of the gravity of the occurred anomaly, which is
assessed by the Controller’s Anomaly Diagnosis module (see Fig. 2). It should be
noted that as opposed to anomalies, which entail a degraded machine performance
and therefore cause a limited impact on the productive process, we assume failures
entail the complete inoperability of the affected resource until the failure is resolved
(see Sect. 3.1 for details related to the use case considered in this work).

3 Industrial Case Application

The proposed scheduling approach has been applied to an industrial case per-
taining to a reconfigurable production line for the manufacturing of customized
shoes, representing the European Best Practice in mass customization. The pro-
duction system is composed by 5 manufacturing cells connected by a flexible
transport system composed by rotating tables. The last automated manufacturing
island in the shop-floor (Fig. 3) is the Finishing Robotic Cell (FRC), responsible
for the shoe finishing before packaging and delivery [16].

As illustrated in Fig. 4, the FRC consists of four machine units, respectively an
ABB robot (R1), the island from/to which parts are un/loaded (R2), a controlled
brushing machine (R3), a creaming machine (R4) and a spraying machine (RS).
The robot operates as pick and place and fixturing system; it loads the semi-
finished shoe from the island (or rotary table) and, according to the part program,
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Fig. 4 Resource composing
the FRC

transports the part to the related machines, holding the part while the machine is
processing it, as a proper fixturing system. Creaming and spraying machines are
equipped with two inter-operational buffers with 9 slots each.

As far as the FRC automated system is concerned, the FRC controller is con-
nected with the transportation system Programmable Logic Controller (PLC), the
SCADA of the entire line and the low lever cell controller modules. Three types of
activities are achieved by means of the existing control architecture: Communi-
cation-synchronization with production line controller; Synchronization of tasks in
the finishing cell; Control of finishing operations such as rotation speed of the felt
rollers, check of spray pressure and drying time, tracking of actual operation
execution times compared to nominal expected ones.

3.1 Production and Management Features of the FRC

The FRC finishing process can be clustered in three main families: creaming
processes, spraying processes and brushing processes. A typical process sequence
is structured in the following steps: part loading; brushing for cleaning the raw
piece of dust; finishing by spraying or creaming operations; drying in the buffer;
brushing; unloading the finished part.

As highlighted in [12], the considered family of products consists of 8 different
part types (i.e., 4 woman models and 4 male models). The processing of each part
is to be further divided into the left and right subparts of each shoe model. The
production of all parts can be described in terms of the task sequences presented in
Table 1. Given a specific shoe model, the left and right part of the model can be
produced by means of the same sequence type for both female and male items.
However, the durations of the sequence tasks can vary depending on the product
type, resulting in 16 different process sequences in total.
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Table 1 Description of operation sequences

Sequence #1 Sequence #2 Sequence #3 Sequence #4
Load Load Load Load
Brushing Brushing Spraying Creaming
Spraying Creaming Unload Unload
Unload Unload Buffering Buffering
Buffering Buffering Load Load

Load Load Brushing Brushing
Brushing Brushing Unload Unload
Unload Unload

Table 2 Maintenance operation time matrix [sec]

Maintenance task [Rate] Rl R2 R3 R4 R5 Cellstop Frequency
Fill cream tank 90 No 1/day
Creaming machine cleaning 60 No 12/day
Creaming machine nozzle cleaning 3 No 2/hour
Fill spray tank 60 No 1/day
Spraying machine cleaning 60 No 12/day
Spraying machine nozzle cleaning 3 No 2/hour
Fill wax in brushing machine 60 No 1/day
Gripper calibration 15 No 1/day

Table 3 Failure modes

Failure types R3 R4 RS Duration (mins) Cell stop
Wax is not reaching X 2 No
Brush slider is not moving X 2 No
Brush does not rotate X 2 No
Dosage is not working X 5,15 No, Yes
Cream does not arise from sponge X 15,25 No, Yes
Spray pistol is not responding to control signals X 10,20 No, Yes
Only air emerges from the spray pistol X 5 No
Anomalous spray pistol jet X 10 No

As stated earlier, besides the production tasks a number of maintenance oper-
ations need to be foreseen and scheduled to ensure the FRC health. Table 2
synthesizes a few examples of maintenance tasks for FRC resources, considered in
this work; in the table, the listed maintenance activities are associated to the
related resource, and it is specified whether a stop of the cell is required. The table
reports the average expected time (in seconds) for carrying out each maintenance
activity as well as the maintenance rate indicated in brackets.

Besides the maintenance tasks, a set of FRC failures have also been systemized
and clustered by type in this work (see Table 3). Each failure type mapped upon
resources is associated to a number of suitable troubleshooting strategies.
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Table 4 Maintenance tasks required from assessment of sensor signals

Maintenance type Physical source of measured data Orange  Red
% %
Fill cream tank Level sensor 10-20 0-10
Fill spray tank Level sensor 10-20 0-10
Fill wax in brushing machine  Level sensor 10-20 0-10
Gripper calibration Force sensor 10-20 0-10
Creaming machine cleaning Visual sensor + filter 4+ product quality 15-30 0-15
Spraying machine cleaning Visual sensor + filter + product quality 15-30 0-15
Creaming machine nozzle Cream consumption + valve + product 15-30 0-15
cleaning quality
Spraying machine nozzle Spray consumption + valve + product 15-30 0-15
cleaning quality

An efficient execution of maintenance and/or recovery tasks relies on a persistent
signal interpretation to assess the system status. This evaluation is crucial to
identify the gap between actual and nominal system behavior and consequently the
related actions to be implemented. Table 4 outlines few examples of signal
information associated to the need to undertake specific maintenance tasks. For
each considered machine maintenance, the table shows: (i) the polled sensors, and
(i1) the predefined signal threshold values beyond which anomalies of different
gravity are recognized (e.g., severe (red) anomalies are detected when the
weighted sum of the anomalous readings obtained from sensors goes below 10 %).

4 The Scheduling-Based Controller

As explained in [12], the FRC scheduling problem is modeled in CSP terms
adopting a combination of modeling strategies that allows to capture all the
significant aspects of the problem that the solving process must reason upon.

4.1 Modeling in the Static Case

The reader interested in the base model details can refer to [12]; in that work, we
focused on a model abstraction suitable for the static problem solving case, which
has allowed us to: (1) decrease the number of involved tasks guaranteeing no loss
of expressiveness, and (2) re-use partially modified, if at all, off-the-shelf sched-
uling algorithms for the solving process.

The solution provided in [12] was taking advantage of the robot acting as a
critical resource, which allowed the two task subsequences immediately preceding
and following the buffering operation to be grouped in two single blocks (the
dashed boxes in Fig. 5). In order to allow for a finer treatment of machine faults



114 E. Carpanzano et al.

d=[80, + =]
b buffering [CB or SB)

{ _d=s d=6 d=14 d=5 I} d=5 d=6 d=5
H load H brushing H spraying H unload - 24%3, én-| load H brushing H unload |'*
i13.3] 6.5 16,6 16.6) 16,6 16.6] 13.3)
robot | | robot |
I BM BM
’ SM I
buffer I

time

Fig. 5 An example of FRC task sequence (BM = Brushing Machine, SM = Spraying Machine)

and maintenance operations, in the present work it is necessary to abandon such
aggregated model and keep each individual sequence task separated. Figure 5
depicts a typical sequence that entails the utilization of a subset of FRC machines
and tools, e.g., the brushing machine and the spraying machine, as well as one of
the two available buffers. Each sequence task is characterized by a nominal
duration d, and consecutive tasks are separated by temporal constraints [a,b]
where a and b are the lower and the upper bound of the separation constraint. The
actual constraint values depicted in Fig. 5 are consistent with the real robot
transition times (e.g., the 6 value between the brushing and the spraying tasks
represents the time that the robot takes to go from the brushing machine to the
spraying machine passing through the home position), while the negative con-
straint values shown in red characterize the fact that the buffering operation
actually starts 3 seconds in advance with respect to the end of the first dashed box,
because the robot must however return to its home position before commencing
any other action.

4.2 The Dynamic Model

In order to allow the management of the schedule in a dynamic context, i.e.,
continuously absorbing all the modifications that pertain to the occurrence of
exogenous events as well as to the simple passing of time, it has been necessary to
extend the previous model with online knowledge-capturing and management
features. In our framework, such features are added using an asynchronous event-
based model.

All the information about the environmental uncertainty (e.g., endogenous and/
or exogenous events) is organized through an asynchronous message exchange
mechanism among the system modules. These messages convey all the information
relatively to the deviations between the nominal schedule currently under execution
and the real data coming from the automation side of the plant. The Controller is in
charge of acquiring such information, adapting the plan accordingly, and calling for
the necessary rescheduling actions. However, applying a rescheduling to an
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executing plan generally presents some technical difficulties, mainly stemming
from the following circumstances: (i) during the solving phases, all dispatching
and/or event-listening features are temporarily disabled, which brings up the
requirement to keep the rescheduling steps as fast as possible; (ii) the Scheduler
does not have any internal chronological model of the schedule with respect to the
passing of time. In other words, it has no knowledge of past, present and future
relatively its own activities (i.e., it may decide to reschedule one activity into the
past, or postpone the start time of an activity that has already started).

The former issue is taken into account by keeping the number of activities in
the current schedule as low as possible, i.e., by eliminating the activities from the
plan as they terminate their execution, in order to establish a sort of dynamic
equilibrium between incoming and outgoing sequences, after an initial transient.
The latter issue is solved by introducing a number of constraint-based pre-pro-
cessing procedures whose objective is to impose new constraints to the executing
schedules prior to the solving process, so as to force the Scheduler to produce
solutions that reflect the temporal reality of execution. Such procedures are the
following: (i) fixActivity() when the Dispatcher acknowledges from the plant that
an activity has started, the Controller must fix the activity’s start time in the model,
so that it is not shifted by the rescheduling process; (ii) fixActivityDuration() when
the Dispatcher acknowledges from the plant that an activity has terminated, the
Controller must fix the activity’s end time, so that the latter is not modified by any
possible rescheduling process before the activity is eliminated from the current
plan; (iii) disposeCompletedActivity() this procedure eliminates a completed
activity from the model; (iv) prepareRescheduling() this procedure performs the
very important task of inserting in the plan a set of new release constraints
relatively to all the activities that will participate to the rescheduling, so as to avoid
that such activities will be scheduled in the past w.r.t. to the current execution
time. Once all previous preparatory actions are performed, the rescheduling pro-
cedure can be safely called by the Controller. The Scheduler will therefore produce
an alternative solution that (i) is temporally and resource feasible, (ii) satisfies all
problem-related and execution-related constraints, and (iii) complies with the
chronological physical requirements.

5 Experimental Results

In this section, we analyze the dynamic scheduling performances of our archi-
tecture by deploying it to control the execution of a series of typical production
tasks relatively to the FRC case study. In particular, we will test the dynamic
scheduling capabilities of our system by simulating the execution of a determined
number of production sequences, which entails the online scheduling of the con-
tinuously incoming production tasks (equally distributed among the different
process types) and ordinary maintenances (defined in Table 2). Both the temporal
flexibility of the employed model and the rescheduling efficacy of the solver will
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be assessed by simulating the onset of perturbing events of random extent during
each execution. More specifically, we analyze the performances of our architecture
by varying the following settings: (i) we consider randomly variable start and end
times for each incoming task, which affects the overall stability of the solution and
requires the controller to continuously invoke the scheduler in order to adjust the
current solution; (ii) we introduce a number of anomalies on the basis of the values
(described in Table 4) detected by the automation layer sensors, and processed by
the Diagnosis module. Each time an anomaly is detected, the control architecture
reacts by scheduling an extraordinary maintenance activity whose urgency
depends on the severity of the anomaly (orange, red). Maintenance activities may
even cause the complete stop of the cell, and affect in any case the overall
makespan; (iii) according to Table 3, we consider a set of possible failures for each
machine, that may occur during execution. In this cases, the control architecture is
in charge of scheduling the proper recovery task aimed at restoring full machine
operability. As for anomalies, failures may introduce idle production periods, thus
reducing production capability.

The experiments are organized in two different settings, both entailing the
execution of 130 uniformly distributed production sequences. In the First Setting,
5 runs are executed for each resource R; of the FRC. Each run requires the
dynamic scheduling of the continuously incoming production tasks, including the
periodic maintenances. Temporal uncertainty is introduced by considering an
average 10 % randomic misalignment between the nominal (i.e., dispatched) and
the real (i.e., acknowledged) start/end times of the production activities. Each run
is characterized by the onset of a number of anomalies and failures that depends on
the affected machine R;: in particular, every brushing machine will undergo 5
anomalies and 3 failures, every creaming machine will undergo 3 anomalies and 2
failures, and every spraying machine will undergo 3 anomalies and 3 failures (such
numbers are decided on the basis of the available maintenance and recovery
operations for each machine as well as of their durations, as per Tables 2 and 3). In
order to appreciate the benefits of a controller that allows the concurrent sched-
uling and execution of both maintenance and production tasks, a second experi-
mental setting is developed (Second Setting) where all previous runs are performed
anew under the assumption that each maintenance and each failure recovery action
entails a full FRC cell stop. All runs are performed on a MacBook Pro with a
64-bit Intel Core i5 CPU (2.4 GHz) and 4 GB RAM. In the following, we illustrate
the collected empirical results.

Table 5 summarizes the obtained results; the table is horizontally organized so
as to provide the data related to every machine. In particular, for each machine row
the table lists data obtained in the first and second experimental settings (first and
second row) together with the plain value difference and related percentage (third
row). For each setting, the table provides the average values obtained from the five
runs executed on each machine of: (i) the final makespan (i.e., the completion time
of all 130 production sequences), (ii) the overall average time spent in re-
schedulings, (iii) the total number of reschedulings. The obtained results show the
advantage of deploying an online reasoner that allows to continue execution during
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Table 5 Results from the experimental runs

Makespan (mins) Rescheduling time (mins) # of Reschedulings

Brushing Machine

First setting 251 27 129
Second setting 269 30 157

A (4 %) 18 (7.2 %) 3 (11.1 %) 28 (21.7 %)
Spraying Machine

First setting 256 26 130
Second setting 279 28 155

A (4 %) 23 9 %) 2 (7.7 %) 25 (19.2 %)
Creaming Machine

First setting 250 25 127
Second setting 278 28 154

A (4 %) 28 (11.2 %) 3 (12 %) 27 (21.2 %)

maintenances and recovery actions. Regardless of the machine involved in the
performed runs, a significant reduction in makespan can be observed between the
two experimental settings, meaning that the cell succeeds in executing all
sequences in less time. In the table, makespan gains ranging from 18 up to 28 min
are observable, which represent a significant improvement when measured against
a total run time of 4 h. Such gains are more evident for the machines that are
characterized by longer maintenance and recovery actions (i.e., spraying and
creaming). In case of long maintenances or recoveries, the capability to continue
the execution of the tasks already scheduled on the unaffected machines is of great
importance. Another interesting aspect can be observed by analyzing the higher
number of reschedulings necessary in the Second Setting w.r.t. to First Setting
runs; the reason of this stems from the fact that in order to simulate the absence of
the execution controller (Second Setting runs) we have modeled the cell-blocking
condition by considering all maintenances and recoveries as tasks that require the
whole cell; this causes a resource conflict that has to be solved by means of a
rescheduling each time a maintenance or a recovery must be executed. As a last
observation, the table also confirms that the chosen number of failures and
anomalies injected during all runs for the different machines was well balanced, as
the average total time spent for reschedulings is equally subdivided in all cases of
the same type, despite the durations of the recoveries and maintenances varied
significantly among the machines (see Tables 2 and 3), the reason being that the
longer the recovery/maintenance operation, the higher the possibility of a
rescheduling when it is added to the plan.

6 Conclusions

This work has presented an Al-based online scheduling controller capable of
dynamically manage a production plan under execution in uncertain environmental
conditions. The capabilities of the proposed scheduling controller have been tested
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with reference to a real-world industrial application case study. The series of
closed-loop experimental tests concerning the execution of reality-inspired
production plans (i.e., complete with regular maintenances, as well as random
failures and anomalies), demonstrate that thanks to the adopted flexible model, the
proposed controller enhances the current production system with the robustness
necessary to face a subset of typical real-world production requirement evolutions.
The current results confirm that the deployment of continuous rescheduling
capabilities on a temporally flexible plan model positively contribute to the overall
efficiency of the production plant, by allowing the execution of the planned
number of jobs in less time. The authors work is currently ongoing with the further
objectives of (i) improving the controller’s rescheduling optimization capabilities
in environments characterized by a higher number of tasks, and (ii) expanding the
controller’s uncertainty management capabilities to the whole actual set of FRC
exogenous events, which represents a necessary step before commencing any
experimentation on the real field.
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Abstract In the scheduling of manufacturing systems, uncertain events are rather
the rule than the exception and are the main responsible of cost increase due to
missed due dates, resource idleness, higher work-in-process inventory. Robust
scheduling approaches aim at devising schedules insensitive, at least to some
degree, to the occurrence of uncertain events. However, robust scheduling must
always deal with finding a balanced compromise between expected profit and the
protection against extremely unfavorable events having a low occurrence proba-
bility. Tackling this problem implies being able of estimating the distribution
probability associated with a scheduling objective function, or at least some of its
quantiles. In this paper we propose a Markovian approach to estimate the distri-
bution of the completion time of a general network of activities. Grounding on this
estimation, an estimation of the objective function distribution can be easily cal-
culated. To demonstrate its viability, the proposed approach is applied to a real
industrial case in the machining tool sector.
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1 Introduction

In production, differences between projected future and actual execution of the
schedules are rather the rule than the exception. Uncertainty may stem from a
number of possible sources, both internal and external. Activities may last more or
less than originally estimated, resources may be unavailable, materials may arrive
behind schedule, ready times and due dates may change, new activities like
reworks could be inserted in the plan. A disrupted schedule incurs high costs due
to missed due dates and deadlines, resource idleness, or higher work-in-process
inventory [1].

Academic research has recently investigated robust scheduling approaches to
make schedules insensitive, at least to some degree, to disruptions. Robust
approaches aim at reacting to the occurrence of uncertain events (reactive
approaches) or at protecting the performance of the plan by anticipating, to some
extent, the occurrence of uncertain events (proactive approaches) [2]. However,
the vast majority of robust approaches rely on the minimization of the expected
value of a performance indicator (i.e., the expected tardiness). Although providing
a significant improvement with respect to pure deterministic approaches, such
objective functions do not entirely model the concept of robustness. In fact,
minimizing the expected tardiness aims at assuring an average good performance
in terms of due date satisfaction, but does not protect against the worst cases if
their probability is low.

Protection against worst cases is a basic attitude in management decisions. Plant
managers facing uncertainty always try to maximize some profit measure but, at
the same time, want to avoid the rare occurrence of unfavorable situations causing
heavy losses. Hence, a balanced compromise has to be found between expected
profit and acceptable risk. Translating the risk concept into the scheduling area
implies being able to estimate the distribution probability associated with a
scheduling objective function, or at least some of its quantiles [3]. However, for
many scheduling problems, such estimation could be difficult.

In this paper we present an approach to estimate the distribution of the
makespan of an activity network with general distributed activity durations by
means of the time to absorption of a Continuous Time Markov Chain (CTMC)
using a Phase Type (PH) approximation for non exponential distributions.
In Sect. 2 the analysis of the related literature is provided while Sect. 3 describes
both the traditional markov chain approach and the extension to generally dis-
tributed activity durations using Phase Types. In Sect. 4 the proposed approach is
applied to a real industrial case related to machining centers production while
Sect. 5 comments the results and outlines possible improvement paths.
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2 State of the Art

A classic problem in the analysis of stochastic project networks is the calculation
of the distribution function of the project completion time (makespan) and also its
moments. However, these problems have been demonstrated to be hard to solve in
general [4]. Researchers, hence, focused on computing proper bounds to estimate
the distribution function. Methods for computing bounds of the makespan distri-
bution have been proposed first in [5-8]. A further approach has been proposed in
[9] allowing the use of some dependency between the distributions of the activity
durations. [10] introduced a unified model for such bounding results in terms of a
chain minor notion for project networks that covers and generalizes all approaches
which are based on the transformation of the given project network into series-
parallel networks. A wide class of approaches give up in estimating the whole
distribution of the objective function and, hence, concentrate on the calculation of
a specific indicator (i.e., the mean or the variance) used to characterize the
schedule [11, 12]. Other approaches rely on stochastic programming to address the
stochastic characteristics of the scheduling problem [13-16].

A different class of approaches are grouped under the name Markov Activity
Network (MAN). MAN has been proposed in the literature as a way of modeling the
execution of a set of activities in a network defining the precedence relations among
them using a markov model. This approach has been first proposed in [17]. Given
that (i) the durations of the activities are mutually independent and (ii) exponentially
distributed, the execution of the activity network can be represented through a
continuous time markov chain (CTMC). Being able to model the execution of the
network of activities as a CTMC provides the capability of exploiting the wide set of
tools devoted to CTMC to analyze the stochastic scheduling problem described by
the network of activities. In particular, the completion of all the activities in the
network can be considered as a state of the markov model, but this can be also seen as
the absorbing state of the markov chain. Analyzing the distribution of the completion
time of the network of activities, hence, correspond to the transient analysis of the
underlying CTMC. In addition, the CTMC also provides definite algorithms to
compute the moments of the completion time. However, the restriction to expo-
nentially distributed activity durations represents a limiting hypotheses, since the
exponential distribution is quite seldom applicable to real industrial problems.

In the field of markov models, Phase Type (PH) distributions can be used as a
tool to provide an approximation of general distributions. Basically, a set of one or
more inter-related Poisson processes are put together to form a new CTMC.
Hence, a PH distribution is the distribution of the time until absorption of a
markov chain with one absorbing state. A proper design of the set of considered
Poisson processes and their relationships provides a tool to fit a general distribu-
tion with a certain degree of accuracy. In fact, each MAN is a PH model, since its
time to absorption, that does not need to be exponentially distributed, is repre-
sented through a system of Poisson processes (the execution of each activity) with
mutual interactions (precedence relations among the activities).
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Fig. 1 AoA activity network
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Let us consider a continuous-time markov process with m states plus a state 0
that is an absorbing state and, in addition, an initial probability vector a being the
probability of the process to start in any of the m + 1 states (phases), The con-
tinuous PH distribution is the distribution of the time from the process’s start to its
absorption in the absorbing state 0

Different approaches have been proposed in the literature to define a proper PH
approximation aiming at best fitting a given general distribution shape [18] or
concentrating on matching a certain number of moments with the minimal number
of phases [19, 20].

3 Description of the Approach

Let us consider an acyclic directed graph G = (V,A) with a set of nodes V =
Vi,V2,..., vy, and a set of arcs A = aj,a,,...,a,. Each arc in V represents the
execution of an activity, hence, the graph is an Activity on Arc (AoA) network and
we can use the term arc or activity as synonymous. The AoA network has a single
source s representing the start of the execution and a single sink ¢ representing the
completion of all the activities in the network. In the model proposed by [17], at
each instant time ¢, an activity could be either idle (= unstarted), or active (= in
process) or finished (= completed). Basically, during the execution of the network
of activities each activity can be in one and only one of the previous defined states
and all the feasible combinations of states of the activities in the network provides
the support for a CTMC. It must be noticed that in [17], the authors also provide a
way of reducing the states to be considered in the CTMC selecting only a subset of
all the possible states that guarantee the modeling of the execution of the CTMC.
This set of states is obtained through the definition of all the uniformly directed
cuts (s,t) in G [21].

As an example we consider the activity of network in Fig. 1 representing the
execution of the activities A, B, C,D and E and the set of precedence relations
among them. The duration of the activities are exponentially distributed with
parameters A4, 4p, Ac, Ap, AE, respectively.



Stochastic Scheduling of Machining Centers Production 125

With the approach proposed in [17] the following set of states can be defined:

(A,B) both activity A and B are in process;

(A, B¥) activity A is in process while activity B is completed and dormant,
i.e. it waits for the completion of C to allow activity E to start;

(B,C,D) activity A is completed, hence, activity C and D are in process while
activity B is still in process;

(B,C*,D) activity B and D are in process while activity C is completed and
dormant, waiting for the completion of B to let E start;

(B,C,D*) activity B and C are in process while activity D is completed and
dormant, waiting for the completion of E to terminate the execution
of the whole network;

(B*,C,D) activity C and D are in process while activity B is completed and
dormant, waiting for the completion of C to let E start;

(B,C*,D*) activity B is in process while both activity C and D are completed.
Activity C is dormant, waiting for the completion of B to let E start
while D is dormant, waiting for the completion of E to terminate the
execution of the whole network;

(B*,C,D*) activity C is in process while both activity B and D are completed.
Activity B is dormant, waiting for the completion of C to let E start
while D is dormant, waiting for the completion of E to terminate the
execution of the whole network;

(D,E) bot activity D and E are in process;

(D,E*) activity D is in process while activity E is completed and dormant,
i.e. it wait for the completion of D to terminate the execution of the
whole network;

(D*,E) activity E is in process while activity D is completed and dormant,
i.e. it wait for the completion of E to terminate the execution of the
whole network;

((Z)) all the activities have been processed, the network has been
completely executed.

Since all the activites in the network are exponentially distributed, the above
described states are the support for the CTMC in Fig. 2.

As stated before, when activity durations are not exponential distributed, the
CTMC only provides an approximation of the real scheduling problem. To address
this issue, PH distributions can be used to approximate non exponential distri-
butions through the time to absorption of a CTMC. PH approximations are pro-
vided for each activity and then joined together to represent the whole scheduling
problem with the associated precedence constraints.

As a brief simple example, let us consider the execution of two activities A and
B in series. Activity A can be approximated through a PH distribution with n states
A1,A,, ... A, while B is approximated through a PH distribution with m states
Bl,Bz, .. -7Bm (Flg 3)
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Fig. 3 Phase Type approximation for activity A(a) and B(b)

Given the fact that activity B can start only after activity A has been completed,
the set of possible states is Ay,As,...,A,, B1,Bs,...,B,. The states representing
the transition from the execution of A to the execution of B and the related
transition rates can be defined as described in Fig. 4.

Using the same approach for all the activities in the original network, a new
CTMC considering the Phase Type approximation for all the activities can be
defined. Hence, the distribution of the time to absorption of the obtained CTMC
can be calculated as

F(f) = 1 — ™1 (1)

where S represents the transition rates matrix and o is the probability vector
associated to the Phase Type model. This distribution is also the distribution of the
makespan of the underlying stochastic scheduling problem.
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Fig. 4 Transition rates passing from the execution of activity A to activity B using Phase Types
approximations

4 Industrial Case

A machining center is a CNC (Computer Numerical Controlled) machine inte-
grated with an automatic tool changer, and it often has equipment for pallets or
parts handling (Fig. 5).

The assembling of a machining center is a rather complex activity. A great
number of components must be assembled together onto the machining center
structure. Some components are the main components of the machining center,
e.g., the spindle, the turning table, the controlled axes and their activation
equipment. Other components, like small mechanical components (screws, nuts,
clamps, lids, and so on), or components of the pneumatic and hydraulic systems
are considered ancillary. Moreover, most of the assembled components must be
electrically wired.

Even if a standard configuration for a machining center type exists, most of the
machining centers are frequently specifically designed to satisfy customers needs.
This can be considered a typical characteristics for European (and in particular
Italian) machining center manufacturers. High levels of customization and long
flow times results in production plans to be defined before information on product
customizations and detailed production activities are completely disclosed. Hence,
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Fig. 5 Machining center structure with preassembled components installed

at the planning phase, the duration of the production activities is considered
uncertain. To model the production of a machining center, the following pro-
duction activities are considered: Structure Scraping (SS), Structure Painting (PA),
Pallets Scraping (PS), Autonomous Components Assembling (CA), Machining
Center Assembling (MA), Wiring (WI), Testing (TE).

The precedence relations among the production activities are represented in the
AoA network of activities in Fig. 6. The production activities are executed by
teams of workers but the resource constraints due to the limited availability of
workers are not considered in this analysis.

If the activity durations are exponentially distributed, the state space associated
to the CTMC can be easily calculated and is reported in Table 1. However, the
considered activities are not exponential distributed but are modeled through
Uniform and Weibull distributions.

The durations of the aggregated activities are defined in terms of hours and their
probabilistic distribution is defined grounding on historical data. For those activities
with enough historical data, a Weibull distribution is fitted while, for those activities
with not enough data, a uniform distribution is used considering the minimum and
maximum observed value. In the analysis, the following distribution are used:
SS =~ Uniform(100,150), PA = Uniform(26,34), PS =~ Weibull(1.99,63.39),
CA =~ Weibull(1.85,150), MA ~ Weibull(2.56,913), WI ~ Weibull(8.15,275),
TE ~ Weibull(5.15,282).

The fitted distributions are approximated through 8-phases PH distributions
(Figs. 7 and 8).
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Table 1 State space for the machining center production network under the hypothesis of

exponential distributed activity durations
0. (CA, SS) 5. (CA, PA*, PS*) 10. (WI, PS*)
1. (CA, PA, PS) 6. (MA,RP 11.(TE)
2. (CA*, PA, PS) 7. (SA, RPx 12. (0,0)
3. (CA*,PA, PS*) 8. (WI, PS)
4. (CA, PA*, PS) 9. (WI*, PS)
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Fig. 7 Phase Type approximation (red) and real distribution (dashed black) for SS (a), PA (b),
PS (¢), CA(d).

Hence, the associated CTMCs are considered together with the state space in
Table 1 to compute the different combinations of states and the relative transition
rates. The resulting complete state space contains about 78 thousands states.
However, considering the constraints induced by precedence relations, the state
space is reduced to 638 states. The complete CTMC and the associated transition
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rates are used to calculate the cumulative distribution function (cdf) of the time to
absorption. To test the accuracy of the Phase Type approximation, this distribution
is compared with the real cdf obtained with a Monte Carlo sampling.
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Figure 9 reports the cdf calculated using the Phase Type approximation and the
sampled one. In addition, Fig. 10 reports the plot of the difference between the two
cdfs, showing that the approximation is rather rough in some parts of the distri-
bution, reaching a maximum error of about 14 %. The poor quality of the
approximation is mostly due to the impossibility of adequately approximate the
uniform distribution with a Phase Type distribution with so small a number of
phases (Fig. 10).

5 Conclusions

In this paper we presented a markovian approach to estimate the distribution of the
completion time (makespan) of a set of activities with generally distributed
stochastic durations. The proposed approach extends the Markov Activity Network
approach to generally distributed activity durations grounding on Phase Type
approximations.

The viability of the approach has been demonstrated on a real industrial case
with seven activities whose duration distributions has been approximated using
8-phases PH distributions. The proposed approach was able to provide a reason-
able bound for the makespan distribution, although the maximum error of 14 %
can be considered a poor performance.

The quality of the PH approximation could be easily improved at the price of
further increasing the dimension of the state space. However, the capability of
decomposing the activity network and/or to specifically selecting the desired level
of approximation varying the number of states (phases) for the different PH
approximations provides a promising research path.

In addition, the capability of formally modeling the execution of the activity
network through a markov process provides a promising path towards embedding
the proposed estimation approach in scheduling algorithms to optimize a function
of the makespan distribution.
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As an example of concrete application in the production management area, risk
measures are a function of a given associated distribution. In fact, a common risk
measure like the Value at Risk is basically the quantile of a distribution.

Being able of estimating the value a of the cumulative distribution of the
makespan in C* means being able of estimating the probability (1 — o) that the
execution of the network of activities takes more than C*. In addition, if C* is a
due date, this also implies being able of estimating the probability of being late
respect to this due date. Thus providing a significant support to production man-
agement decisions.
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Coordination of Capacity Adjustment
Modes in Work Systems with Autonomous
WIP Regulation
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Abstract A method is presented in this paper for coordinating multiple modes of
capacity adjustment in work systems with autonomous WIP regulation with the
goal of maintaining desired fundamental dynamic behavior. To prevent overcor-
rection of capacity, adjustments involving floaters, temporary workers, overtime,
etc. need to be coordinated, and it is shown that control-theoretic analysis can be
used to develop algorithms for determining combinations of adjustments that result
in WIP regulation that is as fast-acting as possible yet non-oscillatory. Results of
discrete event simulations in Arena, driven by industrial data, are used to illustrate
the dynamic behavior of WIP regulation in an autonomous work system that

incorporates such an algorithm and multiple modes of capacity adjustment.
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1 Introduction

With the increasing complexity and uncertainty in demand, as well as the rise of global
competition that modern manufacturing industries face, superior control of internal
processes is an attribute that companies strive for in order to maintain a competitive
“edge.” Work-In-Progress (WIP) regulation is an important aspect of this, with
objectives of high utilization and keeping lead times short. It has been suggested that
optimization of these conflicting objectives can be approached using the concept of
ideal minimum WIP [1]. If WIP deviates from this ideal, or some multiple of it, then
loss of performance occurs in the form of lower utilization or higher lead times.
Regulation of WIP, in the presence of turbulence in demand, requires flexible capacity;
the agility with which capacity can be adjusted is a crucial factor.

Beyond simply hiring or laying off permanent employees, several modes of
capacity adjustment may be available to manufacturing industries. Each has its
positive and negative aspects as well as specific constraints. The use of “floaters”
is common. Floaters are cross-trained workers who are able to perform a variety of
tasks within a company. In a manufacturing environment, they may be assigned to
a different department each day, or assignment changes may occur even more
frequently. These personnel are useful for filling in for absent workers or
increasing the capacity of a work system that has accumulated backlog. However,
training costs are generally higher for these higher-skilled workers and depend on
the quantity and difficulty of the tasks they are expected to perform. In addition,
the number of these workers available is often limited because they come from
within the company. Wild and Schneeweiss presented a hierarchical approach for
capacity planning with decisions made at long-, medium- and short- term levels
[2]. In their model, every seventh worker is “highly qualified” (i.e., a floater).

The utilization of temporary workers is a second potential mode of capacity
adjustment. Temporary workers are extra personnel recruited to increase the avail-
able amount of labor and are not part of the primary workforce. Foote and Folta
described an appropriate situation for their employment: “heavy use of temporary
workers for uncertain expansion projects allows the firm to quickly adjust its
workforce in response to worsening or improving economic conditions at negligible
cost relative to adjustments involving permanent employees” [3]. Temporary
workers may be hired directly by the company in need or dispatched from an agency
to a client organization where the work is carried out. Companies that work closely
with temporary employment agencies may be able to obtain a large number of
workers very quickly depending on the size and experience of the agency. However,
these temporary workers are not part of the primary workforce, and additional
coordination by management or experienced employees may be needed to achieve
effective performance; these temporary workers may require training on specific
company processes and policies. Although this mode of capacity adjustment often
has only a short delay, floaters usually allow for a quicker response.

In many companies, overtime is an important mode of adjusting capacity, which
is achieved by adjusting the work hours of existing employees [4]. By having
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permanent employees perform their known tasks, the costs of training new
employees can be avoided, along with fringe benefits and other costs of hiring and
layoffs. However, hourly workers often must be paid at a multiple of their usual rate
for time worked above a normal work day or work week. If overtime is occurring
frequently, it may be preferable to hire additional permanent employees. Also,
requiring workers to work longer hours can cause physical and psychological strain,
and union rules may place constraints on who can work overtime and for how long.

For companies that need larger capacity adjustments, employees can be hired or
laid off, and the number of working shifts can be changed. Hiring additional
permanent workers typically implies higher hiring and training costs, and the
company may be “locked-in” for a longer period of time with this mode of
capacity adjustment. Hence, careful planning is required, and there usually is a
longer delay in implementing such capacity adjustments than with the other modes
discussed above. It is important to consider the economics of each mode of
capacity adjustment: training costs may be high for companies that employ many
floaters, but companies that utilize overtime face other expenses and potential
negative effects on workers.

More than one mode of capacity adjustment can be used by a company to regulate
WIP. For example, if WIP is higher than desired, then floaters could be immediately
assigned to increase work system capacity up to a limit; then, if additional capacity is
required, overtime could be used, up to a limit, with some delay in implementation.
To prevent overcorrection, such capacity adjustments cannot be made indepen-
dently, and an appropriate decision-making algorithm must be employed by man-
agers with responsibility for control of internal processes. Delays in implementation
associated with the various modes of capacity adjustment, and limits on the mag-
nitudes of the adjustments that can be made, complicate these algorithms and can
significantly affect the dynamic behavior of the production system employing them.
The tools of control theory can assist in devising algorithms for determining com-
binations of capacity adjustments that result in WIP regulation that has desirable
fundamental dynamic behavior, for example, responses to turbulence that are as fast-
acting as possible, yet non-oscillatory.

In the following sections of this paper, an example of a capacity adjustment
algorithm will be presented that coordinates capacity adjustments between two
adjustment modes in work systems with autonomous WIP regulation [5]. The
coordination algorithm is based on the characteristic equation obtained using
control-theoretic analysis of WIP regulation. It specifies how the control param-
eters (gains) for each mode of capacity adjustment are varied as limits in capacity
adjustment are reached. The method used in the example can be applied to work
systems with various capacity adjustment modes, various combinations of
adjustment frequencies and various delays in implementing adjustments. Results
of discrete event simulations in Arena, driven by industrial data, are presented that
illustrate the dynamic behavior of WIP regulation in an autonomous work system
that incorporates the two modes of capacity adjustment and the coordination
algorithm. Measures of variation in capacity and WIP are used to compare results
and justify presented conclusions.
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2 Control-Theoretic Coordination of Capacity Adjustment

Control-theoretic dynamic models have been previously developed for work
systems with autonomous WIP control [6-8] that incorporate various capacity
adjustment periods and delays. While it is outside the scope of this paper to review
these general methods, results are presented for a capacity adjustment scenario that
combines two modes: no delay in adjustment; and 1-day delay in adjustment.
These could be implemented, for example, by the combination of same-day
adjustment using floaters and next-day adjustment using temporary workers. It is
assumed that WIP in the work system is measured at the beginning of each work
day, and capacity adjustments are implemented at the beginning of each work day
as determined using present and past deviations of WIP from what is planned.

In the no-delay mode, capacity adjustment decisions (by what quantity to
increase or decrease the capacity) are made each work day and there is no delay in
implementation of these decisions. For example, WIP can be measured each
morning and appropriate capacity adjustments are immediately implemented. In
the 1-day delay mode, capacity adjustment decisions are made each work day, but
implementation is delayed by one work day. The equations used for adjusting
capacity at time n7, where n is a positive integer and T is the period of time
between capacity adjustments (one day in this example), are

ca(nT) = c,(nT) + Ac(nT) (1)

Ac(nT) =ko(nT)(WIP,(nT) — WIP,(nT)) @)
+ ki (nT) (WIP,((n — 1)T) — WIP,((n — 1)T))

where c,(nT) is the adjusted capacity, c,(n7) is the planned capacity, Ac(nT) is the
capacity adjustment, WIP,(nT) and WIP,((n-1)T) are the current and previous
measured WIP, WIP,(nT) and WIP,((n-1)T) are the current and previous planned
WIP, and ko(nT) and k(nT) are WIP-regulation parameters (units time ") selected
to maintain desirable fundamental dynamic behavior. The following discrete
characteristic equation describes the fundamental dynamic properties of the work
system with WIP regulation:

Z?—(1—kT)z+kT=0 (3)

Figure 1 shows the relationship between ko7 and kT and the percent over-
correction in capacity adjustment that is represented by this characteristic equa-
tion, while Fig. 2 shows the relationship between these two parameters and
normalized settling time 7/T in response to turbulence. (Here, settling time has
been calculated using the equivalent damping ratio and natural frequency.) The
line of equivalent constant damping ratio { = 1 is shown on both figures. For
example, when koT = 0, k;T = 0.25 there is no overcorrection, whereas when
koT = 1, kyT = 0.25 the overcorrection is approximately 20 %. This line indicates
the combinations of koT and kT in Eqgs. (2) and (3) that produce response to
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turbulence that is as rapid as possible without producing overcorrection (over-
shoot) in capacity adjustments.

The combination kyT = 1, k1T = 0 produces the most desirable response;
however, the amount of capacity adjustment in the no-delay mode (for example,
the number of floaters that can be added or removed from the work system) is often
limited. In this case, the following algorithm can be used to determine k, and k;
given capacity adjustment period 7:

(o) = @
ki(nT) =0 (5)
Aco(nT) = ko(nT)(WIP,(nT) — WIP,(nT)) (6)

If
|Aco(nT)| > Acy,,, (7)

then
Ko(nT) = e ®)

~ |Aco(nT)|T
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and
N LE s o
If
ki (nT) > % (10)
then
k(1) = 22 (11)
Acy(nT) = ki (nT) (WIP,((n — 1)T) — WIP,((n — 1)T)) (12)

where Acomayx 1S the maximum capacity adjustment that can be made with no delay
(for example, the maximum number of floaters). There also can be a limit Acypax
on the capacity adjustment that can be made with 1 day delay, and application of
this limit can be readily appended to this algorithm.’

3 Simulation of Coordinated of Capacity Adjustment

The algorithm for coordination of capacity adjustment modes described in the
previous section was studied using a discrete event simulation driven by input
from a real-world industry dataset. These data were from a supplier to the auto-
motive industry. The dataset contains the orders received and processed over a
period of approximately three months. Details include order numbers, machines,
order start dates, target order times, actual order times and lot sizes. A significant
fraction of the documented orders were processed on shearing and sawing
machines as the first step in their production. For the purpose of the research
reported here, these machines were grouped as a Shearing/Sawing work system
and the data associated with them were examined. Some of the work in this work
system was done on weekends, but the amount of work was quite small, and to
simplify simulations and clarify results this work was shifted to the following
Monday. No setup times for orders or machines were provided in the dataset, nor
was failure and preventative maintenance information. Because there were large
variations in both work content from order to order and orders arriving day to day,
there were large daily variations in work input to the work system. These varia-
tions represented turbulence to which the work system was required to react by
making capacity adjustments for the purpose of regulating WIP.

In addition to the provided data, several key parameters were needed for
simulating autonomous WIP regulation in the Shearing/Sawing work system. The
planned capacity c, for the work system was assumed to be constant and was
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Fig. 3 Discrete event simulation of work system with autonomous WIP regulation

calculated as the average daily work input, which was 49.95 h/day. The planned
WIP for the work system was assumed to be the average of the WIP in the data,
which was 384 h. Investigation of the effects of planned WIP on utilization and
work system dynamic behavior was outside the scope of this work. (see Toshniwal
[9] for more information on this production system, its behavior as a function of
WIP, and the characteristics of the work input data).

The discrete event simulation model of the Shearing/Sawing work system was
constructed using Arena. As indicated in Fig. 3, there were two main modules in
the model: a work system simulation module; and a WIP regulation module [9].
At 8:00 am each workday, the (current) WIP (the sum of work in a single work-
system queue and work remaining in orders being serviced on machines in the
work system) was measured and capacity adjustments were calculated. The work
system had six machines and one input queue. There were no limits on queue
size, and set up and transportation times were neglected. In the following
subsections, simulation results are presented that first illustrate the behavior of
the individual modes of capacity adjustment, and then illustrate the behavior of
the coordination of the two modes using the algorithm described in the previous
section.

3.1 No Delay in Capacity Adjustment

Figure 4 shows simulation results for WIP and work system capacity when there is
no delay in capacity adjustment (7 = 1 day, ko = 1 day ™", k; = 0 day ") and no
limit on the magnitude of adjustment. The initial “ramp up” and final “ramp
down” portions of the simulation results are not included in performance mea-
surements. In this case, WIP is well regulated, but capacity adjustment magnitudes
are large. The standard deviation of capacity and WIP are shown in Table 1.
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Fig. 4 WIP and capacity with T = 1 day, ko = 1 day ™', k; = 0 day™'

Table 1 Standard deviation of capacity and WIP obtained from discrete simulations with no
limits on capacity adjustments and no coordination between modes

Mode No delay 1 day delay No delay + 1 day delay
ko [day™"] 1 0 1
ky [day™" 0 0.25 0.25
Ocap [h/day] 4.19 1.80 4.57
owrp [h] 28.27 44.32 29.22
WIP [hours] Capacity [hours/day]
500 ] | I I 1 I
A'!"\'wﬁvrl\'\_ whvn 100 |- m
\ 50 erﬂﬂu.‘dnvr%.whvnk
0 1 | | 0 I | 1 |
0 20 40 60 0 20 40 60
day day

Fig. 5 WIP and capacity with T = 1 day, ko = 0 day ', k; = 0.25 day ™"

3.2 1 day Delay in Capacity Adjustment

Figure 5 shows the simulation results for WIP and work system capacity when
there is a 1 day delay in capacity adjustment (7 = 1 day, ko= 0 day ',
ky = 0.25 day™") and no limit on the magnitude of adjustment. In this case, WIP
regulation is not as effective as in the no-delay case, but capacity adjustment
magnitudes are reduced. Again, the standard deviation of capacity and WIP are

shown in Table 1.
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3.3 Combination of Capacity Adjustment Modes
without Coordination

When the no-delay and 1 day-delay modes are combined without using the
algorithm described in Sect. 2 (ko = 1 day™', k; = 0.25 day™ '), the standard
deviations of capacity adjustment and deviation of WIP from planned WIP that
result are shown in Table 1. Deviations in both capacity and WIP are increased
with respect to the no-delay case because there is overcorrection in capacity
adjustments as predicted by Fig. 1.

3.4 Coordination of No-Delay and 1 Day Delay in Capacity
Adjustment

In reality, there are limits on the magnitude of capacity adjustment that are
possible in each mode. Therefore, WIP-regulation parameters k, and k; can be
adjusted according to the algorithm described in Sect. 2, which incorporates limits
while avoiding overcorrection of capacity. Figure 6 shows the simulation results
for WIP and work system capacity when there is a 12 h/day limit on no-delay
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Table 2 Mean capacity adjustments and standard deviation of capacity and WIP obtained from
discrete simulations for various values of capacity adjustment limit Aco,,,

Acy,,, [hours/day] 6 12 24 36

Aco [h/day] 5.76 11.38 18.58 22.64
Acy (h/day) 7.34 4.55 1.47 0.80
Geap (h/day) 1.92 2.40 3.22 3.78
owp (h) 40.10 35.96 31.14 29.34

capacity adjustment (7 = 1 day, Acomax = 12 h/day), and Fig. 7 shows the
capacity adjustments and WIP-regulation parameters generated by the algorithm.

Table 2 shows the results of applying this algorithm with various limits on
magnitude of no-delay capacity adjustments. It can be observed, as expected, that
deviation in WIP decreases and deviation in capacity increases as larger no-delay
capacity adjustments are permitted. The variation in capacity is significantly less
than that shown in Table 1 for the case without coordination between the two
modes of capacity adjustment.

4 Conclusions

Consideration of dynamic behavior is important in designing agility into
production systems that must respond effectively to turbulence in demand and
capacity. A method for capacity adjustment coordination between various modes
of capacity allocation adjustment has been described that maintains constant
dynamic damping while using faster-acting modes first, up to their capacity
adjustment limit, and then using slower-acting modes. The algorithm is based on
results of control-theoretic analysis of WIP regulation. The algorithm for no delay
paired with 1 day delay was presented, but similar capacity adjustment algorithms
can be obtained for more complex combinations using similar analytical methods:
an algorithm for coordinating no delay, 2 day delay, and 1 week delay capacity
adjustments for example. Economic factors have not been incorporated into the
algorithms, which are designed to eliminate overcorrection of capacity and
accommodate limits on the magnitudes of capacity adjustments that can be
implemented. The trade-off between variation in WIP and variation in capacity is
not optimized, but overcorrection of capacity is prevented.

Results of discrete event simulations in Arena, driven by industrial data, were
used to illustrate the dynamic behavior of WIP regulation in an autonomous work
system that incorporates two modes of capacity adjustment. The results show that
the approach that has been presented produces adaptive WIP regulation that avoids
both overcorrection of velocity and sluggish response in work input that has
significant turbulence. The results confirm the desirability of coordination of
modes of capacity adjustment and confirm the fundamental dynamic behavior
predicted by control theory.
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Evaluating the Effects of Embedded
Control Devices in Autonomous Logistic
Processes

Steffen Sowade, Philipp von Lamezan and Bernd Scholz-Reiter

Abstract Embedded control devices enhance logistic objects with the ability of
decision making and execution and can increase the flexibility and robustness of
logistic processes. While the influence of different autonomous control strategies
on logistic performance has been investigated, an evaluation of a control devices’
influence is missing. This work analyses the behaviour of these control devices by
means of discrete event simulations for an autonomously controlled production
logistics process and a centralised controlled process. The investigation follows the
idea that the impact of such devices can be described as additional decision
making time. The larger the decision making time is and the smaller the actual
processing time is, the higher is the loss of manufacturing time for control
purposes. The investigated autonomously controlled process compensates the
additional decision making time for specific levels of uncertainties in terms of
machine failures.
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1 Introduction

Logistic processes can be evaluated by means of performance and costs for
internal and external objectives [1]. The performance of autonomous logistic
processes can be described by a structured vector using, e.g. on-time delivery, lead
time, utilisation, and inventory [2]. On-time delivery and lead time are time-
related [1, 3], while utilisation and inventory are resource-related objectives. Lead
time sums up setup time, processing time, process-related waiting time, as well as
idle and waiting times at processing stations. Process disturbances may affect lead
time negatively [4].

Autonomously controlled logistic processes can cope with such problems.
Individual logistic objects are equipped with control device infrastructure and run
jointly with a logistic process [5]. On the one hand, these devices automatically
compensate process errors and reduce lead time [6]. On the other hand, autono-
mous decision making takes time and increases lead time. Assuming decision
making in centralised controlled production logistics processes takes place pre-
ceding the production process, the time required for scheduling does not belong to
lead time. In contrast, the time of autonomous decision making is settled in a
production process and must be added to the other components of lead time.

Although the additional time for decision making is relatively small (see next
section), it becomes relevant for production processes with very short processing
times that are in the range of the decision time. For instance, assembly steps of
mobile phones may take 1.6 s [7] and processing times in automated bottling lines
can be lower than 1 s [8]. The smaller the portion of the processing time is
compared to the decision time, the bigger is the risk of changes in a production
process state during decision making. Thus, calculated decisions might be inap-
propriate for the new system state. Short decision times help to reduce this
problem.

In addition to these time-related issues, equipping logistic processes with
autonomous control devices causes costs, e.g. for development, acquisition and
operation of infrastructure components [9]. They can be estimated during the
design phase but the estimated costs might differ from an implemented specific
autonomous logistic process. Compared to efforts that are measureable technical
values, e.g. time, costs aggregate a set of valuated effort types in a single value and
depend on a valuators perspective as well as on the market situation for the
component in question. Hence, costs are highly volatile variables representing
rather a market based valuation process result than a technical characteristic. For
this reason and in order to focus on reliable measures for technical systems, this
study focuses on a time-related discussion.

While the performance of autonomously controlled processes has been inves-
tigated for various control strategies, an evaluation of the impact of specific control
device types is still missing. Hence, this paper analyses the behaviour of embedded
control devices in autonomously controlled production logistic processes by means
of a discrete event simulation and compares the resulting performance of the
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autonomously controlled process to a centrally controlled process, which performs
the controlling of the material flow predetermined without delay. The study is
based on the assumption that planning and control tasks of centralised controlled
processes take place preceding the process, while these tasks add additional
decision processing steps in autonomously controlled processes. Consequently, the
processing time of autonomous processes is higher and their capacity is lower than
in centralised controlled processes. The bigger the decision time is compared to the
processing time; the lower is the capacity of autonomous processes. However, the
advantage of the centralised controlled processes vanishes, if e.g. resources fail to
work. Since resource downtimes do happen in the real world, autonomously
controlled processes can achieve a better performance than centralised controlled
processes [6].

The question is: under what circumstances is this the case? Further, the
magnitude of the influence of the decision time on the performance of a logistic
process is unknown. This work aims to discuss these issues. The results of
simulation experiments show, at what downtime rate an autonomously controlled
logistic process outperforms a centralised one in terms of lead time. Due to the
assumed effects of planning and control, the decision time is modelled in detail. It
is believed that autonomously controlled processes compensate for the additional
decision time by a shorter waiting time at processing stations for a specific
proportion of resource’ s downtime rates. The shorter waiting time results from the
adaptability of autonomously controlled logistic processes. On the contrary,
centralised controlled production processes do not respond to downtimes and thus
increase the lead time of dispatched commodities.

The remainder is structured as follows. Section 2 discusses the decision making
time. Section 3 presents the experiment design. Sections 5 and 6 illustrate and
discuss the results. The paper closes with a conclusion and outlooks for future
work.

2 Components of the Decision Making Time

Autonomously controlled logistic processes require various infrastructure
components to perform their tasks [10]. Functions and properties of the compo-
nents influence the decision making time which consists of time to calculate a
decision, to gather necessary information, and to execute a decision. The first two
elements focus on information technology, while the third refers to actuators as
rather mechanical components. Actuators are used in centralized and in autono-
mously controlled logistic processes, but differ in the way they are controlled.
Thus, they do not characterise the decision process itself. In order to focus on the
added decision making process, this study investigates on the information
technological components and excludes the decision execution system in this
study. Hence, the decision making time sums up the time for communication and
for decision calculation purposes.
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The communication time consists of time to initialise a communication link and
time to transmit data. The initialisation time depends on the communications
technology and the network topology. Mobile logistic objects cause rapid changes
in the network topology in autonomously controlled production processes. Com-
munication technologies like Bluetooth are able to deal with these dynamics [11,
12]. Its energy consumption is low, range and data rate fits small factories and it is
relatively inexpensive [13]. Thus, Bluetooth is chosen as the communication
technology is this study. Bluetooth networks consist of one master and up to seven
slaves being affiliated with the master [12]. When master and slave are connected a
data exchange lasts for 1.25 ms (milliseconds) for a request and a response [13]. If
a master has to activate a slave from standby mode, switching to inquiry state takes
up to 2 and to connection state up to 6 s. The mean initialisation time is 640 ms
[12].

Control method and communication technology determine the transmission
time. It is calculated as message length divided by data rate [14]. The message
length depends on the selected control method, while the communication tech-
nology defines the data rate. This study uses the forecast control method QLE
(Queue Length Estimation), as it responds faster to changes in a production
process than past value methods do. Control devices utilizing QLE query all
processing stations for the number of waiting commodities and route them to the
station with the least waiting time [15]. A single value is transmitted per request,
representing the queue length [15]. If this value is of type integer, it is 16 bits long.

Communication technology and transmission distance determine the available
data rate [12]. The transmission distance on shop floor level is assumed to be only
a few meters. Hence, the shop floor is sufficiently small to conclude a Bluetooth
data rate of 2 Mbps (megabit per second) [13]. The signal propagation time can be
neglected, as the signal spreads in magnitude of the speed of light in a small shop
floor [16]. The resulting propagation time is many times smaller than that caused
by the amount of transmitted data. Hence, the transmission time of a Bluetooth-
QLE-integer-message on the assumed small shop floor is 8 ns and scales linearly
with the number of responding processing stations.

Microcontrollers are suitable for processing data into decisions by using their
computing abilities [17]. The decision calculation time and depends on a micro-
controller’s performance measured in MIPS (mega instructions per second) [17]
and on the efficiency of a chosen control method [18], i.e. given by the complexity
of the input data, of the processing algorithm, and of the communication protocol
[19]. With an increasing number of input data elements, e.g. to sort n numbers, the
importance of fast algorithms rises. The QLE method returns the minimum values
out of a list. The task is similar to a sorting procedure and of linear complexity
[18]. Hence, calculation lasts 3 ps for n = 3 data elements to be sorted by a
microcontroller with a performance of 1 MIPS. More complex algorithms may
need more than a second for n = 12, while linear scaling algorithms require less
than 20 ms.

In conclusion, the initialisation time dominates the communication time as well
as the processing time by several orders of magnitude when using the QLE method
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and Bluetooth technology in a small shop floor. The initialisation time take several
hundred milliseconds, while the others cause delays of few nano or microseconds.
The initialisation time is responsible for over 99.9 per cent of the decision time.
Hence, the decision time is reduced to the initialisation time in the subsequent
experiments.

3 Experiment Design

The effects of a control device on an autonomously logistic process can be ana-
lysed in simulation experiments. Therefore, a production process is modelled and
simulated in the software Tecnomatix Plant Simulation 9 (version 9.0.3). For the
comparison of an autonomously controlled and a centralised controlled production
process a respective control method can be applied in each case. Despite its
simplicity, this production process is sufficient to demonstrate the effects of the
decision time on the lead time of autonomously controlled processes.

3.1 Analysed Processes

Figure 1 shows the centralised controlled production process. After a commodity
entered the process through the source on the left, a switch forwards it round robin
without loss of time to one of three succeeding processing lines. Each line consists
of a buffer and a working station offering the same processing step. The buffers
keep commodities temporarily in the event processing stations suffer downtimes or
fluctuations in processing time. The commodities pass buffers without delay, when
the processing stations are idle. The sink removes the processed commodities from
the production process. Figure 2 shows the model of an autonomously controlled
production process. Incoming commodities pass a buffer and a decision station
forwarding them to a processing line. These elements represent the control device
being mounted on a commodity. QLE is used as a control method. The buffer
element Buffer0 is used to indicate delayed decisions. If the decision station is
jammed Buffer0O keeps the commodities.

3.2 Selected Parameters

3.2.1 Decision Making Time

The connection setup between communication participants makes up the largest
share of the decision making time. Hence, the simulation study focuses on this
parameter. As Bluetooth is used, participants can connect with each other on
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Fig. 2 Autonomously controlled logistic process

average in 0.64 s and to a maximum in 2.56 s [12]. The experiments use a log-
arithmic normal distribution in order to model varying connection setup times
[20], because it’s skewness is suitable for the left positioned mean value. The
values of this distribution fluctuate unsymmetrical around the mean and can reach
large values to the right of the mean. By setting a standard deviation of 0.5 s, 68.3
per cent of all values are in the range 0.44-0.84 s. A larger standard deviation
would lead to a broader dispersion of decision time. Hence, the simulation uses a
logarithmic normal distribution with parameters ¢ = 0.64 s, and ¢ = 0.5 s to map
variations of the decision making time.

3.2.2 Processing Time and Failure Behaviour

The time a machine needs to process a commodity is referred as processing time.
Their expected value is constant. The processing time varies to the expected value
due to the technical characteristics of a processing station. These fluctuations can
be approximated with a normal distribution [21]. The ratio of decision making
time to processing time is set to one for the experiments, so that the production
process operates at its limit where the capacity of the processing station and the
decision station are equal. Hence, variations in processing time can lead to
selective over- or under-utilisation of the processing stations. The cumulative
average capacity of each of the three processing stations is set to 0.64 s, so that the
mean ratio of decision making and processing time is one. Each of the three
processing stations needs three times as much time for processing a commodity as
the decision processing station needs. Their expected processing time is 1.92 s.
The three work stations together have a theoretical capacity of 5625 commodities
per hour. Transportation times are neglected. Under the assumption that processing
times vary mainly in the vicinity of the expected value, the standard deviation
g = 0.5 s is specified. In conjunction with the expected value u = 1.92 s for
68.3 % of all generated are processing times in the interval 1.42-2.42 s.

The share of a processing station’s operating time when there are no faults is
known as technical availability [22]. It is composed of the MTBF (mean time
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Table 1 Dispatch rate and pitch
Level 90 % 92 % 95 % 97 % 99 % 100 %
Pitch(s) 0.711111 0.695652 0.673684 0.659738 0.646465 0.640000

Table 2 Mean lead time of the centrally controlled logistic process

Centralised control Technical availability of manufacturing stations
90 % 92 % 95 % 97 % 99 % 100 %
Load 90 % 1317.90 472.00 151.70 167.20 19.62 2.26
92 % 711.50 235.68 168.90 18.20 241
95 % 943.40 295.20 31.40 2.88
97 % 481.20 74.00 3.77
99 % 213.40 8.37

between failures) and the MTTR (mean time to repair). Plant Simulation needs the
technical availability and the MTTR to calculate downtimes of processing stations.
Downtimes are calculated independently for each processing station. Nearly 55 per
cent of the capital goods industry has a technical availability of 90 % or more of
[23]. Therefore, the technical availability in the simulation experiments varies in
steps of 90, 92, 95, 97, 99 and 100 %. The MTTR is made up of the repair period,
the duration between the occurrence of a fault and the beginning of trouble-
shooting by the staff, the duration to detect the fault reason, and the preparation of
repair [24]. With the assumption of less complex processing steps and reasons for
faults, the MTTR is set to 5 min.

3.2.3 Dispatching

The source dispatches commodities as percentage of the theoretical maximum
capacity of the production system. Dispatching is done with constant pitch to limit
the fluctuating variables to the decision making time and the processing time and
to limit the complexity of the simulations. The pitch is adjusted to the percentage
utilisation in each simulation experiment. A pitch of 0.64 s leads to a 100 %
utilisation in the centralised controlled manufacturing process (Table 1).

3.3 Procedure

The mean lead time is determined for each combination of the gradually varied
parameter dispatching and technical availability in a total of 40 simulation
experiments. Tables 2 and 3 show the considered combinations that are examined
for both types of control. Dispatching is less than or equal to the technical
availability, so that the production system retains the ability to cope with the
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Table 3 Mean lead time of the autonomously controlled logistic process

Autonomous control Technical availability of manufacturing stations
90 % 92 % 95 % 97 % 99 % 100 %
Load 90 % 510.70 139.00 31.90 19.40 21.40 3.74
92 % 181.70 130.70 28.20 15.20 4.10
95 % 294.40 89.60 22.10 4.02
97 % 120.30 63.30 5.54
99 % 29.94 6.99

situation in the long run. Otherwise, the buffers would fill up and the processing
time would go to infinity. The simulation duration is set to 24 h for each exper-
iment run, i.e. about 100,000 commodities, which is regarded as a sufficient
amount of data to calculate the mean lead time.

4 Experimental Results
4.1 Mean Lead Time Centralised Controlled Logistic Process

Table 2 shows the mean lead times of the centralised controlled production pro-
cess. Figure 3 presents the results in a three-dimensional diagram. The X-axis
indicates the technical availability (unit: per cent), the Y-axis represents the dis-
patching (unit: per cent) and the Z-axis shows the mean lead time (unit: seconds).
Linear interpolation is used between the individual results to create the illustrated
surface. Mean lead times increase, where the dispatching rate equals the technical
availability. Lead times increase for a given technical availability, when dis-
patching increases. An exception is the combination of dispatching = 92 % and
technical availability = 99 %, where the mean lead time 1.42 s lower than the
mean lead time of the combination of dispatching = 90 % and technical avail-
ability = 99 %. Lead time decreases for a given dispatching and increasing
technical availability. An exception is the combination of dispatching = 90 % and
technical availability = 95 %, where the lead time is 15.5 s bigger, compared to
technical availability = 97 %.

4.2 Mean Lead Time Autonomously Controlled Logistic Process

Table 3 and Fig. 4 show the simulation results of the autonomously controlled
production process. The Z-axis is scaled as in Fig. 3 in order to facilitate a
comparison of both figures. Although Fig. 4 displays lower mean lead times, the
surfaces in Figs. 3 and 4 show a similar orientation: At dispatching = technical
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availability occur large lead times. The maximum mean lead time occurs where

dispatching = 90 % and technical availability = 90 %. Lead times decrease for a
given dispatching rate and an increasing technical availability as well as for a
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given technical availability and a decreasing dispatching rate. An exception occurs
for dispatching rate = 95 % and technical availability = 100 %, where the mean
lead time is 0.08 s under the value of the combination dispatching rate = 92 % and
technical availability = 100 %.

4.3 Comparing Mean Lead Times of the Logistic Processes

Figure 5 depicts the simulation results of the centralised controlled and autono-
mously controlled production process together and magnifies the intersection of
both surfaces for a technical availability between 99 and 100 %. The green surface
shows the results of the centralised control. The blue surface shows the results of
the autonomously controlled production process. The autonomously controlled
process has lower lead times than the centralised controlled process for a technical
availability below ca. 99 %, but this result turns to the opposite for a technical
availability between 99 and 100 %, where both surfaces intersect. The interpolated
surfaces of the simulation results of both processes have a common intersection
line. The upper surface is visible. The partial triangular faces are a result of the
intersection. Almost all lead times of the autonomously controlled process are
higher than for the centralised controlled process at technical availability = 100 %
(exception at dispatching = 99 %). At a technical availability of 99 % almost all
lead times of the autonomously controlled process are below the centralised
controlled process (exception at dispatching = 90 %).
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5 Discussion

The experiments show the behaviour of autonomously and centralised controlled
logistic processes under specific conditions. Lead times are relative high for par-
ticular parameter combinations. Especially, the centralised controlled production
process has lead times of up to 686-times higher than the minimum processing
time. Lead times increased significantly in the region were dispatching equals
technical availability, in particular in the centralised controlled process, due to its
static control character.

When considering a single fault, the QLE method reduced buffer stocks faster
than the switch in the centralised controlled process. Both production processes
reduce buffer stocks at the ratio of dispatching rate to mean processing time. Since
autonomous control changes the production process in case of machine break-
downs, the buffers to the processing stations increase slower than in the centralised
controlled production process. Thus, the mean lead times remains lower in the
autonomously controlled production process. Only when the technical availability
is above 99 %, the centralised controlled process outperforms the autonomous
process in mean lead time.

This behaviour might occur for two reasons: First, the decision time increases the
lead time in autonomously controlled processes. In the experiments, lead time grows
on average by 0.64 s compared to the centralised controlled process. Second, the
experiment used a rather simple implementation of the QLE method. If the technical
availability is high, the first two processing stations exhibit higher load than the third
station does because QLE queries the buffer utilisation and neglects a station’s
processing state. If the first buffer is empty but its processing machine is busy and if
the other buffers and their corresponding are empty or idle, this QLE implementation
selects the first processing line although others are a better choice. In consequence,
commodities wait in buffers although they could be processed by other processing
stations without delay. However, querying only buffer stocks keeps the communi-
cation efforts low. Decision time is saved at the expense of utilisation.

The experiments confirmed the hypotheses that autonomous control can be
beneficial compared to centralised control. The impact of the additional decision
time is marginal, if the technical availability of processing stations is only a little
lower than 100 %. The higher the technical availability of processing stations is,
the smaller are the lead times of the centralised controlled production process. The
advantage of an autonomous control decreases with increasing technical avail-
ability and reduces the benefit of an autonomous control device. The threshold
region for this benefit is between a technical availability of 99 to 100 % for the
analysed production process. If a benefit analysis of autonomous control devices in
logistic processes solely uses the dimension of lead times, autonomous control is
only useful if the technical availability is below 99 %. This area limits the
application of autonomous control.

Possible sources of errors are: First, the statistical distribution of the parameters
technical availability, decision time and processing time may be different for a real
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implementation of the analysed process. Second, the implementation of the QLE
method offers the advantage of small communication and computing efforts.
However, it neglects useful information about the status of processing stations.
Third, a possible transient behaviour was not considered in the experiments. In
order to avoid effects caused by settling times, the measurement should start with
delay after the start of the simulation. Then lead time is determined for the steady
case only. Fourth, the linear interpolation of the results in the figures suggests a
linear behaviour of the lead times between the measured points. However, the real
process behaviour might be different. An increased number of experiments with
parameters set to the currently interpolated areas can help to determine what type
of interpolation fits well.

6 Conclusion and Outlook

This work analysed the influence of autonomous control devices in an autono-
mously controlled logistic process on the lead time and compared the results with a
centralised controlled process. The analysis focused on the decision time as the
main difference between both approaches. The components of the decision time
have been discussed and the time to initialise a communication link has been
identified as most time consuming part. Thus, it has been used as decision time in
simulation experiments. A big influence of the control devices was triggered by
using a decision time in the range of the succeeding processing time. The results
show the advantage of autonomous control for the given process if the technical
availability of its processing stations is below 99 %. Then, the added decision time
in an autonomously controlled process is less bad to lead time than a centralised
controlled process. The results help to select appropriate components for auton-
omous control devices for applications with processing times being in the range of
decision times, e.g. in electronics and beverage industry.

Future research could examine the benefits of autonomous control devices for
interconnected processes to evaluate the dynamics of entire logistics systems. More
complex process models and real production processes should be analysed to
understand the influence of autonomous control devices on the dynamics of lead time
better. Further, the area of the advantageousness shift should be examined at a finer
resolution to gain more insights on the performance and the value of autonomous
control devices. Follow-up studies could seek to explain the transition process from a
stationary state to a non-steady state in detail, i.e. to define and compare the stability of
centralised controlled and autonomously controlled processes.
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Robustness of Complex Adaptive Logistics
Systems: Effects of Autonomously
Controlled Heuristics in a Real-World
Car Terminal

Christoph Illigen, Benjamin Korsmeier and Michael Hiilsmann

Abstract Logistics systems have to cope with different challenges like unfore-
seeable machine failures leading to an increase of dynamics and complexity.
Accordingly, a system’s robustness (i.e. the ability to resist against a number of
endangering environmental influences and the ability to restore its operational
reliability after being damaged) might be decreased. Thus, this paper aims to
answer the following research question: How do selected exemplarily heuristics
(Minimum Queue-length Estimation, Minimum Cumulative Processing, Simple
Rule-based, Holonic, Ant Pheromone, and Neural Net) contribute to a real world
Hamburg Harbour Car Terminal’s robustness? Thereby, the research focus in this
investigation is on throughput time. As a main result it could be shown that all
selected heuristics could contribute to a positive development of the system’s
robustness in case of machine failures. Thus, from a practical view potentials for
the improvement of real-world scenarios might be assumed.
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1 Introduction

Robustness of logistics systems—i.e. the quality to remain effective for all plausible
futures [1]—is widely accepted as one performance measure to value sustainable
returns in a perturbed business environment [1-3]. Evidence from different indus-
tries emphasizes this need for robust systems that are exposed to many potential
threats such as equipment failures or supplier discontinuities. Moreover, recent
events have shown even higher risks arising from disruptions [4, 5]. Thus, it is
desirable to maintain or increase a system’s performance by increasing its
robustness.

One approach to increase a logistics system’s robustness is the concept of
complex adaptive logistics systems (CALS), since [6] mention a high robustness as
one key feature of CALS. Thereby, the higher robustness is achieved by the CALS
concept through an autonomous reaction to complex and changing environments
whereas a company strives for being successful in highly competitive and fast
changing markets [6]. However, since the effects of the CALS concept on
robustness has been investigated most prominently from a theoretical perspective,
the corresponding research question of this paper is: How does the CALS approach
contribute to the robustness of a real-world scenario? Hence, the paper implements
one design option of a CALS according to [7] in a Hamburg harbour car terminal
to investigate the effects on the system’s robustness. In order to estimate the
performance of the design option, five autonomously-controlled benchmark con-
trol heuristics are applied. The following goals are subject of the investigation:

The descriptive goals are to describe logistics systems as CALS, to introduce
the relevant key performance indicator (KPI) throughput time, to describe the
five heuristics and the CALS design option and finally to sketch the scenario.
The analytical goals depict the timely effects of the five heuristics and the
CALS design option towards robustness. This includes the effects on the average
total throughput time (indicator 1) as well as the effects on the duration the
system needs to restore the former system state after an incident (indicator 2).
The pragmatic goal is to identify the most efficient approach related to the
indicators mentioned above. In order to achieve these goals, the paper proceeds
as follows: Sect. 1 starts with an introduction to the research field. In Sect. 2,
system robustness as a challenge of CALS is introduced followed by a
description of logistics systems as CALS. In Sect. 3, the underlying scenario
including potential incidents is introduced comprehending the heuristics and the
CALS design option. In Sect. 4, the results are presented, interpreted and crit-
ically discussed in a logistics context. Section 5 exhibits the conclusion and
hints for further research.
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2 Robustness in Complex Adaptive Logistics Systems
2.1 The Need for Robustness in Logistics Systems

The trend of logistics companies to become global players [8] leads to the pro-
gressive development of logistics systems from linear chains to international
networks [9]. In consequence, they are part of global acting International Supply
Networks, which are confronted with higher complexity (through number of
actors) and dynamics (through the rate of change) [10]. Thus, logistics companies
have to differentiate from competitors and simultaneously to cope with the
increasing complexity and dynamics in a successful manner. In other words, they
have to establish robust structures and processes. But what does robustness mean
in the context of logistics systems?

The term robustness can be explained from different perspectives: According to
Wycisk et al., robustness is the ability of the system to restore itself after being
damaged [6]. Meepetchdee & Shah call a system robust if it is able to cope with
complexity and dynamics in a way that an optimal target fulfilment can be
achieved [11]. This paper focuses on the overall target achievement as well as on
the restoring ability of the system as the research variables, since the robustness
shall be understand as the optimization of logistics processes in terms of quality,
time, and cost through optimal target fulfilment and restoring ability. However, the
question occurs: How can this robustness be increased?

2.2 Logistics Systems as Complex Adaptive Logistics Systems

One approach being discussed for the achievement of higher robustness in logistics
systems is the concept of Autonomous Control (AC) [12-14]. AC originates from
the concept of self-organization and is enabled by the combination of software
applications, sensor networks and new communication technologies (e.g. RFID).
AC aims for an increased robustness of the overall logistics system through the
improved ability to cope with complexity and dynamics [15]. However, how
exactly can AC contribute to robustness?

Current research has already originated some findings regarding this question:
Hiilsmann et al. demonstrated that AC enlarges the robustness of logistics systems
through a higher capacity for information processing [16]. Moreover, the contri-
bution of AC to the robustness of logistics systems was researched through the
analysis of AC’s constitutional characteristics on the flexibility and stability and
therewith on the adaptivity of the overall system [17]. While research was done on
the effects of AC on the robustness of logistics systems, there is a lack of an
empirical evaluation and findings. Thus, an approach to establish AC in a real-
world scenario is required in order to research effects on robustness.
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Wycisk et al. propose their CALS concept to realise a higher degree of AC in a
logistics system [6]. They define logistics systems as Complex Adaptive Systems
(CAS), since they identified various common properties between supply chains
and CAS like heterogeneous agents or interaction. Thereby, they observed a higher
adaptivity, positive emergence, and flexibility as CALS characteristics. In turn
they also detected a vulnerability of CALS to all no-linear extreme dynamics
respectively so called bullwhip-effects [6]. CAS in turn exhibit a certain degree of
AC and thus can serve as an enabler of AC in a logistics system. As one major
outcome of CALS is a higher system robustness [6], this concept shall be applied
to the underlying scenario. However, based on the implications stated above the
question occurs: How can the concept of CALS contribute to the robustness of a
logistics system?

For the evaluation the throughput time will be the indicator 1, since it was
shown that the throughput time rises with increasing the complexity level of
logistics systems [13]. Thus, it constitutes an indicator of the logistics system’s
ability to cope with complexity and dynamics. Indicator 2 holds which AC
heuristic features the best performance in restoring the system after a system
breakdown. This constitutes an adequate indicator, since robustness beside others
describes the system’s ability to restore itself after a breakdown (see above). For
answering these questions, control heuristics and a CALS design option for a real-
world scenario are introduced next.

3 A Real-World Scenario for Investigating Effects
of Autonomous Control Heuristics on Robustness

3.1 The Hamburg Harbour Car Terminal

In order to investigate the research question, an appropriate scenario is required that
can adequately represent a CALS. The real-world car terminal is chosen, since it can
be modelled as a CALS as it exhibits clearly distinguishable logistics objects (cars)
[18] that can be equipped with CALS characteristics which are e.g. autonomy or
interaction [6]. Hence, by implementing a CALS design option the model becomes
a real CALS. Consequently, the car terminal can be utilized to estimate effects on
the system’s robustness through the CALS concept.

In addition to the suitability the terminal is readily described and has a flexible
production sequence, a large amount of available real-world data and various
changes and flexibilities in the car-flow process [19]. In a nutshell: the scenario
exhibits a high degree of complexity and dynamics, system breakdowns can be
modelled properly and it is adequately representable in a model. Hence, a sub-
sequent simulation and thus concrete effects of different AC heuristics and the
CALS design option on the scenario’s robustness can be identified and investigated.
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3.2 The Simulation Environment

The simulation model of this paper builds from a prior simulation developed by
Windt et al. (2010b), since it is already operational and correctly represents the
real world in the harbour context. The model contains information about e.g.
number of cars per year, various routings of car flows in and out of parking, or
various ways available to speed as many cars through the Terminal as possible.
The information was decomposed into the ‘boxes’ shown in Fig. 1. Then, the
means and standard deviations were calculated for the time each of 46,574 cars
took to travel on the roads, to go through the required treatment queues and
stations and then through the various subsequent stations, as required.

Cars arrive at the incoming parking area (I) (in Fig. 1). They are tagged with a
parking order and then driven to a parking area (P1, P2, ..., P9).1 At DP1 one of
several heuristics (we describe these below) is applied to determine which treat-
ment-station queue to drive the car to. If incoming cars lack a parking tag they are
immediately driven to the next decision point (DP1). Next, they are temporarily
stored in the TPA parking area, or are driven directly to the queue of some
treatment station (T1 to T7 in Fig. 1)—if a treatment order is shown. Otherwise,
they are driven directly to the exit (O). Available treatment stations are (1) gas-
oline station; (2) diesel station; (3) de-waxing; (4) car-body repair; (5) car wash;
(6) paint shop; and (7) final inspection. Each car entering the Terminal comes with
pre-defined orders, which can be divided into treatment and parking orders.
Treatment orders call for from one up to six treatment steps; some of the treatment
steps have sequence constraints (e.g., removal of transport protection (de-waxing)
needs to come before washing and painting). After all treatments are finished cars
are driven to the exit O (and are out of the simulation).

3.3 Implemented Incidents in the Car Terminal

In order to investigate effects of the CALS concept on the robustness of the chosen
scenario, some kind of disturbances need to be added. Therewith, effects on
throughput time as well as information about restoring capability of the system can
be created. There are numerous sources for supply chain (SC) deficiencies that
have prominently been investigated in recent research [20-23]. Several categories
of SC risks were elaborated [24, 25] and extended lists of risk drivers were
identified [20, 26].

! For this baseline simulation accuracy (docking) test and application of the NN model, we
ignore all parking waiting times except parking queues directly affecting the car-flows through
specific treatment stations, since none of the heuristics involve any parking waits before cars get
to DPI
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This paper focuses on internal machine failures, since the model and the real
world data offers most adequate information for these issues. In that context, the
question of whether the system’s robustness can be increased can be investigated:
Firstly, the effects on logistics processes in terms of throughput time can be
analysed (indicator 1). Secondly, the capability of the system to restore itself after
an incident (i.e. a machine failure) can be estimated (indicator 2). Thus, the paper
answers the research question by investigating how the different heuristics react to
these incidents and keep the whole scenario effective as well as how the heuristics
are able to restore the former system state after being exposed to an unforeseen
incident.

If a machine breakdowns occurs, the respective machine cannot perform the
required treatment for one time of its expected treatment time. Breakdowns are put
into the scenario once at a particular date and for three machines in a way that each
car is affected. Thus, a visible effect over the whole simulation time can be created
and different effects of capacity bottlenecks on the scenario can be investigated for
the applied heuristics as well as for the baseline scenario.

3.4 The Applied Car-flow Routing-Heuristics and a CALS
Design Option

Ideally, each car-routing decision should attempt to minimise car-flow time. Thus
it is possible that for any given car, the waiting time before entering into any
particular station is constantly changing because of the routing effects of the
queue-waits and station-processing speeds, say, of the 10 cars ahead of it in the
various queues. To navigate the cars through the terminal, five AC heuristics—
beside the Standard Method (i.e. the real-world situation in the terminal)—are
applied in the simulation: The ‘Minimum Queue-length Estimation Heuristic’,
‘Minimum Cumulative Processing Heuristic’, ‘Simple Rule-based Heuristic’, ‘Ant
Pheromone Heuristic,” and the ‘Holonic Heuristic’. These five heuristics are used
as benchmarks in order to estimate the performance of the CALS design option
‘Neural Net’” towards the system’s robustness. This selection of the five bench-
mark heuristics is based on a literature search covering the current state of AC
methods applied to logistics [18].

The Standard’s Method is a pre-determined ordering of how cars are sent
through the treatment stations, as follows: (1) incoming delivery; (2) gas or diesel
refuelling; (3) de-waxing; (4) car-body repair; (5) car wash; (6) painting; (7) final
inspection; (8) outgoing delivery [18].

2 The Design Option ‘Neural Net’ is selected, since it is the first CALS design option of a bunch
of consecutive design options, that require all the preceding design options [7].
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The Minimum Queue Length Estimation Heuristic gives top priority to the
station with the fewest number of cars in its queue [27]. If all queues have equal
length, a random selection is made.

The Minimum Cumulative Processing Heuristic sends the car to the station that
shows the lowest ‘QP time’, where QP = (station processing time x (car in sta-
tion + number of cars in station queue)). This ignores driving times and possible
overnight times [18].

The Simple Rule-based Heuristic compares estimated waiting times at station-
queue points based on the processing time of the previous ten cars. This Heuristic
proceeds as follows: (1) When a car leaves a station it transfers information about its
processing time to a central location where it is collected and stored; (2) the
information from the most recent ten cars is averaged; (3) the next car is sent to the
treatment-station queue showing the quickest total treatment time (driving + queue
waiting + treatment) based on the averaged times of the previous ten cars [28].

The Ant Pheromone Heuristic starts from how ants gather food: Cars following
this heuristic leave virtual (pheromone) marks at each station when they leave. The
more marks a station accumulates over a specific number of hours, the more likely
it is that a subsequent car is sent to this station [29].

The Holonic Heuristic sends a car to the treatment station offering the shortest
total time (based on driving + station-queue waiting + treatment times) gets the
car. If several stations have the same queue length (delay), the car showing a
quicker final release time is chosen. Whereas the Simple Rule Heuristic focuses on
the average time of the previous ten cars, the Holonic Heuristic focuses on which
next station is available the quickest (with soonest release time used to break ties)
[30, 31].

The CALS design option® ‘Neural Net’ [7] sends the car to the next station
based on six internal rules and according weightings. These rules define the
optimal next station based on current information (e.g. utilization) as well as on
information available from the last 50 cars that went through the station. Thus, the
neural net not only considers the current state but also considers past developments
and can thus identify potential problems in the system.

To benchmark the effects of the introduced heuristics with the CALS design
option on the system’s robustness, Sect. 4 presents the obtained results in terms of
throughput times in the standard scenario and the scenario with machine failures as
well as the effects on the time the system needs to restore after these incidents. These
indicators were chosen for the evaluation since ‘time’ constitutes one main success
factor for car terminals caused by the importance of customer orientation (delivery
times are perceived as one major quality indicator) [32]. However, also other
indicators (e.g. utilization) might be feasible for the evaluation of suchlike scenarios
and remain still subject to further investigations in the underlying scenario.

3 For an overview of further design options of CALS beside the Neural Net see [7].
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Table 1 Average throughput times in scenario without machine failures

Heuristic A [%] Standard A [%] Machine p-Value®
scenario failures (t test)

Standard method Reference method

Ant pheromone +6.53 —15.64 P < 0.001
Holonic —4.02 —19.85 P < 0.001
Minimum buffer —8.71 —21.54 P < 0.001
Neural net —12.73 —24.32 P < 0.001
Queue-length Estimation —6.22 —18.39 P < 0.001
Simple rule-based —8.32 —12.73 P < 0.001

# Since the sample size exceeds 46,000 cars, we assume normal distributions and thus the ¢ test is
applicable

4 Evaluation of the Performance Indicators
4.1 Results of the Simulation Runs

The simulation was implemented and executed in the simulation software Tecnomatix
Plant Simulation (v.9) from the Siemens AG. Based on the simulations, the succeeding
results in Table 1 for the total average throughput times in the standard scenario
(column 2) and the total average throughput times in the scenario with machine
breakdowns (column 3) were obtained. Additionally, in order to check for the fit
between the model and the real world, the p-Values for every heuristic based on a ¢ test
between the Standard Method and each particular heuristic was accomplished for both
scenarios.

Table 1 demonstrates that every heuristic except the Ant Pheromone Heuristic
reduces the total average throughput time in the standard scenario. The Ant Pher-
omone Heuristic increases the total average throughput time by 6.53 % whereas the
reductions are in the interval between —4.02 % (Holonic) and —12.73 % (Neural
Net). In the scenario with machine failures (column 3), all heuristics reduce
throughput time. Thereby, the reductions of the single heuristics are different. They
range between the standard scenario and the scenario with machine failures from
~4 % (Simple Rule-Based: —8.32 to —12.73 %) up to ~22 % (Ant Pheromone:
+6.53 to —15.64 %). The ¢ test additionally presents a fit between the model and the
real world (all p Values < 0.001).

Figure 1 contains the days during (Feb 29th to Mar 3rd) and right after (Mar 4th
onwards) machine disturbances and the average buffer level of the heuristics in
comparison to the buffer level of the Design Option ‘Neural Net’ in the standard
scenario. This depicts the time the different heuristics require to restore the former
system state (see Standard Method representing stable system state) (Fig. 2).

The figure displays relatively high buffer levels of the heuristics (between 25
and 30 % from Feb 29th to Mar 3rd) in comparison to the average utilization in a
stable system state (~4 %). Contrariwise, the figure shows low fill levels after all
machines are restored on March 4th.
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Fig. 2 System restore time after machine failures
4.2 Discussion of the Results

In order to evaluate the final results of the real world scenario simulation it has to
be discussed how the heuristics effect the two indicators outlined in the research
question. Thus, it has to be revealed how the average total throughput times
(indicator 1) as well as the time for restoring the system after a machine failure
(indicator 2) are influenced.

With regard to the average total throughput time (indicator 1) it can be stated
that in the standard scenario all heuristics beside one (Ant Pheromone) could
improve the throughput times. Thus, it is implied that through the implementation
of suchlike heuristics cars can better navigate through the terminal. This finally
leads to a better achievement of logistics goals like throughput time as well as due
date reliability—as cars are routed faster through the terminal more due dates can
be matched. This ultimately leads to a higher robustness in the standard scenario,
since the whole system has more reserves due to a higher efficiency and is thus
enabled to react more flexible to unexpected incidents finally increasing
robustness.

For the machine failure scenario it can be observed that all heuristics generate a
decreased throughput time in comparison to the reference heuristics. Thus, for all
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heuristics a logistics target achievement and therewith a higher robustness of the
overall system through the heuristics’ implementation can be assumed. From a
practitioners point of view it can be stated that implementing suchlike heuristics
can mitigate the negative effects of machine failures like jams and therewith
potentially more missed due dates, which might happen in real-world working
processes.

However, comparing the AC heuristics with the CALS design option shows that
the design option features the highest performance, since it improves the throughput
time in the standard scenario (—12.73 %) as well as the throughput time in case of
machine failures (—24.32 %) with the best overall value. Consequently, following
the assumption that an increased logistics target achievement leads to higher system
robustness and having the result described above it can be stated that designing the
underlying scenario as a CALS leads to the highest robustness for the overall
system.

However, it has to be addressed that the improvements of single heuristics from
the standard scenario to the machine failure scenario are highly volatile. Although a
clear improvement trend can be observed, it has to be considered that also small
scenario changes (e.g. more or less machine failures in combination with the number
of cars) can create huge differences in the results like it can be seen in the case. This
results from the AC characteristic emergence leading to non-predictability of the
overall system [6]. Thus, it also has to be mentioned that the results are not
assignable to every real world scenario—other scenarios might lead to completely
different results for the heuristics.

According to the duration the system needs to restore itself after an incident
(indicator 2) it could first be observed, that all heuristics were able to restore the
system within one day after the machine failure. However, differences occurred
regarding the time needed for the restoring. In comparison to the first indicator the
CALS design option does not constitute the best solution approach. Thus, it can be
mentioned that from a practical perspective all heuristics provide the restoring
ability for the system after a breakdown. However, since the neural net does not
deliver the best results here the question remains how to improve the neural net in
order to improve also the restoring ability of this CALS design option. In this
specific investigation a recommendation for the overall scenario considering both
indicators cannot be given for one specific heuristic—the final decision has to be
made based on the individual goal settings (which goals are the most important
ones) or rather based on practical experiences (e.g. probabilities for machine
failures in specific real world scenarios).

Finally, this leads to the conclusion that in sum all heuristics are able to increase
the system’s robustness in the scenario with machine failures, since they exhibit a
lower total average throughput time than the Standard Method (keep system
effective) and are able to restore the system after a failure. Thus, this case indicates
that having the right circumstances in a real-world scenario (e.g. high complexity
and dynamics, lots of options and entities) the selected AC heuristics can improve
the system’s robustness. Additionally, the CALS design option ‘Neural Net’ fea-
tures in both scenarios the best throughput time. On the other hand, the time to



Robustness of Complex Adaptive Logistics Systems 171

restore is not as short as with the other heuristics. This shows that the CALS design
option might feature additional potential to improve a system’s robustness but in
contrast to other heuristics the design option needs more time to restore the system.
Thus, the total performance of the Neural Net in contrast to the other heuristics has
to be evaluated in more detail and both indicators have to be weighed against each
other depending on their economic impact as well as on the particular context.

5 Conclusion

This paper intended to give an idea about how the CALS approach contributes to the
robustness of a real-world scenario in comparison to existing control heuristics.
The main outcome is that in a scenario with high complexity and dynamics and in
combination with machine failures all selected heuristics and the CALS design option
can contribute to a positive development of the system’s robustness. Additionally,
from a practitioners perspective one can see that in real-world scenarios there is
potential for improvements in system flows and AC heuristics can be one way to
realize this potential.

However, this research features some limitations. First, it does not cover all
relevant logistics KPIs—which are partially conflicting like low work in progress
and high utilization [32]. Then, the introduced heuristics are complicated to apply
in a real-world scenario. The reason is, that AC heuristics as well as the introduced
design option ‘Neural Net’ demand for a complicated set of technological and
computer components (e.g. sensor networks, communication interfaces), which
also have to meet the organizational and structural requirements of the given
institution [33]. Moreover, these components are in sum expensive, what can lead
to financial risks resulting from the implementation [34]. Since a testing of the
system’s outcome is nearly impossible—due to the characteristics of AC like
emergence [35]—it might be hard to convince investors of an acceptable return of
their investment into the required technologies. Finally, people might avoid
suchlike concepts due to their loss of control that comes along with the system’s
self-organization.

Further research should focus on the given limitations. Hence, additional
logistics KPIs could be included in further research as well as a transfer of the
gained insights to other simulation scenarios. Moreover, since the research also
shows only very little differences between the particular heuristics the investiga-
tion horizon and the input parameters should be adapted in order to generate more
detailed findings for the different approaches.
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A Pedestrian Dynamics Based Approach
to Autonomous Movement Control
of Automatic Guided Vehicles

Maik Bihr, Reik V. Donner and Thomas Seidel

Abstract Automatic guided vehicles (AGVs) are a prospective concept for
optimizing transportation capacity and reducing the costs of material transport and
handling in manufacturing systems. Besides the careful allocation of individual
transportation tasks, single units have to be able to freely move in a given two-
dimensional space possibly restricted by a set of fixed or variable obstacles in order
to use their full potentials. One particular possibility for realizing an autonomous
movement control is utilizing self-organization concepts from pedestrian dynamics
like the social force model. Since this model itself does not explicitly prohibit
possible collisions, this contribution discusses necessary modifications such as the
implementation of braking strategies and approaches for anticipating deadlock
situations, which need to be additionally considered for developing a generally
applicable autonomous movement control. By means of numerical simulations,
different operational situations are investigated in a generic scenario in order to
identify the practical limitations of our approach. The presented work suggests
considerable potentials of pedestrian dynamics-based self-organization principles
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for establishing a flexible and robust movement control for AGVs, which shall be
further studied in future work.

Keywords Automatic guided vehicles - Autonomous movement control
Pedestrian dynamics - Social force model

1 Introduction

These days, production and logistics systems become more and more automated to
achieve a higher cost-efficiency of the manufacturing and delivery processes. For a
robust operation of individual production units, the absence of substantial per-
turbations and the simultaneous availability of all necessary resources such as raw
material, tools, and energy are typical requirements. These idealized requirements
are, however, often not completely met in reality because of the presence of
unpredictable factors such as machine failures or human interference. In order to
better cope with such problems, recent work has concentrated on elaborating the
potentials of autonomous control approaches in various areas of application [1, 2]
which promise higher flexibility and robustness in the presence of unexpected
situations than traditional centralized control approaches.

Many real-world examples for material handling and storage systems (for
example, container terminals) are characterized by a high number of individual
transportation tasks each requiring a significant amount of time. In such cases the
utilization of automated transfer cars can provide a feasible solution to keep the
internal transportation costs as low as possible. Specifically, the installation and
operation costs of modern, complex technical solutions need to be over-compen-
sated by a reduction of labor costs and an overall increase of transportation effi-
ciency in the mid- to long-term.

Automatic guided vehicles (AGVs) are already widely used in intralogistics or
ports of transshipment. Their practical operation is challenged by two mutually
interdependent problems for planning and control: task allocation to the entire set
of available vehicles (scheduling) and routing of the individual AGVs. The latter
aspect can be realized by either prescribing a fixed route the vehicle has to follow
exactly, or utilizing autonomous control concepts allowing the vehicle to move
freely in space in a cost-efficient and safe way. This contribution exclusively
focuses on the latter aspect. Specifically, the potentials of pedestrian dynamics-
based self-organization concepts are studied. Conversely, it is not the aim of this
work to provide a thorough and complete review of existing alternative solutions
or to discuss the closely related problem of job scheduling.

At present, AGVs are still often subject to a centralized movement control
allowing for the anticipation and thus preventation of potential collisions or
deadlock situations [3, 4]. One corresponding strategy is that the individual
vehicles have to pass certain checkpoints allowing for a forecast of possible
conflicts. In addition, gridding of the available space simplifies the distribution of
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priorities and permissions for entering specific areas: if the next checkpoint or the
next grid cell cannot be reached (for example, due to an occupation by another
transfer car) a vehicle remains at rest until the blocking situation is resolved.
Alternatively, the network of possible transportation routes can be decomposed
into paths that can be reserved for usage by individual vehicles. The latter strategy
typically requires a central control unit with complete on-line coverage informa-
tion of the entire network. Furthermore, the paths can be divided into sections
allowing for a forecast of the future occupation and, hence, for possible preventive
actions [5, 6].

As an alternative to such centralized approaches, efforts have been reported
recently to design and practically realize a fully decentralized control strategy for
AGVs in intralogistics applications,’ where the availability of physical space is a
crucial restriction to all transportation processes [7, 8]. As a basic condition, one
has to require that such an approach must (i) adequately substitute the advantages
of existing priority and permission assignment strategies by means of an intelligent
control algorithm and (ii) avoid collisions and deadlock situations as far as pos-
sible. Specifically, individual vehicles shall freely move in space without any
external actions and react autonomously and flexibly in the presence of possible
conflicts. While the corresponding problem has already been widely studied in the
field of robotics, this contribution discusses an alternative conceptual approach
that is based on some fundamental self-organization principles realized in nature.

A paradigmatic example for successfully operating autonomous units are
groups of human individuals. In the last decades, numerous efforts have been
reported for mathematically modelling the dynamics of pedestrians and their
mutual interactions on the microscopic (individual-based) level (i.e., as a multi-
agent system [9]), including cellular automaton [10-12] and interaction force
models [13—15]. The latter class of models postulates the existence of a repulsive
short-range potential resulting in the avoidance of too close encounters between
individuals. As a particularly useful and widely applicable approach, the social
force model [14, 16, 17] has attracted great interest for appropriately describing
the behavior of groups of human individuals in various situations. Meanwhile, it is
being applied for simulating pedestrian dynamics in sophisticated state-of-the-art
traffic simulators such as PTV VISWALK [18].

This contribution is intended to provide a first conceptual study of the potentials
and practical limitations of a pedestrian dynamics-based strategy to establishing an
autonomous movement control for AGVs. Specifically, the basic ingredients of the
social force model are used for implementing corresponding control mechanisms
that allow single AGVs to individually choose their trajectory according to a
prescribed transportation task and gradually re-evaluate and adapt their motion to
the presence of static as well as dynamic obstacles in real-time. By studying

! There are first successful implementations of autonomously controlled AGVs in container
terminals were many problems that are expected to arise from a free movement are avoided by
restricting the motion to designated one-way traffic lines with a Manhattan-type regular grid
topology. However, in this contribution, the case of free motion is considered.
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generic scenarios, possible limitations of this approach are identified, which call
for modifications and extensions of the simple behavioral rules of the underlying
pedestrian dynamics model to be applicable for the purposes of industrial logistics.
In Sect. 2, the theoretical foundations of the social force model of pedestrian
dynamics are briefly reviewed, with a particular emphasis on how to translate its
basic ingredients for an autonomous movement control of AGVs. Section 3
describes some practical challenges for establishing such a control in the presence
of real-world problems such as static and dynamic obstacles and high vehicle
densities at specific sources or sinks in a logistics system. Possible solutions of
these problems are discussed. Finally, the main findings of the presented work are
briefly summarized and put into context.

2 Theoretical Background
2.1 The Social Force Model of Pedestrian Dynamics

Based on the fundamental Newtonian principle that each change in the state of
motion of a physical body requires the action of a certain force, Lewin [19, 20]
introduced the social field theory, postulating that social situations are influenced
by factors (forces) that either drive (helping forces) or block (hindering forces) a
movement towards a goal. Besides numerous applications in the social sciences,
this theory has been used by Helbing and Molnar [14] as a basis for establishing a
widely applicable mathematical model of pedestrian behavior. Specifically, they
described the motion of human individuals as a superposition of a positive driving
force towards a well-defined destination and a set of repulsive forces arising from
non-physical (“social”) interaction potentials caused by the presence of obstacles
and other individuals. Specifically, according to their theory four different types of
forces can be distinguished: a generic accelaration force due to the presence of a
desired direction and speed of a human individual, repulsive forces due to static
obstacles as well as other moving individuals (dynamic obstacles), and attractive
forces due to the existence of potential points of interest. In the following, the
corresponding mathematical formulation is briefly reviewed.

First, a pedestrian i aims to reach a certain destination d; with a desired velocity
9. The shortest path between this (static) destination and the (dynamically
changing) position r;(f) of the individual is described by a vector d; — r;(¢)
(k=1,,K). This idea can be generalized by introducing a set of intermediate
destinations df that make the pedestrian’s trajectory (in the absence of other
individuals or obstacles) a regular polygon. The desired direction of motion is then
represented by the unit vector

(1)
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Any perturbation of the pedestrian’s motion from the desired direction e;(¢) and
speed 1? implies a deviation of the actual velocity v;(¢) from the desired velocity
v9(t) = 1Ve;(7) due to deceleration or sidestepping to avoid collisions with other
individuals. In such cases, the pedestrian has a tendency to approach v?(t) again
within a certain relaxation time t; after the corresponding conflict has been

resolved. This gives rise to an acceleration force

1
F)(1) = = (Wei(r) = vi(1)). 2)
T
Second, a pedestrian intends to keep a certain distance from static obstacles (such
as walls or streets with vehicular traffic). This fact can be modelled by means of a
repulsive potential force

Fig(t) = =Vyu0Uis(llris (1)), (3)

where r;p(¢) is the vector between the current position and the nearest point of the
obstacle, and U;z is a non-negative (repulsive) and monotonically decreasing
potential.

In a similar spirit, human individuals consider the close proximity of other
pedestrians as undesired and therefore aim to keep a certain distance with respect
to their neighbors. In analogy to the treatment of static obstacles, the resulting
repulsive force acting on an individual i due to the closeness of another individual j
(acting as a dynamical, i.e., moving obstacle) can be described as

Fyj(1) = =V, Uy (b(llry (01))), 4)

where r;(f) denotes the shortest path between both individuals at time ¢, and b
represents the semiminor axis of the ellipse around j,

s 1) = 5 (I -+ lrs(0) = (0 e 0] — 5)207) °, - (5)

with v;(t !v] { The latter accounts for the space required for j to take his/her
next step that 7 anticipates in his/her own motion. Hence, the current velocity v;(¢)
of the obstacle j (or, more specifically, its modulus) needs to be taken into account.

It should be noted that as a possible extension of this formulation, the velocity
v;(2) of the considered vehicle could be considered as well when dealing with static
as well as dynamic obstacles (i.e., a faster pedestrian will typically prefer a larger
distance than a slower one) to account for safety considerations such as a velocity-
dependent braking distance. This extension amplifies the effect obstacles on fast
individuals, which leads to an enhancement of safety in terms of avoiding possible
collisions. In the context of autonomous movement control of AGVs to be dis-
cussed here, the corresponding effect will, however, be considered negligible.
Therefore, this possible extension shall not be further discussed here.
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Finally, there can be points of attraction such as street artists or shop windows
that potentially trigger detours or short stays at the respective places. Similar to the
treatment of obstacles, such points of attraction can be modelled by an attractive
interaction potential:

Fis(t) = =V, Ua(lra ()], (6)

where Ui (+) is (unlike Uj(+) and Uj;(+)) a negative (attractive) and monotonically
increasing function.
The sum of the four aforementioned forces,

Fi(t) :F?(I)—FZF,B(I)—&—ZF,;,'(I)—FZF,-A(I), (7)
B 7 A

can be understood as determining temporal changes in the direction and speed of
motion. A more detailed description can be found in [14]. One important aspect is
the proper determination of the shape of the different interaction potentials, which
are commonly assumed to be exponential [14] or power-laws. One recognizes that
the latter choice would better account for a desired avoidance of collisions.
In addition, more sophisticated aspects such as an anisotropy of all forces (due to
the visibility of obstacles or points of interests only within a cone centered around
the current direction of motion) can be easily included into the model. Detailed
experimental studies on various aspects of real-world pedestrian dynamics are
available [21, 22], but shall not further discussed here. Within the framework of
the present study, the focus will mainly be on the consideration of the four dis-
cussed types of forces and their implementation in an efficient autonomous AGV
control strategy.

2.2 Social Force Approach to Autonomous
Movement Control of AGVs

Some of the basic ingredients of the social force model as described above can
serve as foundations for establishing an autonomous movement control of AGVs.
Specifically, there are existing approaches that already make (partial) use of
several components inherent to this model:

e The use of AGVs implies a directed motion towards a predetermined final
destination—or some prescribed intermediate checkpoints—that is typically
realized with a designated optimum velocity. This is in complete analogy to the
behavior of pedestrians, with the intermediate checkpoints playing the role of
the points of attraction in the model of human behavior.

e Collisions with static as well as dynamic obstacles (e.g., stored material, other
AGVs, etc.) need to be avoided. This can for example be reached by (e.g.,
reflection or RFID-based) sensors measuring the distance to possible obstacles
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in real-time. The shorter the distance, the lower the velocity of the vehicle
should be due to safety reasons, which can be mathematically described by the
action of a non-physical, distance-dependent repulsive force.

e For the control of AGVs, obstacles behind the moving vehicle are not relevant
for its further motion. This consideration has been realized in existing models
for explaining the behavior of groups of animals (e.g., fishes, locusts, or bird
flocks) [23]. In this spirit, it is sufficient to consider a certain range of angles
around the instantaneous vector of motion within which static as well as
dynamic obstacles need to be detected and considered for further planning of the
AGV’s individual trajectory. Thus, a non-isotropic version of the social force
model is a promising candidate to account for the corresponding considerations.

In the following, it will be discussed in more detail which specifications and
possible modifications of the basic social force model are necessary in order to
achieve an efficient autonomous control strategy for AGVs in a generic setting.

3 Practical Challenges to Autonomous Movement Control

In order to better understand the dynamics of AGVs subject to a social force based
autonomous control, different scenarios have been studied including such with
either exclusively static or dynamic obstacles (i.e., only one AGV in a geometry
with prescribed boundaries or several AGVs moving freely without external
boundaries, respectively) as well as settings with fixed boundaries and a set of
source and sink locations. In the following, some exemplary results taken from a
more detailed simulation study [24] are discussed that highlight relevant points
where clarifications or modifications of the basic social force model for pedestrian
dynamics are necessary to achieve an industrially applicable solution for an
autonomous movement control of AGVs. In order to keep the number of param-
eters in all simulations as low as possible, the following simplifying assumptions
are made: First, the area usable for transportation processes has a flat profile.
Second, all AGVs have the same physical properties, particularly the same size,
mass and maximum acceleration. Third, the dynamics is considered as an ideal
motion without friction losses. Finally, all accelerations and decelerations take
place instantaneously without any reaction times.

3.1 Interaction Potentials and Avoidance of Collisions

According to Eq. (7) the total force “acting on” an individual AGV can be
additively decomposed into different components. Due to this superposition of
possibly conflicting force components, in a prescribed geometry collisions
between individual vehicles can hardly be avoided completely. For example, there
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can be situations where some AGVs come very close to a single vehicle that is
forced to move towards a wall. In the extreme case, such behavior can lead to a
collision (if the resulting repulsive forces due to the static or the dynamic obstacles
are different) either between different vehicles or with the wall.

One possibility to avoid this problem is using a sophisticated choice for the
repulsive interaction potentials. For example, using power-laws or similar func-
tions with a cutoff corresponding to a critical minimum distance in the direction of
motion could be a feasible solution provided that a vehicle comes to rest as soon as
its distance to the obstacle falls below this threshold. In the present study, situa-
tions leading to possible collisions are practically avoided by determining each
force component separately to ensure that the AGVs do not get into physical
contact with each other or with static obstacles.

A related problem is integrating information on both the distances to all rele-
vant static as well as dynamic obstacles and their instantaneous velocities in the
equations of motion, which is necessary in order to avoid abrupt breaking that is
hardly possible in realistic scenarios. Here, the corresponding challenge is not
treated explicitly, since the main goal is to achieve a minimization of the total
transportation time and a reduction of the times during which conflicts between
individual vehicles exist. Practically, everytime an AGV approaches the vicinity of
an obstacle (e.g., a wall or another vehicle) it brakes and steers to the right.
This simple rule mimics the behavior of pedestrians who often have a certain
tendency of sidestepping by moving to a predetermined side. This preference can
eventually be considered as originating from certain cultural conventions.

3.2 Avoidance of Deadlocks and Related Problems

Especially in case of a high vehicle density, the combined procedure of braking
and eluding as described above can trigger the emergence of a deadlock situation.
Specifically, due to the superposition of different mutually independent force
components, units can reach a steady state or livelock (i.e., a situation where
individual units alternate between different states in a periodic way) where no
effective further motion is possible (see Fig. 1). Therefore, the affected units need
to be released after undershooting a certain minimum speed (except for loading
and unloading processes at the respective sources and sinks) to enable further
movement. As a possible solution, deadlocks or livelocks can be detected by a
simple logic comparing the instantaneous and preceding positions of each vehicle.
If such a situation occurs, the unit has to be forced to calculate a new route, e.g., by
making use of a prescribed set of checkpoints (see below).

The two-dimensional autonomous movement of an AGV can only be realized
with a detailed knowledge of the available space. Figure 2 presents an example of
a situation where a vehicle is forced by an oncoming unit to give way such that it
fails to pass a static obstacle at the correct side. In order to avoid such problems
and thus ensure an efficient operation, one possible solution is to specify distinct
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checkpoints that need to be passed on the way between the unit’s origin and final
destination. According to these prescribed checkpoints, a new route can be
interactively recalculated onboard in case of an arising deadlock or livelock. For
this calculation, it is necessary that each unit has access to full information on the
positions of all static obstacles.

Another possible example for the emergence of deadlock situations are fre-
quently used transportation relations where multiple vehicles have the same des-
tination. For example, one could think of a machine which has to be continuously
supplied with raw materials by AGVs (sink), or continuously produces semi-
finished goods that need to be transported by AGVs to the next processing stage
(source). If there is (intermittently or permanently) more transportation capacity
(i.e., more AGVs) concentrated in the ultimate vicinity of this source or sink than
necessary to serve the actual demand (which is determined by the production
capacity and the time necessary for loading or unloading the transportation units)
this can result in the mutual blocking of individual vehicles (see Fig. 3). Note that
this is mainly a problem of properly designing the surroundings of sources and
sinks in terms of available space in combination with a feasible job scheduling.
However, given that a corresponding problem actually occurs due to whatever
reasons, there are different possibilities to circumvent the resulting conflicts and
avoid a deadlock. One simple approach is defining a certain area in the direct
vicinity of the respective source or sink which all AGVs can only access after
receiving an individual permission. In this case, the units have to communicate to
receive this permission. This can be realized either centrally (by communication
between the AGVs and some control entity representing the destination) or de-
centrally (by pairwise communication between the concerned AGVs). In the latter
case, one could for example adopt the social goods concept [25, 26] to enforce
individual AGVs to give way to others if they have a transportation job with lower
priority (e.g., a later due date). A further possible improvement is the separate
definition of incoming and outgoing routes by disjoint sets of checkpoints. As a
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Fig. 2 a Trajectory of an AGV that is disturbed by an oncoming unit. Due to the policy of
eluding to the right, the vehicle fails to pass the static obstacle (wall) at the correct side and,
hence, to be able to reach its destination (sink). b Possible set of checkpoints to prescribe the
desired path between origin and final destination that helps avoiding a possible deadlock situation
at the inclined obstacle

Fig. 3 Schematic illustration of a possible blocking situation at a sink (small diamond). For
simplicity, all AGVs are assumed to have disk-like shape (lines indicate the instantaneous
direction of motion). Some AGVs (black) that have already fulfilled their loading or unloading
task are not able to leave the source, because the other AGVs (magenta) still want to reach their
destination. The thick black circle determining a designated ‘waiting area’ avoids the emergence
of the deadlock directly at the sink. In addition, splitting the vicinity of the sink (e.g., into two
semi-circles) allows defining designated zones for entering and exiting vehicles (e.g., by means of
distinct checkpoints). A combination of both mechanisms can help to widely reduce the risk of
emerging deadlocks even in overcrowded situations
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final (although typically less severe) problem, one has to examine the behavior of
subsequent AGVs sharing the same route. Specifically, if two successive vehicles
have the same trajectory, the repulsive force from the former would decelerate the
latter. In order to avoid unnecessary braking and acceleration demands, adaptive
methods should be used for adjusting the velocity of the second AGV according to
the velocity and direction of motion of the first one.

4 Summary

This work presented a first conceptual study on the applicability of pedestrian
dynamics based models for establishing an autonomous movement control of
AGVs in intralogistics or container terminals. In particular, the case of free motion
in a two-dimensional physical space has been considered which is more frequent
and more flexibly applicable than the alternative of track-based vehicles.

The empirical, partially simulation-based considerations described in this
contribution indicate that in combination with additional procedures ensuring the
avoidance of collisions, deadlocks, and livelock situations, the social force concept
provides a prospective foundation for the designated purpose. In particular, the
proposed approach is applicable in the case of moderate to high vehicle densities
[24]. However, without the discussed modifications the basic social force model is
not directly applicable. Potential problems especially emerge in areas with par-
ticularly high vehicle density and/or few available space, such as bottlenecks in the
given spatial geometry of the working area or around frequently visited sources
and sinks. Most of these problems are practically avoided by introducing check-
points at bottlenecks or diverges of different possible routes, as well as by
establishing local permission strategies based on individual priorities. While the
latter can be practically realized by means of a centralized control unit within a
restricted spatial domain or sophisticated self-organisation concepts [25, 26], the
major part of the transportation process is still subject to a fully autonomous
movement control that is realized according to an on-line evaluation of the posi-
tions of static and dynamic obstacles.

In summary, the proposed pedestrian dynamics-based approach appears suitable
and interesting for potential industrial applications. However, further research is
necessary to fully explore its corresponding potentials and limitations in more
detail.
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Abstract Production leveling aims at balancing production volume as well as
production mix. Conventional leveling approaches require limited product diver-
sity and stable, predictable customer demands. They are well-suited only for large
scale production. This paper presents a methodology that enables the leveling of
low volume and high mix production. It is based on two fundamental steps. In the
first step, which is focused on in this paper, product types are grouped into families
according to their manufacturing similarity. In the second step, a family-oriented
leveling pattern is generated. This paper presents an innovative clustering
approach for product family formation regarding leveling. It employs evolutionary
strategies to optimize the weights of the attributes which are used for clustering
according to their impact on the grouping result. The paper refers to an industrial
application and also shows how product families can be utilized for leveling.
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1 Introduction

Production leveling also referred to as production smoothing or heijunka,
depicts a key element of the Toyota Production System and lean production,
respectively [1]. The objective of production leveling is to balance production
volume as well as production mix by decoupling production orders and customer
demand [1, 2]. Thus, unevenness in form of variation in the production schedule is
reduced. This comes along with a decrease in overburden and waste [1]. Leveling
distributes production volume and mix to equable short periods. The sequence of
these periods describes a kind of manufacturing frequency. According to this
leveling pattern, every product type is manufactured within a periodic interval,
which is reflected in the so called EPEI-value (Every Part Every Interval) [1, 3].

Conventional leveling approaches aim at manufacturing every product type
within a periodic interval. This typically requires a limited product diversity
combined with stable and predictable customer demands [4, 5]. Hence, the
application of conventional approaches is limited to large scale production [6]. For
leveling of low volume and high mix production, the Chair of Industrial Engi-
neering at TU Dortmund University developed an adapted methodology, which is
presented here.

The paper is organized as follows: After a brief state of the art review in Sect. 2,
an overview of the methodology for leveling of low volume and high mix pro-
duction is given in Sect. 3. The methodology is based on the formation of product
families for leveling and the creation of a family-oriented leveling pattern. The
problem of forming product families for leveling is described formally in Sect. 4.
Afterwards, Sect. 5 presents an innovative clustering approach that has been
developed at the Chair of Artificial Intelligence at TU Dortmund University. The
multi-objective clustering uses evolutionary strategies in order to form product
families for leveling. This approach outperforms conventional clustering tech-
niques as is shown referring to a real life application in Sect. 6. Finally, a con-
clusion is given in Sect. 7.

2 Literature Review

Most of the literature dealing with production leveling focuses on large scale
production, especially in form of mixed-model assembly lines in the automotive
industry. Without reference to the application context, literature dealing with
production leveling can be divided into two classes. The first class concentrates on
procedure models, i.e. systematic procedures for leveling. The second class
describes leveling as an optimization problem in context of production sequencing.
Both, procedure models and optimization models for leveling are handled in the
following subsections.
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2.1 Procedure Models for Production Leveling

Concerning large scale production, several procedure models for leveling can be
found in the literature. Most of them describe systematic procedures without
focusing on the application in specific industry sectors. [7-9], for example, present
procedure models which describe systematic procedures for leveling in a quite
general way. These procedures are based on two fundamental steps. The first step
aims at distributing production volume to equal-sized planning increments, such
as, e.g., a day or a shift. The production mix is harmonized by determining a
repetitive production sequence in the second step. In contrast, [3] and [10-13] also
distribute production volume to planning increments in the first step, but use a so
called pitch increment for sequencing in the second step. This pitch increment
represents the product of takt time and packing unit.

While the procedure models just quoted focus on large scale production in
general, [14] develops a specific procedure for leveling of electronic control units
manufacturing in the automotive industry. Another procedure model is presented
in [15] concentrating on leveling of low volume and high mix production. The
latter procedure model is enhanced in this paper.

2.2 Optimization Models for Production Leveling

The majority of the optimization models for production leveling focus on syn-
chronized mixed-model assembly lines. In this context, the objective of production
leveling, i.e. harmonization of production volume and mix, is transferred to an
analytical level considering the so called production smoothing problem (PSP).
According to the PSP, objectives of leveling are mapped on a sequencing problem.
In this context, approaches dealing with the description and solution of the PSP are
also referred to as level scheduling approaches. In general the PSP represents the
problem of finding a production sequence that minimizes variation concerning one
or more objectives.

Literature surveys on level scheduling approaches and related work are given in
[16-18]. According to these surveys, literature dealing with the PSP for mixed-
model assembly lines can be classified concerning the considered production
levels and their objective functions. A large amount of approaches only concen-
trates on one production level, generally the final assembly [19]. There are level
scheduling approaches aiming at minimizing variation in production rates [20],
material consumption rates [7], or workload at the stations of the line [21].
Additionally, some approaches aim at minimizing more than one of these objec-
tives, simultaneously [22]. Furthermore, there are level scheduling approaches
considering more than one production level. Here, the majority of the approaches
in literature focuses on the objective of minimizing variation in material con-
sumption rates [23]. Additionally, some approaches combine this objective with
those mentioned before [19].
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The majority of level scheduling approaches in literature focuses on mixed-
model assembly lines. Nevertheless, there are few papers dealing with level
scheduling for flow shop environments [24-26] or the single machine case,
respectively [27-29]. Referring to the application context, it is important to note
that these approaches also focus on large scale production. In contrast, [15] pre-
sents an approach for leveling of low volume and high mix production, which is
also based on a single machine case. This approach does not contain an optimi-
zation model comparable with the ones quoted before. Nevertheless, it describes
an analytical model which aims at creating a leveling pattern based on product
families with minimal overall changeover time.

3 Leveling of Low Volume and High Mix Production

The approach that enables leveling in cases of high product diversity is presented
in [15]. In its first step, product types are grouped into a manageable number of
product families according to their manufacturing similarity. Hence, product types
of the same family can be manufactured in an almost arbitrary sequence without or
with minimal losses caused by changeover. Manufacturing similarity is reflected in
different grouping criteria. These criteria represent attributes that describe char-
acteristics of product types, which are relevant for leveling. Adequate grouping
criteria for the formation of product families are operation sequences, required
equipment and staff, process times, setup times for changeover, and share of
identical components, parts, or raw material [30]. The step of forming product
families will be described in detail in the next two sections. Before, an overview
on the step of creating a family-based leveling pattern is given.

Conventional leveling approaches aim at creating a leveling pattern that is
characterized by the EPEI-value (e.g. a day or a shift), the product type sequence,
and the production volumes for each product type. Following such a pattern, every
product type is manufactured within a periodic interval. In contrast, using a product
family-oriented leveling pattern, not every product type but every product family is
manufactured within a repetitive period. The latter is reflected in the so called
EFEI-value (Every Family Every Interval). Creation of such a leveling pattern starts
with a family-oriented ABC/XYZ-analysis, i.e. a Pareto analysis considering pro-
duction volume combined with an analysis of variation in customer demand. Based
on this analysis, leveling families, i.e. families, which have to be scheduled
cyclically in the leveling pattern, are chosen. The remaining families are considered
in an aggregated form, e.g. in form of a capacity time slot for strangers.

After selecting the leveling families, a family-oriented manufacturing sequence
is determined that causes minimal overall changeover time. In the next step an
EFEl-value for the chosen leveling families is calculated considering production
capacities, especially available and required time for changeover. Based on this
EFEI-value, capacity slots for every leveling family are determined. The sequence
and the length of these slots describe the leveling pattern. More details on the step
of creating a family-oriented leveling pattern are given in [15] and [31].
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4 Problem Description (Family Formation Problem)

Formally, the problem of forming product families for leveling is to group a set
X = {Xy, X5,...,X,,} of n product types with p attributes representing the selected
grouping criteria into the most adequate partition C* = {C), Cs,..., Ci},
k < n. Here, k is the partition size, i.e. the number of formed product families.
In Statistics and Data Mining, this problem is also known as the problem of cluster
analysis [32]. In general, Data Mining techniques aim at discovering interesting
patterns in large data sets [33]. In this context several algorithms have been
developed that try to solve the problem of cluster analysis based on formal objec-
tives, like minimizing the dissimilarity between objects in each group (cluster).
In addition to these formal criteria, application specific objectives may be defined,
that can be either incorporated directly into the optimization problem of a clustering
algorithm or applied ex post for evaluating the quality of a resulting partition.

For evaluating the quality of a partition in the application context of low
volume and high mix production, [34] defines a desirability index W according
to [35] as the geometric mean of four objective functions.

W:{W17W27~~'aw4}_)[0a1}7 W[G[O,l], W=

The index is used successfully in [34] to evaluate the resulting partitions of
different clustering algorithms, over a range of different partition sizes. Each
objective function w; delivers a value in the interval [0,1] where O denotes the
worst and 1 the best achievement of the respective objective [35]. Since the
clustering approach introduced in Sect. 5 is partly based on these objective
functions, they are described in more detail in the following.

4.1 Homogeneity

Given a function d : R” x R” — R which measures the dissimilarity between two
objects with p attributes, a general objective often stated is that objects belonging
to the same group should be more similar to each other than objects of different
groups. For example, the k-Means clustering algorithm [36] directly optimizes this
criterion, which can be formally defined as objective (2) [32, 34].

e B
0y LN XXeG
wi(CY) =1 kz (2)

For dissimilarities d(X;X;) (normalized to the interval [0,1]) between objects X;
and X; in each group C, function w, represents the objective of minimizing the
normalized total sum over all distances. In this context, |C/| represents the number
of products types in group C,.
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4.2 Limited Partition Size

The exact number of product families usually is not known ex ante. Nevertheless,
the partition size can be limited to a desired interval [k,,;,, k...] for a particular
application using expert knowledge. Hence, objective function w, is defined
as [34]:

0, k=1
2
(L), kef23, ok}
Wz(C<k)) = 1, ke {kmimkminﬂv o -7kmax} (3)
3
(18%ss) s K € {99}
0, keN:k>99

4.3 Balanced Family Sizes

The formed families are desired to be roughly equal-sized. Especially very small
and very large product families have to be avoided. Otherwise, leveling pattern
creation becomes a highly challenging task when very small product families,
consisting of one product type with high variation in customer demand in the worst
case, have to be integrated into the leveling pattern. Formally, the stated
requirement can be expressed as objective (4).

n,, — min C® (n,,)

chy=1—
wa(CF) max C®) (n,,) — min C®) (n,,)

4)

In (4) n,, represents the total number of distances between the pairs of objects
within each group over all groups in partition C%® and min C*®(n,) and
max C*(n,,) are the minimal and maximal number of distances over all possible
partitions with k product families and n product types [34]. For a fixed k, n,, is
smallest when all objects are equally spread over the k groups. The value n,, is
largest when n-k+1 objects are in a single group and the remaining k-1 groups only
contain a single object.

4.4 Reasonable Large Families

Very small product families with equal to or less than an amount of a product
types allocated to the respective family have to be avoided. Since this objective is
not fully covered by objective function wj, in [34] a further objective (5) that
punishes too small product families is introduced.

wy(CH)y =27¢ (5)
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In [34], the desirability index W serves to evaluate the quality of resulting
partitions ex post, but is not used for optimization. In the same way, the results of
the new clustering approach are evaluated by the geometric mean of all the cri-
teria. The new clustering itself, however, moves beyond the desirability index.
It uses some of the aforementioned criteria to find an optimal weighting of object
attributes such that the quality of the resulting clustering is improved. It follows
the multi-objective optimization approach to clustering as has been proposed in
[36, 37].

5 Clustering with Evolutionary Optimized Attribute Weights

To solve the product family formation problem of Sect. 4 different approaches can
be found in literature. [38] for example differs between part coding systems,
manufacturing sequence-oriented methods (like production flow analysis), cluster
analysis, and neural networks. Among these approaches cluster analysis represents
the most flexible and therefore most reasonable method [39]. While [15] and [31]
use conventional cluster analysis to form product families for leveling, an inno-
vative clustering approach is presented subsequently that solves the product family
formation problem.

It is well known that the partitions achieved for the same data set with the same
clustering algorithm can vary largely with different weightings of the attributes
[32, 34]. Usually, a natural weighting is already given, for example, when attribute
values have a different scale or a different variance. If an equal weighting is
required, the attribute values need to be normalized. In both cases, there is no
guarantee that the weighting will lead to clustering results, which fit the particular
application needs. Approaches like [40], which optimize attribute weights for
clustering, usually rely on formal criteria like (2) and user-specified constraints
describing which objects belong to the same cluster, at least for parts of a given
data set. In a similar way, [41] successfully optimizes attribute weights while only
probabilistic information about the group membership is given. [37] states the
problem of attribute selection for clustering in terms of a multi-objective opti-
mization problem, based on three different formal objectives. In the following,
their set of objectives is adapted to the correct formation of product families for
leveling. Moreover, the approach is modified to deliver attribute weights instead of
a binary selection of attributes.

First of all, a dissimilarity measure is needed which respects the weighting of
attributes. In the following, the assumed measure is the weighted Euclidean

distance
p
d(X;, X;) Z (6)
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where X;; and X, represent the values of attribute / for objects i and j respectively
and vector a = (ay,ay, . . .,a,) consists of the different weighting factors a; € [0, 1]
for each attribute.

The objective is to find a weighting a of the attributes such that the criteria wy,
wy, w3 and w, are optimized simultaneously. One possible approach would be to
merge all four criteria into a single objective value, like the desirability index W,
and state a single-objective optimization problem. However, since the relative
importance of the objectives is unknown, good solutions cannot be guaranteed.
In comparison, multi-objective optimization strives to find all solutions that are
optimal.

A solution A dominates another solution B if all objective values of A are
greater than or equal to the objective values of B and at least one objective value of
A is truly greater. A solution A is non-dominated by a set of solutions if none of
these solutions dominates A. A solution A is called Pareto-optimal if it is non-
dominated by the whole solution space. The set of all non-dominated solutions is
called a Pareto set. The solutions are optimal in the sense that no objective can be
improved without worsening at least one of the other objectives.

A precondition for the successful use of multi-objective optimization is that at
least two of the objectives w; have to contradict each other. Otherwise it might
happen that the Pareto set collapses to a single solution. A striking result from [37]
is that in comparison to the selection of attributes for supervised learning, where
the number of attributes should be minimized, the number of attributes needs to be
maximized for clustering. The reason is that objective (2) decreases with a smaller
number of attributes, since the pairwise distances between objects become smaller.
The same is true for the weighting of attributes, since smaller weight values imply
smaller differences between attribute values. In addition to the objectives wy, w,,
w3, and wy, it is therefore necessary to maximize the components of weight vector
a, leading to the additional objective (7).

(7) aims at minimizing the normalized Euclidean distance between the vector of
maximum weights and the current attribute weights.

Another important observation from [37] is that objective (2) not only depends
on the number of attributes p, but also increases with an increasing partition size
k. Although the partition size k is already limited by the objective function w;,
following [37] the first objective w; should be replaced by the (in this case nor-
malized) Davies Bouldin index [42]

k

1 Sq+Sr

2 max{ d(%q)}
g=1977#4

p-k

wi(CW) =1~ ; (8)
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Sq= 1 Z d(xi,cq), = ! Z d(x;,cr) 9)

|Cq|x,-€Cq |Cr|x,-6Cr

where s, and s, are the average within cluster distances for cluster C, and C,
respectively and ¢, and ¢, are the corresponding cluster centroids. The index
measures the relative separation of the two clusters which are worst separated and
therefore is less sensitive to the number of clusters and attributes (for more details,
see [42]).

Once all objectives are defined, an evolutionary strategy like the
Non-dominated Sorting Genetic Algorithm II (NSGA-II) [43] can be used for
optimizing the attribute weights and finding a set of Pareto-optimal solutions. First,
the algorithm creates an initial population Py of N random weight vectors. For
each weight vector, a clustering algorithm partitions the data set according to the
weighted Euclidean distance. For each resulting partition, the objective functions
wi,..., w4, ws are evaluated. All solutions then receive a fitness value according to
their non-domination. A population Qg of N children is generated by usual evo-
lutionary operators: tournament selection, recombination of the weight vectors and
a Gaussian mutation of the attribute weights. In subsequent steps ¢, the parent and
children populations P, and Q, are combined to a single population R, of size
2 N. Iteratively, the whole population is partitioned into Pareto sets of different
levels according to non-domination, such that the highest level contains all best
solutions, the next the second best, and so on. By decreasing level, these Pareto
sets are added to the new population P, until the total number of individuals N is
reached. If not all points from the last added Pareto set fit into the population, those
non-dominated points are preferred for inclusion that come from lesser crowded
regions of the solution space (for the according distance measure, see [43]).
An offspring generation Q,, is generated from P,,; and the algorithm repeats until
the maximum number of user-specified generations is reached or no better solu-
tions can be found.

6 Industrial Application

The objective functions wy, ..., ws presented above have been implemented as a
performance measure for clustering and combined with an already existing
operator for weighting attributes by NSGA-II in RapidMiner 5.1, which is a
commonly used software tool for Data Mining and Machine Learning [44]. The
approach was successfully validated using real data from an industrial application.
Product families were formed to level an assembly line in the machine building
industry with characteristics of low volume and high mix production. A set of
about 250 product types had to be grouped into product families according to their
share of identical components. These attributes were chosen for grouping because
in the considered assembly system changeover times were primarily caused by
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Fig. 1 Comparison of clustering with evolutionary optimized attribute weights, random weights
and no weighting at all

material changeover. Hence, only minor changeover times were expected between
product types that share a large amount of components. In this case, 700 binary
attributes had to be considered. Regarding constraints resulting from the appli-
cation context and additional expert knowledge, a minimal partition size of 4 and a
maximal partition size of 16 product families was determined. For each k, a Pareto
set of optimal solutions was determined by running the NSGA-II algorithm over
60 generations with population size 25, uniform crossover (recombination) with
probability 0.75 and a mutation variance of 1.0. The k-Means algorithm was used
for clustering in conjunction with NSGA-II, because k-Means directly tries to
maximize the homogeneity within the formed groups for a given number of groups
k. As mentioned before, k usually is not exactly known ex-ante. Due to that, the
attribute optimization procedure is iterated over different k. More details about the
k-Means can be found in [45].

Figure 1 compares the evolutionary weighting of attributes to 10 different
random weightings for each k and to running k-Means with no weighting at all.
Here, for each k only a single solution was chosen from each Pareto set, according
to the highest geometric mean of the first four objectives, the desirability index (ws
was not considered, because it was only introduced to avoid trivial solutions for
the evolutionary weighting, see Sect. 5). As is clearly seen in most cases, the
evolutionary weighting leads to partitions, which evaluate to the highest index
value according to the objectives stated in Sects. 4 and 5. Since evolutionary
algorithms find locally (not globally) optimal solutions, it can happen that random
weighting finds a better solution. In any case, clustering without any attribute
weighting always leads to worse solutions in comparison to the evolutionary
weighting.
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Table 1 Non-dominated solutions for clustering with k = 15

Solution wy wo w3 Wy w Ws

1 0,99840 1,00000 0,97210 1,00000 0,99255 0,43671
2 0,99860 1,00000 0,95509 1,00000 0,98823 0,42193
3 0,99862 1,00000 0,94943 0,50000 0,82977 0,44221
4 0,99845 1,00000 0,95825 1,00000 0,98901 0,44553
5 0,99838 1,00000 0,97933 1,00000 0,99439 0,43812
6 0,99855 1,00000 0,96540 0,50000 0,83322 0,43014
7 0,99838 1,00000 0,97355 1,00000 0,99292 0,43477
8 0,99846 1,00000 0,97842 1,00000 0,99418 0,42340
9 0,99855 1,00000 0,97006 1,00000 0,99207 0,44199
10 0,99837 1,00000 0,98802 1,00000 0,99659 0,45467
11 0,99850 1,00000 0,97293 1,00000 0,99279 0,42059
12 0,99848 1,00000 0,97151 1,00000 0,99242 0,43420
13 0,99842 1,00000 0,98095 1,00000 0,99481 0,41942

For the comparison, only a single solution was chosen from each Pareto set.
However, the evolutionary multi-objective optimization finds many Pareto-optimal
solutions instead of only a single one. This is especially important for unsuper-
vised methods like clustering, where different partitions can have a similar quality
and no unique solution exists.

For example, for the most promising value k = 15 (see Fig. 1), 13 different
solutions were found. Table 1 shows the objective values and the geometric mean
W over wy,...,wy4 for these solutions. The best solution according to the desir-
ability index W (which is also plotted in Fig. 1) is marked in bold. A list of non-
dominated solutions such as this gives the user insight into the structure of the
solution space. For instance, it can be seen that a high value for the homogeneity
sometimes comes at the expense of objective wy, large enough family sizes.
Moreover, in many cases the families are not as equally sized (objective ws) as for
the lower homogeneity values. Such insight would be missed by returning only a
single solution. The evolutionary approach thus provides the user with more
flexibility. Nevertheless, if this flexibility is not needed, a quite balanced single
solution can also be found based on the geometric mean of the objective values.

Based on the formed product families, the family-oriented leveling pattern has
been created. Therefore, 4 leveling families out of 15 product families were
identified considering a family-oriented analysis on production volume and cus-
tomer demand distribution. The other 11 families were classified as stranger
families and included in the leveling pattern in an aggregated form. For the lev-
eling families, a manufacturing sequence causing minimal overall changeover time
was determined. Afterwards, an EFEI-value of 1 day was calculated taking into
account required and available manufacturing capacities. Choosing an EFEI-value
of 1 day means that the leveling pattern is repeated in the frequency of 1 day
which corresponds to 2 shifts. Finally the size of the capacity slots was calculated.
For a leveling period of 1 week, the resulting leveling pattern is shown in Fig. 2.
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production capacity [hours]
0 2 4 6 8 10 12 14

Mon ® leveling family 1

Tue @ leveling family 2

O leveling family 3

Wed O leveling family 4

Thu strangers & overflow

Fri

Fig. 2 Leveling pattern based on 4 leveling families

The pattern consists of 4 capacity slots for leveling families which correspond to
the first shift and a capacity slot in the second shift which can be used for overflow
and stranger production.

7 Conclusion

This paper presents a methodology for leveling of low volume and high mix
production which utilizes an innovative clustering approach to form product
families for leveling. It employs evolutionary strategies to optimize the weights of
the grouping attributes according to their impact on the objective function. This
clustering approach was tested with a data set from an industrial application. The
experiments prove that the presented clustering approach outperforms conven-
tional clustering techniques. To demonstrate how a family-oriented leveling pat-
tern can be realized, leveling pattern creation is also described in theory with
respect to the industrial application. Hence, this paper presents an advanced
methodology that can be used to implement leveling in low volume and high mix
production.

There still remains future research work to do. For example, the step of leveling
pattern creation should consider level scheduling objectives and be lifted to a more
analytical level. Additionally, leveling pattern creation should consider inventory
levels and customer demand variation.
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Data Mining as Technique to Generate
Planning Rules for Manufacturing
Control in a Complex Production System

A Case Study from a Manufacturer
of Aluminum Products

Christian Rainer

Abstract This paper presents a case study from a manufacturer of aluminum
products characterized by a complex and flexible production system with a broad
product variety. We examine the application of the data mining process for
generating planning rules. The resulting planning rules can be implemented in a
manufacturing execution system to support the decision process in decentralized
manufacturing control. The aim is to discover patterns and drivers for high
manufacturing lead time from ERP data in order to define planning rules with the
objective to reduce lead time.

Keywords Data mining - Manufacturing control - Planning rules

1 Introduction

Rising product variety and complex material flows in the metal processing industry
sector increase not only the need for highly skilled technologists but also the need
for adaption of the production planning and control system. Steel, which consti-
tutes around 95 % by volume of the total output of metals, and aluminum, which is
second in volume to steel, are both mainly fabricated as rolled sheet and foils
produced by hot and cold rolling of cast slabs followed by numerous further
diverse annealing and finishing steps [1]. Manufacturing control in this process
industry sector thus involves a variety of complex technological processes, which
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implicate numerous production constraints. Machine scheduling in a rolling mill
has therefore been recognized as a difficult industrial scheduling problem [2].

This paper describes the application of the data mining process for generating
planning rules and is based on a case study in an integrated aluminum rolling mill.
The goal is to discover patterns and drivers for high manufacturing lead time from
ERP data that deliver useful information to derive planning rules. The global aim
is to cope with the complexity of a broad production variety and to reduce overall
lead time and thus also inventory. The created planning rules support the sched-
uling decision process in decentralized manufacturing control.

2 Production Planning in Aluminum Industry

The basic manufacturing process begins with the transformation of molten metal
into solid metal blocks through the ingot casting process. The metal ingots are then
processed through a rolling mill to yield rolled metals such as sheets, plates and
foils. They are mainly made by rolling thick aluminum between rolls that reduce
the thickness and lengthen, but the rolling process is only one step in a wide-
ranging sequence. Each flat-rolled product has its customer specific manufacturing
procedure [3]: the preparatory steps of alloying, casting, scalping and pre-heating;
hot and/or cold rolling; intermediate annealing; and such later finishing steps as
solution heat treatment or final annealing, stretching, leveling, slitting, edge
trimming and aging.

Hot rolling scheduling is usually a multi-objective and multi-constraint optimi-
zation problem, because of its logistical complexity and plenty of technological
constraints. A hot strip mill production scheduling problem is a NP-hard problem [4].
It can hardly be modeled with classical mathematical methods, mainly due to the
variety of products that have their own rolling requirements. The hot rolling process
has been described and examined in detail with proposed algorithms for an
approximate optimal schedule [4, 5]. Less research work considers planning in an
integrated aluminum rolling mill, most papers deal with scheduling hot or cold
rolling only [5, 6].

Due to practical constraints, most of the established models are limited to
specific issues and cannot easily be applied for other producers. A number of
features cause problems in production planning in the aluminum conversion
industry [7]:

e The convergent and divergent nature of the material flow.

The flexibility in the choice of raw materials used in the casting unit.

The need to synchronize the products at different steps of the production
process.

A variety of processing times.

Complexity of the material flow is further increased as it is determined by the
number of predecessors and successors of an operation, the number of reflows and
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Table 1 Characteristics of a complex and flexible integrated aluminum rolling mill

Casting process Casting output (input for rolling)

Make-to-order, small lot sizes Product variety: over 450 cast products
(ingots)

Over 100 different alloys (alloys 1xxx to 8xxx) (Vary in dimension, alloy composition)

Process manufacturing, batch processing Over 20.000 rolling slabs/year

Rolling process Rolling output

Make-to-order, small lot sizes Customized products, high flexibility
Profound technological know-how Product variety: around 4.500 rolled products
Flexible adaption of rolling and heating (Plates, sheets and foils)

processes
Complex material flow Over 500 customers
(Linear, cyclic, converging and divergent) Just-in-time (automotive, ...)
Sequence dependent setup times High quality requirements (aerospace, ...)

the product variety [8]. An integrated aluminum rolling mill such as the one in the
case study is thus characterized as a complex production system as outlined in
Table 1.

3 Data Mining in Manufacturing
3.1 Data Mining and Knowledge Discovery in Databases

As a result of recent technical advances in computers and manufacturing, vast
amounts of data are collected in database management systems and data ware-
houses in today’s manufacturing enterprises. A lot of data related to bill of
materials, product design, manufacturing process planning and scheduling,
production process and systems, monitoring and diagnosis, and market forecasting
are collected and stored as valuable knowledge for enterprises at various stages
and levels [9].

Organizations have therefore undertaken many data warehousing projects in the
last decade in anticipation of potential benefits. After data mining components are
added, organizations have experienced payback of 10-70 times their data ware-
house investment [10]. Data mining has appeared as an important tool for
knowledge acquisition from the manufacturing databases and recent research
addresses knowledge discovery together with data mining applications in
manufacturing [11].

The term data mining is often used as a synonym for knowledge discovery in
databases (KDD). KDD refers to the overall process of discovering useful
knowledge from data, with the goal of mapping low-level data into other forms
that might be more compact, more abstract, or more useful [12]. Data mining is a
particular step in this process and applies specific algorithms from machine
learning, pattern recognition and statistics to extract understandable patterns from
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large sets of data. The further KDD steps of data selection, data preparation, data
cleaning and appropriate interpretation of the data mining results, make sure that
valid, novel, and useful knowledge is derived from the data.

Useful patterns, which were previously not known, may be revealed in man-
ufacturing data. But compared to other domain areas, there has been less research
interest in the manufacturing domain inter alia for the following reasons [9]:

e Most of the researchers in the manufacturing domain area are not familiar with
data mining algorithms and tools.

e Most of the theoretical data mining researchers are not familiar with the
complex manufacturing domain area.

e Researches who are skilled in both, data mining and manufacturing, are not able
to access manufacturing enterprise data, which are often proprietary and
sensitive.

3.2 Literature Review

From the years 1987-2005 there was a significant growth in the number of
publications about data mining in manufacturing in some areas of manufacturing,
such as fault detection, quality improvement, manufacturing systems, and engi-
neering design [13]. On the other hand, the data mining community has paid
comparatively less attention to shop floor control. Over the last decade, a lot of
studies have been carried out to examine how enterprise data could be mined to
generate useful models and knowledge for running the business more efficiently
and effectively. Liao [14] provides a comprehensive overview of previous studies
on enterprise data mining.

Choudhary et al. [11] have shown that there is a rapid growth in the application of
data mining in the context of manufacturing processes and enterprise. Recently
Windt et al. [15] used data mining methods adapted from gene expression analysis to
identify causes of lateness in a multistage production system. The potential of data
mining to improve due date reliability has been investigated in a case study [16].
Harding et al. [13] expected that future research would focus on analyzing data that
are related to shop floor control, scheduling and ERP.

4 Generating Planning Rules Using the KDD-Process

4.1 The Procedure Model

The procedure model consists of seven steps derived from the original KDD
process as illustrated in Fig. 1. An initial assessment in the business understanding
phase helps to determine the requirements and objectives. The five original KDD
steps are used to explore implicit knowledge from ERP data. We refer to the
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Fig. 1 Data mining process for generating planning rules

original KDD-process as data mining process, as data mining is often used as a
synonym for knowledge discovery in databases. The critical phase is the inter-
pretation and evaluation of the results from the data mining algorithm. The goal is
to identify patterns and influence factors. They should support the human experts
in deriving useful planning rules. The concluding deployment phase assures the
conversion of tacit knowledge into explicit knowledge and creating organizational
knowledge as a competitive resource [17].

4.2 Business Understanding

At the beginning of a data mining project the business understanding phase focuses on
the comprehension of objectives and requirements from a business perspective and
involves several steps such as assessing the current situation, determining the business
objectives, establishing data mining goals, and developing a project plan [18].

In the context of production logistics the fundamental goal can be formulated as
the pursuance of greater delivery capability and reliability with the lowest possible
logistic and production costs [19]. Due to the conflicting objectives known as
dilemma of operations planning it is necessary to define a measurable objective for
the data mining project out of the main logistic key performance indicators
inventory (work in progress), delivery reliability, lead time and capacity
utilization.

The focus in the case study was on reducing manufacturing lead time and thus
reducing inventory and increasing delivery reliability and flexibility while trying to
keep high capacity utilization. To get an understanding about the business a
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material flow analysis gives an overview of the different levels of the production
system as illustrated in Fig. 2. Level O shows the big picture of an integrated
aluminum rolling mill with the relation to the casting house. Level 1 shows the
production lines that correspond with the autonomous planning units. Each
production unit is specified with its machine or machine groups at level 2.

Level 3 displays the lowest level of the single machine. This is the target level
for data selection to reveal knowledge for scheduling machines on shop floor level.
Therefore, the examination considers a focal machine respectively with all inflows
that can come from other machines, stock or other operations like quality
inspections or external processing.

4.3 Selection and Preprocessing

The main source of data is the ERP system (SAP) that contains all relevant data
beginning from the sales order up to the collected data from the operations and
machines on the shop floor. The main task is to identify the relevant data objects
and right relationships between them.
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The goal of preprocessing is to improve the quality of the selected data by data
cleaning and preprocessing. Usually there exists no data warehouse that contains
all needed valid and consistent data. Therefore, data have to be integrated from
different sources. For example, in an ERP system planning is performed on
aggregated level on machine. The real short term scheduling is done by the
planners of a planning unit on the shop floor on a single concrete machine. These
data from different planning levels as illustrated in Fig. 2 have to be consolidated
according to certain rules.

To get valid data for further processing only lots that started and finished in the
observed year have been included. Production orders that where marked for
research and development have been excluded as they are not relevant for due date
reliability. The number of data sets was thus reduced by round about 5-10 %.

The phases for collecting and cleaning of datasets are known as the most time
consuming activities that make around 80 % of the data mining process and are
critical to success of data mining [9]. Usually there are some iterative steps
necessary to get the required data, e.g. after the determination of the relevant
production orders again a new selection was necessary to collect operating records
of the predecessor and successor of the focal machine at level 3.

4.4 Transformation

This step involves the preparation of data in a form of a data matrix as shown in
Table 2 that can be processed by a data mining tool. The main task is to define and
calculate the additionally needed data.

The requirements for our data mining model are as follows:

e A single key column: unique identifier of the lead time objects for each record
e Input columns: discrete or discretized characteristics of the object
e At least one predictable column: e.g. lead time

A line in the matrix represents a lead time object on a certain level with all
relevant characteristics in the rows. Depending on the level a lead time object can
be a business order, a lot, a partial lot or an operation. The characteristics are
related to:

e Orders: customer related data, customer specification, strategic business unit, ...
e Products: raw material, alloy category, temper, quality grade, surface, ...
e Operations: setup group, predecessor, successor, process parameters, ...

The third element is the predictable column that is the manufacturing lead time.
In process industry an important part of lead time such as process time and cooling
time is given by technological specifications and restrictions and can thus not be
affected by scheduling. The remaining parts of the overall lead time that can be
influenced by scheduling are waiting time and setup time. The calculated manu-
facturing lead time for data mining included negligible transport times, because
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Table 2 Structure of a data matrix for the application of a data mining tool

Characteristics Order Product Operation Lead time
Object key Xl X2 X3 v XJ v Xk

0, X|| X]2 X13 le X|k
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Fig. 3 Calculated manufacturing lead time for data mining

there were no data available to subtract time for transport between work centers.
As shown in Fig. 3, on the order level there are separate operations OP and each
operation is split into five more components on the operational level [20]: required
waiting time after processing (cooling time), transportation, waiting before
processing, setup and processing.

4.5 Data Mining

After accomplishing the preparation of the data an appropriate data mining method
for the specific problem situation has to be chosen. To explore critical product
characteristics cluster analysis has been shown to be an effective method [16]. The
classical k-means algorithm from the group of deterministic clustering methods
has been applied to explore the causes of due date reliability. To classify product
orders and explore critical characteristics that can explain lead time we use the
naive Bayes algorithm. The algorithm is based on Bayes theorem and generally
used in predictive modeling as a classification algorithm delivering quick results
and easy to use [21].

In classical clustering, also known as crisp or deterministic clustering, objects
are assigned to exactly one cluster. In contrast in fuzzy clustering, objects are not
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only assigned to a particular cluster, but they also possess a membership function
indicating the strength of membership in all or some of the clusters. The strength
of membership can also be interpreted as the probability of belonging to a cluster
[22]. Fuzzy clustering techniques are therefore also known as probabilistic cluster
analyzing methods [23] and can be seen as generalization of naive Bayes classi-
fiers [24].

The Microsoft Naive Bayes algorithm can be applied for clustering as well as for
analyzing and visualizing the key influencers for a specific target [25]. Figure 4
illustrates the exemplarily results for the exploration of key influencers of the target
lead time on operational level for a focal machine. It shows the generated clusters and
an excerpt of calculated probabilities for the particular characteristics as relative
impact factor calculated as conditional probabilities using Bayes theorem.

4.6 Interpretation and Evaluation

The results from the data mining analysis have to be validated, evaluated and
interpreted by experts from the particular planning unit. Additional charts such as a
frequency charts or box-plots support the detection of key influence factors. The
overall data mining process is an iterative process and usually there is the need of a
second or third data mining cycle with new additional characteristics. As shown in
Fig. 4 there is e.g. one particular setup family and alloy category that is strong
related with a short lead time. On the other hand middle, high and very high lead
time is mainly caused by the predecessor AA. Hence a second data mining analysis
with the predecessor AA as new focal machine should deliver more information.

For example, quality grade was one of the key influencing factors for lead time
for such a focal machine. After further evaluation by the planners and analyzing of
past data, planning rules as exemplarily illustrated in Table 3 were derived. The
planning rules define maximum values for an average weekly work load for dif-
ferent product characteristics that are mainly due to technologically caused setup
times. These planning rules correspond approximately to Ho:No-sequencing rules,
used for car sequencing in the automotive industry. There they restrict the
maximum occurrence of a work-intensive option o to at most Ho out of No
successive car models launched down the production line [26]. Instead of work-
intensive options we have certain characteristics, which lead to a maximum
weekly workload for certain values due to technological conditions.

As every planning unit is trying to minimize setup times and optimize capacity
utilization, they now get real-time information about the implication of their short
term schedule outcome. Such planning rules can also be used to establish WIP
control loops between the manufacturing units similar to a decentralized
W1IP-oriented manufacturing control [27]. The planning rules serve as preventive
indicators and can reduce the risk of setup optimizing sequencing that usually
delays orders with high setup times. They support the decision process but the final
decision and responsibility is still up to the planner who has to find the right
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Cluster Characteristic Value Lead time (days) 0% Relative impact 100%
Cluster 1 Setup family SF9 <2 n
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Fig. 4 Exemplarily detected clusters and influence factors from naive Bayes algorithm

Table 3 Conceptual design for planning rules

Machine: AA Generated by: planning unit PUO1

Planning rule PO1: weekly work load for order

release

Planning rule number P01-01 P01-02 P0O1-03 P0O1-04

Name Optimal Maximum Maximum Relation
number of number of coils number of coils successor
coils

Characteristic ~Characteristic

1 2

QGl1 SF1 12 120 2

QG2 SF2 36 3

QG4 SF3 24 30

balance. Further coordination between the planning units is improved as depen-
dencies are getting more transparent.

4.7 Deployment

The gained knowledge from interpreting and evaluating data mining results in
form of planning rules must be organized and presented in a way that the end user
can apply it within an organization’s decision-making process. The planning rules
are thus implemented in the manufacturing control system in a form that the
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human planner gets an alert when a planning rule is violated while he is scheduling
the production orders. According to the type of the planning rule the planner is
allowed to save his schedule if the rule is defined as warning only or he has to
reschedule the orders if the rule is defined as must. In the case study the planning
rules have turned out to be an appropriate support for the concerned planning unit
in releasing and scheduling the local queue of production orders. The effect on lead
time and inventory is positive but due to the changing product mix difficult to
compare with the initial situation.

5 Conclusion

This paper analyzed a production system in the aluminum processing industry, which
due to its complexity is predestinated for the application of data mining. The data
mining process turned out to be an appropriate method to generate planning rules by
obtaining data from the ERP system and implementing the results in a manufacturing
control system. Such planning rules are especially useful under autonomous man-
ufacturing control where planning decisions are based on the knowledge of the
human planners. Even though the application of a naive Bayes algorithm delivers fast
and useful information about clusters and factors influencing lead time, the gener-
ation of planning rules cannot only be performed automatically but with the inter-
pretation of the human experts and further additional information. The implemented
planning rules can support the human planners by showing an alert when certain rules
are violated while performing a real-time scheduling. Planners can compare different
planning scenarios and evaluate them through the number of rule violation as key
performance indicator. Further research has to deal with the quantification of a rule
violation to allow a more accurate comparison of different planning scenarios.

References

1. Samarasekera, 1.V.: Hot rolling. In: Cahn, R.W., Flemings, M.C., llschner, B., Kramer, E.J.,
Mahajan, S., Veyssiere, P., and Buschow (eds.) Encyclopedia of Materials: Science and
Technology, pp. 3836-3843. Elsevier, Oxford (2001)

2. Tang,L.,Liu,J.,Rong, A., Yang, Z.: A review of planning and scheduling systems and methods
for integrated steel production. Eur. J. Oper. Res. 133, 1-20 (2001)

3. Association, A.: Rolling Aluminum: From the Mine Through the Mill. Aluminum
Association, Arlington (2007)

4. Lopez, L., Carter, M.W., Gendreau, M.: The hot strip mill production scheduling problem: a
tabu search approach. Eur. J. Oper. Res. 106, 317-335 (1998)

5. Stauffer, L., Liebling, T.M.: Rolling horizon scheduling in a rolling-mill. Ann. Oper. Res. 69,
323-349 (1997)

6. Nishi, T., Konishi, M., Ago, M.: A distributed decision making system for integrated
optimization of production scheduling and distribution for aluminum production line.
Comput. Chem. Eng. 31, 1205-1221 (2007)



214 C. Rainer

7. David, F., Pierreval, H., Caux, C.: Advanced planning and scheduling systems in aluminium
conversion industry. Int. J. Comput. Integr. Manuf. 19, 705-715 (2006)

8. Lodding, H.: Verfahren der Fertigungssteuerung Grundlagen, Beschreibung, Konfiguration.
Springer, Berlin u.a (2008)

9. Wang, K.: Applying data mining to manufacturing: the nature and implications. J. Intell.
Manuf. 18, 487-495 (2007)

10. Chen, L.-D., Sakaguchi, T., Frolick, M.N.: Data mining methods, applications, and tools. Inf.
Syst. Manage. 17, 1-6 (2000)

11. Choudhary, A.K., Harding, J.A., Tiwari, M.K.: Data mining in manufacturing: a review based
on the kind of knowledge. J. Intell. Manuf. 20, 501-521 (2008)

12. Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From data mining to knowledge discovery in
databases. Al Magazine 17, 37-54 (1996)

13. Harding, J.A., Shahbaz, M., Srinivas, S., Kusiak, A.: Data mining in manufacturing: a review.
J. Manuf. Sci. Eng. 128, 969-976 (2006)

14. Liao, T.W.: Enterprise data mining: a review and research directions. In: Liao, T.W.,
Triantaphyllou, E. (eds.) Recent Advances in Data Mining of Enterprise Data: Algorithms
and Applications. World Scientific, Singapore (2008)

15. Windt, K., Hiitt, M.-T.: Exploring due date reliability in production systems using data
mining methods adapted from gene expression analysis. CIRP Ann. Manuf. Technol. 60,
473-476 (2011)

16. Windt, K., Knollmann, M., Meyer, M.: Anwendung von Data Mining Methoden zur Wissensgenerierung
in der Logistik - Kritische Reflexion der Analysefihigkeit zur Termintreueverbesserung. In: Spath, D. (ed.)
Wissensarbeit - Zwischen strengen Prozessen und kreativem Spielraum, pp. 223-249. GITO, Berlin
(2011)

17. Nonaka, I., Takeuchi, H.: The knowledge-creating company: how Japanese companies create
the dynamics of innovation. Oxford University Press, New York (1995)

18. Olson, D.L., Delen, D.: Advanced Data Mining Techniques. Springer, Berlin (2008)

19. Nyhuis, P., Wiendahl, H.-P.: Fundamentals of Production Logistics: Theory, Tools and
Applications. Springer, Berlin (2009)

20. Wiendahl, H.-P.: Load-Oriented Manufacturing Control. Springer, Berlin (1995)

21. Mitchell, T.M.: Machine Learning. McGraw Hill, New York (1997)

22. Everitt, B.S., Landau, S., Leese, M., Stahl, D.D.: Cluster Analysis. Wiley, Chichester (2011)

23. Bacher, J., Poge, A., Wenzig, K.: Clusteranalyse: Anwendungsorientierte Einfiihrung in
Klassifikationsverfahren. Oldenbourg Wissenschaftsverlag, Miinchen (2010)

24. Borgelt, C., Timm, H., Kruse, R.: Probalistic networks and fuzzy clustering as generalizations
of Naive Bayes classifiers. Comput. Intell. Theory Pract. 8, 121-138 (2001)

25. MacLennan, J., Tang, Z., Crivat, B.: Data Mining with Microsoft SQL Server 2008. Wiley,
Indianapolis (2009)

26. Boysen, N., Golle, U., Rothlauf, F.: The Car Resequencing Problem with Pull-Off Tables.
BuR - Business Research. 4 (2011)

27. Lodding, H., Yu, K.-W., Wiendahl, H.-P.: Decentralized WIP-oriented manufacturing control
(DEWIP). Prod. Planning Control 14, 42-54 (2003)



Striving for Zero Defect Production:
Intelligent Manufacturing Control
Through Data Mining in Continuous
Rolling Mill Processes

Benedikt Konrad, Daniel Lieber and Jochen Deuse

Abstract Steel production processes are renowned for being energy and material
demanding. Moreover, due to organizational and technological restrictions in flow
production processes, the intermediate product’s internal quality features cannot
be assessed within the process chain. This lack of knowledge causes waste of
energy and material resources, unnecessary machine wear as well as reworking
and rejection costs, when defective products are passed through the entire process
chain without being labeled defective. The process control approach presented in
this paper provides the opportunity of gaining transparency on quality properties of
intermediate products. This aim is achieved by predicting intermediate product’s
quality by means of data mining techniques. This approach can be applied in a
wide field of production environments, ranging from steel and rolling mills to
automated assembly operations. Concerning this concept, the authors derive a
methodology for representing different quality properties in a way that it can be
applied in the process control. Beyond that, first results of statistical analyses on
the quality-related significance of process parameters are disclosed.
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1 Introduction

Resource and energy efficiency of interlinked manufacturing processes can be
increased in many ways: process engineering solutions or design improvements,
higher quality of raw materials as well as optimized operating parameters [1]. In
this context, based on a rolling mill case study, real-time optimization and adap-
tation of predefined operating modes on the basis of continuous inline quality
control by means of data mining techniques poses a promising approach to sus-
tainably increase the efficiency of production processes [2, 3].

Continuous quality control across all stations of the process chain is intended to
ensure processing conditions within certain tolerance limits in order to guarantee
the final product’s quality standards defined by the customer. Nevertheless, up to
now, processing by rigid and inflexible program guidelines is still common
practice in continuous flow production systems. In case of missing quality gates
due to organizational and technological restrictions, processing steps are basically
targeted to pre-fixed operation settings instead of orienting and adjusting on the
basis of actual product quality levels or states of processing.

Based on the Toyota Production System, the development of a new production
control approach is motivated by the Jidoka principle, which focuses on avoiding
waste, such as rejection and rework, as early as possible within production pro-
cesses [4]. Although these process-immanent quality checks are state of the art in
the automotive industry, they cannot be transferred to high complex and inter-
linked production systems in the steel industry one-to-one [5].

The rigidly linked sequence of production steps as well as rough environmental
conditions during processing and technological restrictions within the value chain
obstruct assessing the physical quality of intermediate products [6]. For that reason,
steel production is still characterized by final quality diagnostics measurements that
are done at the finishing stands at the end of the process chain [7]. This is a major
drawback as failures during production lead to high internal costs and waste of
resources when only the final product’s quality properties can be tested [6].

Therefore, this paper is focused on avoiding inferior product quality by real-
time Inline Quality Prediction (IQP) tools based on data mining and artificial
intelligence and its integration into a comprehensive Intelligent Manufacturing
Process Control (IMPC) approach for industrial application.

The considered case study is provided by a leading German steel producer and
is representative for the production control approach discussed in this paper. The
process chain consists of five major processing steps starting with the heating
process at the rotary hearth furnace where steel bars are heated to forming tem-
peratures. In the following facilities the bar’s profile is reduced to customer
specifications before the entire bar is separated into rods of customer defined
length (see Fig. 1). A more detailed description of the production steps as well as
preliminary work on processing and storing the collected static, process and
quality data can be found in [6, 8].
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Fig. 1 Process chain of rolling mill case study [6]

The remainder of this paper is arranged as follows: Sect. 2 summarizes the
IT-infrastructure and schemes applied for production control in the case study.
Section 3 introduces the Intelligent Manufacturing Process Control concept as an
answer to the previously identified drawbacks. Sections 4 and 5 focus on deriving
quality criteria and statistically analyzing the impact of various process parameters
on quality properties on the basis of data collected at the first step of the rolling
mill process chain, the rotary hearth furnace. Finally, in Sect. 6 a conclusion is
given and the next steps in developing the process control concept are lined out.

2 Manufacturing Process Control Tools in Flow Production

2.1 Manufacturing Process Control IT-Infrastructure
in a Rolling Mill Case Study

IT infrastructures—in the case study considered—are characterized by a hierar-
chical organization of all required process planning, control and execution entities.
Figure 2 depicts information flows and communication interfaces of the process
control tools within the IT-structure of the case study.

On the top level, the production planning and control level, customer order
specifications such as material, order volume and final dimensions are transformed
to unique internal production order specifications including a predetermined work
flow sequence as well as a specific assignment of predefined rolling schedules
dependent on input and output dimensions of the material. This basic production
guideline is transmitted to the master level, in which a centralized master computer
coordinates and traces all individual intermediate products of the corresponding
production order within the value chain by their unique identification code. The
master level spreads all relevant processing information to the machine level, so
that the operator is informed of current and upcoming tasks. Machine-to-Machine
communication is not provided. After confirming the incoming production tele-
gram, the corresponding rolling program is loaded and automatically passed to the
automation level, where each processing step of the predefined rolling schedule is
executed, supervised and controlled by a Programmable Logic Controller (PLC).
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Fig. 2 Information flows across function levels

Nevertheless, the operator is able to intervene and adapt rolling parameters
manually at any time according to unforeseen interruptions or failures during
processing. After finishing the intermediate product’s processing steps, the oper-
ator confirms the finished production telegram which is then automatically fed
back to the master level and transferred with new input parameters to the next
production step.

2.2 Structural Weaknesses of Process Control
Systems in Flow Production

This type of manufacturing process control strategy can be described as a non-adaptive
automated production control, which is based exclusively on predefined pass schedules
in a one-way feed-forward approach. Despite of manual interventions by the operator
due to obvious abnormalities from regular production, there is no additional supporting
entity integrated that can monitor and verify the status of processing in real-time or
even derives adequate counteractions in case of deviations to guarantee quality
specifications of the final product. In fact, no feed-back loop which, for instance,
compares target and actual processing parameters regarding the intermediate product’s
quality properties is provided.

To react on quality deviations of intermediate products in real-time, the automated
process control has to be enhanced with intelligent process control modules based on
artificial intelligence which allow real-time optimization and adaptation of pass
schedule parameters to face challenges such as resource and energy efficient pro-
duction processes [2, 9]. Therefore, an Intelligent Manufacturing Process Control
applicable in hot-rolling production processes in the steel industry has to be developed.



Striving for Zero Defect Production 219

3 Intelligent Manufacturing Process Control in Flow
Production Systems

As lined out in the previous chapters, a new control scheme has to be developed.
With the intention of implementing the Jidoka principle in steel industry, this
approach has to incorporate features such as process data acquisition and inter-
pretation besides the fundamental aspects of order control and tracking. The
general idea of continuously monitoring and adjusting process parameters is
known as Advanced Process Control in the process industry [10, 11]. The Intel-
ligent Manufacturing Process Control (IMPC) introduced here transfers this basic
idea from process industry to other industry branches by introducing data mining
techniques to predict the quality of an intermediate product and adjust further
processing steps according to the prediction.

The data mining process on which this approach is based is the knowledge
discovery in databases (KDD) process [12]. In this context data mining is defined
as the “application of data analysis and discovery algorithms that produce a
particular number of patterns (or models) over the data” [13]. The KDD process is
divided in nine steps [12]:

. Developing an understanding of the application domain
. Creating a target data set, selecting a data set

. Data Cleaning and preprocessing

. Data reduction and transformation

. Choosing the data mining task

. Choosing the data mining algorithms

. Data mining

. Evaluating output of step 7

. Consolidating discovered knowledge.

O 0 1IN L A~ Wi —

The IMPC concept presented in this section follows these steps. Steps 1 and 2
were executed while developing the IMPC, whereas the remaining steps 3 to 9 are
automated and can be found in the modules described below.

The developed IMPC approach consists of different functional modules for
distinct purposes. The core modules are (1) Data Acquisition and Storage (DAS),
(2) Data Monitoring (DM), (3) Inline Quality Prediction (IQP) and (4) Process
Parameter Optimization (PPO). Modules (2—4) represent the different process
control stages and form the IMPC. While DAS is a prerequisite for implementing
the IMPC, the IMPC itself can be realized to two different extents. Firstly, including
the PPO-module, which allows an online optimization of process parameters
depending on the current state of the production process in order to compensate
previous process deviations. And secondly, just including the DM and IQP-module
in terms of a decision support system. This type of process control relies on gen-
erating real-time quality estimates for the intermediate product. If inferior quality is
predicted, the production process is halted. In contrast to the previous option, the
decision on further actions to be taken to improve the products quality is not made
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by the IMPC, but relies on expert knowledge. This modular design of the entire
process control approach allows an on demand integration in existing process
control infrastructures. Due to the early stage of the research project, the paper’s
scope is limited to this approach and therefore to the first three modules.

3.1 Data Acquisition and Storage

The extent to which the DAS module has to be introduced into a production
system is determined by the complexity of production that has to be supervised.
Obviously, complexity in this context reflects the number of distinct influencing
parameters. These can range from environmental factors, e.g., temperatures,
humidity, noise or vibrations caused by other machinery, to machine states like
applied torque, engine speed or execution time for a predefined task. This short
overview illustrates that a general concept for DAS cannot be given, as it rather
depends on the actual process the entire IMPC concept is applied to.

In case of the rolling mill case study, processing parameters as well as machine
states of all major processing stations are relevant. Examples for these are zone
temperatures, material temperatures and time spent in each zone at the rotary hearth
furnace, or rolling speed and forces, material temperatures at each forming step and
grooves used at each of the rolls. A comprehensive description of relevant factors as
well as information on the actual implementation of the DAS is given in [5, 6].

3.2 Intelligent Manufacturing Process Control

The IMPC concept as implemented in the case study can be interpreted as a
separate building block in a company’s process control landscape (see Fig. 3). The
IMPC does not affect the process of production planning, i.e., it generates no
advice on optimized production sequences. Instead, the focus is on analyzing
processing states in real-time aiming at forecasting the intermediate product’s
quality properties. This knowledge is used for either deriving recommendations on
whether the product should be processed any further or for optimizing the next
processing step’s parameters so that the required product quality can be obtained.

In both cases the IMPC requires information on the current processing
parameters which are gained from the DAS module. Moreover, information on
historic processing data, merged in a quality prediction model has to be available
for assessing the intermediate product’s quality correctly. When it comes to
optimizing processing parameters, even more knowledge is demanded. In this case
it is mandatory to have a material forming simulation, i.e., a finite element method
(FEM) simulation, at hand which verifies the impact of altered processing
parameters on the product. Figure 4 summarizes the required knowledge and
infoData Monitoring and Inline Quality Prediction. Based on the real-time
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processing of data available from the DAS module, the DM module generates all
statistics and information demanded by the IQP module. These tasks also include
all necessary pre-processing steps on the data gathered: e.g., depending on the type
of data missing values are replaced either by a default value or average values in
the case of time-series data. Additionally, for time series data statistics such as
maximum and minimum values, standard deviation and the maximum gradient are
computed. These characteristics are used for a first evaluation of the current
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processing step before an in-depth analysis is conducted. All results in the DM
module are then fed into the IQP module.

The IQP module translates all available information irrespective of its actual
meaning into a quality assessment. This is done by means of data mining, i.e.,
supervised learning models [5, 14]. These models are trained on labeled historic
datasets so that these algorithms can judge on the currently processed quality based
on actual processing parameters. Additionally, the results of the final quality
checks at the process chain’s end are merged into the continuously growing
database. By this, the prediction accuracy of the data mining models can be
increased continuously.

The result of the IQP module can then be applied to decision rules, specifying
whether an intermediate product is ejected from the process or processed further
depending on the quality prediction and its position in the process chain. In a
second step, the IMPC can be extended by the implementation of the PPO module,
which also makes recourse on the quality estimates generated in the IQP module.

Process Parameter Optimization. The PPO module is the final step in
implementing the IMPC model. As described above, it aims at adjusting param-
eters of upcoming process steps in such a way that identified quality deviations
caused by previous processing steps are compensated in the remainder of the
process chain. To accomplish this, the PPO module needs comprehensive access to
information on process parameters and especially on FEM simulation results to
validate the impact of altered parameters on product quality properties. This
module is obviously the most challenging one in the IMPC concept. It relies on
completely implemented DM and IQP modules. Due to the early state of the
research project, the PPO module is still a theoretical concept and not jet defined
on a detailed level. Consequently, the remainder of the paper focusses on the
IMPC model consisting of the DM and IQP modules.

4 Quality-Levels and Decision-Rules in Rolling Mills
4.1 Quality-Levels for Intermediate Products

The most important prerequisite for the IMPC concept is the definition of quality
in the context of intermediate products. Final products, i.e., steel rods in the case of
the rolling mill case-study, are assessed according to various distinct quality
parameters. The intermediate product’s quality, i.e., the quality of the steel bar,
which is predicted by the IMPC is not assessed physically at any point in the
process chain. In this special case the intermediate product’s quality cannot be
related to the final product’s quality one by one as each intermediate product (each
steel bar) results in a variable number of steel rods depending on the profile
specified in the customer’s order. Hence, the intermediate product’s quality has to
be composed of the quality of the different final products.
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Due to these facts, intermediate product quality is determined according to
following sum function to aggregate the final products’ quality properties to one
embracing quality label for the training of the quality prediction models:

1 &S Do
szl—R—bZZ<wp- );VbeB,where (1)

r=1 p=1 )'Pymux

Q, € [0, 1], quality level of bar b
P

wp € [0, 1], ZWP = 1, weight of quality property p

p=1
Aprb € [1, Apmax], value of quality property p of rod r in bar b
b e {l1,...,B},steel bar b in set of allbars B
re{l,...,Ry},steel rod r in set of all rods resulting from bar b
p € {1,...,P},quality property p in set of all properties
B,R,,P €N

Qy represents the quality level of a certain steel bar (see Formula 1). It does not
represent the actual physical quality according to some specified criterion such as
“type of error”, but allows an aggregated estimate on the overall quality of each bar.
The quality level is composed of various different quality properties (Ap 1) that are
normalized on a 0-1 interval by dividing each value by its maximum value (4, yax).
The quality level represents the weighted average of these distinct quality properties.

Thus, a quality level of 1 implies that the current bar does not show any quality
deviations at all. On the other hand, a quality level of 0 emphasizes that all rods
from this bar obtained the maximum error value. Hence, all values between zero
and one have to be interpreted more carefully. The aggregation of various quality
properties from different products to one single label leads to an information loss
so that it cannot be judged whether one single rod has a quality level of almost zero
or all rods show a slightly minor quality.

When it comes to predicting the intermediate product’s quality, this loss of infor-
mation can be neglected, because the resulting decision in the IMPC on whether the
steel bar should be processed further or ejected is the same in both cases: assuming that
one rod out of a bar is defective it is advantageous to completely process the bar and to
discard the defective bar. On the other hand, if all rods have a slightly minor quality the
customer might accept the rods despite of the quality deviations or the rods can be
assigned to a different customer order which requires lower quality properties.
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4.2 Application of Quality-Levels in the IMPC Concept

The quality level of a certain intermediate product is assessed by the IMPC at each
processing step. In order to meet customer requirements, the quality level has to
meet the defined target at the end of the process chain. Moreover, quality
assessments are becoming more precise, with increasing processing information on
the intermediate product. Consequently, the tolerated quality deviations at the end
of the process chain will be the smallest.

The IMPC accounts for these characteristics, as it applies a threshold method
for deriving recommendations for the decision on ejecting the intermediate product
or not. The threshold at the beginning of the process chain is rather low as on the
one hand quality level predictions might be somewhat fuzzy and on the other hand
the quality level can be influenced positively to a significant degree in the
remainder of the processes. Thus, the threshold increases with the number of
processing steps completed. At the last process step the difference between
threshold and Qp, = 1 corresponds to quality deviations accepted by the customer
and the remaining fuzziness of the quality prediction model (see Fig. 5).

The quality level thresholds at all processes have to be determined by means of
expert knowledge as well as data mining and multivariate statistics. Analyzing the
quality related significance of each process’s parameters reveals its impact on the
quality level of the final product. The following chapter presents the analysis
conducted on the rotary hearth furnace’s process parameters.

5 Fundamental Process Parameter Studies and First Results

This chapter focusses on statistical analyses conducted on the effects of process
parameters of the rotary hearth furnace. The analyses are performed on a sample of
about 800 steel bars of one certain material and size.
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Table 1 Correlation coefficients of quality level and characteristic parameters

Min. Max. Max. Std. Dev. Max. Grad.
Furnace temperature
Qual. level —0.045 0.065 0.032 —0.099 —0.093
Significance 0.106 0.037 0.189 0.003 0.005
Temperature at top of steel bar
Qual. Level —0.094 0.025 0.081 —0.146 —0.115
Significance 0.005 0.247 0.012 0.000 0.001
Temperature at top in core bar
Qual. Level —0.048 0.069 0.103 —-0.124 —-0.119
Significance 0.094 0.027 0.002 0.000 0.000
Temperature at bottom of steel bar
Qual. Level —0.093 0.067 0.101 —0.145 —0.119
Significance 0.005 0.031 0.003 0.000 0.000

5.1 Correlation Analyses on Process Parameters
of Rotary Hearth Furnace

The DAS module at the furnace gathers information on four parameters: the
temperature in the furnace and the temperature at the bottom, top and core of each
steel bar. Each of these parameters represents time series data, as they are collected
with a frequency of up to 100 Hz [8], while the bar is in the furnace. For analyzing
the effect and significance of these factors regarding the quality level, the time
series data is preprocessed in order to determine characteristics that describe each
of the four value series. For each time series of each steel bar passing the furnace
the maximum, minimum and average temperatures are computed as well as
standard deviation and largest gradient.

Analyzing the correlation coefficients (see Table 1) shows that the standard
deviation and the maximum gradient have the biggest impact on the quality level and
influence it negatively in all analyses. This result shows that not the temperatures
themselves but their variance and the speed of temperature changes during heating
are the most important determinants of quality levels. Process parameters having a
significance level <0.05 have a statistically significant effect on the quality level.

5.2 Regression Analyses on Process Parameters
of Rotary Hearth Furnace

On the sample set regression analyses are conducted in order to judge on the size of each
parameter’s impact and its significance for the prediction of quality levels. As the
residuals of the linear regression are not distributed normally a logistic regression is
carried out on the sample set [15, 16]. The required binning of the dependent variable,
i.e., the quality level, is performed according to expert knowledge leading to two classes
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Table 2 Regression

N o Regression Significance

coefficients and significances coefficients

from logistic regression
Furnace temperature
Min. —0.006 0.052
Max. Grad. 0.039 0.367
Avg. —0.005 0.173
Std. Dev. —0.023 0.008
Max. Grad. 0.291 0.365
Constant —34.972 0.536
Temperature at top of steel bar
Min. —0.012 0.000
Max. Grad. —0.090 0.154
Avg. 0.002 0.438
Std. Dev. —0.030 0.000
Max. Grad. 2.324 0.018
Constant 118.763 0.116
Temperature in core of steel bar
Min. —0.007 0.104
Max. Grad. —0.053 0.039
Avg. 0.011 0.000
Std. Dev. —0.012 0.183
Max. Grad. —0.076 0.940
Constant 60.616 0.025
Temperature at bottom of steel bar
Min. —0.012 0.000
Max. Grad. —0.049 0.195
Avg. 0.009 0.001
Std. Dev. —0.028 0.004
Max Grad. 1.872 0.151
Constant 61.134 0.149

of quality levels, those in [0; 0.75] 1abeled O for insufficient quality and those in [0.75; 1]
labeled 1 for good quality. Instead of a comprehensive regression on all parameters, four
separate analyses are performed as the process parameters analyzed are interdependent.
The results of the regression models are shown in Table 2. The significances state, that
the standard deviation is the major determinant of the quality level in most cases.
Moreover, it has the strongest influence on quality levels of all significant parameters.
That the steel bar’s core is the only case in which the standard deviation of temperatures
has no significant effect on the quality level can be explained with the heating process
itself. The temperatures at the core are increasing markedly slower and more steadily, as
the surrounding material attenuates the temperature differences. The same reasoning
can be applied for the maximum gradient’s values. Instead of the standard deviation the
average temperature influences the quality most in this sce-nario.

The results for the minimum temperatures are the most striking ones in this analysis.
The regression coefficients show that lower minimum temperatures, i.e., starting
temperatures in the heating process, add to final quality. This effect is marginal yet
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mostly significant. This result can be explained by the sample for minimum temper-
atures which is not representative as it is skewed towards lower minimal temperatures.
Actually it is expected, that higher minimum temperatures lead to higher quality. This
can also be reasoned using standard deviation, as an increased minimum temperature
will lead to a lower standard deviation in a continuous heating process as the difference
between minimum and maximum temperatures decreases.

5.3 Conclusion on Statistical Tests

The correlation analysis shows that especially the standard deviation of temper-
atures is critical for producing good quality as it is highly significant and besides
this has the highest negative correlation coefficients. The same is true for the
maximum gradient. The regression analyses conducted confirm the relevance of
the standard deviation, whereas the maximum gradient is found to be insignificant.
This can be explained by the correlation of these two parameters. The relevance of
average bar temperatures at all three locations in the regression model can be
proven by the same facts. Developing the learning algorithm for quality predic-
tions these factors with high significances have to be considered in the model.

The results presented of the logistic regression are in fact quite similar to those
results generated by the linear regression analysis regarding input parameter sig-
nificances and relative impact of each parameter. Even though these models
include twenty parameters computed from only four separate time series gathered
at the very first step in the process chain, the coefficient of determination
(Nagelkerkes-Rz) indicates that the bar’s models account for 7-9 % and the fur-
nace’s model for 4 % of the overall variability. The remaining 92 % have to be
accounted for by models of the remaining processes.

This result directly influences the decision on the quality threshold of the rotary
hearth furnace. Knowing all prediction models’ coefficients of determination sheds
a light on the distribution of quality thresholds. The higher the percentage of
variation accounted for at a certain point in the process, the higher this process’s
quality level threshold has got to be. Thus, the quality threshold at the furnace will
be rather low, compared to the remaining ones, which is a result that has been
expected by the process experts, who assume the heating process not to be the
most critical one. Nevertheless, a smooth heating-up process, avoiding high
temperature changes, will have a positive effect on the product’s quality.

6 Summary and Future Work

This paper proposes a production control concept based on data mining tech-
niques. This concept offers the chance to reduce waste of energy and material
resources as well as reworking and rejection costs resulting from producing, if
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inferior quality is not identified in the process. The proposed IMPC concept
identifies those products by assessing their quality based on a prediction model. At
each processing step a certain quality threshold has to be attained in order to
permit further processing. To select quality relevant parameters for prediction, first
statistical analyses were conducted on the data gathered at the first process step
which show that the standard deviation of the temperature value series data
recorded in the furnace and at three points of the steel bar has the most significant
effect on quality levels. Moreover, the statistical models account for 7-9 % of
variability, which is a satisfactory result due to the models’ complexity and
coinciding with experts’ expectations.

The statistical analyses have to be conducted for all remaining steps in the
process chain. Based on the results of these, the relevant parameters for the IQP
module of the IMPC concept have to be identified. Thresholds for each process
will be derived from both models’ coefficients of determination and expert
knowledge. Given this information local quality prediction model will be trained
for each process. Once this is done, the IMPC can be applied in practice and helps
to reduce waste due to processing products of inferior quality.
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Part III
Robustness in Manufacturing Networks
and Adaptable Logistics Chains



Role and Novel Trends of Production
Network Simulation

Giacomo Liotta

Abstract Production networks are complex systems consisting of distributed
entities that cooperate in manufacturing scenarios in a long term/stable collabo-
ration time horizon. In order to govern the network complexity, manage the risks
and dynamically predict the impacts of decisions before their implementation,
simulation can be applied. The paper presents an overview on the state of the art of
production network simulation, including also supply networks, and outlines
evolution trends and challenges for further developments in this field. Trends and
proposed challenges mainly deal with interdisciplinary research approaches,
inclusion of sustainable development dimensions in the application scopes of
simulation, and enabling simulation technologies and architectures.

Keywords Global production - Simulation - Complexity - Sustainability

1 Introduction

Current industrial scenarios are characterized by a raising complexity due to the
number of variable factors, interdependencies, uncertainties and data lack affecting
the decisions related to manufacturing and logistics network design, planning and
control. At global scale, a Production Network (PN) can be considered as a
complex system consisting of distributed entities, i.e., manufacturers, suppliers,
linked by material, information as well as financial flows. Members cooperate with
a long term/stable collaboration time horizon and the network can be heterarchic
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or focused on one focal company [1]. On a lower scale, i.e., within a single
industrial plant, PNs consist of work systems (the network nodes) that exchange
material and information flows through links to jointly realize products. In
Economics and Finance-oriented models, PNs are usually described by vertices
representing firms on different levels and customers; several types of edges
represent product, information and financial flows.

In order to govern the network complexity, manage the risks and dynamically
predict the impacts of decisions before their implementation, simulation can be
applied. Simulation allows to simultaneously consider several parameters that can
influence the network performance and evolution patterns. It can be used as an
experimental arena where other methods, modeling paradigms and interdisci-
plinary approaches can be tested. However, simulation of PNs requires heavy
modeling, implementation, verification and validation efforts. This paper presents
a literature review on supply and PN simulation on different scales. It then
investigates evolution trends and proposes challenges for this method by high-
lighting interdisciplinary research contributions, sustainable development issues
and potential areas for technological advances. The remainder of the paper is
organized as follows. Section 2 presents the role and the state of the art of sim-
ulation related to networked logistics-production systems. Evolution trends and
challenges are discussed in Sect. 3. Conclusions follow.

2 Simulation of Networked Logistics-Production Systems

The traditional role of simulation is to provide decision support from the strategic,
tactical or operational standpoints via the execution of what-if analyses based on
experiments purposively designed. Nonetheless, the role of simulation in business
games for learning, teaching, training and research purposes is also remarkable.
Simulation in production and logistics can be devoted to different system levels:
from the evaluation of single nodes of a network (e.g., production cell, factory,
warehouse, container terminal, etc.) to an entire network of interacting nodes (e.g., a
PN with the related different tiers and logistic flows). Simulation in Supply Chain
Management (SCM) revealed a more relevant research effort than simulation
focused on PNs, probably due to the wide interpretation of the Supply Chain Net-
work (SCN) concept commonly accepted and introduced by seminal studies in the
past. Kleijnen (2005) [2] discusses the application of four different simulation types
in SCM, more specifically, spreadsheet simulation, system dynamics, discrete event
dynamic systems simulation, business games. Terzi and Cavalieri [3] discuss the
important role of simulation techniques in SCM while developing a survey based on
more than 80 papers. Surveys explicitly dedicated to PN simulation have not been
found in the literature. The purpose of the following literature review is to present an
overview of SCN and PN simulation due to the similarities, links and overlaps
existing between these two general concepts. The review is based on the following
categories (see Table 1):
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e Simulation method and paradigm: Discrete Event Simulation (DES), System
Dynamics (SD), Monte Carlo Simulation (MCS), Agent Based Simulation
(ABS), business Simulation Games (SG), Hybrid/Integrated Approaches (H/IA)
intended as a combination of different simulation techniques or as an integration
of optimization/mathematical modeling and simulation, other computer
simulations not specified in a paper (OTH), Simulation Paradigm (SP): Local
(L) vs. Distributed (D).

e Network type: SCN, PN.

e Scale: single site (i.e., single plant/facility) or multiple site (i.e., a network of
plants, multiple tiers or actors involved in a network).

o [nterdisciplinary approach (Interdisc.): presence of modeling approaches
simultaneously involving several disciplines, e.g., Engineering, Biology,
Economics, etc.

Several analyzed papers rely on approaches concurrently including different
simulation methods and mathematical models (e.g., in the H/IA simulation category).

Moreover, since the purpose of the paper is to provide an overview on the most
relevant, recent papers on the subject while identifying research contributions of
different science disciplines, the literature review presentation consists of two parts:
the former is devoted to single-discipline approaches (e.g., Engineering, Computer
Science) while the latter on interdisciplinary approaches involving also, e.g., Biology,
Physics. In each part, a further distinction in terms of network type is provided.

2.1 Single-Discipline Approaches

SCN Simulation. SCN simulation typically entails the modeling of several tiers/
actors and sites over the network. The following references present structured
scenarios consisting of suppliers, manufacturers, logistics facilities, distributors or
customers. DES is applied in [4] with the aim of comparing different scenarios in
terms of different routings between production sites. Tunali et al. [5] study a supply
chain by using a hybrid approach that integrates mathematical modeling and
(discrete) simulation modeling to set realistic order due dates. Almeder et al. [6]
present a robust solution approach based on the combination of optimization
techniques and DES in a general SCN context. Chan and Chan [7] investigate a
Make-To-Order (MTO), 2-echelon, multi-product manufacturing SCN by using
ABS. In [8], a simulation model to form a virtual enterprise environment with
multiple negotiations among several potential partners (agents) in the supply chain
is developed. Rodriguez-Rodriguez et al. [9] present a simulation study for a
business scenario with the aim of studying negotiation processes in a supply net-
work while addressing manufacturing capacity issues. In [10], the case of a supply
chain with 4 echelons in a MTO system is faced by means of SD from an opera-
tional viewpoint. In [11], the author discusses the applicability of Distributed
Simulation (DS) technology for across-echelon and within-echelon SCM with the
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latter viewed as likely the most promising application scenario. Iannone et al. [12]
propose an architecture (SYNCHRO) able to synchronize simulation models
located in different geographical areas such as in supply chain contexts. The rele-
vance of game-based simulation approaches is essentially related to the involve-
ment of humans (players) and to the observation and analysis of their behaviors in
interaction processes related to particular business decision scenarios. In [13], a
logistics game related to the case of UK automotive steel supply chain is presented.
The concept and purposes of gaming simulation are deepened in [14] where two
gaming simulations concerning supply networks are presented and discussed.

PN Simulation. PN simulation can refer to different scales: a network of
production resources within a single plant (site) or a network of distributed plants
(multi-site).

Single Site Simulation. Toshniwal et al. [15] use DES models and an industrial
dataset in order to assess the fidelity of control-theoretic models in a PN through
comparisons with DES. Duffie et al. [16] present a dynamic model of PN
consisting of a large number of autonomous work systems with local capacity
control. The results of a control-theoretic model are compared with a DES model.

Multi-site Simulation. Renna and Aragoneto [17] present a methodology based
on game theory to support co-opetition networks for capacity management in
response to unexpected events: a Multi Agent System (MAS)-based architecture
and DES are exploited. Pierreval et al. [18] make use of SD for reproducing
various types of production units for complex products in a supply chain of the
automotive industry for, e.g., investigating the global dynamic trends of the set of
collaborating units. Lanza and Ude (2011) [19] present an integrated approach
based on multi-criteria analysis, DES and MCS for evaluating different configu-
rations of value added networks. Donner et al. [20] investigate a manufacturing
network consisting of 4 cooperating companies by using DES and the analysis of
time series of logistic quantities. Uygun et al. [21] present an overview of dis-
tributed manufacturing simulation and the related information representation by
High Level Architecture (HLA) and its Object Model Template: a simple scenario
is discussed. Schwesig et al. [22] present a web based group simulation game in
which a second layer of the game reproduces a PN environment: the players
representing different companies participate in the inter-organizational product
development process.

2.2 Interdisciplinary Research Approaches

In order to tackle the complexity of SCNs and PNs, interdisciplinary research
approaches have been investigated in the literature. This Section distinguishes
between SCN and PN simulation while highlighting, in the third part, simulation
approaches potentially very relevant for addressing sustainability issues that may
require multidisciplinary contributions.
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SCN Simulation.

Complex Adaptive System (CAS)-Based Simulation Approaches. Pathak et al. [23]
discuss the CAS perspective in the study of supply networks, thus introducing the
concept of Complex Adaptive Supply Network (CASN). In [24] and [25], the evo-
lution of, respectively, supply networks and CASNSs is investigated while exploiting
MAS simulation, CAS paradigm and fitness landscape theory for modeling the
dynamic behavior of the networks and the interactions among the firms and the
environment (demand, laws, etc.).

Psychology and Biology Inspired Simulation Approaches. Shukla et al. [26]
present a hybrid approach consisting of DES, Taguchi method, robust multiple
non-linear regression analysis and a psychoclonal algorithm with the aim of
studying the complexity of interactions in a supply chain.

Economics and Finance-Oriented Simulation Approaches. Economics and
Finance-oriented research has addressed SCN and PN issues through simulation.
Artificial Economics, for instance, encompasses also these issues among other
social, behavioral and macro-economic aspects. Mizgier et al. [27] exploit agent-
based modeling for simulating the dynamics of a SCN in an uncertain environment
for analyzing the propagation modes of local defaults of supply chain actors over
the network entailing bankruptcy effects. Their approach is based on a model of
dynamics for investigating particular phenomena in Physics [27].

PN Simulation.

Biology Inspired Simulation Approaches. The analogies between biological
entities and manufacturing facilities as complex systems operating in dynamically
changing environments are discussed in [28].

The following references concern single-plant simulation. Ueda et al. [29]
present a Biological Manufacturing System (BMS) model based on self-organi-
zation while introducing bounded-rational agents: discrete-time ant system simu-
lation (with bounded-rationality) and BMS simulation models (including also a
self-organization method) are developed and compared. Armbruster et al. [30]
propose 