
Chapter 7
Hybrid Metaheuristics
for Medical Data Classification
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Abstract. Medical data exhibit certain features that make their classification stand
out as a distinct field of research. Several medical classification tasks exist, among
which medical diagnosis and prognosis are most common. Deriving a medical clas-
sification is a complex task. In particular, the rule–discovery problem is NP-hard.
Identifying the most suitable strategy for a particular medical classification problem
along with its optimal parameters is no less difficult. Heuristics and meta-heuristics
are normally applied to approximate its solution. This chapter reviews hybrid meta-
heuristics for medical data classification task, particularly diagnosis and prognosis,
and their application to model selection, including parameter optimization and fea-
ture subset selection.

Keywords: Medical data classification, medical data complexity, evolutionary com-
putation, swarm intelligence, model selection, model optimization, hybrid meta-
heuristics, artificial neural networks.

7.1 Introduction

Modern clinical information systems store extensive amount of data in medical
databases. This encourages the extraction of useful knowledge from these databases
providing valuable insight for medical decision support. A branch of data mining,
known as medical data mining, is currently considered one of the most popular
research subjects in the data mining community [68]. This, in part, is due to the
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societal significance of the subject and also to the computational challenge it
presents. Normally, there exist a dataset of historic data describing a particular med-
ical disorder. Such datasets consist of records of patients’ data relating to demo-
graphic, clinical and pathological data, along with results of particular investigations
that were collected for the diagnosis and prognosis of a particular medical disorder.
These medical datasets are typically incomplete, noisy, imbalanced and inexact [55].
Developing a computational diagnostic or a prognostic system is thus a challenging
task.

This chapter is not intended to present a review of medical data classification
techniques, but rather to introduce a snapshot of data mining techniques used to aid
medical decision making. Several computational techniques have been proposed
including machine learning, evolutionary computation and statistical techniques.
Since each of these techniques have their own advantages and drawbacks, they are
commonly hybridized in search of a more robust solution. Metaheuristics can be
effective and efficient tools. They are well known for solving various optimization
problems, for their adaptation ability and for their ability to produce good solu-
tions in reasonable time and memory requirements. The chapter starts with a brief
introduction of the classification problem in general, followed by medical data clas-
sification in particular. Next, features and challenges of medical datasets that make
their classification stand out as a separate domain are explored. Based on that, the
computational complexity of medical data classification is analyzed. Next, light is
shed on some state-of-the-art solutions for medical data classification, in particular,
hybrid meta-heuristics. It is possible to classify the hybrid metaheuristic techniques
used for medical data classification into two broad categories according to their
purpose:

1. Model learning and optimization; where the objective is to learn the classification
hypothesis.

2. Model selection; that is selecting the model that best describes a dataset. This
may include parameter and hyper-parameter optimization, neural network weight
optimization, or feature subset selection, etc.

Each of these categories is illustrated by published work.

7.2 The Classification Problem

Classification aims at capturing hidden regulations and/or relations between the
attributes (predictor features) in a set of class-labeled instances. These relations
and/or regulations are modeled producing a general hypothesis. The resulting hy-
pothesis is next applied to unseen future instances, with known predictor features
and unknown class labels.The goal is to automatically make predictions about the
class of those future instances [49]. Formally, given a set of training instances Dn

with the form {(x1,y1),(x2,y2), . . . ,(xn,yn)}, the task is to approximate or project
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a function; f (x) , where x ∈ ℜm is a vector of attributes or predictor features of
the form 〈xi1,xi2, . . . ,xim〉, and y is the expected output (i.e. class) for the given
x vector. Normally, y is drawn from a discrete set of classes [71]. The discov-
ered model can be represented in different forms. Production rules in the form of
(IF〈condition〉THEN〈class〉) are often used. Other forms include decision trees
(DTs) and artificial neural networks (ANNs).

Errors in classification may be in one of three cases [68]. Type-I error (false-
positive) occurs when the system erroneously classifies a case as positive when in
fact, it is not. For example, in a diagnosis scenario, a patient is wrongly labeled
with a certain disease. Type-II error (false-negative), on the other hand, describes
missing an existent positive. For example, a patient who is affected by a certain
disease is diagnosed as disease-free. Usually, improving one type of error comes
on the expense of the other [16]. In practice, the significance of these error costs
vary with the application itself. For example, in life threatening medical conditions
that require prompt intervention, missing a diagnosis (a false-negative) might result
in a waste of time that may lead to life losses or at least cases that are not treated
properly. On the other hand, a false-positive may result in unnecessary procedures,
anxiety and financial costs [68]. The last type of error is the unclassifiable error.
In this case, the system is unable to classify a case, possibly due to the lack of
historic data.

There are many approaches to estimate the expected error of the classification
model. Computing the error on the training set itself is an optimistic estimator of
the true error [54]. In the training–testing method, the data set is normally split
into two partitions called training and testing sets respectively. The most common
technique is called the k-fold cross-validation [83]. Here, the whole data set Dn is
partitioned into k disjoint folds, each of size k/n. Cross-validation is done k times
each using k−1 folds for training the model and the one fold left out of the training
phase is used as a test set. Each time a different fold is used as a test set. Results are
then averaged over the k iterations.

Different performance metrics are used to measure the effectiveness of a classifier
with respect to a given data set. The prior and posterior probabilities, also known
as the Sensitivity (Sn), Specificity (Sp) and Precision (P) [71] are among the most
commonly used.

Let the number of positive instances correctly classified be denoted TP, the num-
ber of positive instances incorrectly classified into negative FN. Similarly, the num-
ber of negative instances correctly classified as negative TN and those falsely clas-
sified into positive as FP. Sensitivity measures the proportion of positive samples
being correctly classified as positive (7.1).

Sn =
TP

TP+FN
(7.1)

Specificity, on the other hand, measures the proportion of negative samples being
correctly recognized as negative (7.2).
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Sp =
TN

TN +FP
(7.2)

Precision (classification accuracy [26, 55] measures the proportion of samples being
correctly classified (7.3).

P =
TP+TN

TP+TN +FP+FN
(7.3)

Using Bayes theorem , it can be shown that P is entirely dependent on the values of
Sp and Sn only if the data set is balanced [71]. A tradeoff between the hit rate (Sn,
plotted on the Y -axis) and false alarm rate (1− Sp, plotted on the X-axis) can be
illustrated by the receiver operating characteristic curve. Each classification algo-
rithm has a parameter, for instance, a threshold of decision, which can be fine-tuned
to balance the tradeoff between hit rates and false alarms. Increasing the hit rate
leads to an increase in false alarms as well. Different applications exhibit differ-
ent significance levels of these two factors leading to the selection of a different
point on the curve. Another performance measure used by classification algorithms
is the area under the ROC curve (AUC). AUC index values range from 0.5 (random
behavior) to 1.0 (perfect classification performance). For more detail see [12, 45].

7.3 Features and Challenges of Medical Data Classification

Several medical classification tasks exist, among which diagnosis and prognosis are
most common. Other medical classification tasks include medical imaging, signal
processing and scheduling [65]. In a diagnosis process, the patient’s information is
selectively collected and interpreted based on previous knowledge as evidence for or
against the existence or nonexistence of disorders [58]. In the case of prognosis, the
patient’s information is selectively gathered and analyzed to predict the “course and
outcome of disease process” [59]. Prognosis is considered an important instrument
for medical management [59, 65]. For example, in the case of cancer prognosis, the
intention is to predict cancer susceptibility, recurrence or survivability [19].

Medical diagnosis and prognosis can be modeled as classification problems. An
instance is a patient’s case. The predictor features are the patient’s medical data.
These might include demographic, clinical and pathological data. The class in case
of diagnosis is the medical disorder. In case of prognosis, the class is the course
and outcome of disease process. Production rules and decision trees are particu-
larly attractive representation forms for the classification model in the medical field
due to their comprehensibility. Using these forms, extracted models can be verified
by medical experts and can enhance understanding the problem in-hand [84]. For
example, in [47], a consultant pathologist in the domain of primary breast cancer
evaluated the resulting rules for primary breast cancer diagnosis and classified them
into three types; interesting new knowledge that could be further investigated, rules
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that are useful for the diagnosis and confirm medical knowledge, and those that
contradict existing medical knowledge.

A physician relies on medical knowledge and personal experience to perform the
desired classification task (diagnosis and/or prognosis). In many cases, physicians
find difficulty in deciding the correct diagnosis or prognosis of a patient [11]. Patient
presentation of disease varies significantly. It is a qualitative perception of symptoms
that is difficult to quantify. The fluid representation is also perceived by qualitative
receptors, i.e. physicians. These two factors; patient presentation and physician re-
ception, are usually variable which participate significantly in understanding the
medical case. The subjective interpretation results in variable output in terms of di-
agnosis and/or prognosis. For example, heart attack may be represented with pain
in both arms; that can be interpreted as different diagnosis, some of which are not
cardiac [76]. In addition, medical field experts are scarce and do not cooperate in
converting their unique knowledge and art into a practical decision tool [65]. Also,
the medical literature grows at a speed the physicians cannot cope with. Computer-
aided diagnosis and/or prognosis systems bridge the knowledge gap in the era of
evidence-based medicine [76]. The development of an adaptive model that learns
from experience is more desirable than a best-fit solution for inherently complex
and non-linear systems like the human body [92].

There are difficulties associated with medical data as well. Medical data includes
demographic data, clinical observations, laboratory tests and radiology exams. Med-
ical decisions are based on patient’s medical records. Health care institutions are
maintaining permanent patient medical records. Modern medical screening and di-
agnostic methods generate high volume of heterogeneous data. This data is contin-
ually accumulating. Mining such data requires intelligent methods [65, 88].

In addition to the high dimensionality, medical data exhibit unique features in-
cluding noise resulting from human as well as systematic errors, missing values
and even sparseness [88]. To illustrate, Table 7.1 presents medical data set ex-
amples. Most of these datasets are obtained from the UCI repository of machine
learning databases, University of California-Irvine, Department of Information and
Computer Science1. For example, some datasets like Dermatology, consist of dif-
ferent types of attributes. The high dimensionality is a feature of the Ovarian 8-7-02
dataset. Thyroid dataset contains more than 7000 instances. The Hepatitis dataset is
imbalanced. The percentage of missing values in the Hungarian Heart dataset ex-
ceeds 20%. Finally, the Chest Pain dataset exhibits the multiclass problem featuring
12 different classes. Due to this nature, Tanwani et al. [88] calls for the classifi-
cation of medical data as a separate domain, of which is currently considered one
of the most popular research subjects in the data mining community [68]. This, in
part, is due to the societal significance of the subject and also to the computational
challenge it possess.

Tanwani and Farooq [85, 86, 87] performed an extensive study to present the
challenges associated with biomedical data and approximate the classification po-
tential of a biomedical dataset using qualitative measure of this complexity. The

1 Address=”http://archive.ics.uci.edu/ml/datasets.html”

http://archive.ics.uci.edu/ml/datasets.html
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complexity of biomedical datasets was found to be highly associated with a new
factor; the correlation-based feature selection subset merit. This factor measures the
quality of attributes in terms of how much they are correlated with the outcome class
and not correlated with each other. Several empirical studies involving various evo-
lutionary computing and machine learning classification algorithms were performed
on UCI biomedical datasets. The classification accuracy was found to be dependent
on the complexity of the biomedical dataset - not on the classifier choice. The two
main effectors are noise and correlation-based feature selection subset merit. Sec-
ond, the number and type of attributes has no noticeable effect on the classification
accuracy as compared to the quality of the attributes. It is shown that biomedical
datasets are noisy and that noise is the dominant factor that affects the resulting
classification accuracy. Only high percentages of missing values severely degrade
the classification accuracy. Third, evolutionary algorithms tend to overfit for small-
sized datasets and are not much affected by the imbalanced classes’ problem. A
meta-study was performed consisting of the complexity measures as attributes. Us-
ing a decision tree and rule learner classifiers, the datasets were categorized into
having good, satisfactory, or bad classification potential, according to their complex-
ity factors. An equation is presented to find the classification potential of a dataset
based on the level of its’ noise and correlation-based feature selection subset merit.

Table 7.1 Example medical data sets and their associated complexity

Data Source No. No. No. Missing Input Data
set Instances Attributes Classes Values Type

Chest Pain [10] 138 165 12 No Binary
Hungarian Heart UCI; [88] 294 13 5 20.46% 3 Binary, 10 real
Dermatology UCI; [88] 366 34 6 0.06% 1 Categorical, 1

binary, 32 integer
Wisconsin breast UCI; [84] 569 32 2a No Real
cancer (WDBC)
Hepatitis UCI; [84]; [88] 155 19 2b 5.67% 13 Integer,6 real
Ovarian 8-7-02 CCRc; [88] 253 15, 154 2 No Real
Thyroid UCI; [88] 7200 21 3 No 15 Binary, 6 real

aBenign (62.7%)/Malignant (37.3%)
bLive (79.35)/Die (20.65%)
cOvarian cancer studies, Center for Cancer Research, National Cancer Institute, USA,
address=”http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.
asp”

In light of all of this, deriving a medical classification is a complex task [11, 65].
In particular, the rule-discovery problem is NP-hard [18]. This task involves search-
ing for the hypothesis that models the diagnosis and/or prognosis concept, over
all possible patient instances, in the space of all possible hypotheses. Penã-Reyes
and Sipper [65] state “the medical search space is usually very large and complex”
The Chest pain dataset [10] is a simple example to show the complexity of the
search space. It consists of 165 binary attributes. The instance space |X | contains

http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp
http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp
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exactly 2165 = 4.6768E49 distinct instances. Therefore, the target hypothesis space
includes 2|X | possible hypothesis. That is, the target space includes 2|4.6768E49| possi-
ble hypothesis. Execution time and memory demands grow rapidly with the number
of instances and attributes of the problem at hand. Exact methods cannot be applied
in this case.

Various classification paradigms exist, each with a related decision surface that
decides the type of problems the classifier is suitable for. Machine learning algo-
rithms like decision trees (DTs) suffer from trapping in local optima for a problem
with a large number of attributes [18]. The back propagation algorithm (BP) [74]
for training ANNs exhibit local search ability and can similarly get trapped into
the nearest local optima [43]. A single run of BP is normally unrepeatable, unreli-
able and suboptimal, particularly on multi-local optima decision surfaces [43]. The
main problem with machine learning methods is scalability especially when dealing
with huge data [75]. In this respect, Provost and Kolluri [70] present a survey of
methods for scaling up these algorithms. Statistical methods such as logistic regres-
sion (LR) and linear discriminant analysis (LDA) are widely used for classification.
However, they do not produce accurate models when the relationship between the
inputs and outputs of the dataset are non-linear and/or complex [25]. There exists
no best classifier over all possible problem types [54]. Each technique has its own
set of capabilities and limitations.

One way to deal with this shortage is to combine the properties of intelligent
techniques so that each technique complements the capabilities and covers the lim-
itations of the other. Combining or hybridizing various methods including heuris-
tics and metaheuristics such as soft computing methods can significantly improve
an analysis in terms of tractability, robustness, solution cost, and accuracy [25].
Metaheuristics in particular such as genetic algorithms (GA) [36], tabu search
(TS) [29, 30], memetic algorithms (MA) [62], and simulated annealing (SA) [48],
perform heuristic local search rather than exhaustive search producing good solu-
tions within reasonable time and memory requirements [18]. Early hybrid systems,
like evolutionary–neural hybrid systems [65] appeared in the early 90’s. For in-
stance, GAs were used to select predictor variables for the neural network [63] used
to predict patient’s response to Warafin. GAs were also used to optimize weights of
ANNs in the prognosis for ICU patients [23]. Penã-Reyes and Sipper [64] used an
evolutionary–fuzzy hybrid system for breast cancer diagnosis. In this study, a rule-
based classifier that uses fuzzy logic called a ‘fuzzy inference system’ is used for the
medical classification model learning. GAs are used to search for the parameters of
the fuzzy inference system. A similar evolutionary–fuzzy hybrid was used by Jain
et al. [44] for the diagnosis of coronary artery disease and breast cancer.

The next sections provide a snapshot of the state-of-the-art approaches in medical
data classification. Section 7.4 demonstrates a sample of the literature that applies
hybrid Metaheuristics for the problem of learning and optimizing medical data clas-
sification models. Section 7.5 illustrates the use of hybrid metaheuristics for model
selection in medical data classification.
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7.4 Hybrid Metaheuristics for Model Learning and
Optimization in Medical Data Classification

This section starts with the use of learning classifier systems and their variants for
model learning [5, 28, 38, 39, 40, 41, 47, 66, 77, 78, 84, 89, 91, 94, 97]. Other
hybrid systems for model learning are next exemplified including the combina-
tion of genetic programming (GP) [51] with genetic algorithms [84], the blend-
ing of self-organized maps (SOMs) with ANNs and sUpervised Classifier Systems
(UCSs) [73], the combination of TS with SA [18], and MAs [9]. Finally, two exam-
ples illustrate the use of metaheuristics for enhancing classifier accuracy as in the
use of GA to enhance the classifier model generated by a decision tree classifier [75]
and the use of homogeneity-based algorithm (HGA) [67] for optimizing the classi-
fier models generated by support vector machines (SVMs), DTs and ANNs [68].
Table 7.2 presents a summary of these systems.

7.4.1 Learning Classifier Systems

Learning Classifier Systems (LCSs) [37, 95, 96] represent the merger of different
fields of research including evolutionary computing and machine learning (rein-
forcement and supervised learning). They are adaptive systems that learn rules to
direct their performance in a certain environment. In these rule-based systems, evo-
lutionary methods (mainly GAs) are used to search the solution space while the
reinforcement part from machine learning is used to guide the search to improved re-
sults. Their first appearance, Cognitive System One (CS-1) [37] seemed to be “com-
plex and difficult to realize” [14]. The mid-1990s witnessed the birth of new models
and new applications which revived this area. The ‘zeroth-level’ classifier system,
ZCS [95] is a striped-down version of Holland’s LCS that has better performance
and comprehensibility. Wilson’s ZCS was parameter-sensitive but has demonstrated
optimal performance on several well-known test problems [13]. Not much later,
Wilson introduced a variant of LCS with a new fitness measure, XCS [96]. Wil-
son’s XCS has obtained more success and acceptance in the LCS community [14].
Stolzmann introduced a new line in the LCS research that stems from the theory
of anticipatory behavioral control and cognitive psychology; Anticipatory Classifier
Systems (ACSs) [82]. Rules in ACS aim at predicting action consequences in all
possible cases in an environment. The models evolved in ACS direct the system to
the most promoted action and also provide anticipation on what will happen next.
On the other extreme, sUpervised Classifier Systems (UCSs) [8] replace the rein-
forcement learning component that was basic in all previous systems by supervised
learning. That is, immediate reward system is used as the correct action is known in
advance.

There are two styles of learning classifier systems. The first follows Holland’s
original model [37] developed at the University of Michigan and is thus termed
‘Michigan-Style’. The solution is represented by the whole population. Rules
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Table 7.2 Hybrid Metaheuristics for Model Learning and Optimization

System Medical Purpose Method Rival Algorithms Performance Metric

Learning Classifier Systems

EpiCS Epidemiologic LCS C4.5, LR Sn, Sp, P, AUC, . . . etc.
[38, 40, 41] surveillance

EpiXCS Epidemiologic XCS See5 DT Sn, Sp, P, AUC, . . . etc.
[39] surveillance

ClaDia Breast cancer LCS (fuzzy) — P
[94] diagnosis
[47] Breast cancer XCS Bayesian, P, medical expert

diagnosis SVM, C4.5
[77, 78] EEG signal XCS NB, SMO, k-NN, Sn, Sp, P

classification PART
XCSI Breast cancer XCSI Best on UCI cite, P, rule quality
[97] diagnosis other published work

LCSE Diabetes LCS ensemble LCS, DT, ANN P
[28] classification
[91] Mixed ACS XCS, XCSL, C4.5 P, no. rules

ZCS-DM Mixed ZCS DT, C4.5, XCS, P
[89] HIDAR
[66] Mixed Pitt-style LCS — P, rule quality

Other Hybrid Metaheuristics

[57] Breast cancer ensemble: SVM, — AUC
diagnosis AdaBoost, and GA

[3] Mixed Hybrid BN–k-NN–GA Bayesian (EM) P
[9] Cancer cell MA-optimized — No. colors (cell graph)

diagnosis cell graph coloring
[18] Mixed Hybrid TS–SA Ant Miner, CN2 Sn×Sp, P, no. rules
[73] Mixed SOANN, SOUCS UCS, ANN, other P, computational time

published work
[84] Mixed Hybrid GA–GP C4.5, PART, NB, other P

published work

Enhancing Classification Accuracy

[75] Mixed GA UCS, C4.5 P
[68] Mixed HBA and GA DT, SVM, ANN, other P

published work

compete under GA which operates at the individual rule level. In Smith’s Pitt-
style [79] developed at the University of Pittsburg, each individual in the population
represents a complete solution. In Pitt-style, GA operates at the rule-set level. Both
styles have their own advantages and shortcomings. However, since entire solutions
are simultaneously being evolved and compared in pitt-style, it is computationally
heavier than Michigan-style LCS. This favors Michigan-style LCS in terms of popu-
larity in the LCS community [92]. For interested readers, the survey by Urbanowicz
and Moore [92] is recommended.

Learning Classifier Systems exhibit several attractive features. First of all, their
rule-based nature leads to comprehensible hypothesis, as opposed to black-box so-
lutions presented by ANNs for example. This implies that physicians can validate
if the resulting classification hypothesis is clinically plausible. This also means that
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there is room for discovering new interesting relations. Second, LCSs tackle com-
plex learning problems [42], and this is particularly important when dealing with the
medical domain. LCSs are also on-line learners that avoid local minima due to the
EC component [6]. Different kinds of representation can be used for LCSs [6, 52].
Other advantages include adaptability, robustness [6], and good generalization abil-
ity [96]. These features are especially interesting when dealing with medical data.

The main weaknesses of LCSs include overfitting for small data [5, 28] and dif-
ficulty with imbalanced classes [6]; as they tend to bias towards the majority class.

The use of learning classifier systems and their variants for the purpose of
model learning in medical data classification has been well established. LCSs were
applied with considerable results in medical data classification field. For exam-
ple, learning classifier systems for epidemiologic surveillance EpiCS [38, 40, 41],
EpiXCS [39],LCS with fuzzy rule representation [94], XCS [5, 47, 77, 78, 97],
learning classifier system ensembles [28], ACS [91], ZCS for data mining (ZCS-
DM) [89], and Pitt-style LCS [66]. Below a summary is presented for medical data
classification solutions that are based on learning classifier systems.

EpiCS [38] was the first specialized LCS in the medical field; a learning clas-
sifier system for epidemiologic surveillance data. EpiCS predicts risk of disease;
the probability of developing a disease. The estimate is given by the proportion of
the matching classifiers that classify the case as positive. Using synthetic epidemi-
ologic data generated such that one variable is associated with the outcome, EpiCS
was compared to logistic regression-derived probability of disease and has shown
significant advantage in terms of classification performance measured using the area
under the receiver-operating characteristic curve (AUC).

The study by Holmes et al. [40, 41] was performed on epidemiologic surveil-
lance data obtained from the Partners for Child Passenger Safety (PCPS). The aim
of the study was reducing child automobile crash-associated morbidity and mortal-
ity through discovering patterns associated with head injury (head-injury/no-head
injury classification task) [40], with inappropriate child restraint (appropriate/inap-
propriate child restraint classification), and the associated risk analysis [41]. Epi-
demiologic data are characterized by their large size and number of features that
may result in huge number of relations. These relations can be modeled using the
IF-THEN format. 47 numeric features [40] were selected out of over 500 available
variables. Data were equally partitioned into testing and training sets with posi-
tive and negative classes equally distributed. Missing data were treated as don’t-
cares. Performance was evaluated in terms of sensitivity, specificity and AUC. All
of these evaluation metrics were modified by the indeterminate rate (IR); cases that
the model could not classify. EpiCS significantly outperformed the decision tree
classifier algorithm C4.5 and LR in terms of AUC (0.97%) [40]. The number of
rules produced by C4.5 was significantly lower. Based on that, the authors suggest
that the use of C4.5 to initialize the EpiCS population might be advantageous. The
authors also point out the need to improve LCS in terms of macrostate reduction,
dealing with numeric data in native form and dealing with noisy data. The paper
addresses the limitations of decision trees and linear regression models with respect
to clinical and epidemiologic data.
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In 2005, Holmes and Sager [39] introduced a new LCS for the epidemiologic
community, EpiXCS. EpiXCS is an XCS classifier application tailored to the needs
of epidemiologic research. The main feature is an interface workbench that allows
researchers to set different parameters in a user-friendly manner. Using EpiXCS,
researchers can watch the performance in terms of parameters like sensitivity, speci-
ficity, AUC, learning rate, and indeterminate rate. These parameters are updated in
frames of 100 iterations. In addition, EpiXCS views resulting rules both in textual
(IF–THEN format) and graphical forms. The graphical rule display option enables
researchers to see possible clustering of features and their values forming a certain
outcome. EpiXCS was compared to the See5 decision tree classifier in forming rules
that discover the features associated with teenage automobile fatality in the cen-
sus of all fatal United States and Puerto Rico automobile crashes ;FARS database.
Results show that while classification accuracy of both classifiers was compara-
ble, EpiXCS produced far fewer rules making the analysis much more manageable.
Also, EpiXCS has discovered several features that were missed by See5.

For the diagnosis of breast cancer, Walter and Mohan present a classifier system
for disease diagnosis, ClaDia [94]. A fuzzy rule representation was used where the
attribute values were mapped to the ranges (low, medium and high). Instance-rule
match degree correspond to the median membership degree of the instance’s con-
stituent attributes. Rule fitness was computed as the difference between the number
of correctly classified instances and those incorrectly classified. Rule fitness was
later reinforced by correct classifications and penalized otherwise. Niching was ap-
plied such that recombination is only allowed among individuals in the same niche
(benign/malignant). Unlike the original LCS, mutation is performed on rule an-
tecedent as well as consequent. That is, the rule consequent of weak rules may be
mutated (reversed) as these may result in good rules for the opposite class. ClaDia
was applied to Wisconsin Breast Cancer (WBC) database from the UCI repository
and achieved over 90% accuracy.

Bacardit and Butz [5] compared the performance and generality level of two LCS
classifiers, namely the on-line XCS and the off-line GAssist [4]. The comparison is
done over thirteen different data sets. While GAssist is a Pitt-style classifier, XCS
is a Michigan-style classifier that basis fitness on rule accuracy and applies GA
selection to the currently active classifier subsets. Six types of problem difficulty
are considered in this study. These include the input data volume, size and type
of the search space, concept complexity, input noise and missing data in addition
to the overfitting problem. The goal is to achieve a maximum level of generality.
Results show that while both systems perform well on all data sets, the produced
solutions are quite different. XCS has a weaker strategy in handling missing data and
tends to over-fit training data especially in small data sets. XCS thus requires a large
training set. GAssist on the other hand tends to ignore additional complexity and
struggles when facing problems with multiple classes or those featuring large search
spaces. Two conclusions are drawn: XCS needs to address its generality difficulty
and GAssist needs to address its problem handling data sets with multiple classes.

In Kharbat et al. [47] primary breast cancer data from the Franchay Breast Can-
cer (FBC) data set is mined using XCS. Results are compared to other classifying
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techniques including Bayesian network classifier, SVM and C4.5 decision trees.
As a preprocessing step, numeric values were normalized and data in nominal and
Boolean attributes were decoded. The imbalance problem is handled by random
over-sampling. Missing data were treated with Wild-to-Wild method; in which miss-
ing values are replaced with don’t-cares for nominal data and general intervals for
numerical data. Results showed that XCS outperformed other methods. The num-
ber of rules produced with XCS was much more than those produced by the C4.5
algorithm. However, these rules were described by a medical expert to be more in-
formative and useful. Clustering and rule compaction were applied on the resulting
rules.

Skinner et al. [77, 78] also use XCS but for EEG signal classification. EEG sig-
nals are characterized by their high dimensionality and noisy nature. This study in-
vestigates the efficacy of XCS in the classification of mental tasks based on human
multi-channel EEG signals. In particular, the binary classification of four diverse
mental tasks for three individuals. The significance of this investigation lies in the
potential to use EEG classification results to control wheelchairs or similar devices
for paralyzed individuals. The novelty of the approach is in the investigation of using
XCS to process large and noisy condition strings. EEG signals were preprocessed
to reduce the number of channels and their associated frequencies. Data was then
segmented. The results were compared with four ML classification methods; naı̈ve
Bayes (NB), SMO, k-nearest-neighbor (k-NN with k=3), and PART which combines
the learning strategies of decision trees and rule learners. Results were compared in
terms of classification accuracy and showed that XCS significantly outperformed
PART and k-NN. XCS was comparable to the SMO but inferior to naı̈ve Bayes.

The study by Skinner et al. [78] investigates the effect of different migration poli-
cies on distributed and parallel XCS classifier population with different topologies
and parameters. The study was performed on the single-step classification for human
EEG signals associated with two mental tasks; Mental Counting and Figure Rota-
tion for two persons. Three topologies were examined; fully connected, and uni- and
bi-directional rings with different number of demes (2, 4 and 8). Migration policies
are based on the selection and replacement criteria for the immigrant rules; based
on their fitness, numerosity, or random. The study concludes that lower migration
frequencies and rates produce better classification performance. High degree of con-
nectivity speeds up the learning process. All policies result in a significant classifica-
tion accuracy improvement with respect to XCS alone. Random immigrant selection
results in a slower learning. Also, fitness-based migration selection increases the se-
lection pressure and thus degrades the classification performance. As for population
size, it is entirely dependent on the immigrant selection policy. Fitness-based im-
migrant selection policy gives better results for the fully connected topology while
random-based immigrant selection is more beneficial for the uni- and bi-directional
rings.

Also in the field of breast cancer is the study by Wilson [97]. The classifier
predicates of XCS describe logical problems by defining hyper-rectangles in the
decision space. In [97], XCS was modified to handle integer input spaces. The mod-
ified version, XCSI, was tested on oblique data. The study started with a simple
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2-dimensional synthetic oblique data for which XCS achieved 100% (training) clas-
sification accuracy. A second experiment was conducted also with synthetic oblique
data that resembles the UCI WBC dataset in terms of the number and type of
attributes, their data ranges and the number of instances. Again 100% (training)
performance was achieved although slightly slower. The final experiment used the
UCI WBC dataset with a 10-fold cross-validation technique. Accuracies averaging
95.56% were reached. Results further show that the hyper-rectangles modeled by
XCS predicates were good at approximating the oblique discrimination surface of
the data. Also, results suggest the presence of logical patterns in WBC dataset that is
evident by the presence of several accurate classifiers showing logical dependencies
on one or a few attributes. Classifiers describing regions close to the discrimination
surface feature a match set with strong evidence on both directions that can be used
for risk of disease analysis instead of a concrete diagnosis.

The first LCS ensemble was introduced by Gao et al. [28]. The Learning
Classifier System Ensemble (LCSE) [28] is an extension of LCS that aims at achiev-
ing better generality through using several sub-LCSs. Diabetes data input is dis-
tributed over these sub-LCSs. Each sub-LCS may then produce different rules even
for the same input data. Results are then aggregated by means of a popularity voting
method. Overfitting problem is managed with a 10-fold cross-validation approach.
Results of LCSE outperform LCS, DTs and ANNs as well. Experiments also show
that the accuracy of results increases with the number of sub-LCSs.

Unold and Tuszynski [91] applied ACS to three data mining data sets from the
UCI repository; Monks, Voting-record and WBC. Results show that ACS achieve
results no less than 97% except for the Monk’s 2 data set, were the accuracy was
limited to 75%. A comparison with XCS, XCS with s-expression (XCSL) [52, 53]
and C4.5 shows that overall; XCS and XCSL achieved best results. XCSL have
succeeded in producing the least rule set size. C4.5 was far behind. Future research
aims at developing ACS to enable the handling of attributes of continuous type.

A modified version of ZCS for data mining applications named ZCS-DM is pre-
sented and applied to several UCI repository datasets including WBC, Hepatitis,
Pima Indiana Diabetes and Bupa Liver Disorder benchmark sets [89]. The main
changes include evolving the action part as well as the condition part and using
user-tunable reward/penalty for the different class combinations (predicted and ac-
tual classes). In their model, users decide the number of individuals in the population
and whether the action selection mechanism is deterministic or stochastic. A pre-
processing step involves removing all duplicate rules after adjusting their strength.
Rules are ordered based on their strength and either the first matching rule is se-
lected or a voting scheme is employed. Missing values were treated by setting their
corresponding predicates in the rule’s condition part to true. Experiments were done
using a 10-fold cross-validation and results show the classification accuracy advan-
tage of the proposed model in 11 out of 12 UCI datasets over the DT algorithm
C4.5, XCS and HIDAR [2]; which is a hierarchical decision rule that uses a sequen-
tial covering GA. C4.5 was the fastest algorithm.

An improved Pitt-style LCS is introduced by Peroumalnaik and Enee [66]. The
training set is equally partitioned among the individual classifiers following the
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divide-and-conquer approach. Since prediction is performed by the whole popu-
lation, and GA combines the genetic material of different individuals, the authors
argue that the partitioning would eventually lead to a segmentation of the cogni-
tive space. The proposed algorithm was tested on four medical UCI data sets with
various parameters for the population size, number of rules per individual and rule
selection strategy (random, most general or most specific). The proposed method
has produced good results for the Wisconsin Diagnostic Breast Cancer (WDBC)
dataset using a 10-fold cross-validation. No comparison with other methods was
performed.

7.4.2 Other Hybrid Metaheuristics

Applying multiple classifiers is analogues to consulting a team of specialists. Each
specialist considers the problem from a different perspective thus allowing the ex-
ploration of different regions of the search space. Multiple classifiers usually result
in higher accuracy compared to a single classifier [88]. This is because the strengths
of one method are utilized to complement the weaknesses of another [49]. The use
of multiple classifiers is particularly useful for imbalanced data sets [88]. In ad-
dition, using multiple classifiers usually feature a strong generalization ability [28].
As classification model learners, there are endless possibilities for hybridizing meta-
heuristics together or with other classification methods in seek for a better classifier.
However, using multiple classifiers comes in one of two forms. The first form is
the ensemble classifier [28, 57]. Classifier ensembles achieve model diversification
by using different subsets of training data with a single learning method, differ-
ent training parameters with a single learning method, or using different learning
methods [49].The second form for using multiple classifiers is employing a hy-
bridization of metaheuristics with machine learning and/or evolutionary computing
methods [3, 9, 18, 73, 84].

Like employing a team of specialists, the cost of using multiple classifiers is more
than that of a single classifier. First, since all component classifiers need to be stored
after training, the storage requirement increases accordingly. Second, all component
classifiers need to be processed adding to the computational cost. Finally, it is more
difficult when using multiple classifiers to comprehend the underlying reasoning
and conclude a classification, particularly for non-experts [49].

An ensemble method for the detection of breast cancer from x-ray images is in-
vestigated by the authors in Lo et al. [57]. The proposed classifier was chosen as
the joint winner in KDD Cup 2008. The data set is characterized by being highly
imbalanced. The ratio of positive samples to negative samples is 163. Each patient
is represented by a set of data points. The evaluation criterion was to minimize the
AUC per patient rather than per data point. This was intended to minimize over-
fitting. The ensemble consisted of four classifiers; AdaBoost, Class-based SVM
(CB-SVM), Patient-based SVM (PB-SVM), and GA. In CB-SVM, the intention
was to balance the positive and negative classes. A class-sensitive loss function was
employed where the weight of positive samples was 163 times more than that of
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negative ones. The problem faced was that patients with fewer positive instances
were more difficult to identify than those with more positive instances. To resolve
this problem, PB-SVM was designed such that the sum of weights of positive sam-
ples was equal to the sum of weights of negative ones. In addition, for each patient
i, the sum of positive sample weights is equal to that of patient j. A slight improve-
ment was obtained over the CB-SVM. AdaBoost was based on 50 weak learners,
were Classification and Regression Tree (CART) was chosen as a weak learner. As
for GA, the fitness was based on the AUC itself and resulted in better recognition of
patients with fewer positive instances. The best ensemble outcome was obtained by
averaging the two best classifiers.

The study by [3] focuses on randomly generating data sets based on the observed
data and that will maximize classification accuracy. This technique is particularly
useful in cases featuring missing data, small training data set size or noisy data.
The study suggests an iterative hybrid model that starts with applying the Bayesian
method based on the expected maximization algorithm (EM). Misclassifications are
recorded. Next, a new data set twice as large as the observed data is randomly gen-
erated. A k-NN classifier is trained on this data and tested on the observed data set.
This process is repeated until a lower misclassification rate is observed. Then, GA
is used to further improve the generated instances. Bayesian classification based on
EM is applied on the resulting data and new data generations are evolved and tested
until an improved misclassification number is obtained. The algorithm was applied
to five UCI data sets including Iris, Breast Cancer, Wine, Yeast and Glass. Results
were compared against using the Bayesian classification based on EM alone. Im-
provements up to about 75% were recorded for the Breast cancer data set. On the
other hand, Wine dataset resulted in a slight retrogression. The algorithm involves
several iteration cycles resulting in an increased computational time. Also, results
were not compared to other algorithms that are not based on data set generation.

Bhattacharyya et al. [9] present an introductory work for the diagnosis of can-
cerous cells from human-extracted low-resolution biopsy BMP images. Currently
the diagnosis is based on the subjective pathologist evaluation of the tissue sam-
ple. The authors introduce a new automated diagnostic method that is based on the
generic organizational structure of tissue cells. Two phases are implemented. The
first is constructing the Cell Graph. This step transforms the BMP image into a
monochrome graph; where nodes correspond to cells or cell clusters depending on
the resolution used. Edges are assigned on a probability based on the Euclidian dis-
tance between the nodes. The second phase is graph coloring using the minimum
number of colors such that nodes within the same range of Euclidian distance obtain
the same color. Memetic algorithms (MAs) are used to optimize graph coloring. In
this work, MAs are composed of a heuristic search; sequential graph coloring algo-
rithm, and a genetic algorithm with a modified mutation operator. The output of the
program was the number of colors used for the sample image. It was not clarified
how cancerous cell diagnosis can be derived from this information. However, the
work provides more formalism about the density/organizational characteristics of
the tissue cells that aid in the diagnosis process.
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A hybrid tabu search–simulated annealing rule induction algorithm for classifica-
tion tasks is presented by Chorbev et al. [18]. Continuous attributes were discretized.
Classification rules are created incrementally and pruned for better readability and
higher predictive value. The probability of an addition of a term to a classification
rule depends on the entropy of the attribute’s value as opposed to entropy in deci-
sion trees that is computed for attributes as a whole. Tabu timeouts aim at reducing
the probability that a particular attribute value is selected twice; therefore increasing
the search diversity. The quality of a rule computed as the product of sensitivity and
specificity serves as the energy parameter for SA. An initial high temperature in SA
allows low quality solutions to be accepted in the beginning for better exploration of
the search space. As the search proceeds and the temperature cools down, only high
quality rules will be accepted into the final rule list thus intensifying the search in
promising areas. The proposed classification algorithm was compared against Ant
Miner and the rule induction algorithm CN2 on four UCI medical datasets. In terms
of predictive accuracy, Ant Miner was in the lead. However, in terms of the number
of rules and terms per rule, SA Tabu Miner achieved good results that outperformed
CN2 and was highly comparable to that for Ant Miner.

Rojanavasu et al. [73] present the use of self-organized maps (SOMs) as a pre-
gate. That is, the SOM is used to cluster the data on-line and thus decomposing
the search space into smaller sub-problems that are conceptually simpler. Class
labels for the data are masked in this phase. Separate classifiers are then used to
learn each sub-problem. The paper investigates the utility of connecting the pre-
gate to two different classifies; a set of sUpervised Classifier Systems (UCSs) thus
forming Self-Organized UCS or SOUCS; and an artificial neural network (ANN)
thus forming SOANN. ANN layout is fixed for each dataset. The authors experi-
ment with three data sets; the first is a group of five synthetic problems of increas-
ing complexity. The second is a set of UCI datasets, and the third is a large and
complex Forest-Cover-Type dataset from the Roosevelt National Forest in north-
ern Colorado. Experiments have been applied with varying number of SOM sizes
(2× 2, 3× 3,and 4× 4); which implies a different number of UCS classifiers, and
varying the number of individual UCS populations. All experiments are done us-
ing 10-fold cross-validation. In comparison with UCS alone and other published
work, SOUCS showed an equivalent or better results in terms of classification accu-
racy except for the Forest-Cover-Type data set. The complexity of this dataset was
not properly addressed by the smaller population sizes in the individual constituent
UCSs. The SOUCS was superior in terms of computational time. The reason is the
smaller population size in each UCS. Experiments also show the high sensitivity of
the outcome to the population size and number of SOM cells as well as the problem
type. This was suggested as a future research line. The ANN/SOANN environment
obtained better results for the Forest-Cover-Type dataset but no better in the rest.

Finally, in Tan et al. [84], a two-phase strategy is presented as follows: the first
phase uses a hybrid Michigan GA and GP, to produce per-class single rule poles
in the form of: 〈IF X1 and X2 and · · · Xn THEN class = Y 〉. Michigan GA is ap-
plied to numeric data while the GP is applied to nominal data sets. The second phase
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involves applying Pittsburgh GA to find an optimal combination of the result-
ing rules with the OR operator. The population is divided into a number of sub-
populations evolving simultaneously and corresponding to different number of rules
in a single solution (rule set). Results of applying the algorithm to hepatitis prog-
nosis (live/die) and breast cancer diagnosis (benign/malignant) were very encourag-
ing and outperformed other classification methods like the DT algorithm C4.5 and
trained neural networks. However, the system is computationally expensive and is
suited for off-line classification.

7.4.3 Hybrid Metaheuristics for Enhancing Classification
Accuracy in Medical Data Classification

Metaheuristics like GA that are well known for solving complex optimization prob-
lems can be used to optimize classification models obtained using other data mining
techniques. The idea is to evolve a population of individuals (classification mod-
els or classification model components) that compete on the basis of their fitness.
This ‘fitness’ measure can be defined in terms of their classification accuracy, com-
pactness, computational complexity, or some other similar or compound measure.
For example, a two-stage hybrid machine learning classifier approach is proposed
by [75]. The first phase involves creating an initial classification rule set by the
C4.5 decision tree classifier. 3-Fold cross-validation is used and the best accuracy
generated rule set out of the three is used for the second stage. In the second
stage, a genetic algorithm with one-point cross-over and optional mutation is ap-
plied to improve the generated rule set. Rules having invalid class type and resulting
from crossover operation are omitted. Invalid attribute values in rules resulting also
from crossover operator are replaced with don’t-cares. In comparison with accuracy
scores of the C4.5 alone and the accuracy-based learning classifier UCL, the pro-
posed approach produced better classification results over most of the eight UCI
data sets used in the study.

The second example on the use of hybrid metaheuristics for enhancing classifi-
cation accuracy in medical data classification is the work by Pham and Triantaphyl-
lou [68]. While most studies assign equal weight to the different types of error for
a classifier; FP, FN, and UC (un-classifiable), the study by Pham and Triantaphyl-
lou [68] focuses on the optimization problem of the penalty costs for those three
error types. The study investigated the use of three traditional machine learning
classification algorithms; DT, SVM and ANN in combination with a metaheuristic
termed Homogeneity Based Algorithm (HBA) [67], to optimize the penalty costs
of the three error types. HBA works on defragmenting the decision surface space
resulting from the classifiers into homogeneous regions according to their density.
In addition, GA is also applied to optimize the parameters for HBA. The proposed
hybrid system was tested on five medical datasets from the UCI repository. Results
were compared to using the three classification algorithms alone and with other
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published studies. It is shown that using HBA significantly improves the classifica-
tion accuracy for all five datasets. The shortage of HBA is its high complexity as it
cannot deal with datasets with a high number of attributes (greater than 10). This is
currently the research focus of the authors.

7.5 Hybrid Metaheuristics for Model Selection in Medical Data
Classification

There is a recent trend to use optimization techniques, including mainly EC meth-
ods, for parameter selection, feature subset selection, class representative selection
and even for preprocessing and classifier selection. These factors highly affect the
quality of the resulting classifier. For example, there is no rule of thumb on how to
guide parameter setting for ANNs. Usually these are determined experimentally for
each problem. Also, the high dimensionality of the data set not only slows down
the classification process, but also confuses the classification algorithm and may
lead to poor results [33]. The main benefit is the achievement of competitive classi-
fiers without using background knowledge, careful data analysis, long experimental
trials, or even knowledge about the classification model being employed [24].

Model selection is defined as “estimating the performance of different models
in order to choose the best one” in describing a dataset [35]. There are many in-
terpretations for model selection, these include parameter selection and optimiza-
tion [15, 17, 25, 60], feature subset selection [90, 93], artificial neural network mod-
eling including learning the weights of the neural nets [61, 80, 81], or optimizing
the architecture of the neural net [16, 43]. Reference [24] have extended this def-
inition and introduced the so called full model selection (FMS). In this system, a
pool of preprocessing methods, feature subset selection and learning algorithms is
introduced and the task is to select the best combination that would yield the lowest
classification error for a given problem. In addition, the parameters for these meth-
ods are being selected as well. Stochastic optimization algorithms are well suited
for dealing with the vast search space introduced by such problems. This section
samples published work that utilize hybrid metaheuristics for model selection in
medical data classification. Section 7.5.1 focuses on their use for feature subset se-
lection. Section 7.5.2 illustrates the use of hybrid metaheuristics for ANN model
selection in medical data classification. Finally, sect. 7.5.3 exemplifies their use for
FMS. Table 7.3 presents a summary of these systems.

The work by Candelieri [15] is derived from the author’s PhD thesis. The paper
investigates and compares the hybridization of several metaheuristics including GA,
TS and ACO to perform model selection for an SVM classifier both as a single clas-
sifier and as an ensemble. In this framework, SVM is used for learning the classifica-
tion model. In the case of single classifier, the metaheuristic is either used to search
for the best performing kernel function (linear, Normalized Polynomial, or Radial
Basis Function) and its associated parameter(s); of which the author calls Model
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Selection. The second feature, Multiple Kernel Learning, is to use the metaheuristic
to optimize the n kernels along with their related parameters and coefficients. In
the case of Ensemble Learning, the metaheuristic is used to find the best m SVM
classifiers and their associated weights for combination. ACO was only applied to
Multiple Kernel Learning. The framework was tested on 8 datasets of which several
were medical. Balanced classification accuracy using 10-fold cross-validation was
used for evaluation. Results show that the three models were highly competitive.
GA was generally faster and more effective than TS. As for ACO, results were
comparable to the others and promising as a new application.

In a study by Chen et al. [17]; classifier parameters and data features are stochas-
tically chosen and evolved independently using scatter search [31]. The parameters
were for an ensemble of three classifiers; SVM, BP-ANNs and DT (C4.5). Data
instances with missing values were removed from all classifiers except for the DT.
Each classifier was run three times and a majority voting was obtained to combine
the 9 runs. Experiments were conducted on 18 UCI datasets and were compared
to four similar studies of which some involve using ensembles of a larger number
of classifiers. The proposed approach achieved the highest classification accuracy.
Also, in comparison with results of individual component classifiers, the average
performance of the ensemble outperformed the single classifiers.

Fan et al. [25] introduce a four-stage model for medical data classification that
utilizes data preprocessing and clustering techniques for improved classification ac-
curacy. Comprehensibility of the generated model was a main objective. First stage
involved feature subset selection using step-wise regression. Selected features are
then weighted by the gradient method. The next step involves case-based reasoning
(CBR) clustering of the input data. Next, the fuzzy Triangle member ship function
is applied to discretize the data and ID3 decision tree is applied to build a classi-
fication tree for each cluster. The last step involves evolving the fuzzy terms used
in the decision tree by means of genetic algorithms to further improve the classi-
fication accuracy. The model was applied to two UCI datasets; WDBC and liver
disorder. Comparisons against several ML classification methods including k-NN,
naı̈ve Bayes, SVM, fuzzy decision tree, and to other similar studies were done. Re-
sults show the consistent advantage of the proposed model. Average accuracy rate
achieved was 99.5% and 85% for breast cancer and liver disorder respectively. The
paper does not show clearly how GA encoding is done to allow for different number
of fuzzy terms for each feature.

Also to demonstrate the advantage of using evolutionary computation methods
to guide the parameter and class representatives’ choice is the study by Luukka
and Lampinen [60]. This study assess the effect on classification accuracy of
adding noise to dataset features, adding extra noisy variables, and adding all two-
component variables . A simple minimum distance classifier (instance based) was
applied to four UCI data sets; New Thyroid, Hungarian Heart, Heart–Statlog and
Lenses. Minkowsky distance metric parameter and individual class representatives
were stochastically chosen and evolved by using differential evolution (DE) [69].
Three sets of experiments were conducted to study the effect of adding noise di-
rectly to data set feature values or as independent variables as well as adding all
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two-component terms on the classification accuracy. Noise variance and the number
of noisy variables added were varied. Experimental results show improvements in
classification accuracy up to 8% in the case of adding all component terms. Perfor-
mance was degraded in the other cases. However, a comparison with k-NN, SVM,
Discriminant analysis and BP-ANNs showed that the DE-enhanced classifier ob-
tained higher classification accuracy in all experiments. Particularly, BP-ANNs and
the DE-enhanced classifier showed the best results in the extra noise parameters and
the two-component terms experiments.

7.5.1 Hybrid Metaheuristics for Feature Subset Selection in
Medical Data Classification

Many of the feature attributes in a typical medical dataset are collected for reasons
other than data classification. Some of the features are redundant while others are
irrelevant adding more noise to the dataset. The Feature Subset Selection problem
(FSS) consists in selecting the minimum subset of feature that represents the dataset
without loss in classification accuracy [93]. FSS not only reduces storage and com-
putational complexity, but also enhances comprehensibility and classification ac-
curacy particularly in small sample size datasets. FSS also reduce the overfitting
effect [50]. In medical diagnosis, it is desirable to select the clinical tests that have
the least cost and risk and that are significantly important in determining the class of
the disease. There are two approaches for solving the FSS problem. In the filter ap-
proach, features are selected independently of the classifier. In wrapper approach, a
classifier is used to test each feature subset candidate and thus is classifier-dependent
and computationally heavier than the filter approach. FSS problem is NP-hard [50].
Using exhaustive search to find all the possible feature subsets is computationally
impractical, even for a medium sized feature set. This requires the use of heuristics
and meta-heuristics. A recent survey of feature selection problem for machine learn-
ing classification can be found in [50]. What is needed is an algorithm with good
global and local search abilities, that can converge to a near optimal solution in rea-
sonable time, and that is computationally efficient [50]. Nature inspired methods
like Particle Swarm Optimization (PSO) [46] Ant Colony Optimization (ACO) [22]
have been successfully applied for many combinatorial optimization problems in-
cluding FSS. These swarm intelligence search algorithms are based on the collective
behavior of intelligent agents that use both direct and indirect interaction.

For example, in Unler and Murat [90], a Discrete PSO method is applied as wrap-
per feature subset selection methodology for a (binary) classification problem. Lin-
ear regression was chosen as the learning algorithm. Features are considered on
an individual basis and the decision for inclusion combines the feature’s predictive
contribution, independent likelihood as well as the stochastic factor. The feature is
added to the so-far collected feature subset if it results in improved classification ac-
curacy. Computational complexity is managed by restricting the number of features
considered in every iteration. PSO parameters are based on earlier empirical and
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theoretical research. Experiments were conducted on 10 UCI datasets and compar-
isons were made to exhaustive search and Random Subset Generation. Results show
that PSO produced identical or near identical accuracy to exhaustive search accom-
panied with a significant time advantage. Results further show that PSO accuracy
was competitive to Random Subset Generation. Other comparisons were done with
other wrapper feature subset selection methods introduced in published research and
using the same learning algorithm and data sets. These studies include tabu search
and scatter search. Results show the superiority of the proposed algorithm in terms
of both classification accuracy and computational cost.

The ACO metaheuristic was used by Vieira et al. [93] in conjunction with fuzzy
rule-based classifiers. Fuzzy rule-based classifiers perform model learning while
the ACO selects feature subsets. This specialized feature selection ACO is termed
(AFS). It consists of two colonies; the first is assigned the determination of the num-
ber of features to be selected. The second, selects the features themselves. Choos-
ing the cardinality of features is based on Fisher discriminant criterion. The fitness
function is based on minimizing the number of selected features and the classifica-
tion accuracy of the obtained model as evaluated using the fuzzy rule-based classi-
fier. Experiments were conducted using 5 UCI benchmark datasets among which 2
are medical. Results for the medical data sets show a significant improvement over
fuzzy rule-based classifiers alone and also over other published studies that use PSO
and rough set-based feature selection.

7.5.2 Hybrid Metaheuristics for Artificial Neural Network Model
Selection in Medical Data Classification

ANNs are capable of learning complex, non-linear decision surfaces with multiple
classes [43]. A recent survey about machine learning in cancer prediction and prog-
nosis [19] shows that more than half of the surveyed papers were using or referring
to ANNs. The idea was derived from human biological neural system where multiple
neurons are interconnected to each other. The basic unit is called a neuron. The sim-
plest ANN is called a perceptron and is able to do a binary classification task that has
a linear discriminate function. Neurons are organized in layers; producing a structure
called a multilayer perceptron (MLP). The first layer is connected to the inputs. Each
input predictor is normally connected to an input neuron. The last layer produces the
output(s). There is usually one output neuron per class in the dataset [81]. With a
certain precision, a two layer MLP can approximate any classification region [54].
In feed-forward ANNs, the most popular ANNs, there are no backward connections
and no loops. Each node in a hidden layer has connections coming from the nodes
in the previous layer, and others going to nodes in the next layer. Assuming that the
weights of neuron connections are available, the features of an instance are fed to
the input layer, and is propagated through the hidden layer(s), until it reaches the
output layer. Each output neuron is associated with a class. The output neuron that
generates the highest signal wins in determining the class of that instance.
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There is no universal ANN architecture. The architectural design of ANNs should
be optimized for each application [19]. In order to generate an ANN classifier, the
weights of the network’s connections needs to be determined. As these weights
are real-valued, the problem of determining ANN weights (the optimization of the
network training error, or in short training ANNs [61]) can be casted as a continuous
optimization problem [81]. Back-propagation (BP) optimization algorithm [74] is
normally used for tuning the values of the set of weights. It follows a gradient-
decent technique on the error surface and exhibits a local search ability that causes
it to get trapped into the nearest local minima [43].

The problem of simultaneous optimization of the network’s training error and
its architecture can be modeled as a multi-objective optimization problem [1]. Ab-
bas [1] found that combining back-propagation algorithm with an evolutionary
multi-objective optimization algorithm leads to a considerable drop in computa-
tional cost. In the following, an illustration is presented of literature that substitutes
or combines traditional ANN training algorithms with hybrid metaheuristics. The
last two examples use hybrid metaheuristics for the task of optimizing both ANN
architecture and training error.

The use of Estimation of Distribution Algorithms (EDAs) [7] is investigated by
Madera and Dorronsoro [61] for the training of ANNs. The ANNs are used for
the medical classification task of four PROBIN1 benchmark datasets. EDAs are
evolutionary stochastic search techniques that base the construction of a new gen-
eration on estimations of the probability distribution of current population, rather
than by means of variation operators. In this study, six different EDAs are being
tested. These algorithms cover discrete and continuous search spaces and in each
type of search space, three different correlation types of input variables are tested:
those without dependencies, with bivariate dependencies and multiple dependen-
cies. Training–testing method was used rather than the cross-validation. The per-
formance was compared against other famous ANN training techniques; namely
BP and Levenberg–Marquardt (LM) [32] algorithm. Performance was also com-
pared to few ANN training techniques based on EAs; including those using GAs,
MAs, or evolutionary programming (EP) [26, 27]. In general, EDAs performance
was comparable to the others. This initial result is promising as further parameter
tuning might likely improve the findings. EDAs for discrete domains were gener-
ally slower and less accurate than those for continuous domains. This is due to the
large search space resulting from the discretization of the input variables. In addi-
tion, EDAs based on higher degrees of dependencies are better suited for the more
complex problems as they exhibit slow convergence.

The study by Smithies et al. [80] aims at predicting the recurrence of colorec-
tal cancer. In particular, the study tests the efficacy of a type of chemotherapy
termed FUFA in preventing cancer recurrence. The data set obtained from NHS
hospitals in the UK features different types of attributes and a considerable amount
of missing data. The classification process started with a relaxed linear regres-
sion stage to remove irrelevant attributes and those with markedly missing data.
Next, data is clustered to better deal with the different data types and allow a bet-
ter inference mechanism for missing data rather than statistical methods. A new
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clustering methodology is introduced that is tailored to data with mixed attribute
types. Each cluster is then fed to a three-layer feed-forward ANN ensemble. The
members of each ensemble differ only in the number of hidden nodes. For training
the neural nets, local search is combined with a modified form of back propagation
algorithm known as the batched error back propagation with an enhanced Resilient
Propagation for learning rate adaptation (iRPROP). The combination of gradient-
independent local search with the gradient-based enhanced iRPROP has shown to
enhance the classification performance. In addition, the proposed search algorithm
utilizes the forbidden neighborhood region idea from tabu search. Given that previ-
ous studies focus on statistical models, the 66% of patients being correctly predicted
forms a promising result and encourages further enhancements.

Reference [81] extends the ACO algorithm to tackle unconstrained continuous
optimization problems; ACOR. It is then used to optimize the weights for a feed-
forward ANN used in a medical classification task. Classification is applied on
three PROBIN benchmark medical datasets. The resulting performance was com-
pared against two neural network training algorithms; BP and LM. Training–testing
method was used rather than the cross-validation. As a general optimization algo-
rithm and unlike BP and LM, ACOR does not require that the neuron function is
known and is differentiable. However, ACOR does not exploit additional informa-
tion, such as the gradient information. Results show that the performance of ACOR
was inferior to the other two. A hybrid approach was also tested where ACOR was
combined with BP (ACOR-BP) and with LM (ACOR-LM). In the hybrid approach,
each solution of ACOR is enhanced by running a single iteration of the BP or LM
methods respectively. The performance of the hybrid approached was comparable to
BP and LM and in some cases outperformed them. The proposed algorithms where
also compared to GA and its’ hybrids (GA-BP and GA-LM) on the same data sets,
and have significantly outperformed them.

Castillo et al. [16] and Ince et al. [43] investigate the optimization of ANN ar-
chitecture and training error. Castillo et al. [16] used a multi-objective evolutionary
algorithm called MG-Prob for the simultaneous optimization of three objectives; the
reduction of type-I and type-II errors as well as minimizing the artificial neural net-
work’s size. MG-Prob is based on the Single Front Genetic Algorithm (FSGA) [20]
that builds on the Pareto optimality principle. Elite set represents the non-dominated
individuals and in FSGA only a diverse part of this set that is spread across the
search space is copied into the next generation. Individuals are multi-layer percep-
trons (MLPs). The resulting non-dominated individuals in the population are used
as an ensemble to perform the classification. Three methods were used to combine
the ensemble results; voting, average and largest activation among all outputs. Ex-
periments on breast cancer dataset from the UCI repository demonstrate the effec-
tiveness of this method as compared to other methods obtaining slightly better clas-
sification error with a minimal difference between the two type errors, and smaller
network size for individual MLPs.

PSO was used by Ince et al. [43] to set the parameters for feed-forward fully-
connected ANNs and compared the results with those obtained by the traditional BP
training algorithm for different training depths (deep/shallow). Experiments were
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conducted on three UCI Probin1 medical datasets; breast cancer, heart disease and
diabetes. Classification Error Percentage (CEP) was used to measure performance
were CEP = 1−P. Other performance measures were used including mean square
error (MSE) and average processing time (ms). The study concluded that PSO has
better generalization ability and more stable performance with respect to changing
network architecture. On the other hand, BP resulted in better classification accuracy
for smaller networks. The accuracy for PSO and BP is otherwise comparable. BP
training however was consistently superior in terms of computational complexity.

7.5.3 Hybrid Metaheuristics for Full Model Selection in Medical
Data Classification

PSO is used to perform a full model selection (FMS) for a classification task [24].
No background knowledge about the problem is required. Full model selection in-
volves choosing and chaining preprocessing methods (zero or more), feature subset
selection method (zero or one), a learning algorithm and a post processing method
(zero or one). FMS includes the choice of all the associated parameters as well as
the order of preprocessing and feature subset selection (i.e. to perform FSS first or
else preprocessing first). The choice of these methods is made from objects available
at the CLOP machine learning package. This package includes three preprocessing
methods, twelve feature selection methods, ten ML classification algorithms and a
single post processing method. Each individual is encoded such that it represents a
definition to all the previous stages. Fitness is evaluated in terms of balanced error
rate (BER). The advantage of this evaluation criterion is that it considers classi-
fication errors in both classes and thus avoids rewarding an algorithm that favors
the majority class. Computational complexity is reduced by means of sub-sampling
heuristic. The proposed PSO-based FMS was compared to another FMS method
that is based on a simple direct search and optimization algorithm termed pattern
search (PS) [21]. Results show that the PSO alternative consistently outperformed
the PS-based FMS. The proposed algorithm was also challenged against other mod-
els that use background knowledge or are based on model selection for a single
learning algorithm in the framework of a model selection competition named Ag-
nostic Learning vs. Prior Knowledge Challenge. The proposed model has demon-
strated comparable results.

7.6 Conclusion

Medical data classification is a new field of research that will improve the cost,
accessibility, and quality of health care. The complexity associated with medi-
cal data classification prohibits the use of exact methods. This chapter overviews
the state-of-the-art approaches in medical data classification. Studies suggest the
use of fuzzy and hybrid meta-heuristic methods for model learning, selection, and
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optimization. Hybridizing different approximation algorithms, including metaheuris-
tics, is a promising approach. However, most of the studies choose their system com-
ponents arbitrarily, for example due to their success in other fields of study. Model
comprehensibility is an important factor in the selection of these components. There
exists a need for a meta-study that focuses on the basis of choosing hybrid system
components for medical data classification. Perhaps the work by Tanwani and his
team [85, 86, 87, 88] on formalizing medical data complexity forms a gateway to
this area.

The use of transparent comprehensible models enables physicians to validate the
clinical plausibility of the resulting classification hypothesis and allows discovering
new interesting relations. In some cases, obtaining explanations and conclusions
that enlighten and convince medical experts is more important than suggesting a
particular class. XCS particularly showed comprehensible results with high classifi-
cation accuracies. Several studies employing XCS were presented in this document.
However, there is still room for research and improvement. For example, the use of
XCS ensembles is an interesting line of research to be investigated.

Most of the studies highlighted in this document aim at the design of general
classification systems rather than systems that are geared towards a specific medical
disorder. It is true that medical data have many common characteristics. However,
each dataset has its own character (for example, see Table 7.1). Therefore, classi-
fication models that work well with one dataset may not exhibit the same level of
performance on another. Medical data classification may benefit more with focused
research.

Another issue is the evaluation metric. Most studies limit the evaluation metric
to precision (P). As this may be satisfactory in the machine learning and data min-
ing community, it may be not for the medical community. The inclusion of other
evaluation metrics that are routinely used in the medical field would certainly give
more value and depth to the results. For example, Holmes EpiXCS tailor XCS to the
epidemiologic community mainly by considering evaluation metrics needed by the
epidemiologic field.

Due to the societal significance of the subject and also to the computational chal-
lenge it presents, more research in the field of medical data classification is needed.
The papers introduced in this chapter only represent the tip of the iceberg in the
medical data classification field. Despite this wealth in literature, very few systems
are put into practical use. The inclusion of a medical professional in the study team
is a valuable asset that is most often ignored. Several authors have addressed the
clinical approval of intelligent systems before [34, 56, 72] and so they need to be
considered seriously.
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