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Preface

Minimally invasive surgical interventions are one of the key drivers of the search
for ways to use computer-based information technology to link preoperative plan-
ning and surgeon actions in the operating room. Computers, used in conjunction
with advanced surgical assist devices, are influencing how procedures are cur-
rently performed.

Computer-assisted intervention (CAI) systems make it possible to carry out
surgical interventions that are more precise and less invasive than conventional
procedures, while recording all relevant data. This data logging, coupled with
appropriate tracking of patient outcomes, is a key enabler for a new level of
quantitative patient outcome assessment and treatment improvement. The goals
of CAI systems are to enhance the dexterity, visual feedback, and information
integration of the surgeon. While medical equipment is currently available to
assist the surgeons in specific tasks, it is the synergy between these capabilities
that gives rise to a new paradigm.

The Information Processing and Computer-Assisted Intervention (IPCAI)
Conference was created as a forum to present the latest developments in CAI.
The main technological focus is on patient-specific modeling and its use in in-
terventions, image-guided and robotic surgery, real-time tracking and imaging.
IPCAI aims at taking the particular aspects of interest and importance to CAI
into account directly during the paper review process. IPCAI seeks papers pre-
senting novel technical concepts, clinical needs and applications, as well as hard-
ware, software, and systems and their validation.

The yearly IPCAI conferences were initiated in 2010 in Geneva, Switzerland,
and the second in 2011 Berlin, Germany. This volume contains the proceedings
of the Third IPCAI Conferencethat took place on June 27, 2012, in Pisa, Italy.
This year, we received 31 full papers submissions, 15 from North America, 15
from Europe, and one from Asia. These submissions were reviewed by a total
of 50 external reviewers, coordinated by 11 Program Committee members. A
“primary” and “secondary” Program Committee member were assigned to each
paper, and each paper received at least three external reviews. After the initial
review process, the authors were given the opportunity to respond to the review-
ers’ and the Program Committee members’ comments. Finally, an independent
body of six Program Board members discussed all papers and a final decision
was made, where 17 very high quality papers were accepted. The final submis-
sions were re-reviewed by the Program Committee members to ensure that all
reviewers’ comments were addressed.

The format of the IPCAI conference allows more time for constructive discus-
sion. In a departure from prior years, all authors of accepted papers were asked
to give short five-minute platform presentations. These presentations were fol-
lowed by two “interactive” poster sessions with organized discussion. Following
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this initial interaction, the conference delegates voted for a list of papers where
they were interested in a longer platform presentation. For these papers, at least
30 minutes were allocated for questions from the attendees and the committee
members.

We would like to take this opportunity to thank our fellow Area Chairs:
Hervé Delingette, INRIA, France; Gabor Fichtinger, Queen’s, Canada; Makoto
Hashizume, Fukuoka, Japan; Thomas Langø, SINTEF, Norway; Ken Mahsamune,
Tokyo, Japan; Lena Meier-Hein, DKFZ, Germany; Parvin Mousavi, Queen’s,
Canada; Sebastien Ourselin, UCL, UK; Graeme Penney, King’s College, UK;
Ziv Yaniv, Children’s Hospital, USA, and Guoyan Zheng, University of Bern,
Switzerland; and Program Board Members: David Hawkes, UCL, UK; Ken-
saku Mori, Nagoya, Japan; Tim Salcudean, UBC, Canada; Gabor Szekely, ETH,
Switzerland; Russell Taylor, JHU, USA, and Guang-Zhong Yang, ICL, UK.

We would also like to thank all the authors that submitted their papers to
IPCAI and for their subsequent work in revising the papers for final publication.

March 2012 Purang Abolmaesumi
Leo Joskowicz
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Template-Based Conformal
Shape-from-Motion-and-Shading for Laparoscopy

Abed Malti, Adrien Bartoli, and Toby Collins

ALCoV-ISIT,
UMR 6284 CNRS/Université d’Auvergne,

28 Place Henri Dunant,
Clermont-Ferrand, France

http://isit.u-clermont1.fr/{~abed, ~ab, content/Toby-Collins}

Abstract. Shape-from-Shading (SfS) is one of the fundamental techniques to re-
cover depth from a single view. Such a method has shown encouraging but limited
results in laparoscopic surgery due to the complex reflectance properties of the or-
gan tissues. On the other hand, Template-Based Deformable-Shape-from-Motion
(DSfM) has been recently used to recover a coarse 3D shape in laparoscopy.

We propose to combine both geometric and photometric cues to robustly re-
construct 3D human organs. Our method is dubbed Deformable-Shape-from-
Motion-and-Shading (DSfMS). It tackles the limits of classical SfS and DSfM
methods: First the photometric template is reconstructed using rigid SfM (Shape-
from-Motion) while the surgeon is exploring – but not deforming – the peritoneal
environment. Second a rough 3D deformed shape is computed using a recent
method for elastic surface from a single laparoscopic image. Third a fine 3D de-
formed shape is recovered using shading and specularities.

The proposed approach has been validated on both synthetic data and in-vivo
laparoscopic videos of a uterus. Experimental results illustrate its effectiveness
compared to SfS and DSfM.

1 Introduction

Over the past few years efforts have been made to develop systems for computer aided
laparosurgery. It consists on helping the practitioners during the intervention to improve
their perception of the intra-operative environment [10]. 3D sensing offers a virtual
controllable view-point and is one of the major possible improvements to the current
technology. However, due to the unpredictable, complex and elastic behaviour of living
peritoneal tissues, 3D shape recovery from laparoscopic images is a difficult and open
problem.

On the one hand, DSfM methods has shown effectiveness in recovering 3D shapes
of elastic deformations in laparoscopy [17,7]. Based on how does the feature corre-
spondences cover the surface, the 3D reconstruction can go from coarse to fine when
the correspondences go from sparse to dense. Usually human organs are textureless
and very specular which makes it difficult to densely cover the surface with feature
correspondences using automatic feature detection and matching. On the other hand,
SfS methods allow one to recover surface details. However, it is difficult to achieve
remarkable 3D reconstructions due to the complex reflectance of the organ tissues. In
addition, SfS does not allow one to solve temporal registration. In order to take ad-
vantage of these two methods and overcome their drawbacks, we propose to combine

P. Abolmaesumi et al. (Eds.): IPCAI 2012, LNAI 7330, pp. 1–10, 2012.
© Springer-Verlag Berlin Heidelberg 2012



2 A. Malti, A. Bartoli, and T. Collins

them in a Deformbale-Shape-from-Motion-and-Shading (DSfMS) framework. Figure 1
shows the effectiveness of our proposal when compared to SfS and DSfM: the shad-
ing cue provides details on the surface and the motion cue adds smoothness and global
consistency.

Paper Organization. Section §2 presents state-of-the-art. Section §3 gives a geomet-
ric characterization of smooth surfaces. Section §4 presents the 3D template recon-
struction. Section §5 gives a photometirc reconstruction of the template albedo map.
Section §6 recalls monocular conformal reconstruction. Section §7 presents monocular
conformal reconstruction with shading cues. We finally report experimental results in
section §8 and conclude. Our notation will be introduced throughout the paper.

(a) image (b) SfS (d) DSfMS (e) DSfMS(c) DSfM (f) DSfM

Fig. 1. Qualitative comparison between the proposed approach and previous methods. Using one
Single input image with deformed organ from an in-vivo video sequence, the result of three
reconstruction methods is shown. The reconstruction using classic SfS in figure (b) shows bumpy
region. The reconstructions using DSfM and DSfMS in (c) and (d) show smoother results. An
enlarged view of the deformed region allows us to observe in figure (e) that our DSfMS recovers
the deformation while in figure (f) the DSfM recovers a coarse smooth surface.

2 Related Work

Intra-operative 3D sensing has recently gained a lot of interest in the field of laparo-
surgery. Various methods have been proposed that can be classified as active and pas-
sive. Active approaches consist of sensing techniques that modify the laparoscope’s
hardware. In [5,6] an approach based on the detection of a laser beam line is described.
The approach requires the insertion of two monocular endoscopes: one for the projec-
tion of the laser beam and one for observing the projected laser beam. In [12] a pro-
totype of Time-of-Flight (ToF) endoscope is proposed and in [19] a set of incremental
algorithms for 3D reconstruction has shown promising results using ToF endoscopes.
Passive approaches consist of vision techniques based only on ‘regular’ images from the
laparoscope. Both stereo and monocular endoscopes are concerned. In [17,3] methods
based on disparity map computation for stereo-laparoscope have been proposed. Visual
SLAM for dense surface reconstruction has been proposed in [18]. In the context of
monocular laparoscopy, very few methods were proposed [2].

However, the computer vision community has made some effective achievements in
the domain of template-based monocular 3D reconstruction of deformable surfaces. Us-
ing a template-based method provides a full geometric description of the surface rather
than just a sparse or partially dense description as in the previously cited methods. This
allows one to render the surface from a new viewpoint, recover self-occluded parts,
and opens applications based on Augmented Reality. The problem of template-based
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monocular 3D shape recovery is under-constrained because there is an infinite number
of 3D surfaces that can project to the same image data. It is then of critical importance
to constrain the problem to have a unique consistent solution or at least a small set of
plausible solutions. Over the recent years, different types of physical and statistical con-
straints were proposed [8,15]. An important physical prior is isometry [1,13], which
imposes that the geodesic distance is preserved by deformations. Recently a 3D con-
formal method has been proposed to reconstruct elastic deformations in the context of
laparosurgery [7]. To provide good reconstruction results, SfM needs feature detection
and matching in the deformed areas. The SfS problem is one of the eldest and funda-
mental problems in computer vision [23,14]. Recovering depths using shading cues has
been extensively used for both rigid and deformable objects [23]. To provide good re-
construction results, SfS needs an estimation of the reflectance map of the reconstructed
surface.

To overcome the bottleneck of SfS and DSfM, we can take advantage of both
methods: using feature-based reconstruction to recover a deformed 3D surface and use
shading cues to refine the reconstruction of areas which lack tracked features. This com-
bined approach has been used in several other conditions to recover coarse to fine 3D
shapes: For instance in rigid 3D reconstruction [22] presented an algorithm for com-
puting optical flow, shape, motion, lighting, and albedo from an image sequence of
a rigidly-moving Lambertian object under distant illumination. [20] proposed an ap-
proach to recover shape detail to dynamic scene geometry captured from multi-view
video frames. [8] presented a closed-form solution to the problem of recovering the 3D
shape of a non-rigid potentially stretchable surface from 3D-to-2D correspondences.
In [16], a strategy for dense 3D depth recovery and temporal motion tracking for de-
formable surfaces using stereo-video sequence is proposed. It is worth to highlight that
none of these methods were designed to combine SfS and DSfM for elastic surface
reconstruciton using one single view.

Contributions. The contribution of our work is three folds: (i) Combining SfS and
DSfM, (i) reconstruction of a template albedo map of in-vivo human organs and (iii)
using shading cues to recover deformations in regions where feature correspondences
are missing and using feature correspondences as boundary conditions to the recon-
struction with shading.

3 Notation and Geometric Characterization of Smooth Surfaces

A smooth surface Γ can be parameterized by a C2-function Φ: Ω ⊂ R
2 → R

3 :

(u, v) �→ Q =
(
Φx(u, v) Φy(u, v) Φz(u, v)

)�
. We do not make a distinction between

the surface Γ and the mapping Φ unless needed. We call template the surface at rest.

The Jacobian of Φ, denoted JΦ, is given by: JΦ =

(
∂Φx

∂u
∂Φy

∂u
∂Φz

∂u
∂Φx

∂v
∂Φy

∂v
∂Φz

∂v

)�
It is a (3 × 2)

matrix which at each (u, v) ∈ Ω maps a local unit square of Ω to a tangent plane at
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Fig. 2. Surface representation. Left: Φ is a conformal map. Geodesics on Ω, which is a flattening
of Γ , are stretched on Γ . The angles tend to be preserved by Φ and area changes are tolerated.
Φ′ is the conformal map which reconstruct a deformation of the template Γ by the surgery tool.
W is correspondence function between the template and the deformed image. In our work, Φ
is computed during the exploration phase. W is computed from feature correspondences. Π is
the projection matrix of a 3D point to the image plan including camera’s intrinsics and Φ′ is the
unknown deformation function.

Φ(u, v). The normal of the surface at a point (u, v) is given byN =
(

∂Φx

∂u
∂Φy

∂u
∂Φz

∂u

)�
×(

∂Φx

∂v
∂Φy

∂v
∂Φz

∂v

)�
. Where × stands for the cross product in R

3. Let W : Ω → R
2 be

a known warp which maps points from the template to surface points in the deformed
image. The deformed image contains the projection of the deformed surface. In practice,
W can be a function which matches features in the template and in the deformed image.
Let Π : R3 → R

2: (x y z)� �→ (a b)� be the projection of a 3D point to the image plan.

4 Reconstruction of the Template’s 3D Shape

Fig. 3. Uterus template reconstruction during the exploration phase using a classic technique of
Rigid SfM. From left-to-right: The rigid frames are combined to extract a dense point cloud of the
uterus surface. Then, the 3D points are meshed and texture mapped. Finally, conformal flattening
is applied.
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As in [7], we assume that during the exploration of the peritoneal environment, the or-
gans are at rest and the acquired image sequence undergoes a rigid motion of a rigid
scene. This allows us to reconstruct both the template’s 3D shape. From M views, Rigid
SfM finds camera parameters as well as a set of 3D points (xj yj zj), j = 1, . . . , Nv

which will be the template points. There are several ways to proceed for Rigid SfM [4].
We chose the classical sequential approach where two different views with enough base-
line are used to compute the essential matrix, from which the relative camera position
can be extracted and used to triangulate a first set of 3D points. The camera position,
Ti, i = 1, . . . ,M − 1, for each other view is then computed on turn using camera
resection, and new 3D points are triangulated. Finally, bundle adjustment is launched
to minimize the reprojection error, and the 3D points are connected to form a mesh
with NF faces F and Nv vertices V given by the set of triangulated 3D points. Image
consistent meshing can be used [9]. Conformal flattening can be used to estimate the
geometric parameterization of the obtained surface. The results of applying this method
to an in-vivo video sequence from laparosurgery is shown in figure 3.

5 Reconstruction of the Template’s Albedo

Several methods were proposed to estimate the albedo of a surface [11,20]. In the
context of laparosurgery, the light source is rigidly mounted on the tip of the endo-
scope and then can be assumed as being co-linear to the axis of the camera’s prin-

cipal axis L =
(
0 0 1

)�
(see figure 4). Assuming a Lambertian diffuse surface, the

reflectance model expresses the image intensity at a pixel W(u, v) with respect to the
surface normal N(u, v) and the direction of the distant light source L: I(W(u, v)) =
α(u, v)L cotN(u, v), with α(u, v) is the albedo of the surface. Using the reconstructed
template 3D surface the normals N(u, v) can be easily computed. Given an image i,
i = 1, . . . ,M , the corresponding albedo map can be estimated as:

αi(u, v) =
Ii(u, v)

L · (RiN(u, v))
, i = 1, . . . ,M (1)

where Ri is the rotation part of Ti. This equation is not defined when L is perpendicular
to RiN(u, v). This situation can be easily detected since both vectors are known and
αi(u, v) is set to a pre-defined maximum value. Another interesting situation is when
the light source direction is parallel to the surface normal and then the full projected
light is reflected by the surface toward the camera. Usually this effect saturates the
camera sensor and the correponding area appears as specular shining white in the image.
We finally define the albedo map by computing the minimum value at each pixel over
all frames. This process handles specularities and most of the other unmodeled effects:

α(u, v) = min
i∈{1,...,M}

αi(u, v) (2)

The obtained template’s albedo of the in-vivo uterus sequence is displayed in figure 4.
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Fig. 4. Left: The image intensity at a surface point depends on the laparoscope’s light source
direction and the surface normal at that point. Points which have a normal parallel to the light
direction produce specularities in the resulting image. Right: The histogram values of the albedo
of the vertices.

6 Monocular Conformal Reconstruction

In [7] a discrete conformal reconstruction of deformable surfaces is proposed from Nc

point correspondences between the deformed shape in an image and the 3D template
Φ(ui, vi) ↔ W(ui, vi), i = 1, . . . , Nc. In the template, the correspondences are given
by their barycentric coordinates (fi bi)�, i = 1, . . . , Nc, relatively to the triangle they
lie on. In the image, the correspondences are given in pixel coordinates W(ui, vi)

�,
i = 1, . . . , Nc. Extensible 3D reconstruction was formulated in [7] as:

min
V′

∑Nc

i=1 ‖ Π(K v′(fi)bi)−W(ui, vi) ‖ (motion)

+λ1

∑NF

i=1 ‖ Si − S0i ‖2 (shearing)
+λ2

∑NF

i=1 ‖ Ai − A0
i ‖2 (anisotropy)

+λ3 ‖ ΔV ′ ‖2 (smoothing)

(3)

where K is the (3 × 3) intrinsic matrix of the camera, v′(fi) is the (3 × 3) matrix
whose columns are the 3D coordinates of the vertices of face i, Si and Ai are the 2D
shearing and anisotropy scaling transforms from the template to the deformed ith face,
λ1 and λ2 are two real positive weights that tune the importance of the shearing, the
anisotropy scaling and the smoothing energy term. The combination of these two non-
isometric transforms relaxes the inextensible condition and allows one to deal with local
extensible deformations. S0 and A0 are average amounts of shearing and anisotropy
for each face of the 3D template mesh. They can be either learned from training data
or experimentally set. Practically, normalized shearing and anisotropy transforms are
experimentally set and then scaled by the triangle area of each face fi to obtain the
transforms S0i and A0

i . The additional weighted energy term smoothes the deformed
shape. It is expressed through the linear Laplace-Beltrami discrete linear operator Δ
of dimension Nv ×Nv [21]. V ′ is an Nv × 3 matrix which concatenates the 3D mesh
vertices V ′

i of the reconstructed deformed mesh. This result is used as input to our
monocular DSfMS method.
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7 Monocular Conformal DSfMS

The resulting deformed shape with the set of vertices V ′
i , i = 1, . . . , Nv, recovered from

the previously described method can be refined using shading cues. Using the recon-
structed template albedo values α(ui, vi), i = 1, . . . , Nv for each vertex, we formulate
the conformal reconstruction with motion and shading cues reconstruction as:

min
V′′

∑Nc

i=1 ‖ (0 0 1)�v′′(fi)

⎛
⎝b1i
b2i
b3i

⎞
⎠− (0 0 1)�v′(fi)

⎛
⎝b1i
b2i
b3i

⎞
⎠ ‖ + (boundary cond.)

λ4

∑N
v

i=1

‖ Π(Kv′′i )−Π(Kv′i) ‖2 + (reprojection cond.)

λ5

∑
i∈Dv

‖ I ′(W ′′(ui, vi))− α(ui, vi)L.N
′′(ui, vi) ‖2 + (diffuse vertices)

λ6

∑
i∈Sv

‖ L× N′′(ui, vi) ‖2 + (specular vertices)

λ7 ‖ ΔV ′′ ‖2 (smoothing)
(4)

where Dv and Sv are respectively the diffuse and specular vertices. The specular ver-
tices can be easily detected as saturated regions in the deformed image intensity I ′. The
real parameters λ4, λ5, λ6, λ7 are experimentally set. Through the boundary condition,
this formulation gives confidence to the depth of the correspondences reconstructed by
the conformal method using motion. The reprojection condition limits the refinement
of the vertices along the camera sightlines. The diffuse condition refines the diffuse
vertices according to the Lambertian model using shading. The specular vertices are
constrained to have their normals parallel to the direction of the source light. Due to
noise in the image intensity a smoothing term is needed to avoid bumpy surface recon-
structions. The diffuse and specular terms allows us to recover the deformed surface in
regions where the data correspondences are missing.

8 Experimental Results

8.1 Synthetic Data

The synthetic deformation model. The obtained template mesh is deformed to evaluate
the performance of our approach with different amounts of edge extension and curvature
changes. The synthetic deformation model enables us to simulate a push and pull by the
surgeon’s tool upon the uterus tissue. It is defined as a set of pairs of unit vectors Fj and
attraction points gj: {(Fj ,gj)}j∈J , J = {1, . . . , d}. Fj represents the main direction
of deformation toward the attraction point gj and d is the number of attraction points.
Given a pair (Fj ,gj), the new location of a vertex of the template mesh is computed

as:
−−→
viv

′
i = k( ̂(Fj ,

−−→vigj))
−−→vigj + εNi, where Ni is the unit normal of the surface

at the point vi, ε is a real number of small value used to move the vertex according
to the tangent plan and avoid to drag it abruptly toward the attraction point. k is a
function which models the effect of the attraction between gj and vi. It is assumed
to be dependent only on the angle between the main direction of deformation and the
vector joining the vertex to the attraction point. The smaller this angle the bigger the
effect of the attraction point on the vertex.
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Fig. 5. 3D reconstruction error versus extensibility for conformal DSfM and DSfMS methods
using the synthetic sequence ext

Results. A sequence of 500 deformations is produced so that the amount of extensibility
w.r.t. the template varies as: ext= [0% 5% 10% 15% 20%]. The deformed images are
obtained by projecting each 3D deformed mesh using a perspective projection matrix
Π . The intrinsics of this projection are taken as being the same as a Karl Storz laparo-
scope’s intrinsics. A z-buffer rendering method is used to compute the self-occluded
areas and to texture map the projected mesh. The point correspondences are from the
3D template mesh to 2D deformed image. They are obtained by randomly choosing 500
points represented by their barycentric coordinates. In the deformed mesh the points,
which have the same barycentric coordinates, are projected using the same perspec-
tive projection matrix Π to obtain the 2D correspondences in the deformed image. We
proceed to the evaluation of the developed method by adding Gaussian noise of zero
mean and different variances to the 2D correspondences. Since in real in-vivo video se-
quence it is very difficult to automatically obtain correspondences in the deformed area
due to the presence of the surgery tool and moving specularities, we do not consider
any synthetic correspondences in the deformed area. Only 25 point correspondences
are used between the 3D template and the 2D single input image. For lack of space,
the qualitative reconstructed surface are not shown for DSfM and DSfMS. The quanti-
tative results show the RMS 3D error of vertices is computed as the summed norm of
the difference between reconstructed and ground truth vertices. The RMS edge length
error is computed as the summed norm of difference of the mesh edge’s lengths be-
tween reconstructed and ground truth surface. The reprojection error is computed as the
summed norm of difference between the projection of the points in the reconstructed
mesh and the corresponding in the deformed image. As expected, in the case of sparse
feature correspondences, the DSfMS outperforms the DSfM method. When the number
of correspondences is augmented in the deformed regions, the DSfM method tends to
be as accurate as the proposed method.

8.2 Real Data

To validate the proposed approach on real data, the experiment we propose is the 3D
reconstruction of an uterus from in-vivo sequences acquired using a monocular Karl
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Storz laparoscope. The 3D template of the uterus is generated during the laparosurgery
exploration step of the inside body. Then, a set of complex and unpredictible defor-
mations may occur on the uterus when the surgeon starts to examine it. A set of 35
correspondences between the 3D uterus template and the deformed images was gen-
erated. The correspondences in deformed regions are either absent or non-stable and
then are not taken into account. As it is hard to provide ground truth data to compare
with, besides the quantitative results from the synthetic data, the qualitative 3D recon-
struction shows clear improvement of the recovery of the deformed region with no need
of point correspondences. Table 1 compares 3D reconstructed deformation with SfS,
DSfM and the proposed DSfMS. As expected, the SfS method provide bumpy recon-
structed surface due to specularities and unmodeled physical phenomena. The DSfM
method provides coarse reconstruction since feature correspondences are missing in
the deformed regions. DSfMS provides a finer and meaningful 3D reconstruction.

Table 1. 3D reconstruction on in-vivo video sequence from monocular laparoscope using SfS,
DSfM and the proposed DSfMS. First row: Single 2D views of uterus deformation with a surgery
tool. Second row: 3D reconstruction using SfS. Each 3D reconstruction is done using the single
view above. The view is given in the laparoscope view point. Third row: 3D deformed surface
seen from different point of view which provide visualization of the self-occluded part. Fourth
row: Zoom in the deformed reconstructed area with DSfMS.

Single image

Classic SfS

DSfM with
few corresp.

DSfMS with
few corresp

Zoom
(DSfMS)

9 Conclusion

In this paper, we have presented the DSfMS method to reconstruct a conformal deform-
ing living tissue in 3D by combining motion and shading cues. Our method provides
novel technical contributions and also a new way of tackling the 3D vision problem in
laparoscopy. The synthetic data and in-vivo experimental results show the ability of the
proposed method to recover a smooth surface subjected to deformation in local region
without correspondences.
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Using Shading and Specularity Information
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Abstract. We present steps toward the first real-time system for com-
puting and visualising 3D surfaces viewed in live monocular laparoscopy
video. Our method is based on estimating 3D shape using shading and
specularity information, and seeks to push current Shape from Shading
(SfS) boundaries towards practical, reliable reconstruction. We present
an accurate method to model any laparoscope’s light source, and a
highly-parallelised SfS algorithm that outperforms the fastest current
method. We give details of its GPU implementation that facilitates re-
altime performance of an average frame-rate of 23fps. Our system also
incorporates live 3D visualisation with virtual stereoscopic synthesis. We
have evaluated using real laparoscopic data with ground-truth, and we
present the successful in-vivo reconstruction of the human uterus. We
however draw the conclusion that the shading cue alone is insufficient to
reliably handle arbitrary laparoscopic images.

1 Introduction

An important computer vision task in Minimally Invasive Surgery (MIS) is to
recover the 3D structure of organs and tissues viewed in laparoscopic images
and videos. A general solution to this has important applications, including
depth estimation and perception, enhanced intra-operative surgical guidance,
motion estimation and compensation, pre-operative data registration and novel-
view synthesis. Currently, state-of-the-art methods for acquiring 3D informa-
tion differ along two main axes; (i) the sensor hardware used to estimate 3D,
and (ii) the visual cue used to infer 3D shape. 3D reconstruction has been at-
tempted previously by modifying traditional monocular laparoscopes; these in-
clude stereo laparoscopes [14,4] and active 3D methods based on structured light
[1] and Time-of-Flight cameras [12]. These simplify the reconstruction problem,
yet come at the price of additional intra-operative hardware. Furthermore, these
have not been shown to work with a great degree of accuracy in practice. Stereo
laparoscopes can also be used purely for 3D visualisation. However, resolving
the difference between the camera’s convergence angles and the user’s eyes prove
to be the limitation [8]. By contrast, monocular methods require no hardware
modification and aim to estimate 3D shape from 2D data. Virtual stereo images
can easily be visualised which match the convergence angle of the user’s eyes.

P. Abolmaesumi et al. (Eds.): IPCAI 2012, LNAI 7330, pp. 11–21, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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However, the 3D reconstruction problem is considerably more difficult, and re-
mains an open challenge. Shape from Motion (SfM) is one monocular method
gaining some ground. The most successful are based on realtime Simultaneous
Localisation And Mapping (SLAM) [7,3]. However, these require correspondence
estimation; a very difficult task in laparoscopic images. Also SLAM assumes the
3D scene is either rigid or adheres to a very strict motion model, which is mostly
unrealistic during intervention. Shape from Shading (SfS) is another monocular
method based on the relationship between 3D geometry, surface reflectance and
scene illumination. It is a strong contender for monocular 3D laparoscopy since
it (i) requires no correspondence, (ii) requires only a single input image and
(iii) in laparoscopy the light conditions are highly controlled.However, SfS is a
weakly constrained problem, and real conditions in laparoscopy often violate its
core assumptions. Our overarching research goal is to answer the following two
questions: 1. Is SfS a viable method for monocular 3D laparoscopy? 2. Is SfS
sufficient on its own, or must it be complemented by other 3D cues? In paral-
lel to answering these questions, we have been developing a live (i.e. realtime)
SfS-based 3D reconstruction/visualisation system (Fig. 1).

Fig. 1. Our current live monocular 3D laparoscopy prototype system. (Left): Two
screens showing (white) the raw 2D video feed and (black) the reconstructed 3D with
an active-shutter display. (Remaining images): System in use.

In this paper we extend the boundaries of SfS by improving some of the var-
ious modelling and computation aspects. We present a new way to accurately
model a laparoscopic light source with what we call the Nonparametric Light
Model (NLM). We show how to calibrate this easily and how it is incorporated
into SfS. We also present a highly-parallelised shape estimation algorithm, which
facilitates realtime 3D reconstruction. What we do not do is claim to have solved
SfS for laparoscopy. There exist several open modelling, optimisation and prac-
tical challenges not addressed. We clearly state these in §1.2, to help guide other
researches towards completing the problem.

1.1 Problem Statement

We briefly describe here the SfS image irradiance equation, which is the basis for
all SfS methods. We then summarise its various instantiations from the state-
of-the-art. Let us define a 3D surface S that is parameterized by the function
f (u, v) : R2 → R

3. This maps some point (u, v) on the surface’s domain into
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the camera’s 3D coordinate frame. The Lambertian model predicts the image
irradiance (the amount of light hitting the camera’s CCD) according to:

g(Î (ψ(f(u, v)))) = α(u, v)L(f (u, v)) · n(u, v) + ε (1)

Here, the function g : R → R denotes the camera’s response function, which
coverts pixel intensities into image irradiance. ψ (f (u, v)) = (x, y) denotes the
3D-to-2D camera projection process. Î (x, y) denotes the measured pixel in-
tensity at pixel (x, y). α (u, v) denotes the surface albedo and n (u, v) denotes
the surface normal. ε denotes pixel measurement noise. The illumination vector
L (f (u, v)) = [lx, ly, lz] : R

3 → R
3 models the illumination as a directed ray of

light. In classic SfS (u, v) spans a closed region in the input image: Ω ∈ R
2. The

surface function f (u, v) is then determined by the depth function d (u, v) : R3 →
R. For perspective cameras, this is given by f (u, v) = d (u, v)K−1 (u, v, 1)

�
,

where K is the matrix of camera intrinsics. The goal of SfS is to estimate d (u, v)
given intensity measurements at each pixel using (1). This is given by:

d� (u, v) = argmin
d(u,v)

ˆ

Ω

(α (u, v)L (f (u, v)) · n (u, v)− g(Î (u, v)))2dudv (2)

1.2 Solving SfS: State-Of-The-Art

All SfS methods attempt to solve Problem (2), yet this is a highly non-trivial,
often ill-posed problem. The specifics of an SfS method can be broken into three
key components. These are: (i) Modelling the image formation process, (ii)
making scene assumptions about the 3D environment and (iii) 3D compu-
tation via optimisation. In Fig. (2) we present these three key SfS components.
The table’s second row summarises how they have been instantiated by recent
works. In this paper we attempt to push forward the boundaries of SfS for 3D
laparoscopy, but which permit effective realtime optimisation. Our core contri-
butions are represented clearly in green.
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Fig. 2. The three key components of SfS. Second row: current state-of-the-art. Third
row: Our proposed developments specifically for 3D laparoscopy.

State-of-the-art methods require the camera response function to be known.
There are no methods which can simultaneously adjust the response function in a
video and perform SfS. This however is needed if the camera’s exposure or shut-
ter speed changes. For the illumination source, the Point Light Model (PLM) has
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been proposed for endoscopes [11,18]. This uses the inverse-squared light falloff
model. Regarding the reflectance model, all SfS methods applied to endoscopy
have used Lambertian reflectance [13,19,18,15,9]. This makes the modelling prob-
lem less challenging, but is less accurate thane the the full BRDF. Regarding
the camera model, the perspective model was proposed in [10,16]. However, no
existing method can handle unknown and changing camera intrinsics in a video,
caused by zooming, for example. The scene assumptions in SfS nearly always
involve fixed, constant and known surface albedo. Some recent progress towards
piecewise-constant albedo has been proposed in [2] using learned natural image
statistics. Since most SfS methods provide constraints on surface normals, they
cannot handle discontinuous surfaces. Regarding the 3D computation, with the
exception of Tsai and Shai (TS) [17] (noted by *), the SfS methods cannot run
in realtime on today’s hardware. However TS use models which are poor in la-
paroscopic conditions, such as an orthographic camera and Distant Light Model
(DLM). SfS methods can also be broken into locally or globally-optimal [19]
solutions. Global solutions are however slow to compute.

2 Accurately Modelling a Laparoscope’s Light Source

In this section we present the Nonparametric Light Model (NLM). In contrast
to the DLM and PLM, which are poor approximations to the laparoscope’s
light source, one in fact cannot do better than the NLM. This is because it
can model light functions of arbitrary complexity. We are however motivated
by practical considerations regarding easy calibration. We have developed a
one-time, fully automatic method that requires only multiple views of a pla-
nar calibration target. We use the NLM to compute L as a spatially-varying
function defined at every 3D point bound within the operational volume of
the laparoscope. It uses the premise that the illumination can be locally mod-
elled at any 3D point p = (x, y, z)

�
by a local proximal light source. That is,

L (p) = [lx, ly, lz], with [lx, ly, lz] being a local light vector of power ‖lx, ly, lz‖
and direction [lx, ly, lz] / ‖lx, ly, lz‖. This model generalises both the DLM and
PLM. The advantage of the NLM is that it can model well any of the various
laparoscope light sources. Fig. 3(a) shows two examples we have modelled.

Fig. 3. Nonparametric Light Model: Calibration, modelling and accuracy
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2.1 Calibrating the Nonparametric Light Model

To determine the function L the NLM must first be calibrated. We do this by us-
ing (1) and a ground-truth calibration object whose depths, normals and albedos
are known. For convenience a planar calibration object is chosen with a tracking
target printed on its surface. With this its 3D pose can be estimated robustly
using well known methods [5] (Fig. 3(b)). Suppose the rigid transform M = [Rt]
maps the plane into the camera’s coordinate frame. The surface function is then
given by f (u, v) =

[
R1 R2

]
[u, v]� + t and n (u, v) = R3, where Ri denotes the

ith column of R. Now that we have the surface function, at each pixel we obtain
a sparse collection of linear constraints on L (p) according to (1). Our method
for calibration involves recording a video of the plane as it moves through the
laparoscope’s operational 3D volume. At each frame, we accumulate constraints
at slices of the volume, and over the video we acquire enough data to learn L.
Importantly, the plane must be recorded at multiple orientations (a minimum of
3). This is because there are three unknowns (lx, ly and lz) at any given point.

In practice we can expect a finite number of noisy measurements. Denote these
by the set {Îi,ni,pi}. However, to estimate the continuous function L, a unique
solution can be found using regularised function approximation. We propose
using the 3D Thin Plate Spline (TPS) which has several desirable properties
for us. It is globally smooth, easily computable, and contains the least possible
nonlinear component to achieve the function approximation. The 3D TPS defines
a set of n 3D control points that we position throughout the volume (Fig. 3(c)
shows control points at the front and back planes of the 3D volume). The TPS
model takes the form: L (p) = a (p) [S�,1]�, where a (p) is a vector which
depends locally on p. The function is parameterised by an n× 3 control matrix
S. Calibrating the NLM involves determining S. We pose this as minimising the
following quadratic least squares objective function:

Ŝ = argmin
S

∑

i

(
αiai[S

�,1]�ni − g(Îi)
)2

(3)

Since ni is expected to be noisy, we have a least squares problem with Errors
In Variables. Thus we solve 3 using Total Least Squares. Once estimated, L (p)

can be evaluated everywhere with L (x, y, z) = a (p) [Ŝ�,1]�. Figs. 3(c,d) shows
the NLM for the laparoscope in Figs. 3(a-bottom). A 1 minute video of the
planar target was recorded (1,800 frames), whose depth ranged between 10mm
to 110mm from the laparoscope tip. A TPS grid of 10 × 10 × 7 was used to
construct the NLM. Fig. 3(d) shows a cross-section of L at depth 15mm.

We can easily show the NLM is a far better model than the PLM. In Fig. 3(e)
we show the predicted surface albedo, according to (1), for the plane in Fig. 3(b)
assuming the PLM. The plane’s true albedo is a constant α = 100, but note that
the albedo estimate towards the back is over double at the front, indicating a
gross modelling error. By contrast, Fig. 3(f) shows a far better predicted albedo
using the NLM. Note that this view was not used for training the model.
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3 Parallelised 3D Depth Estimation

We return now to optimising (1), but now using our improved light model. For
realtime performance our solution is inspired by TS. We compute a discretised
version of (1), solved iteratively with depth estimates being updated fast, locally
and in parallel. However, our key extensions are (i) to handle perspective cam-
eras, (ii) to handle general light models (including our NLM), (iii) guaranteeing
convergence and (iv computes smooth surfaces. We discretise (2) using the pixel
grid and augment it with a smoothing prior. This takes the form:

d� (u, v) = argmin
d(u,v)

∑
Ω

(α (u, v)L (f (u, v)) · n (u, v)− Î (u, v))2�u�v+

λ
∑
Ω

(
d
du

f (u, v) + d
dv

f (u, v)
)2 (4)

λ denotes the smoothing term, which we currently experimentally set. At the

(t+ 1)
th

iteration the depth at (u, v) is updated by:

dt+1 (u, v) = argmin
d

[(
α (u, v)L (f (u, v)) · n (u, v; d)− Î (u, v)

)2

+

λ
(

d
du

f (u, v) + d
dv

f (u, v)
)

]
(5)

where the local surface normal n (u, v; d) is computed by finite differences:

n (u, v; d) =
1

z (d)

⎡

⎣

(
dK−1 (u, v, 1)� − dt (u+ 1, v)K−1 (u+ 1, v, 1)�

)
×(

dK−1 (u, v, 1)� − dt (u+ 1, v)K−1 (u+ 1, v, 1)�
)

⎤

⎦ (6)

Here, z (d) denotes the normalisation term such that ‖n (u, v; d)‖2 = 1. To op-
timise efficiently, we sample candidate depths about the current depth estimate
in log-space via the rule: dt+1 (u, v) ∈ ± [dt (u, v) + (1 + τ)a − 1] with τ = 0.1
and the integer a in the range: a ∈ [0 : 10].

4 Algorithm and GPU Implementation

In this section we outline the details and some of the main design decisions we
have made in implementing live 3D laparoscopy using the methods described in
§2 and §3. Importantly, each input frame is processed independently, and thus
does not rely on the 3D computed in previous or successive frames.

4.1 Hardware Configuration and Offline Processing

Our current hardware configuration is as follows: A Karl Storz laparoscope with
video outputted via firewire at 720× 576, a Windows 7 PC with an Intel Core2
Duo 3000MHz processor and NVidia Quadro FX 3800 card (with 192 CUDA
cores). For 3D visualisation we use a single Acer 25 Inch LCD 3D display com-
bined with 4 pairs of NVidia 3D active shutter glasses. The laparoscope’s auto-
matic exposure is turned off (typically we set it to a 1/500 sec exposure) and
before running our reconstruction algorithm its camera is radiometrically and
geometrically calibrated. After calibrating the NLM, we precompute the function
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L and store it as a 720×576×20 quantised 3D frustum (requiring approximately
47MB of storage.) When processing live laparoscope videos, values from the NLM
are then computed by 3D bilinear interpolation.

4.2 Online Processing

Input frames are captured from the laparoscope using the OpenCV libraries.
We have found experimentally that the red channel best satisfies the constant
albedo assumption for tissues in laparoscopy. We transfer the red channel to the
GPU’s DRAM. Subsequently all processing is done on the GPU. We report here
the average absolute time to complete each process (in ms), and the process’s
percentage of the runtime budget.

Specular Constraints and Inpainting. (6.3ms, 14.2%) First, specularities are
detected via combined saturation and lightness thresholding (we use thresholds
of saturation 0.9 and lightness 0.95 respectively to detect specular pixels.) A
rigorous modelling of specularities involves having physical reflectance models
of tissue, which can be hard to apply in general. We opt for a simpler strategy:
Our trick with processing specular pixels is to modify their intensity to that
which would be predicted by Lambertian reflectance, and then running our SfS
method. The process works by constraining each specular region’s centroid to
have maximal Lambertian reflectance. This is a reasonable estimate at its true
Lambertian reflectance, because for a laparoscope the viewing rays and light
rays are approximately colinear at these points. We then smoothly propagate
this through the specular region.

Removal of High-Frequency Content. (2.8ms, 6.4%) We make the assump-
tion that high frequency changes in image structure are caused by artifacts such
as vascular structure, and not by shading variation. These are removed by run-
ning a GPU-optimised 7× 7 media filter over the image.

Depth Map Initialisation and Estimation. (34.3ms, 77.3%) We initialise
the depth map to be a fronto-parallel plane positioned at a 50mm from the
laparoscope’s end. We then run our SfS method until convergence is detected or
if 30 iterations have passed. At each iteration, the pixel depths are updated in
checkerboard fashion and in parallel on the GPU.

3D Visualisation. (0.93ms, 2.1%) Once the depth map has been estimated, we
render two views of the 3D surface using stereoscopic OpenGL, and pass these
to the FX 3800’s quad buffers. Currently a parallel binocular setup is used, with
cameras positioned either side of the real laparoscope camera model. Their pa-
rameters, including stereo baseline and 3D position are completely controllable.

5 Experimental Evaluation

5.1 Ex-vivo Experiments

To quanify the performance of our approach and to understand the general limita-
tions of SfS for 3D laparoscopic reconstruction, we first present results



18 T. Collins and A. Bartoli

Fig. 4. Ex-vivo experimentation using a pig kidney with ground truth evaluation

for reconstructing ex-vivo a piglet’s kidney. The analysis is presented in
Figure 4. The kidney has been augmented with small white markers to provide
the transform between the laparoscope’s view and a Ground Truth (GT) surface,
captured via a high-resolution structured light system (Fig. 4(l)). Three test la-
paroscope images are shown in Figs. 4 (a,e,i). Our goal here is to understand three
key aspects: the well-posedness of the problem, the accuracy of the reconstruction
and to measure the sensitivity of our approach to initialisation. We achieve this by
manually segmenting the kidney and running the SfSmethod, initialised by fronto-
parallel depth maps positioned at increasing depths dinit, ranging from 10mm <
dinit < 100mm. Now, a well-posed problem is indicated by a unique global minima
of the cost function (4). By contrast, the sensitivity to initialisation is indicated
by measuring, for each value of dinit, the post-optimisation RMS Error w.r.t true
depth.We illustrate the results graphically in Figs. 4(b,f,j). In Fig. 4(b) one can see
the same (global) minima is reached between 20mm < dinit < 60mmmm, indicat-
ing reasonable resistance to coarse initialisation. The solutions for dinit > 60mm
and dinit < 20mm have higher reconstruction error, however they also are marked
by a higher cost function. This suggests that for image Fig. 4(a), the problem is
well-posed. The reconstructed depth map for dinit = 50mm is shown in Fig. 4(c),
and a 3D render of the visible surface from a novel viewpoint is shown in Fig. 4(d).
For images in Figs. 4(e,i) we have similar results. However, the depth maps contain
an error. At the bottom right of the kidney, the reconstructed depths tend closer
to the camera, suggesting the surface here is concave. This is incorrect. Thus, there
exists a convex/concave ambiguity and a non-unique solution. Returning back to
the question posed in §1: Is SfS sufficient to resolve 3D depth using monocular la-
paroscopes? the answer in these images is not entirely, and another cue (such as
motion) is needed to resolve the ambiguity.
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5.2 Successful In-vivo Reconstruction

§5.1 shows reasonable 3D can be obtained via our SfS method, although fail-
ures can arise due to pose ambiguities. Here we show an in-vivo video sequence
where 3D has been successfully reconstructed. The sequence is of a human uterus
comprising 340 frames lasting 14.8 seconds [6]. We are specifically motivated by
the application of computer-assisted myoma removal, where intra-operative 3D
reconstruction can aid pre-operative data registration. This allows for example,
visual augmentation of the fist planned incision path. The results on this dataset
are summarised in Fig. 5. In Fig. 5(a-d) we show four representative frames from
the sequence. In Figs. 5(e-g) we show the automatic image preprocessing done
before running SfS. Fig. 5(e) is a raw input frame, Fig. 5(f) is the red channel
after high-frequency content removal with detected specularities, Fig. 5(g) shows
the image after specular inpainting. The uterus remains approximately rigid in
the first half of the sequence. Our key idea is to evaluate our SfS method by
constructing in-vivo quasi-GT 3D data using rigid SfM on these frames. To do
this, a ROI was manually marked around the uterus (Fig. 5 (h)) and a dense GT
surface bound by the ROI was computed using standard manually-assisted mul-
tiview SfM methods. We show this in Fig. 5(i). We processed the video sequence
using two methods: (1) Tsai and Shah (TS) and (2) our proposed method. Note

Fig. 5. Successful in-vivo 3D reconstruction of the human uterus
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that in TS absolute depth cannot be computed. To enable quantative compari-
son, we compute the mean error in surface normals (in angular degrees). These
scores are computed at each pixel bound within the visible part of the uterus.

Fig. 5(j) shows the reconstruction by our method for Fig. 5(h) and Fig. 5(k)
shows it reconstructed by TS. Qualitatively, we ours appears superior to TS. In
Fig. 5(l) we compare the reconstruction error of TS to ours (labelled as X-NLM).
Here TS is noticeably outperformed by our method. The instrument occluded
the uterus between frames 117-125, which explains the error spike. However,
notices that since frames are processed independently, this has no adverse effect
on successive frames. In Fig. 5(m,n) we show the full-image reconstruction using
our method and TS respectively for the frame in Fig. 5(d). We note that no
segmentation of the tool was performed, and the tissues surrounding the uterus
violate the surface continuity and constant albedo assumptions. In spite of this,
the uterus is recovered faithfully using our method. In Figs. 5(o,p,q) we show
synthesised novel views, texture-mapped using the input image frames. In 5(q)
the tool occludes the uterus, explaining the tool-shaped valley in the reconstruc-
tion. In Fig. 5(r) we show a basic application; we take 3D SfS surface and visually
augment it with the pre-opetative planned incision path (shown in green).

6 Discussion and Conclusion

In this paper we have pushed forward SfS for live 3D monocular laparoscopy in
various modelling and computational aspects. The contributions and outstanding
weaknesses are stated clearly in Figure 2. The biggest limitations not addressed
by our work are two-fold: (i): the surface albedo must be constant and known
a priori and (ii) solution ambiguities due to the ill-conditioning of SfS. We
believe they are tremendously difficult to resolve using the shading cue alone.
Our direction for future research will be to take our live reconstruction framework
and compliment it with other 3D cues. For example using sparse realtime 3D
estimates at tracked features or stereo laparoscopic images.
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Abstract. Radical prostatectomy (RP) is viewed by many as the gold
standard treatment for clinically localized prostate cancer. State of the
art radical prostatectomy involves the da Vinci surgical system, a laparo-
scopic robot which provides the surgeon with excellent 3D visualization
of the surgical site and improved dexterity over standard laparoscopic
instruments. Given the limited field of view of the surgical site in Robot-
Assisted Laparoscopic Radical Prostatectomy (RALRP), several groups
have proposed the integration of Transrectal Ultrasound (TRUS) imag-
ing in the surgical work flow to assist with the resection of prostate and
sparing the Neuro-Vascular Bundle (NVB). Rapid and automatic regis-
tration of TRUS imaging coordinates to the da Vinci tools or camera is
a critical component of this integration. We propose a fully automatic
registration technique based on accurate and automatic localization of
robot tool tips pressed against the air-tissue boundary of the prostate, in
3D TRUS. The detection approach uses a multi-scale filtering technique
to uniquely identify and localize the tool tip in the ultrasound volume
and could also be used to detect other surface fiducials in 3D ultra-
sound. Feasibility experiments using a phantom and two ex vivo tissue
samples yield promising results with target registration error (defined as
the root mean square distance of corresponding points after registration)
of (1.80 mm) that proves the system’s accuracy for registering 3D TRUS
to the da Vinci surgical system.

Keywords: Robot-assisted surgery, da Vinci surgical robot, 3D ultra-
sound, fiducial detection.

1 Introduction

Laparoscopic surgery (also known as keyhole or minimally invasive surgery) has
various advantages over traditional open surgery, including reduced blood loss,
hospital stay, recovery time, and scar-tissue formation. Robot-assisted laparo-
scopic surgery using the da Vinci Surgical System (Intuitive Surgical, Sunnyvale,
CA) is emerging as a new standard of treatment, particularly for urologic pro-
cedures such as radical prostatectomy. Augmented reality, implemented as the
overlay of medical images data onto a stereoscopic camera view, is one research
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concept aimed at offsetting the visual and haptic limitations of da Vinci la-
paroscopic surgery. The displayed data can come from several medical imaging
modalities such as ultrasound [2,10], fluoroscopy, CT [10] and MRI, depend-
ing on the tissue types involved in the procedure [5,7]. All augmented reality
systems must include algorithms for accurately registering medical images to
camera images in real time.

A current augmented-reality-based research in this area involves registering
intraoperative 3D ultrasound images of the prostate to the da Vinci stereoscopic
camera view during robot-assisted laparoscopic radical prostatectomy (RALRP).
A robotic system for Transrectal ultrasound (TRUS) imaging during RALRP is
designed [1] and is being used to capture two-dimensional and three-dimensional
B-mode and elastography data. A method for 3D ultrasound to stereoscopic
camera registration through an air-tissue boundary [14] is used to register the
TRUS images to the da Vinci camera. The same registration technique is also
implemented to allow the TRUS robot to automatically track the da Vinci tool
tips with the TRUS imaging planes to provide guidance without any distraction
to the surgeon. A schematic of this approach and the prostate anatomy during
RALRP is shown in Figure 1. This registration method uses da Vinci tool tips or
other fiducials pressed against the air-tissue boundary and requires knowledge
of the position of the tool tips/fiducials in the ultrasound frame in real time.
The da Vinci API or the da Vinci camera are used to provide the location of the
tool tips/fiducials in the da Vinci frame or the camera frame. Once fiducials are
localized in both frames, the homogeneous transformation between them could
be solved using a least squares method.

The process of localizing the da Vinci tool tips or the surface fiducials in 3D
ultrasound volumes is done manually and involves scrolling through 2D slices of
the volume, finding the 2D slice with the tool tip inside and selecting the approx-
imate center of each fiducial through mouse positioning and clicking. While the
overall registration technique is a success, the process of manual fiducial selection

Fig. 1. Air-tissue boundary registration concept for automatic tool-tracking in RALRP
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is time consuming and the interpretation of the fiducial centers in series of 2D
ultrasound images in the volume is subjective and varies from user to user. An
automatic fiducial localization algorithm would be easier to use than the manual
selection and also may help to avoid disrupting the surgical workflow, moving
the overall augmented reality and tool tracking systems further towards a real
time implementation. This work will address the problem of automatic da Vinci
tool tip localization in 3D TRUS but the detection algorithm could be easily
used for other types of surface fiducials.

Localization of surgical tools in 3D ultrasound has been addressed in a few
works [6,11], but to the best of authors’ knowledge, there is no report on auto-
matic tool tip localization in 3D Transrectal ultrasound. This problem can be
divided into two sub-problems: (i) automatically detecting the presence of the
tool tip in the ultrasound volume and finding its slice number, (ii) automati-
cally locating the center of each detected tool tip in the 2D frame. Poon and
Rohling [12], in a study on calibration of 3D ultrasound probes (a separate and
unrelated type of calibration), used the centroid of an image region around a
user-supplied location to semi-automatically detect the center of each fiducial.
This simple concept solves the second sub-problem, but not the first. The goal of
this study is to recommend a method to target both of the above problems and
make the tool tip localization procedure fully automatic without compromising
the previously achieved registration accuracy 2.37± 1.15 mm [1].

A multi scale filtering technique based on second order Gaussian derivative
and a circular Hough transform is proposed and implemented for da Vinci too
tip localization in 3D ultrasound. A 3D mask is created based on the background
ultrasound volume (a volume that has been imaged before inserting the tool tip
into the tissue) and applied to the ultrasound volume that includes the tool
tip. This ultrasound volume is then filtered to find the edges representing the
candidate tip locations in the remaining part of the image. Eventually, the tip of
the tool is found by using a circular Hough transform. Hence, the tool location
is both determined in the ultrasound volume and inside its 2D frame. The same
method could be used to localize any surface fiducial pressed against the air-
tissue boundary. Experiments have been performed to evaluate the registration
accuracy using this automatic fiducial localization method and the results are
compared with the manual method. To the best of authors’ knowledge, this is
the first implementation of an automatic algorithm for detecting da Vinci tools
inside 3D ultrasound volumes.

2 Material and Methods

Several key factors are relevant to the selection of a detection algorithm for this
problem. The ultrasound data is available in real time as a series of 2D images
generated by the 3D ultrasound transducer scanning the body. Although the
ultrasound considered in this study is three-dimensional, the actual volumes are
created by an off-line scan conversion algorithm and therefore, the detection al-
gorithm must be applied to the sequence of 2D images creating the 3D volume.
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The appearance of the target objects is fairly consistent. Ultrasound images of
da Vinci tool tips pressed against air-tissue boundaries all contain similar fea-
tures: strong horizontal lines from the air-tissue boundary and approximately
circular areas of high-intensity from the tool tips themselves. The scale of the
ultrasound volumes is fixed by the spatial resolution of the ultrasound trans-
ducer, so scale invariance is not required. Prostate surgeries will involve fairly
consistent relative orientations of transducer and probe, so rotational invariance
is likewise not required. Finally, the detection must be very rapid. In an ideal
real time augmented reality system, the medical image data displayed in the
surgeon’s stereo view would be updated at a rate close to that of normal video
(i.e. 30 frames per second) and therefore, a detection algorithm that can scan
an entire volume in a few seconds is necessary to avoid disrupting the surgical
work flow.

2.1 Automatic Detection Algorithm

In this study, the automatic extraction of da Vinci tool tips is done in four steps:
masking, filtering, circle detecting and removing the false positives. A schematic
of the first three steps of this method is shown in the diagram of Figure 3. The
idea behind creating the mask is to detect the air tissue boundary and remove
everything which lies below this line corresponding to the air part in the ul-
trasound image. Figure 2 shows an example image of da Vinci tool tip pressed
against the air-tissue boundary of an ex vivo liver tissue. To create a 3D mask,
first series of 2D images of the background volume have been filtered using a
Hessian based Frangi vesselness filter [4]. In this filtering approach, the principal
directions in which the maximum changes occur in the gradient vector of the
underlying intensity in a small neighborhood are identified. Eigenvalue decom-
position of the Hessian matrix can give these directions. Therefore, the Hessian
matrix at each pixel of the image for a particular scale (σ) of the Gaussian
derivative operator is computed. Then, the eigenvalue decomposition is used to
extract two orthonormal directions. Based on the computed eigenvalues (λ1, λ2)

(a) (b)

Fig. 2. (a) Example of an air-tissue boundary in an ex vivo liver phantom. (b) da Vinci
tool tip pressed against an air-tissue boundary.
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at each scale (Σ = 1, 3, 5) , a measure is defined as follows [4]:

S = max
σ∈Σ

S(σ) =

{
0 if λ2 > 0

exp(
R2

b

2β2 )(1 − exp(−R2
n

2c2 )) if λ2 < 0
(1)

Rb =
λ1

λ2
is the blobness measure in 2D, and Rn =

√
λ2
1 + λ2

2 is a background or
noise reduction term. Rb shows deviation from blob-like structures and Rn shows
the presence of the structure using the fact that the magnitude of the derivatives
(eigenvalues) is small in the background pixels. In this equation β is chosen as
0.5 and c is chosen to be the maxx,y Rn. Images are further processed to remove
the small areas of high intensity which are randomly scattered in the filtered
image and are due to speckles. The image is first thresholded by a threshold
obtained from the mean value of the intensities of pixels of the images. Next,
parts that have less than M connected components are removed. M is a number
obtained by trial and error for TRUS images. The remaining components, which
represent the high intensity and relatively large areas corresponding to the tissue
structures in the image, are dilated using morphological operators. To find the
air-tissue boundary a line detection using Hough transform has been applied
to the images. Lines with the minimum length of 30 and minimum gap of 15
pixels between them, have been extracted. A mask has been created using the

Fig. 3. The structure of the automatic tool detection algorithm. The background ul-
trasound volume and the volume with the tool inside are the inputs. Slice number and
x,y position of the tool tip in the detected slice are the outputs.



Automatic Detection and Localization of da Vinci Tool Tips 27

Fig. 4. Experimental setup used for ultrasound imaging: TRUS robot and the da Vinci
surgical system

detected air-tissue boundary and artifacts. The mask is responsible to remove
regions corresponding to the artifacts and regions outside the tissue boundary.

After applying the mask to the 3D ultrasound volume, the Frangi filter is
applied to the series of 2D images and the relatively large components are ex-
tracted. A circular Hough transform is applied to the obtained components to
find circles with radius of approximately 5 pixels and minimum pixels of 20. The
mean location of these circles in each 2D image is computed as candidates of the
tool location. Next, a hierarchical clustering algorithm [9] is performed to find
the group of candidates which are in adjacent slices, considering the fact that the
tool tip can be seen in a couple of consecutive slices. Euclidean distance between
the identified candidates has been used as a similarity measure and those which
are close to each other are linked to create the cluster. The linkage function
continues until an inconsistency coefficient reaches its threshold [8]. Using this
approach false positively detected candidates will be removed due to the fact
that false positives do not necessarily occur in adjacent slices. Once the cluster
of 2D images that have the tool inside them are found, the middle slice in the
cluster is chosen to be the output slice for the detection algorithm.

2.2 Experimental Setup for Ultrasound Image Acquisition

The robotic system shown in Figure 4, which is designed for intra-operative TRUS
imaging duringRALRP, is used for ultrasound image acquisition in this study. The
system has three main parts: a robotic ultrasound probe manipulator (robot), an
ultrasoundmachine with a biplane TRUS probe, and control and image processing
software. Ultrasound images are captured using a parasagittal/transverse biplane
TRUS probe in combination with a Sonix TABLET ultrasound machine (Ultra-
sonix Medical Corp., Richmond, Canada). 3D ultrasound volumes are collected
by rotating the 2D imaging planes and automatically recording the encoder posi-
tions for each image. Software running on the ultrasound console is responsible for
directing the robot movements and the ultrasound data acquisition. Currently, a
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(a) Prostate phantom (b) Liver dataset (c) Bovine meat dataset

Fig. 5. Sample tool detection results for three different data sets

simple graphical user interface (GUI) is being used to allow the user to position
the probe, and automatically collect 2D B-mode images and radio-frequency (RF)
data while rotating from -40 to +40 degrees. A standard brachytherapy stabilizer
arm (Micro-Touch 610-911; CIVCO Medical Solutions, Kalona, IA) is mounted
to the operating table and the robot is installed on the stabilizer as it is shown in
Figure 4.

3 Results

The proposed automatic tool detection method has been tested on three different
acquired data sets: a custom-made PVC prostate phantom, an ex vivo liver and
ex vivo bovine meat. Some sample results of the tool detection algorithm along
with the testing configuration for each of the data sets are shown in Figure 5.

The rigid point registration technique proposed by Umeyama in [13], is used
in this study to evaluate the automatic detection algorithm’s performance. The
manual fiducial localization process is replaced by the developed automatic lo-
calization algorithm, and the registration accuracy is re-calculated. Da Vinci tool
tips are pressed against 12 different points on the air-tissue boundary of each of
the three collected data-sets (Nt = 12) and its positions (x0) in the ultrasound
robot frame {O0, C0} is calculated using our automatic detection algorithm. The
da Vinci API is used to provide the location of the tool tips (x1) in the da Vinci
frame {O1, C1}.

For each registration experiment, Nf number of points (Nf ≥ 3) are randomly
picked from the total points collected for each tissue type and the rigid point
registration method explained in [14] is used to compute the transformation be-
tween the frames T 1

0 to minimize the Fiducial Registration Error (FRE). FRE is
computed as the root-mean-square of distances between corresponding fiducials
after this registration. Next, the rest of the points in each data-set are assumed
to be the target points and the calculated transformation is used to transform



Automatic Detection and Localization of da Vinci Tool Tips 29

Fig. 6. FRE and TRE and their standard deviations for different numbers of fiducials
(Nf ) and target points(Nt)

them from the ultrasound robot frame to the da Vinci frame and the Target
Registration Error (TRE) is estimated. Estimated TRE includes the real TRE
and the target localization error (TLE). TRE is defined as the root-mean-square
of distances between corresponding fiducials after registration, i.e., the distance
between the localized position of each tool tip as transformed from the ultra-
sound robot space to da Vinci space and the position of that corresponding tool
tip localized in the da Vinci space provided by the API. Because of the Fiducial
Localization Error (FLE), the registration is inevitably inaccurate to some ex-
tent, and TRE is used as the available measure of registration error. Values of
FRE and TRE are computed for different number of fiducials Nf chosen between
the total points for each data-set Nt. The mean values of FRE and TRE and
their standard deviations are then calculated for each combination of (Nf , Nt)
for 100 iterations (n = 100) and the results are plotted for the liver dataset in
Figure 6. As it can be seen from Figure 6, as (Nf ) increases, both mean and
standard deviation of TRE decreases and based on this analysis, the number of
fiducials suggested for this registration is (Nf = 5). The mean and standard de-
viation values of the target registration error (TRE) for this number of fiducials
and 100 iterations are reported in the anatomical frame of the patient in Table 1.
Tool tip segmentation error is also calculated in (x, y, θ) directions. Three sub-
jects were asked to independently identify the location of the tool in ultrasound
images. The difference between the average user defined positions and the result
of our algorithm, in addition to the inter-subject variations are calculated. For
the liver dataset, automatic segmentation error is: e(x, y) = 3.11 ± 0.88 mm,

Table 1. Mean errors (n = 100) between tool tip location and predicted location based
on registration. Errors are presented in the anatomical frame of the patient, along the
superior-inferior (eS−I), medial-lateral (eM−L) and anterior-posterior (eA−P ) axes.

TREA−P mm TRES−I mm TREM−L mm Mean TRE mm

Phantom 0.62 ± 0.31 1.29 ± 0.22 0.82 ± 0.24 1.80 ± 0.32
Liver 0.72 ± 0.83 2.65 ± 0.51 1.18 ± 0.54 3.33 ± 0.81

Bovine meat 1.90 ± 0.79 1.24 ± 0.34 3.51 ± 0.70 4.54 ± 0.88



30 O. Mohareri et al.

e(θ) = 0.79◦±0.39◦ and the inter-subject variation is: e(x, y) = 4.25±1.45 mm,
e(θ) = 2.05◦± 0.8◦. For the pvc phantom dataset, automatic segmentation error
is: e(x, y) = 2.13±0.97 mm, e(θ) = 0.67◦±0.34◦ and the inter-subject variation
is: e(x, y) = 3.65± 0.88 mm, e(θ) = 1.55◦ ± 0.39◦. For the bovine meat dataset,
automatic segmentation error is: e(x, y) = 2.42± 1.19 mm, e(θ) = 0.68◦ ± 0.48◦

and the inter-subject variation is: e(x, y) = 3.13±0.88mm, e(θ) = 1.43◦±0.44◦.

4 Discussion

The overall average TRE previously reported using the manual fiducial localiza-
tion of three fiducials on the PVC tissue phantom was 2.37 ± 1.15 mm . The
overall average TRE using the automatic detection technique in this study is
1.80± 0.32 mm for the recommended number of fiducial points, Nf = 5, on the
PVC tissue phantom. As the number of fiducials is increased to 9, the TRE value
reaches its minimum calculated value which is 1.61± 0.39 mm, which is consis-
tent with the previously reported theoretical analysis [3]. To further evaluate the
algorithm, experiments have been done on ex vivo liver and bovine meat which
are more similar to the human prostate tissue. The minimum calculated TRE
value is 2.86 ± 1.40 mm for the liver and 4.15 ± 0.61 mm for the bovine meat
for picking 9 fiducials on the air-tissue boundary. According to these results,
the automatic detection algorithm could yield the same registration accuracy
as the manual detection method does, and it could also compensate for errors
resulting from mis-interpretation of tool location in the ultrasound volume. The
goal of tracking is to have the tool tips appear in the TRUS images and errors
in the axial and lateral ultrasound directions are irrelevant as long as the tool
tips are within the image boundaries. And because the thickness of the TRUS
beam at the anterior surface of the prostate is on the order of millimeters, small
errors in the elevational direction likely are not critical. We propose choosing
five tool positions on the tissue surface, Nf = 5, both to achieve an acceptable
registration error and to have a reasonable number of tissue poking repetitions
during the surgical procedure. Because this registration technique is designed
for RALRP procedure, it is recommended to choose two points on the prostate
apex, one point on the mid-gland and two points on the prostate base. In this
process, da Vinci tool is slightly pressed on the surface of the tissue at different
locations. Hence, there won’t be a significant movement in the organ and only
the air-tissue boundary is moved about 2 − 3 mm at locations where the tool
tip is placed. Also, only the tip of the tool (i.e., the area that touches the tissue)
could be seen and detected in the ultrasound images. The instrument shaft could
not be seen in the images and could not be used as an additional feature.

Replacing the process of manual detection of tool tips or surface fiducials in the
ultrasound volume will accelerate the registration time and reduces the amount
of surgical work-flow disruption. There will be no need for a sonographer to
attend the surgery to find the tool tip in the ultrasound volume and the algorithm
will reliably find the tool tips and send the points to the registration module to
calculate the transformation. In addition, the results will not be dependent on
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the person who is choosing the points in the ultrasound volumes as it is the case
in the manual detection.

5 Conclusions

In this study, we have addressed the problem of detecting da Vinci tool tips
pressed against an air-tissue boundary, in a 3D ultrasound volume. A method
based on multi-scale filtering and circle detection has been proposed. The tool
tip localization accuracy is evaluated by analyzing the registration error between
the TRUS robot frame and the da Vinci frame. Results show the equivalency of
the proposed method and the previously reported manual detection procedure.
As an overall comment on the proposed method, it is to be stressed that the
method has a significant improving effect on both the duration,complexity and
accuracy of the registration procedure. Future work will involve investigating
in vivo studies to verify the accuracy and reliability of the proposed technique
during RALRP procedure.
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Abstract. Salient feature tracking for endoscopic images has been in-
vestigated in the past for 3D reconstruction of endoscopic scenes as well
as tracking of tissue through a video sequence. Recent work in the field
has shown success in acquiring dense salient feature profiling of the scene.
However, there has been relatively little work in performing long-term
feature tracking for capturing tissue deformation. In addition, real-time
solutions for tracking tissue features result in sparse densities, rely on re-
strictive scene and camera assumptions, or are limited in feature distinc-
tiveness. In this paper, we develop a novel framework to enable long-term
tracking of image features. We implement two fast and robust feature al-
gorithms, STAR and BRIEF, for application to endoscopic images. We
show that we are able to acquire dense sets of salient features at real-time
speeds, and are able to track their positions for long periods of time.

1 Introduction

There are many instances in which image guidance for minimally invasive surgery
requires tissue tracking in endoscopic video sequences in a robust manner. Tis-
sue tracking provides an evaluation of tissue morphology and deformation in-vivo
over time, which can be important for tracking regions of interest such as vascu-
lature or lesions. When a medical image is registered to the stereoscopic cameras
for augmented reality, tissue tracking provides the knowledge of how the under-
lying tissues are moving such that the medical image can be moved accordingly.
This keeps anatomical features such as nerves and lesions in known locations
during surgical intervention, which can be critical in enabling the success of an
operation such as laparoscopic radical prostatectomy (LRP) [19]. In LRP, the
surgeon images an exposed prostate using transrectal ultrasound (TRUS) and
dissects it from the surrounding tissues prior to resection. Since contact is lost
between the prostate and the surrounding tissue after mobilization, it is impor-
tant to maintain an image registration to the mobilized prostate in order to
perform resection within adequate surgical margins (1.9 ± 0.8 mm [19]).

While many tissue tracking methods have been employed that use fiducial
markers, most recent work uses image-based non-invasive techniques. Unlike nat-
ural scenes and urban environments, tissue images have poor color and textural
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distinctiveness, few edges and corners, are poorly illuminated, exhibit a great
deal of specular reflection, and exhibit non-rigid deformation due to regular
patient motion (e.g. heartbeat, breathing) as well as interactions with surgical
instruments. Therefore, simple template-based tracking has been found to be
limited in performance[12,15]. Others have used deformation functions [13] to
capture real-time deformations of a beating heart, but require predictive mod-
els for heartbeat motion, frequent reinitializations to avoid drift, and are only
able to capture low-order deformations. The most successful method for densely
tracking tissue deformation so far is feature tracking. Work by [6,9,11,18,21]
and references therein have shown that it is possible to find stable and uniquely
identifiable features in tissue images. However, two areas of difficulty still exists:

Feature Management for Long-Term Tracking. A framework for manag-
ing features that enter and exit an endoscopic scene is necessary to maintain
long-term stable tracking. Despite the successes of Simultaneous Localization
and Mapping methods for long-term tracking, they are suitable for natural
scenes and urban environments and predominantly rely on camera pose es-
timation, assuming that scene features generally only move due to camera
motion [20,21]. Due to patient movement (breathing, heartbeat) and surgi-
cal instrument interactions with tissues, these methods are limited in their
application here. Therefore, a long-term feature tracking method, one that
minimizes drift without estimating camera pose, and can track features tem-
porarily lost between frames, is an important contribution.

Speed. Features with high saliency, such as the Scale Invariant Feature Trans-
form (SIFT) [5], have been effective at producing dense, stable features
[6,10,20,21], but are unable to run at real-time speeds. Computationally fast
features (e.g. Shi-Tomasi [16], FAST [14]) have only been able to generate
sparse sets of trackable points in real-time operation[8]. GPU implementa-
tions have been limited and have yet to achieve real-time speeds at high-
definition, and still rely on some CPU computation where GPU-acceleration
is deemed not effective [17]. Therefore, an interesting research question is:
are we able to perform high-density feature tracking at real-time speeds?

In this paper, we will describe a novel long-term tissue tracking strategy that
is capable of capturing a dense map of tissue deformations within endoscopic
images. Using two relatively new salient feature algorithms (CenSuRE[1] and
BRIEF[2]), we are able to achieve real-time (greater than 10Hz) speeds while
maintaining high resolution tracking of tissue deformation for extended periods
of time. Furthermore, we show that this can be applied to stereoscopic scenes
for describing and tracking 3D tissue surface profiles.

2 Methods

2.1 Salient Features

We propose the use of two relatively new feature detectors: a modified version of
the Center Surrounded Extremas (CenSuRE) feature detector [1] called STAR
[22], and the Binary Robust Independent Elementary Features (BRIEF) [2].
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Mikolojaczyk and Schmid [7] found that the most salient image features found
in computer vision literature were derived from the Laplacian of Gaussian (LoG).
Where SIFT uses a Difference of Gaussians to estimate the LoG, CenSuRE uses
a bi-level center-surrounded square kernel, where pixel values within the kernel
are multiplied by either +1 or -1 (Figure 1a). These kernels are applied over
pyramidal scale space at all locations to find local extrema that represent salient
features. The extrema are then filtered using a scale-adapted Harris measure
to eliminate weak responses, and line suppression is performed by evaluating a
second moment matrix, and discarding those features that have a large ratio
between principle curvatures. The STAR feature detector [22] that we will be
using is a modification of the CenSuRE detector by using a star shaped kernel
(an overlay of a 0 deg and a 45 deg oriented CenSuRE kernel), in order to better
estimate the LoG (Figure 1b). Given that these center-surround kernels are
simply addition and subtraction summations, they can be computed extremely
efficiently using integral images. The output of the STAR detector will be the
salient locations and scales of patches in the image.

+ 
- 

(a) (b) (c)

Fig. 1. (a) bi-level center-surround kernel constructed using integral images, and, (b)
the STAR kernel, and (c) example of a BRIEF kernel

In order to track features from one frame to the next, we use the BRIEF
[2] descriptor to describe a characteristically-scaled patch centered about each
STAR location. For each STAR location, N pairs of points in an S × S square
region are chosen at random, with the condition that the probability of choosing
a point is equal to an isotropic Gaussian distribution centered about the STAR
location (Figure 1c). A descriptor vector of length N is built to describe the
patch, where the ith element is either 0 (if, for the ith pair, the pixel intensity
of the first point is higher than that of the second point) or 1 (otherwise).
This creates a binary vector that can be used to uniquely identify each feature.
Feature matching is performed by calculating the Hamming distance between
two feature descriptors. Following the formulation provided in [2], we use a patch
size of S = 25 and vector length of N = 256.

There are a number of reasons as to why we chose to combine both STAR
and BRIEF (STAR+BRIEF) to describe a single salient feature. Both methods
evaluate patch-locations for saliency, and by extracting BRIEF features at char-
acteristic scales of the STAR locations, STAR+BRIEF features can be made
scale-invariant. STAR’s approximation of the LoG can be well described by the
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isotropic Gaussian-distributed pixel comparison vector of a BRIEF feature. Fi-
nally, both methods are fast to compute. Performance comparisons of STAR and
BRIEF to popular feature detectors can be found in their original papers [1,2].

2.2 Long-Term Feature Tracking

A salient feature tracking framework for long-term tracking is developed. As
opposed to other suggested frameworks for feature tracking for endoscopic video
[21,20], our method does not use camera pose estimation and feature location
reprojection to estimate scene movement. Rather, we allow each feature to move
independently and use spatial and temporal filters to remove tracking errors,
and we allow features to be lost temporarily and found in subsequent frames.

Temporal Tissue Tracking. A visual flowchart of the proposed tissue tracking
framework is presented in Figure 2. We begin by capturing an image from the
surgical camera, and performing a pre-processing filter with a 3 × 3 Gaussian
smoothing kernel. We then extract the image features from the current frame
(Figure 2B) and match them to features found in previous frames (Figure 2C).
A list of features is maintained, where previous features that are matched have
their locations and descriptors updated, and features that were not matched in
the current frame are added to the list. Finally, features that are matched below
a certain percentage of frames are discarded (empirically set to 40%).

Capture an 
Image 

Smooth the Image
(Gaussian ) 

Match new features to 
list of previous features 

Display 
Matches 

Update Features list 
1. Update locations/descriptors 
2. Append new features to list 

3. Delete old keypoints 
List of Previous 

Features 

A 
Detect and extract 

features 

B 

C 
D 

Fig. 2. Flowchart of the proposed feature tracking framework on a single image

There are a number of filters that are applied to improve feature matching
accuracy. A feature is defined as f(x, y, k), where x and y represent its pixel
location in the original image, and k represents its characteristic scale. Given
two feature lists (1 and 2), the ith feature from list 1, fi, and the jth feature
from list 2, fj , we only perform descriptor comparisons on a subset of features.

– Physical Proximity: Since we do not expect large feature movement between
consecutive frames, our search space is limited by

|xi − xj | < δx and |yi − yj | < δy. (1)

where δx and δy is the range of the search space.
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– Scale Similarity: We do not expect significant changes in feature sizes be-
tween consecutive frames, and therefore limit our search space to

|log(ki/kj)| < κ, (2)

where κ is the maximum allowable ratio of feature scales.

– Descriptor Distance Ratio: We measure the confidence of feature matches by
comparing the descriptor distance of the best match, dfirst, to the descriptor
distance of the second best match, dsecond, and only take matches if

dfirst/dsecond < λ, (3)

where λ is the maximum allowable ratio between the descriptor distances.

A set of matched features will provide a dense mapping of tissue movement
within the scene. Matches that move in significantly different directions than
the local tissue movement can be rejected. This is performed by checking the
movement of each matched feature against its nearest neighbors (matched fea-
tures within a Euclidean distance of 20% of the image width).

Given a set of two neighboring feature locations in frame n,Q1,n = {x1,n, y1,n}
and Q2,n = {x2,n, y2,n}, and their matched locations in the previous frame,
Q1,n−1 = {x1,n−1, y1,n−1} and Q2,n−1 = {x2,n−1, y2,n−1}, we consider their
movements to be significantly different if∣∣∣∣log

(
δx2

1 + δy21
δx2

2 + δy22

)∣∣∣∣ > γ, (4)

where {δx1, δy1} = {x1,n − x1,n−1, y1,n − y1,n−1} and {δx2, δy2} = {x2,n −
x2,n−1, y2,n − y2,n−1}, and where γ represents the maximum allowable ratio of
squared distances of movements between the neighboring features. Furthermore,
the directions of their movements are considered to be significantly different if

Δθ = acos

(
δx1 · δx2 + δy1 · δy2√
δx2

1 + δy21
√
δx2

2 + δy22

)
> ε, (5)

where ε is the maximum allowable difference in the direction of movement.
Matched features that move within ε and γ for more than 70% of neighboring

features are accepted. We check ε and γ only if there is a temporal displacement
of 5 pixels for each match, since the resolution of ε and γ decreases significantly
within a Euclidean distance of 5 pixels, making these filters less effective.

Stereoscopic Tracking. Our proposed tracking algorithm can be extended to
track features in 3D coordinate space. Features from a left and right channel of
a stereo-endoscope are matched in order to triangulate the features’ locations in
3D. The matching between features in stereoscopic channels can be filtered using
the same methods as above (Equations 1, 2 and 3). Since stereo-triangulation
does not take into account temporal movement, neighborhood feature movement
(Equations 4 and 5) are unnecessary for stereoscopic matching.
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We use one channel for temporal tracking, and the tracked features are then
matched against features found in the other channel for 3D localization; we note
that in the future, tracking both channels can be used for outlier rejection.

3 Experimental Setup

Table 1 describes the parameters of our tissue tracking framework. κ = log(2.0)
is chosen to search within an octave scale of a feature, and κ = log(

√
2.0) reflects

smaller changes in scale between stereo channels; δ’s are chosen assuming that
features move relatively small distances between frames and between stereoscopic
channels. λ = 0.5 chooses feature matches that have under half the descriptor
distance of the next best match. γ = 2 log(1.5) and ε = π/18 were chosen to
restrict features bundles to smooth, consistent motion, characteristic of tissue.

Four measures were used to evaluate the efficacy of STAR+BRIEF and the
long-term feature tracking strategy: (a) the number of features found per frame,
(b) the percentage of these features that are matched to ones in previous frames,
(c) the persistence of features in subsequent frames (d) and the algorithm speed.

We investigated the tracking algorithm’s ability on four endoscopic videos
involving different in-vivo tissue movement:

Translation: Abdominal cavity after inflation. Surgeon moves the endoscopic
camera to approximate translation. (1050 frames, 480× 640 pixels).

Rotation: Abdominal cavity after inflation. Surgeon moves the endoscopic
camera to approximate rotation. (710 frames, 480× 640 pixels).

Series: Abdominal cavity after inflation. Surgeon moves the endoscopic camera
to approximate a series of movements involving translation and scaling with
slight rotations. (1200 frames, 480× 650 pixels)

Heartbeat: Open-chest procedure with an exposed heart. Significant surgical
clamps footprint in the image. A stationary camera images a heartbeat. (650
frames, 720× 576 pixels).

These videos, acquired by Imperial College London, are available at http://ham
lyn.doc.ic.ac.uk/vision/

Table 1. Parameters for temporal and stereoscopic matching

Parameter Symbol Value (Temporal) Value(Stereo)

Scale Threshold κ log(2.0) log(
√

(2))

Local Area Threshold δ 0.2∗image width
0.5∗image width on x-axis
0.05∗image height in y-axis

Descriptor Distance Ratio λ 0.5 0.5
Difference in movements γ 2 ∗ log(1.5) N/A

Difference in angles ε π/18 N/A

http://hamlyn.doc.ic.ac.uk/vision/
http://hamlyn.doc.ic.ac.uk/vision/
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4 Results

Figure 3a,b shows two example (Series and Heartbeat videos) of STAR+BRIEF
features that are tracked temporally over time. The number of features extracted
by the STAR+BRIEF framework fully describe the deformation of the scene. The
average number of features tracked are shown in Figure 3c. Figure 3d shows that
the STAR+BRIEF framework is able to match 90% of its features from frame
to frame for general cases, and over 50% can be matched stereoscopically for 3D
localization. Matches were visually inspected and nearly all matches were found
to correctly track a correct physical location. We found that fewer features were
tracked in the heartbeat video; we believe this can be attributed to the greater
degree of specular reflection and significant occlusion from blood, and also the
systolic action of the heart, which exhibits frequencies higher than 100Hz that
cannot be adequately captured in the endoscopic cameras with conventional
framerates. Furthermore, slight discrepancies in triggering during steroscopic
frame-grabbing can account for significant movement between stereo channels.

Figure 3e shows a histogram of the percentage of subsequent frames in which
features are matched. The histograms are cumulative, where the first column
(40% to 50% persistence) is the total number of features being continuously
tracked by long-term tracking framework. Features below 40% persistence were
not stable and therefore were discarded. The number of features continuously
tracked over increasing percentage of frames is fairly linear for general motion.
Heartbeat motion shows less features being tracked continuously, and a non-
linear dropoff in persistence of features due to the lower stability of the features
from dynamic motion, specular reflection and blood occlusion.

Figure 3f shows the speed of our tracking framework with the STAR+BRIEF
method. We show that the our long-term tracking framework is able to process
sequences above 10Hz and is capable of performing stereoscopic matching and
3D deformation tracking at a fraction of the total tracking time. The heartbeat
video, due to the higher resolution and increased specular reflection and occlu-
sion, identified many more features than other videos that were unstable and
therefore required significantly higher computation effort than other videos.

Figure 4 shows a sample of the tracking of a feature in the Series video, which
involves translation, scaling, and some rotation. A useful method for getting a
sense of the aversion to drift, given that we do not have a ground-truth source, is
forward-backward tracking [3] shown in Figure 4a, where we track a feature both
forwards and backwards in time. Since our long-term feature tracking framework
is history-dependent and therefore behaves differently moving in forwards and
backwards time, it can be seen that the feature location does not drift. Fig-
ure 4b shows the feature location at different timesteps, indicating its stability
throughout the sequence of motions.



40 M.C. Yip et al.

(a) (b)

translation rotation series heartbeat
0

500

1000

1500

N
um

be
r 

of
 F

ea
tu

re
s

(c)

translation rotation series heartbeat
0

20

40

60

80

100

%
 o

f F
ea

tu
re

s 
M

at
ch

ed

 

 

Single Channel Stereo

(d)

40 50 60 70 80 90 100
0

500

1000

1500

Tracked in % of Subsequent Frames

N
um

be
r 

of
 F

ea
tu

re
s

 

 

translation
rotation
series
heartbeat

(e)

translation rotation series heartbeat
0

0.1

0.2

0.3

0.4

0.5

P
ro

ce
ss

in
g 

T
im

e 
P

er
 F

ra
m

e 
(s

)

 

 

Single Channel Stereo

(f)

Fig. 3. (a,b) Sample feature set identified in the Series and Heartbeat sequences respec-
tively. (c) Number of Features found per frame; (d) % of features in the current frame
that are matched to previous features (blue) and % of features matched stereoscopically
(orange); (e)The number of features that are found in % of subsequent frames. The
graph is cumulative such that the number of features drops off as the % of matching
in subsequent frames increases. (f) Time required for a complete cycle of the feature
tracking framework (blue) and the amount of time required for stereoscopic matching
(orange).
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Fig. 4. A STAR+BRIEF feature being tracked over time (1200 frames). Top: tracking
performed in both a forward and a backward time direction. Graph shows X and Y
coordinates as a function of time. Bottom: a 50× 50 pixel window centered about the
feature location at every 100 frames.

5 Discussion

We have presented a novel framework for long-term tracking of endoscopic tissue
scenes. This framework uses salient features for populating the endoscopic images
in order to track the deformation of tissue at high densities. We have shown that
by using two new, efficient feature algorithms, CenSuRE/STAR and BRIEF, we
are able to achieve both high density tracking on standard definition video for
long-periods of time at real-time (greater than 10 Hz) speeds. Other fast feature
detectors, as well as GPU-accelerated feature tracking could also be used to
achieve fast and dense feature tracking under this framework.

The performance of the algorithm is not reliant on a rigid scene or camera
pose estimation and therefore can handle scene deformations, as tissue features
are being tracked individually and therefore can describe complex deformations.
However, in the case of significant high-frequency deformations (e.g. beating
heart), the feature-based approach must widen its search space between frames
in expectation of large dynamic movements of individual features. A reduction
of the effects of specular reflection and blood occlusion are required to improve
tracking, and several strategies can be used such as intensity thresholding and
interpolation [4]. In the case of the beating heart, other strategies besides feature
tracking, such as the ones presented in [13] can be more effective. Further efforts
to handle specular reflection effects and to track instrument occlusion will help
enable the long-term tracking strategy to track tissue through an entire surgery.

Given the long-term tissue feature tracking strategy we defined, it may be
possible to maintain a registered medical image to endoscopic cameras by track-
ing the underlying tissue movements; this will provide the surgeon the ability
to localize sub-surface tissue features such as nerves and lesions for better sur-
gical guidance. Furthermore, the ability to acquire 3D tracking of dense feature
maps may enable a surface-to-feature based registration method, such that the
ability to register and maintain a medical image to tissues in the endoscopic
cameras can be effectively streamlined. Future work will be to investigate the
efficacy of registering and maintaining a medical image to the tissues seen in
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the laparoscopic cameras, with the motivation of improving surgical guidance in
LRP, where the dissection of the prostate from the surrounding neurovascular
bundle must be performed within narrow margins (1.9 ± 0.8 mm [19]).
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Abstract. Purpose: Calibration is essential in tracked freehand 3D ul-
trasound (US) to find the spatial transformation from the image co-
ordinates to the reference coordinate system. Calibration accuracy is
especially important in image-guided interventions. Method: We intro-
duce a new mathematical framework that substantially improves the US
calibration accuracy. It achieves this by using accurate measurements
of axial differences in 1D US signals of a multi-wedge phantom, in a
closed-form solution. Results: We report a point reconstruction accuracy
of 0.3 mm using 300 independent measurements. Conclusion: The mea-
sured calibration errors significantly outperform the currently reported
calibration accuracies.

1 Introduction

Navigation based on preoperative images usually incorporates significant regis-
tration error, especially as surgery or therapy progresses. Over the past decade,
intra-operative ultrasound navigation has become a rapidly emerging technique
in many procedures including neurosurgery, orthopaedic surgery and radiation
therapy. Being non-invasive, relatively inexpensive, and real-time makes ultra-
sound (US) a valuable tool in image-guided surgeries and therapies. By attaching
a position sensor to a conventional 2D US probe, 3D images can be constructed.
The main challenge of this “freehand imaging” is to precisely locate US image
pixels with respect to sensors on the transducer which is referred to as the calibra-
tion process. In this process, the objective is to determine the spatial transform
between US image coordinates and the fixed coordinate system, define by the
tracker on the transducer housing.

Improper or poor probe calibration has been reported as one of the major
contributors to the final accuracy of ultrasound neuronavigation [1]. For example,
during US-guided resection of a liver tumor, the surgeon relies on ultrasound
volumes for accurate orientation with respect to the tumor. To provide more
safety with respect to tumor-free resection margins and preserve vessels close to
the tumor, the ultrasound system has to be calibrated accurately [2].

Over the last two decades, many approaches for calibration of 2D and 3D US
have been investigated [3,4]. Examples are single wall [5], hand-eye coordination
[6] and the double N-wire [7]. The most accurate calibration techniques image
an artificial object, known as a phantom, with known geometrical parameters,

P. Abolmaesumi et al. (Eds.): IPCAI 2012, LNAI 7330, pp. 44–53, 2012.
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combining the prior knowledge of the phantom with its US images to solve for the
calibration parameters. Despite numerous efforts, the best reported accuracies
are in the order of 1 to 2 mm.

The limiting factor is the accurate, absolute localization of phantom features
in B-mode images, which appear blurred due to the finite resolution and noise
of US. Furthermore, many existing calibration methods use iterative optimiza-
tion techniques to determine the calibration parameters, which are subject to
sub-optimal local minima. Other factors, such as tracking accuracy and image
formation errors due to speed of sound variation, refraction and finite beam
width also contribute to the accuracy of calibration methods based on absolute
measurements. It is worth noting that closed-form calibration from two different
poses using hand-eye coordination has been proposed for measurements of rel-
ative shifts of features between images [6]. Relative measurements may have an
inherent advantage, but the challenge in that method is to accurately estimate
the relative 3D poses of the 2D ultrasound images.

In this paper, we propose a novel ultrasound calibration technique that allevi-
ates many of these issues and provides substantially higher calibration accuracy.
The new technique is closest to previous calibration research using wedge phan-
toms [6,8]. In particular, the technique uses differential measurements within
the same image rather than absolute ones of phantom features in the image. Ad-
vancements in recent years on differential measurements for ultrasound motion
tracking enable accurate measurements of relative phantom feature locations.
This accuracy could be as high as a few microns when RF ultrasound is used [9].
The differential measurements mostly eliminate the need for absolute localiza-
tion of the calibration phantom features, which has been a prominent factor in
limiting the accuracy of current calibration techniques. The proposed technique
also solves for variations in speed of sound and image skew. The solution to the
calibration parameters also has a closed-form, which eliminates the need for an
iterative optimization method.

2 Materials and Methods

The proposed calibration method is based on scanning a multi-wedge phantom
that can be simply described as five different planes (Fig. 1b). The purpose of
the planes is that echoes from different portions of a plane will have similar
RF signatures, which enhances the ability to perform differential measurements
within an image. We utilized the Field II simulation package to determine suit-
able angles of the planes based on image quality. In order to track the coordinate
system of the phantom, four optical active markers are attached to the phantom.
Also, two non-overlapping N-wires with known geometry and location relative to
the planes are incorporated in the same phantom. The N-wire assembly provides
an independent setup to evaluate the calibration accuracy Fig. 1a. The phantom
was precisely manufactured with the Objet30 desktop 3D printer (Objet Inc.,
Billerica, MA, USA) to 28 μm precision and relatively low cost (< $200).
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(a) (b)

Fig. 1. (a) Multi-wedge phantom with four optical markers for tracking and an at-
tached double N-wire phantom (b) The multi-wedge phantom comprising of five dif-
ferent planes. The dashed line shows the ultrasound image intersection line segments.

The calibration experimental setup consists of a SonixTOUCH ultrasound
machine (Ultrasonix Medical Corporation, Richmond, BC, Canada), a L14− 5,
10 MHz linear 2D ultrasound transducer, and an Optotrak Certus optical tracker
(Northern Digital Inc, Waterloo, Ontario, Canada).

In our experiments, the coordinate systems of the phantom and the ultra-
sound transducer are measured by tracking the optical markers mounted on them
(Fig. 2a). Therefore transformation from the phantom to the transducer coor-
dinate can be found ( TT

P ). The calibration goal is to find transformation from
the image to the transducer coordinate ( TT

I). To solve that, we must calculate
the image to phantom transformation ( TP

I).
Each plane appears as a line in the ultrasound image (dashed lines in Fig. 1b).

The slope and intercept of these lines depend on the pose of the ultrasound image
relative to the phantom. In fact, the goal is to find the pose of the US image
( TP

I) by measuring these line features in the ultrasound image. For this reason, a
closed-form algorithm has been developed to estimate the calibration parameters
using a single ultrasound image given the geometrical model of the phantom.

2.1 Mathematical Framework and Notations

We define the calibration phantom with the equations of five different planes.
Here, we assume that the normal vector (ni) and a point (Qi) of each plane is
known in a common coordinate system (i.e. the phantom coordinates).

The unknown transformation from the image to the phantom frame, ( TP
I),

can be defined from two free vectorsU and V and a point P0 as follows (Fig. 2b).
U is a unit vector in the direction passing through the center of array elements
(lateral) and V is a unit vector in the direction of ultrasound beam (axial).
These two vectors are usually assumed to be perpendicular but here we do not
impose this assumption for a more general solution. P0 is the origin of imaging
plane in the phantom coordinates and is the translation vector in TP

I .
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2.2 Rotation Parameters

We first estimate the rotation parameters in TP
I by calculating vectors U , V

and Sy and then, by solving for P0 we determine the translation parameters.
Each pixel (x1, y1) of the image can be described in the phantom coordinates as:

P = P0 + Sxx1U + Syy1V . (1)

Considering the pixels on the line appeared in the ultrasound image from the
intersection of the phantom’s ith plane and the ultrasound image plane, they
should satisfy the plane equation for plane i (Fig. 2b):

[P0 + Sxx1U + Syy1V −Qi] · ni = 0, (2)

P0 · ni + Sxx1 U · ni︸ ︷︷ ︸
αi

+Syy1 V · ni︸ ︷︷ ︸
βi

= Qt
i · ni︸ ︷︷ ︸
di

, (3)

Now assume another point (x2, y2) in the image that is also on the intersection
line of the same phantom plane.

P0 · ni + Sxx2U · ni + Syy2V · ni = Qt
i · ni, (4)

Now by subtracting Eq. 4 from Eq. 3 and then dividing by Sx, we have:

ΔxU · ni +KΔyV · ni = 0. (5)

where K =
Sy

Sx
, Δx = x2 − x1 and Δy = y2 − y1 . By dividing Eq. 5 by Δx and

assuming m = Δy
Δx , we have:

U · n+KmV · n = 0. (6)

(a) (b)

Fig. 2. (a) The coordinate system of the phantom and the ultrasound transducer. (b)
Intersection of the ultrasound image and the phantom ith plane .
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In fact, m is the slope of the intersection line that can be measured from the
ultrasound image. At least five linear equations such as Eq. 6 for five independent
planes are needed to solve for the unknowns subject to the unity constraint of
U and V . One can write equations in matrix form as follows:

Np×3U +KMp×pNp×3V = 0. (7)

where N = (nt
1, n

t
2, . . . , n

t
p)p×3

, M = diag(m1,m2, . . . ,mp)p×p and p is the

number of planes. Eq. 7 can be re-written as below:

[
Np×3 MNp×3

] [ U

KV

]
= 0. (8)

In fact, Eq. 8 is a set of linear equations with the right side equal to zero. If we
divide both sides by Ux and move −nix to the right (for each row i) and define

new unknowns as X =
[
uy

ux

uz

ux
K vx

ux
K

vy
ux

K vz
ux

]t
, we get a set of linear equations

with non-zero values on the right side:

⎡
⎢⎢⎣
n1y n1y m1n1x m1n1y m1n1z
...

...
...

...
...

npv npy mpnpx mpnpy mpnpz

⎤
⎥⎥⎦
p×5

⎡
⎢⎢⎢⎢⎢⎣

uy

ux
uz

ux

K vx
ux

K
vy
ux

K vz
ux

⎤
⎥⎥⎥⎥⎥⎦
5×1

= −

⎡
⎢⎢⎣
n1x
...

npy

⎤
⎥⎥⎦
p×1

(9)

This gives a unique solution for p = 5 simply by solving a set of five linear
equations with five unknowns (X). Then U , V and K can be uniquely found
from:

U =
[1, x1, x2]∥∥[1, x1, x2]

∥∥ , V =
[x3, x4, x5]∥∥[x3, x4, x5]

∥∥ , K =
∥∥[x3, x4, x5]

∥∥ux. (10)

This solution is the same as the Null space of Eq. 8. For p > 5 we can find the
solution in a least-squares sense. The above derivation also explains the need
for five planes. Another way of getting a non-zero value on the right side is by
taking the differences of two columns on two different parallel wedges with a
specified height difference. Therefore this known height difference would appear
on the right side of Eq. 5. In the case of steered ultrasound beam, U and V
are not orthogonal and the deviation of their crossing angle from 90◦ can be
expressed as the skew angle. Up to this point, the rotational matrix, skew and
Sy are determined from U , V and K.

2.3 Translation Parameters

In Eq. 3, di and Sx are known and Sy, U and V have been determined from
previous step, so αi and βi are also known. For any arbitrary column xi in
the image, the position of the line yi should be measured. Using Eq. 3 for at
least three planes gives a set of linear equations with three unknowns (i.e. the
coordinates of P0) that is straight forward to solve. It can also be solved with
more than three points in a least-squares sense to improve accuracy.
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(a) (b)

Fig. 3. (a) (Left) Slope measurement with RF cross-correlation. tan(θ) = Δy
Δx

(b)

(Right) Slope measurement error (Error(Δy)
Δx

) versus the angle between the beam and
plane normal vector (ϕ).

2.4 Phantom Design

As mentioned, phantom design was optimized using simulated RF images from
the Field II ultrasound simulation package. The goal is to find a suitable angle of
each wedge so that the line segments are clear in the image and can be segmented
accurately while the slopes are still large enough to achieve lowest sensitivity of
the calibration results to the measurement error.

This design trade off can be better understood by explaining the RF image
formation and the measurement process. Each column of an ultrasound image
is formed by envelope detection of an RF echo signal. The spacing between the
columns depends on the spacing of the transducer’s elements, which is gener-
ally provided by the manufacturer. Axial resolution depends on the RF center
frequency, the sampling rate of ultrasound machine, and speed of sound.

When imaging a flat surface with ultrasound, the RF echo pulse in each
column is reflected at a specific point. All these points reside on a straight
line with measurable slope (Fig. 3a). As long as the pulse shapes of at least
two columns are similar, accurate slope measurement is possible by finding their
axial shift with a cross correlation technique [9]. Due to the high axial resolution,
a very accurate measurement can be performed. If the ultrasound beam axis is
perpendicular to the surface, the shape of the RF pulses in all the columns will
be the same since they all experience the same physical conditions. However,
the shape of the returned echo changes slightly as the angle between the beam
axis and the normal of the surface increases. This is because of the non-uniform
point spread function of the ultrasound beam.

In the Field II simulation package, we modeled a plane with a number of
discrete scatterers. The angle between the beam axis and the plane normal, ϕ, is
chosen in the interval of 0 to 30 degrees and the error in the slope measurement
is calculated (Fig. 3b). Results show that as the plane tilts towards higher angles
with respect to the ultrasound beam, the change in the pulse shape for different
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columns leads to larger errors in slope measurement. These results agree with
our experimental results when imaging a flat metallic surface immersed in water
in different poses. In this work, the phantom is constructed with 10◦ wedges as
a reasonable compromise.

3 Results

3.1 Calibration Repeatability

For calibration, 15 different images of the multi-wedge phantom are acquired. All
the images are processed in a semi-automatic procedure where the user verifies
the suggested line segments found by a line detection algorithm and, if necessary,
identifies the appropriate edge points of each line segment. Then based on the
cross correlation technique, the slope of each line is calculated from pairs of RF
data. Lastly, after fitting a line to each segment, the middle point (xi) is taken
and its depth (yi) is automatically measured from the peak of the RF pulse.
Although this value is an absolute measurement, with greater inherent error
than differential measurements, the result (translation parameters) is not very
sensitive to this measurement (investigated later in this section). To evaluate the
calibration repeatability, the calibration is solved using all the images except
one for all 15 possible combinations and the standard deviation is calculated
(Table. 1). Similarly, the calibration is evaluated using different numbers (ns)
of images. Each time, ns(=2 to 14) images are randomly chosen from all 15
images and the calibration is solved. The standard deviation and the average
of the results over 250 iterations have been calculated and shown in Fig. 4.
It shows that standard deviation of error rapidly decreases as the number of
input images increases and a few number of images are sufficient to achieve very
accurate results. Note that given the closed-form formulation, the order of the
images is unimportant.

3.2 Calibration Accuracy

In order to evaluate the calibration results, an independent validation experi-
ment was performed. A set of six independent wires similar to a double N-wire
phantom in [7] was integrated into the phantom (Fig. 1). The position of the
wires is measured by a tracked stylus. 50 different images of this N-wire phan-
tom were then acquired from different transducer positions. Using the calculated
calibration matrix, and the measurements of the poses of the transducer and the

Table 1. Standard deviation of 15 calibration results using 14 images at a time

Rotaion (◦) Translation(mm)

rx ry rz tx ty tz
Error Standard Deviation 0.005 0.18 0.37 0.02 0.02 0.18
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Table 2. Calibration accuracy in terms of point reconstruction error (300 points)

Error Standard deviation (mm) Mean(mm)

x 0.22 0.25

y 0.12 0.11

Distance 0.23 0.29

wires from the tracker, the six intersection points of the wires with the ultrasound
image were estimated in ultrasound image coordinates. These estimated points
were then compared to the actual points appearing in the image. The centroid
of these points were also segmented manually and the error in x and y directions
and the Euclidian distance error are calculated for all points (50× 6 = 300) and
shown in Table. 2.

3.3 Sensitivity to Absolute Measurement

As mentioned, skew, scale and rotation parameters are calculated using accurate
differential measurements, but to find translation parameters, absolute depth
(yi) of the lines at column xi is measured from the peak of the RF pulse.

Therefore we can assume there is an error in measurement of yi which can be
modeled as a random noise in the range of the pulse length (0.1mm). To evaluate
the sensitivity of calibration translation parameters to this error, a random noise

Fig. 4. Calibration results using 2 to 14 images of the phantom (top) Translation
parameters (tx, ty, tz) [mm] (bottom) Rotation parameters (rx, ry, rz ) [deg]
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Table 3. STD of error in the translation parameters when normal noise (σ = 0.1 mm)
added to yi

STD of error in translation parameters(mm)

x y z

0.19 0.02 0.2

having a normal distribution (σ = 0.1 mm) has been added to yi measurements
and the standard deviation of the translation parameters have been calculated
(1000 iterations) and shown in Table. 3. Note that the true surface (wedge)
location is not necessarily the peak of the RF pulse and is not easy to find [10],
but the true surface lies within the echo, so any remaining systematic errors
should be less than the pulse length.

4 Discussion and Conclusion

In this paper, a novel closed-formmethod is proposed for freehand 3D ultrasound
calibration that extends upon previous calibration techniques. The method has
been developed based on the specific physical properties of ultrasound imaging
system. The relative shift of two RF-echo pulses hitting the same plane surface
seems to be a very accurate measure to base a calibration technique. With this
in mind, based on the simulations and the experiments, a multi-wedge phantom
has been proposed. There is a trade-off in the design of the phantom. For a given
measurement error the calibration error decreases as the surfaces in the phantom
become steeper and more distanced from each other but on the other hand, the
measurement error for those surfaces gets larger.

Experimental results show that a few (∼ 10) images of the phantom are
required for high accuracy. Also, independent accuracy evaluation of the cali-
bration results confirms the high accuracy of the proposed method. Location of
target points (N-wire intersections with the ultrasound imaging plane) has been
estimated with less than 0.3 mm accuracy. This accuracy also includes the error
from segmentation of the points, so calibration error is less than this total.

Although it is incorrect to compare calibration accuracy between systems
with different transducers, ultrasound machines, and trackers, it is worth citing
an example where 10, 000 images of the double N-wire phantom gave a point
reconstruction error of 0.66 mm [7]. The authors could not find previous cali-
bration results with an accuracy of 0.3 mm.

The phantom can be enclosed in a sterile fluid-filled rubber-topped box for
intra-operative use. The calibration procedure is very easy and fast by taking
several images of the phantom in a fast sweep. Image processing can be performed
in real-time. Therefore, calibration will take less than one minute.

Future work will extend this method to curvilinear and 3D transducers. Our
initial investigations show that a new formulation based on polar coordinates
requires even fewer numbers of images because many more plane orientations
are available in a single image due to the non-parallel nature of the beams.
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Such work will proceed on both pre- and post-scan converted data. Given the
inexpensive and easy manufacturing of the phantom, this calibration method
can be disseminated to a wide range of researchers by sharing CAD files and
program code.We will integrate the software in the PLUS library for public use.
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Abstract. Magnetic Resonance guided High Intensity Focused Ultrasound
(MRgHIFU) is an emerging non-invasive technology for the treatment of patho-
logical tissue. The possibility of depositing sharply localised energy deep within
the body without affecting the surrounding tissue requires the exact knowledge
of the target’s position. The cyclic respiratory organ motion renders targeting
challenging, as the treatment focus has to be continuously adapted according to
the current target’s displacement in 3D space. In this paper, a combination of a
patient-specific dynamic breath model and a population-based statistical motion
model is used to compensate for the respiratory induced organ motion. The ap-
plication of a population based statistical motion model replaces the acquisition
of a patient-specific 3D motion model, nevertheless allowing for precise motion
compensation.

1 Introduction

Focused Ultrasound deposits sharply localised energy in the tissue causing thermal ab-
lation. Precise targeting demands for exact knowledge of the target’s position. The com-
pensation of the fitful respiratory organ motion is a challenging task in the treatment of
pathological tissue in abdominal organs. If breathing motion is not compensated, the
exposure of healthy tissue increases and the thermal dose delivered to the tumour is
reduced. Continuous target displacement tracking in 3D space requires accurate spatial
and rapid temporal beam refocusing in the range of millimetres and milliseconds, re-
spectively. Any realisation of a real-time target tracking-based dose delivery must thus
be able to predict the target’s position at some future time in order to compensate for
the finite time delay between the acquisition of the current target’s position and the
mechanical response of the system to change treatment focus.

During sonication the Magnetic Resonance (MR) scan-time is mainly required for
the temperature feedback control of the High Intensity Focused Ultrasound (HIFU) sys-
tem, quantifying the thermal dose given to the tissue in order to guarantee complete co-
agulation of the tumour. Therefore, not enough MR scan-time is left to track the tumour
in 3D. To determine the thermal dose, temperature maps in regular distances around
the tumour are acquired. Similarly as proposed in [1], the navigator (pencil beam) feed-
back information is used to reposition the temperature mapping slice to resolve organ
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displacements. In this work, we propose to use this 1-dimensional navigator feedback
information not only to track the current respiratory state, but also to predict the organ’s
future displacement, e.g. the position of the tumour.

Several approaches have been proposed to track and predict the motion of abdominal
organs. Ries et al. [1] proposed a real-time tracking method that observes the target
on a 2D image plane combined with a perpendicular acquired pencil beam navigator,
providing quasi-3D information of the target trajectories. The future 3D target position
is then estimated by a Kalman filter. Underlying a regular and stable breathing pattern,
the method was tested in phantom experiments and in vivo on ventilated pigs. The
accuracy of the approach is not evaluated on ground truth motion data, but by indirectly
comparing the temperature maps obtained after 60 seconds of HIFU sonication with and
without motion compensation, resulting in higher maximal temperatures in the target
area with enabled motion compensation. However, the experiments have neither been
evaluated on ground truth data nor under free breathing conditions.

Ruan and Keall [2] proposed a predictor based on Kernel Density Estimation to ac-
count for system latencies caused by software and hardware processing. They use 3D
motion trajectories of implanted markers to train the predictor in a lower dimensional
feature space using Principal Component Analysis (PCA). The prediction is performed
in this subspace and mapped back into the original space for the evaluation. The draw-
back of the method is that only the position of directly observed internal fiducials can
be predicted and not of the entire organ.

Only recently, a combination of a pattern matching approach using a static subject-
specific model and a population-based statistical drift model for motion-compensated
MRgHIFU treatment was described and evaluated on realistic 4DMRI data [3]. While
the results are convincing, the acquisition of a patient-specific 3D motion atlas takes
several minutes and the processing time is in the range of hours and thus is not accept-
able for clinical use. In particular, the multiple volume-to-volume registrations take up
to several hours, in which the patient is asked not to move in order to stay aligned with
the acquired model.

Preiswerk et al. [4] showed, that the displacement of the entire liver can be spa-
tially predicted by tracking three well distributed markers (implanted fiducials) within
the liver using a population-based statistical motion model. Based on an exhalation
breath-hold scan, accurate prediction is achieved. Dispensing with the need of exten-
sive pretreatment volume imaging and its time consuming 3D non-rigid registration, no
attention is payed to a potential system lag, which is essential for real-time tracking.
Also this method is based on full 3D motion information of implanted markers.

The main contribution of the presented work is the combination of a patient-specific
fast and lightweight respiratory breathing model and a population-based motion model
to a novel, completely non-invasive and clinically feasible 3D motion compensation
method for MRgHIFU treatments. The proposed method addresses certain weaknesses
of the state-of-the-art methods in terms of real-time usage and validation. On the one
hand, the completely MR-based respiratory signal is continuously acquired and used to
predict the organs future respiratory state in order to bridge the system’s time
delay between the tracking and treatment of the target. On the other hand, the
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population-based motion model is applied to estimate the motion of the unobserved
liver, without the need of acquiring a subject-specific 3D motion model.

2 Materials and Methods

For the evaluation of our approach, a realistic MRgHIFU scenario was assumed.
During HIFU sonication, the measured information of the pencil beam navigator, i.e. the
inferior-superior displacement (1D) of the diaphragm, is used as the breathing signal.
Based on this breathing signal a patient-specific respiratory model is created, whereby
a temporal prediction of the diaphragm’s future position is estimated (Sec. 2.2). Hav-
ing an estimate of this displacement, the population-based statistical model is used to
compute the most likely 3D displacement of the entire liver, further referred as to re-
construction (Sec. 2.3).

2.1 Data and Ground Truth

The ground truth data was acquired by 4DMRI, a dynamic 2D MR imaging method
capturing the respiratory motion during free breathing [5]. Thanks to the sagittal slice
orientation and the interleaved acquisition of data slices and a dedicated so-called nav-
igator slice at a fixed position, vascular structures used for the 3D reconstruction of
the volumes are visible during complete breathing cycles and can be tracked with min-
imal out-of-plane motion. 4DMRI sequences of 20 healthy volunteers (mixed sexes,
age range: 17-75) were captured. During acquisition sessions of roughly two hours,
20-45 minutes of time-resolved organ motion data was measured. MR volumes con-
sisting of 25-30 slices (120×192 pixel) covering the right liver lobe with a voxel size
of 1.4 × 1.4 × 4 mm3 and with a temporal resolution of 300-400 ms were obtained.
The retrospectively reconstructed 3D stacks cover the entire range of observed breath-
ing depths. By means of B-spline-based 3D non-rigid registration [6], dense spatio-
temporal vector fields describing the motion between the different respiratory states of
the liver are extracted. The first manually segmented liver exhalation stack is taken as
reference volume upon which the subsequent 3D stacks are incrementally registered
from time-step to time-step. The vector field from the previous step is taken as an
initial estimation, significantly speeding up the registration time and making the reg-
istration more robust by reducing the chance of getting trapped in a local minima. The
resulting vector fields, describing the liver’s displacements relative to the reference vol-
ume, serve as the basic data for the motion model and its evaluation in cross-validation
experiments.

In order to build a statistical model from this data, inter-subject correspondence had
to be established. For each subject mechanical corresponding points were manually
selected on the reference volume surfaces in order to align the 20 datasets. These points
mark the delineations between the superior surface in contact with lung, the anterior
and the posterior areas, which slide along the abdominal wall, and the inferior surface.
An isotropic grid with 10 mm resolution was placed in the resulting average liver and
then transformed to the shape of each of the subjects. This finally gave a set of 20
topologically equivalent 3D liver volumes as well as vector fields describing the motion
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Fig. 1. Schematic illustration of combined respiratory model and motion model-based prediction.
Based on the respiratory signal ( | ) captured at the marked diaphragm region, the displacement
sp of the diaphragm is predicted and from that the full liver displacement v is reconstructed.

for each of the N = 1261 inter-subject corresponding grid points. For more detailed
information we refer the reader to the article of Preiswerk et al. [4].

In this work, the described breathing signal is generated by simulating a pencil beam
navigator placed on the acquired navigator slices. A manually defined region placed
anywhere at the diaphragm was persistently tracked by template matching ( Normalised
Cross Correlation) throughout the acquisition sequence providing one respiratory posi-
tion and displacement per acquired navigator slice, respectively. The inferior-superior
component of the templates motion is interpreted as the breathing signal as obtained by
a common pencil beam navigator, see Figures 1 and 2(a). The spatial resolution is thus
given by the image’s pixel size of roughly 1.4× 1.4mm2.

Since the 3D volumes are reconstructed at the time point between two navigator
slices (see Figure 1, left) we linearly interpolate the breathing signal in order to obtain
the respiratory positions and the 3D volumes at the same time points for the evaluation.
In the following we deal with a linearly interpolated breathing signal with a sample rate
of 6-8 Hz.

2.2 Temporal Prediction

Figure 1 schematically illustrates the prediction scene for the combined patient-specific
and population-based model. As described above, the breathing signal is extracted by
tracking a defined region on all the navigator slices followed by linear interpolation
obtaining the intermediate respiratory states, where the ground truth 3D data is available
for the validation.

The temporal prediction of the breathing signal is necessary in order to compensate
for the system lag, caused by the pencil beam acquisition time, the processing of the
data and the time for refocusing the HIFU beam to the newly calculated target. Any
breathing-controlled tracking method must thus be able to estimate the target’s posi-
tion at some future time. The prediction of the future curve of the breathing signal is
a key part of the prediction pipeline. Faulty predictions lead to wrong assumptions on
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the diaphragm’s displacement and thus to wrong spatial reconstructions of the whole
liver displacement. Since the breathing pattern of a free breathing patient is very irreg-
ular over time, e.g. the amplitude and phase are changing nearly unpredictably, we use
a prediction algorithm which can quickly adapt to the new input data. In the proposed
method, however, the tracking of the respiratory state during sonication is based on pen-
cil beams, therefore, one can expect a much lower sampling rate, as for example given
by an optical tracking system. In our simulation we deal with a sampling rate of 6-8 Hz.
Due to the low sampling rate, the learning based algorithms would lead to considerable
prediction errors at each ex- and inhalation position before adapting. Therefore we use
a similar technique as proposed in [3], where a one-dimensional breathing model based
on the measured pencil beam navigators is created. In contrast to the latter approach
where the model is acquired in a training phase and then stays fixed, our respiratory
model steadily grows even during increasing treatment time T . Each newly measured
data point (pencil beam position) is added to the model, thus getting more and more
stable over time. As the prediction algorithm prefers the most recent measurements in
the model, the model can be kept small to avoid a system slowdown caused by the in-
creasing model size. All the data stored in the model is observed for the patient-specific
operational setup, therefore only realistic displacements of the liver are predicted. For
anomalous breathing patterns with a deviation from the breath model above a certain
threshold, i.e. no matching pattern is found (e.g. coughing, new pattern), the HIFU beam
can be switched off to ensure patient safety.

The model is best represented by a matrix A, wherein the breathing signal is piece-
wise stored:

A =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

s1 s2 . . . sh sh+Δ

s2 s3 . . . sh+1 sh+1+Δ

...
...

...
...

si−h si−h+1 . . . si si+Δ

...
...

...
...

sT−h sT−h+1 . . . sT sT+Δ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (1)

The temporal prediction is based on the last h values of the current breathing signal
given by the vector aj = (sj−h, . . . , sj), where the index j denotes the actual time
point. The prediction provides an estimate sp = s′j+Δ describing the future signal
curve for a later time point, Δ time steps ahead. The best matching pattern of the current
breathing signal vector aj and the column vectors ai of A, is found with:

imin = argmin
i
{|ai − aj | , |j − T |} . (2)

The future curve of aimin with minimum aberration from the actual signal’s history aj
is considered as best estimate of the organ’s future respiratory state:

sp = simin+Δ . (3)

The resulting prediction error ε1 is then given by:

ε1 = |sj+Δ − sp| . (4)
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The value sp is the predicted shift in inferior-superior direction of the next diaphragm
position. This displacement serves as the input to the motion model that then predicts
the position of the entire liver. As the algorithm is continuously adjusting to new input
data and updated with the new measured signal input, it can quickly adapt to the irregu-
larity of the periods and amplitudes of the respiratory signal of a free breathing person.
Figure 2(b) shows 60 seconds of robust 170 ms ahead prediction performance of an ir-
regular breathing pattern measured by template matching (blue) and the model-based
prediction (green) of subject 4.

(a) (b)

Fig. 2. (a) Typical pencil-beam navigator for MR thermometry real-time slice correction acquired
at 10 Hz. (b) Example of 170 ms ahead prediction of a irregular breathing pattern of subject 4.
Blue: tracked breathing signal; Green: robust respiratory model-based prediction.

2.3 Statistical Modelling

So far, the displacement of only one single point at the diaphragm is known from the
prediction. The observed region, the centre of the pencil beam navigator template lo-
cated on the navigator slice, respectively, has to be adopted to the closest grid-point
of the subject’s liver. The predicted shift sp is then rigidly assigned to the correspond-
ing model grid-point and the population-based statistical model is used for the recon-
struction of the entire non-rigid liver displacement. From each of the 20 subjects, the
vector fields of the first 15 breathing cycles are taken to build the model. The liver
displacements are represented by a 3N -dimensional vector v = (Δu1, Δv1, Δw1, ...
, ΔuN , ΔvN , ΔwN )′. Note, that the difference vector v contains no shape informa-
tion, but only the relative displacements with respect to the reference volume. The
vector fields are mean-free concatenated in a data matrix X = (x1,x2, . . . ,xm) ∈
R

3N×m with xk = vk − v̄ and sample mean v̄ = 1
m

∑m
k=1 vk . Applying PCA to

the data, the vectors x are defined by the coefficients ck and the Eigenvectors sk of
S = (s1, s2, . . . ) of the covariance matrix of the data:

x =

m−1∑
k=1

ckσksk = S · diag(σk) c . (5)

Hereby, σk are the standard deviations within the data along each eigenvector sk . As
elaborated in [7], the model coefficient c for the full vector x can be found by an
incomplete estimate sp ∈ R

l, l < N that minimises

E(c) = ||Qc− sp||+ η · ||c||2 , (6)
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with Q = LS · diag(σk), where L represents a subspace mapping L : RN �→ R
l. In

the case of a noisy or incorrect assumption sp, tuning the regularisation factor η allows
for reconstructions closer to the average quantified by the Mahalanobis distance ||c||2.
Solving Eq. 6 for c with the singular value decomposition of Q = VWVT , yields:

c = V diag(
wk

w2
k + η

)V
T
sp . (7)

Using Eq. 7 the most probable organ displacement under the constraint of the known
one-dimensional point-shift prediction sp is then given by:

v = S · diag(σk) c+ v̄ . (8)

The elaborated framework allows to associate the rigid 1D shift of 1 point placed at
the diaphragm with the non-rigid 3D motion of the entire liver based on population
statistics.

3 Experiments and Results

To evaluate the prediction performance of the algorithm for clinical relevant motion
compensation, experiments on 20 volunteer subjects were performed. On average, dis-
placements of the diaphragm from 5.5 mm to 15.2 mm in inferior-superior direction
depending on the subject were observed. For simplicity of generating population statis-
tics, the same amount of data from each subject was included for the experiments. For
each experiment 1500 time steps, corresponding to 7-11 minutes, have been predicted.

In a first step, the prediction performance of the respiratory model is tested and eval-
uated on each of the subjects. In a second step, the respiratory model and the motion
model prediction are evaluated in combination with cross-validation experiments. The
predictive scene was evaluated every 300-400 ms, at the time points where the ground
truth 3D data is available. All experiments were performed with a lookahead length of
Δ = 1, i.e. 150-200 ms and based on a signal history length of h = 4, corresponding to
roughly 0.7 s.

3.1 Breath Prediction

Theoretically, the algorithm is able to predict after the first h = 4 time steps (≈ 0.7 s).
But as more breathing cycles are collected in the respiratory model the more robust the
method is predicting. Therefore, we observed the behavior of predictive performance
as a function of time, i.e. with an increasing model size. Figure 3(a) shows the average
error cumulated up to the given time on the axis and error bars showing the standard
deviation. The error in prediction is retrospectively computed according to Eq.(4).

In Figure 3(b) the overall results of breath prediction for all 20 subject are visualised
by error bars, marking the average and standard deviations. The experiments are evalu-
ated after a model acquisition time of 60 seconds. The average error over all subjects is
0.6 mm with an observed average breathing depth of 8.4 mm.
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Fig. 3. (a) Average and standard deviations of the cumulated breath prediction error averaged over
all subjects. The performance stabilises after a few minutes and is acceptable after 60 seconds.
(b) Prediction performance of the respiratory model evaluated for 20 subjects averaged over a
prediction length of 7-11 minutes, whereby the first 60 seconds are used to acquire a minimal
model. The results are presented by error bars, marking the average and standard deviations for
lookahead time of Δt ≈ 180 ms and signal history length of ht ≈ 0.7 s with an overall error of
0.6 mm.

3.2 Motion Model Prediction

The minimum size of population data to create a reliable model is still a unsolved
problem as the exact distribution of the data for the entire population is unknown. The
suitability of statistical models can, however, be shown empirically in cross-validation
experiments. For the evaluation of our motion prediction technique leave-one-out sta-
tistical models of all the 20 subjects were computed. From the left-out data a respiratory
signal was generated and used as test signal. As explained in Section 2.2 and 2.3, the
respiratory motion of the full liver is predicted from one single point at the diaphragm
only. For the reconstruction we took the 9 first principal components ending up with a
model covering 98% of the variance of the original motion data. For each subject the
manual segmentation of a reference volume and establishing correspondence (Sec. 2.1)
is necessary.

As the predicted shift sp can not fully be accounted for, the regularisation factor of
Eq. (7) was set to η = 5.5 in order to get more plausible reconstructions. The error
of prediction is determined by the point-wise Euclidean distance from the predicted
liver motion to the ground truth motion of the left-out liver. To give an overview of
the error distribution the results are visualised in Figure 4(a) by the median and error
bars marking the 25th and 75th percentiles. The dashed line is set to 2 mm, marking an
acceptable accuracy limit for HIFU treatments [8]. The average error over all subjects
is 1.7 mm, in contrast to the average error without any motion compensation of 3.8 mm.
In the case of no motion compensation, the error equals to the mean of the Euclidean
distances to the reference volume over time. The spatial distribution of the averaged
error over all subjects and time steps is shown in Figure 4(b). The root cause of the
error are false predictions in inferior-superior and anterior-posterior direction with a
maximal error of 2 mm, 1.1 mm and a minor error in left-right direction of 0.4 mm,
respectively.
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Fig. 4. (a) Resulting deviations between predicted and ground truth liver motions for 20 different
subject over a time interval of 7-11 minutes. Error bars around the median show the 25th and
75th percentile deviation and mean error without any motion compensation (♦). (b) Averaged
liver surface from 20 subjects of the right liver lobe at exhalation in anterior view. The colors
represent the motion prediction error (in mm) averaged over 20 subjects at the liver’s surface.

4 Conclusion

We presented a completely non-invasive and purely MR-based tracking method to pre-
dict the liver’s 3D motion in real-time under free breathing. The method is a combina-
tion of a pattern matching approach to predict the patient-specific breathing pattern and
a population-based statistical motion model based on PCA to reconstruct the respira-
tory induced organ motion. In the presented work, we demonstrate a safe and efficient
technique for MRgHIFU treatment of pathological tissue in moving organs. Although
the prediction technique is evaluated on real 4DMRI motion data of the liver, the pro-
posed generic framework is applicable to any abdominal organ, e.g. the kidney. The
method is evaluated on 4DMRI datasets of 20 healthy volunteers achieving an overall
prediction error of 1.7 mm, where the predictive method is clinically applicable after
60 seconds.

Although the overall prediction error of our novel method is slightly higher than the
state-of-the-art methods, the proposed technique addresses important issues for the non-
invasive real-time application of MRgHIFU treatment in moving abdominal organs.
Preiswerk et al. [4] achieve a prediction error of 1.2 mm by accurately knowing the 3D
displacements of three well distributed points within the liver ( e.g. implanted surrogate
markers). In [3] a prediction error of 1.1 mm is achieved by acquiring 3D information
of the patient specific liver motion.

In this work, however, a non-invasive MR-based tracking method is used, allowing
to measure the 1-dimensional displacement of a single point on the diaphragm only.
We are fully aware of that the second order organ deformation occurring over large
time scales, the so called drifts, are not detectable by measuring a single point at the
diaphragm only. But, since we are predicting over a short period of time, the different
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respiratory states of the liver can reliable be tracked, as has been shown in [9]. Besides
a 3D exhalation breath-hold scan, no patient-specific 3D motion data has to be acquired
and processed in a pretreatment phase.

In future work we will investigate the possibility of better adapting the population-
based motion model to a specific subject. Using a fast MR acquisition sequence, we
plan on better restricting the population-based statistical motion model to a specific
patient.
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Abstract. Accurate registration of patient anatomy, obtained from intra-
operative ultrasound (US) and preoperative computed tomography (CT) images, 
is an essential step to a successful US-guided computer assisted orthopaedic 
surgery (CAOS). Most state-of-the-art registration methods in CAOS require 
either significant manual interaction from the user or are not robust to the 
typical US artifacts. Furthermore, one of the major stumbling blocks facing 
existing methods is the requirement of an optimization procedure during the 
registration, which is time consuming and generally breaks when the initial 
misalignment between the two registering data sets is large. Finally, due to the 
limited field of view of US imaging, obtaining scans of the full anatomy is 
problematic, which causes difficulties during registration. In this paper, we 
present a new method that registers local phase-based bone features in 
frequency domain using image projections calculated from three-dimensional 
(3D) radon transform. The method is fully automatic, non-iterative, and requires 
no initial alignment between the two registering datasets. We also show the 
method’s capability in registering partial view US data to full view CT data. 
Experiments, carried out on a phantom and six clinical pelvis scans, show an 
average 0.8 mm root-mean-square registration error. 

Keywords: 3D ultrasound, CT, registration, local phase, radon transform, non-
iterative, phase correlation, computer assisted orthopaedic surgery. 

1 Introduction 

With the recent advances made in imaging technology and instrumentation, image-
guided interventions have been extended to address clinical problems in various 
orthopaedic surgical procedures such as pedicle screw placement [1], total hip 
arthroplasty [2], and shoulder arthoscopy [3]. In recent years, given the concerns due 
to high ionizing radiation of intra-operative X-ray fluoroscopy, US imaging has been 



 Non-iterative Multi-modal Partial View to Full View Image Registration 65 

proposed as an intra-operative imaging modality to assist with these surgical 
procedures. US is a real-time, inexpensive and non-ionizing imaging modality. 
However, US imaging has several limitations including user dependent image 
acquisition, limited field of view, and low signal to noise ratio (SNR). In particular to 
orthopaedic surgical procedures, the appearance of bone surfaces in US remains 
strongly influenced by the beam direction, and regions corresponding to bone 
boundaries appear blurry [4]. In order to alleviate some of these difficulties, pre-
procedure data obtained from other imaging modalities, such as CT and MRI, have 
been registered with US scans. The ability to perform this registration accurately, 
automatically, and rapidly is critical for enabling more effective US-guided 
procedures in CAOS.  

Since the first introduction of computer assisted surgery (CAS) a number of image 
registration methods have been developed. Specifically for orthopaedic surgery, due 
to the rigid nature of bone anatomy, surface-based registration methods have gained 
popularity [5]. Penney et al. [5] improved the robustness of the standard ICP by 
randomly perturbing the point cloud positions, which allowed the algorithm to move 
out of some local minima and find a minimum with lower residual error. The method 
was validated on a phantom femur data set where a mean target registration error 
(TRE) of 1.17 mm was achieved. The main drawback in that method remained the 
manual extraction of bone surfaces from US data. Moghari and Abolmaesumi [6] 
proposed a point-based registration method based on Unscented Kalman Filter (UKF). 
Although the method improved the registration speed, accuracy and robustness 
compared to standard ICP the main drawback was the extraction of bone surfaces 
from US images, which was done manually. Recently, Brounstein et al. [7] proposed 
a Gaussian Mixture Model (GMM) based surface registration algorithm, where the 
bone surface was extracted automatically from both modalities. The root mean square 
distance between the registered surfaces was reported to be 0.49 mm for phantom 
pelvis data and 0.63 mm for clinical pelvis data.  

In order to avoid the segmentation of bone surfaces from US data, intensity-based 
registration methods have been developed. Brendel et al. [8] proposed a surface to 
volume registration method. They preprocess the CT data by segmenting only the 
bone surfaces that could be visible in the US using the US imaging probe orientation 
information. These extracted bone surfaces were then registered to the B-mode US 
data by maximizing the sum of the overlapping gray values of pre-processed CT bone 
surfaces and US data. While this method showed accurate registration results, it 
assumed a known probe orientation for pre-processing the CT data. This assumption 
may not necessarily be valid, especially for fracture reduction surgeries where the US 
probe needs to be realigned after a fracture reduction. Penney et al. [9] used 
normalized cross-correlation similarity metric to register bone probability images 
obtained from CT and US data sets using intensity, gradient, and US shadowing 
artifact information. Successful registration results were reported; however, 
generation of US probability images depended on segmentation information obtained 
from several prior data sets. Gill et al. [10] simulated US images from CT data for 
registering bone surfaces of the spine and achieved a registration accuracy of 1.44 
mm for phantom scans and 1.25 mm for sheep cadaver scans. In a recent publication, 
ultrasound image simulation was performed on statistical shape models [11] where a 
TRE less than 3 mm was reported. In order to achieve clinically acceptable 
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registration results this technique required accurate initial alignment of the SSM and 
three-dimensional (3D) US data. 

Most of the previously proposed US-CT registration methods either require manual 
interaction for segmenting bones from US images or for initial registration to bring the 
two surfaces closer [5-7]. Several groups have proposed methods, based on intensity 
and gradient information, to automate the bone segmentation process [12]. However, 
due to the typical US artefacts there methods remain highly sensitive to parameters 
settings and have been mainly limited to 2D US data. Furthermore, one of the major 
stumbling blocks facing all of the proposed registration methods is the requirement of 
an iterative optimization procedure during the registration, which is time consuming and 
normally does not converge if the misalignment between the two registering data sets is 
large. Finally, due to the limited field of view of US imaging, obtaining scans of the full 
anatomy is problematic which causes difficulties during the registration.  

In this paper, we present a registration method that estimates the 3D rotation and 
translation parameters, between the CT and US volumes, in frequency domain using 
local phase-based image projections. The method is fully automatic, non-iterative, and 
requires no initial alignment between the two datasets. We also show the method’s 
capability in registering partial view US data to full view CT data. We validate the 
method on pelvic scans obtain from a phantom setup as well as six clinical scans.   

2 Materials and Methods  

2.1 Local Phase Based Bone Surface Extraction 

Hacihaliloglu et al. [13] recently proposed a method that uses 3D local phase 
information to extract bone surfaces from 3D US data. The local phase information is 
extracted by multiplying the US volumes in frequency domain with the transfer 
function of 3D Log-Gabor filter (3DLG): 

 3 , , , , , I, exp exp , I, .     1  

Here, κ is a scaling factor used to set the bandwidth of the filter in the radial direction, 
and ω0 is the filter’s center spatial frequency. To achieve constant shape-ratio filters, 
which are geometric scalings of the reference filter, the term κ/ω0 must be kept 
constant. The angle between the direction of the filter, which is determined by the 
azimuth (ø) and elevation (θ) angles, and the position vector of a given point p in the 
frequency domain expressed in Cartesian coordinates in the spectral domain is given 
by α(p, øi, θi)= arcos(p×νi/║p║), where νi=(cosøi×cosθi, cosøi×sinθi,sinøi) is a unit 
vector in the filter’s direction and σα is the standard deviation of the Gaussian function 
in the angular direction that describes the filter’s angular selectivity. To obtain higher 
orientation selectivity, the angular function needs to be narrower. The scaling of the 
radial Log-Gabor function is controlled using different wavelengths that are based on 
multiples of a minimum wavelength, λmin, a user-defined parameter. The filter scale m, 
and center frequency ω0 are related as ω0=2/ λmin×(δ)m-1 where δ is a scaling factor 
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defined for computing the center frequencies of successive filters. By using the above 
3D filter over a number of scales (m) and at different orientations (i), a 3D phase 
symmetry (PS) measure can then defined as in (2): 

, , ∑ ∑ | , , | | , , |∑ ∑ , , , , .                2  

The even and odd components, eim(x, y, z) and oim(x, y, z), of 3DLG are calculated 
using the real and imaginary responses of the Log-Gabor filter for each voxel point  
(x, y, z). Ti is a threshold to account for noise in the US image and ε is a small number 
to avoid division by zero [13]. Using this method local phase bone surfaces were 
extracted from both US and CT data set, which are denoted as PS3DCT and PS3DUS 
from this point on. Since US imaging modality can only image the top surface of bone 
ray casting is applied to the local phase bone surface extracted from CT volume set 
leaving only the top surface of the bone that could be imaged with US. These two 
local phase bone surfaces are used as input to the next step.  

2.2 Local Phase Projection Space from 3D Radon Transform 

Bone responses in B-mode US images typically appear as elongated line-like objects 
with higher intensity values compared to the other image features. Integrating the 
intensity values along these bone responses in an image will produce a higher value 
than doing the integration along a non-bone response (Fig. 1). Based on this simple 
idea, we propose to use the 3D Radon Transform (3DRT) in order to detect the 
orientation and location of the bone surfaces. 3DRT represents a 3D volume as a 
collection of projections in a function domain f(x,y,z) along various planes defined by 
the shortest distance ρ from origin, the angle azimuth ø around z axis and the angle of 
elevation θ around the y axis: 3 , ø, , , ø ø .    3  

The 3DRT is calculated for the local phase bone surface points extracted in 2.1. From 
this point on the 3DRT volumes will be denoted as 3DRTCT(ρCT,øCT,θCT) and 
3DRTUS(ρUS,øUS,θUS) for the CT and US bone surfaces, respectively.  

 

  
(a) (b) (c) 

Fig. 1. 3D Radon Transform (3DRT) and bone orientation estimation. (a) B-mode US volume; 
(b) 3D phase symmetry volume of (a); (c) 3DRT of (b) where the high intensity region is 
showing a peak (high intensity) in the 3DRT space due to integration of the bone surface for the 
angle values that are corresponding to the bone surface orientation. 
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2.3 Projection Based Phase Correlation for CT-US Registration  

The 3DRTs calculated in Section 2.2 are used as the input volumes to the phase 
correlation based registration method. The rigid body registration problem is solved in 
two steps: first estimating the 3D rotation, then the 3D translation. In order to 
calculate the angle difference in the azimuth direction (z axis) between the 3DRTCT 
and 3DRTUS volumes, intensity values along the elevation direction (y axis) are 
summed resulting in two-dimensional (2D) RT images denoted as 2DRTCTy (ρCT,øCT) 
and 2DRTUSy (ρUS,øUS), respectively. From properties of RT the relationship between 
these two RT images is given by:  2 , ø 2 ∆ ø, ø ø .                   4  

Here, Δρø=(Δx2+ Δy2)0.5×sin( ø-tan-1(Δx /Δy)) where (Δx ,Δy) is the translational 
difference in x and y directions. Let FCTy(f,øCT) and FUSy(f,øUS) denote the one-
dimensional (1D) Fourier transforms with respect to the first argument of 2DRTCTy  
and 2DRTUSy, respectively. For each øCT,øUS angle combination a projection based 
phase correlation function is calculated. 

ø , ø , ø , ø, ø , ø .                       5  

In Equation (5), F* denotes the complex conjugate. Next step involves the calculation 
of the Peak(øCT,øUS)=max(IF-1(PCrot(øCT, øUS))) matrix where IF-1denotes the 1D 
inverse Fourier transform operation. The Peak(øCT, øUS) matrix will have high 
intensity pixels when øCT=ø+øUS since the correlation between the 2DRTCTy  and 
2DRTUSy images will be high for these angles. Thus, we introduce a sum function 
Sumy(a): ,   0

, 180   0                  6  

Function Sumy(a) will reach a maximum value at a=ø [14]. Consequently, the rotation 
angle ø is detected by determining the maximum value of Sumy(a) [14]. After finding 
the ø angle same analysis is repeated to find the rotation difference θ in the elevation 
direction (y axis), this intensity summation is performed along the z axis resulting in 
2D RT images denoted as 2DRTCTz (ρCT,øCT) and 2DRTUSz (ρUS,øUS), respectively. The 
only difference is that this time the intensity summation is performed along the 
azimuth direction.  
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Again, FUSz(f,θ) and FCTnewz(f,θ) denote the one dimensional (1D) Fourier transforms 
of 2DRTUSz and 2DRTCTnewz, respectively, whereas F* denotes the complex conjugate. 
Next step involves the calculation 1D inverse Fourier transform of PCtrans(f,θ) in order 
to obtain pctrans(ρ,θ)= IF-1(PCtrans(f,θ)).  

From Equation (4), we know that this function will have high intensity values 
when ρCT=(Δx2+ Δy2)0.5×sin(ø-tan-1(Δx /Δy)) since the correlation between the 
reference and floating images will be the highest for these ρCT values. In order to find 
the translational displacement in x and y directions the final step involves taking the 
inverse RT of pctrans(ρ,θ) and searching the maximum peak value of H(x,y)=2DRT-1 

(pctrans(ρ,θ)). Here, 2DRT-1 denotes the inverse RT operation.  The translation in the z 
direction is calculated using the same method after the coordinate transformation 
operation to the 3DRTCTnew and 3DRTUS volumes [14]. Fig. 2 (b) shows a simple 
flowchart of the 3D translation estimation method.  

2.4 Data Acquisition and Experimental Setup 

A Sawbones pelvis bone model (#1301, Research Laboratories, Inc., Vashon, WA) 
was used during the phantom validation experiment. 38 fiducial markers with 1 mm 
diameter were attached to the surface of the phantom specifically covering the iliac 
and pubic crest regions. This phantom setup was immersed inside a water tank and 
imaged with a GE Voluson 730 Expert Ultrasound Machine (GE Healthcare, 
Waukesha, WI) using a 3D RSP4-12 probe. The US phantom volumes were 
152×198×148 voxels with an isometric resolution of 0.24 mm. The CT volume was 
taken with a Toshiba Aquilion 64 (Tustin, CA). The voxel resolution was 0.76 
mm×0.76 mm×0.3 mm. The 3DRT was implemented in C++. Local phase bone 
surface extraction together with the registration method was implemented in Matlab 
(The Mathworks Inc., Natick, MA, USA). The US and CT volumes were initially 
aligned using the gold standard for registration calculated from fiducial markers.  
The CT volume was then perturbed by a random transform chosen from a uniform 
distribution of ±10 mm translation along each axis and ±10° rotation about each axis. 
In total 100 different distributions were introduced to the CT volume. The misaligned 
CT volumes were then registered back to the US volume using our proposed 
registration algorithm.  Accuracy was determined by the ability of the registration to 
recover to the fiducial-based gold standard and is reported as the mean Target 
Registration Error (TRE) calculated as the misalignment of the four new fiducals, 
which were not included in the initial fiducial based registration. The Surface 
Registration Error (SRE) was calculated as the Root Mean Square (rms) distance 
between the registered surfaces.  

Following all required ethics approvals, we also obtained both CT and US scans 
from consenting patients admitted to a Level 1 Trauma Centre with pelvic fractures 
that clinically require a CT scan. The voxel resolution for the CT volumes varied 
between 0.76 mm-0.83 mm in x and y axes and 1 mm-2 mm in z. The US volumes 
were acquired using the same US machine as described in the phantom study. In total 
six patients were scanned. The RMS error between the registered bone surface 
volumes was used for quantitative validation.  
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3 Results  

Figure 3 shows the registration results for one of the introduced misalignments in the 
phantom study. During the registration process the entire left pelvis was used as the 
CT surface and no ROI was defined. The proposed registration method successfully 
aligns the two volumes where a close match between the surfaces is visible (Fig.3.). 
The tests on the phantom setup showed an average 2.06 mm (SD 0.59 mm) TRE with 
maximum TRE of 3.34 mm. The mean surface registration error for the phantom 
study was calculated as 0.8 mm (SD 0.62 mm).  

Figure 4 shows the qualitative results obtained from the clinical study. The US 
scans were obtained from the healthy (unaffected by the fracture) side of the pelvis. 
The mean SRE, obtained from the six patients, was 0.74 (SD 0.22 mm) with 
maximum SRE of 1.1 mm. The runtime for the 3D RT for a 400×400×400 volume is 
4 min. The MATLAB implementation of the registration method takes 2 min.  

4 Discussion and Conclusion  

We proposed a method for CT-US registration that is based on aligning local phase 
based bone features in frequency domain using their projections. Unlike the previous 
approaches the proposed method is fully automatic, non-iterative and requires no 
initial alignment between the two datasets. Using local phase images as input images 
to PC method eliminates the typical edge effect problem, which is one of the main 
problems faced in PC based registration methods. The use of RT in order to estimate 
the rotation proved to be very robust specifically in bone US images. During  
the traditional Fourier Transform based registration algorithms the rotation is 
estimated by transforming Cartesian coordinates to polar coordinates. During this 
transformation image pixels close to the center are oversampled while image pixels 
further away from the center are under sampled or missed, which causes problems for 
rotation estimation. On the other hand, RT concentrates on the image regions where 
high feature information is available, which makes the method more robust to rotation 
estimation.  

 

  
(a) (b) (c) 

Fig. 3. Qualitative validation for phantom study. (a) 3D phase symmetry surface of phantom 
pelvis; (b) 3D local phase symmetry surface; (c) shows the obtained registration result where 
(a) is registered to (b). Note that the entire left pelvis is used for registration and no ROI was 
selected.   
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(a) (b) (c) 

Fig. 4. Qualitative validation for clinical study. (a) CT data obtained from a pelvic ring fracture 
patient; (b) corresponding 3D US volume; (c) overlay of registration result. 

 

The calculation of RT requires some discretization as well which could potentially 
introduce some errors. Recently, sparsity based image processing techniques have 
shown to improve the calculation of the RT [15]. This will be further investigated as a 
future step. Furthermore, in US based orthopaedic surgery applications the bone 
surfaces typically appear as elongated line-like features. This information was 
incorporated into the proposed framework using the traditional RT where the intensity 
integration was performed along a line. In order to enhance bone features or soft 
tissue interfaces that have a curved appearance this traditional RT could be extended 
to generalized RT where the integration would be performed alone a curve.  

One limitation of the proposed method is its dependency on the extracted local 
phase features. Since US is a user dependent imaging modality the proper orientation 
of the US transducer plays an important role during the data collection. If the 
transducer is aligned properly, the bone surface will be represented with a high 
intensity line-like region followed by a shadowing feature which results in the 
accurate extraction of local phase bone surfaces. On the other hand, wrong orientation 
of the transducer will result in weak bone responses which will also affect the 
extracted local phase bone features. In these situations the proposed method could be 
used as an initial registration step that could be further optimized using an intensity 
based method followed by this initial registration. 

We believe that the registration time could be reduced by implementing the method 
on a Graphics Processing Unit (GPU). While the registration procedure has shown 
promise in the tests, it still requires further improvements to the implementation and 
must be further validated to be ready for a clinical application. Future work will focus 
on reducing the registration runtime and on extensive validation of the registration 
technique on more clinical scans. 
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Abstract. Recent studies have shown the advantage of performing range
of motion experiments based on three-dimensional (3D) bone models to
diagnose femoro-acetabular impingement (FAI). The relative motion of
pelvic and femoral surface models is assessed dynamically in order to
analyze potential bony conflicts. 3D surface models are normally re-
trieved by 3D imaging modalities like computed tomography (CT) or
magnetic resonance imaging (MRI). Despite the obvious advantage of
using these modalities, surgeons still rely on the acquisition of planar X-
ray radiographs to diagnose orthopedic impairments like FAI. Although
X-ray imaging has advantages such as accessibility, inexpensiveness and
low radiation exposure, it only provides two-dimensional information.
Therefore, a 3D reconstruction of the hip joint based on planar X-ray
radiographs would bring an enormous benefit for diagnosis and planning
of FAI-related problems. In this paper we present a new approach to cal-
ibrate conventional X-ray images and to reconstruct a 3D surface model
of the acetabulum. Starting from the registration of a statistical shape
model (SSM) of the hemi-pelvis, a localized patch-SSM is matched to
the calibrated X-ray scene in order to recover the acetabular shape. We
validated the proposed approach with X-ray radiographs acquired from
6 different cadaveric hips.

1 Introduction

Three-dimensionally (3D) reconstructed bone shapes are an important means
for clinical diagnosis of orthopedic impairments [1][2]. 3D bone shapes are nor-
mally retrieved from computed-tomography (CT) datasets by performing semi-
automatic segmentation. However, in order to reduce costs and to keep the
radiation exposure to the patient low, the acquisition of planar X-ray radio-
graphs is in general preferred to CT-scans. Based on the 2D X-ray projections
of the anatomy, important clinical parameters are estimated to make a diagnosis
or to plan a surgical treatment.

P. Abolmaesumi et al. (Eds.): IPCAI 2012, LNAI 7330, pp. 74–83, 2012.
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Fig. 1. Left: Topview of calibration phantom showing top layer with seven fiducials.
Right: Definition of acetabulum patch based on mean hemi-pelvis model.

X-ray images also play a major role in the diagnosis of femoro-acetabular im-
pingement (FAI). In order to identify possible bony conflicts between acetabular
structures of the pelvis and the proximal femur, an anterior-posterior (AP) and
a cross-table axial X-ray radiograph are normally acquired [3]. Special attention
has to be paid to the correct alignment of the patient’s hip joint with respect to
the image plane. Otherwise, wrong interpretations or miscalculations could occur
[4]. Moreover, X-ray projections only provide two-dimensional (2D) information.
Recent trials have shown an improvement in FAI diagnosis and planning by per-
forming range of motion studies using 3D surface models of the pelvis and the
proximal femur, which are normally derived from 3D imaging modalities such
as CT or MRI [4,5]. However, in clinical routine, CT-scans are only acquired
in rare cases of severe pelvic deformations [6] and magnetic-resonance imaging
(MRI) poses a challenge for 3D bone segmentation. In this paper, we propose to
derive 3D information from two X-ray images.

In previous work we have already successfully shown that it is possible to
reconstruct the 3D surface of the proximal femur from calibrated X-ray im-
ages with a sufficient accuracy [7]. In the following, we are going to describe
a method to reconstruct the 3D shape of the acetabulum from biplanar radio-
graphs. The major challenge is thereby to recover the correct fossa depth and
the rim curvatures. Besides the development of a small-sized mobile X-ray cali-
bration phantom, a hierarchical strategy was developed to precisely reconstruct
the shape of the acetabulum. Our approach was validated based on six pairs of
X-ray radiographs, acquired from six dry cadaveric bones.

2 Materials and Methods

2.1 Calibration

A calibration step is required in order to extract quantitative information from
2D X-ray projections. This step is accomplished by integrating a mobile phantom
(Fig. 1) into the X-ray imaging process. The phantom is designed to have 16 fidu-
cials of two different dimensions embedded, arranged in three different planes.
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The 3D locations of these fiducials are determined in the coordinate-system of
the reference-base attached to the calibration phantom using a tracked pointer.
The 2D image locations of the fiducials are determined based on the inherent
geometric arrangement of the fiducial spheres and image processing steps. Based
on simple thresholding and connected-component labeling methods, candidate
fiducials are extracted from the image. In order to identify correct fiducial de-
tections and to establish correspondences between all the 2D and 3D fiducial
locations, a lookup-table (LUT) based strategy has been developed. A prereq-
uisite for this strategy is the successful detection of one of the line patterns in
the top layer of the phantom (Fig. 1). The detected line pattern is then used to
normalize all the detected candidate fiducials. These normalized positions are
then compared with an off-line generated LUT consisting of simulated fiducial
projections with different extrinsic calibration parameters. In order to identify
the optimal LUT item, a distance map is computed between all the LUT items
and the current set of normalized fiducial positions. Cross-correlation is fur-
ther applied to identify the precise fiducial positions derived from the optimal
LUT-item. The calibration parameters are then computed based on commonly
used direct linear transformation method [8]. For detailed information on the
phantom detection algorithm we would like to refer to our work [9].

2.2 Patch Statistical Shape Model Construction

Statistical shape models (SSMs) have been originally introduced by Cootes et al.
[10] to the field of image processing. Based on a training population of shape in-
stances, its statistical variation can be used to derive new valid shapes. A SSM of
the hemi-pelvis (one for each patient side) was constructed from a training pop-
ulation m = 20 CT-datasets. Surface model instances were semi-automatically
segmented and extracted using Amira software (Visage Imaging, Richmond, Aus-
tralia). Direct correspondences between the instances were established using dif-
feomorphic demons algorithm [11]. The intensity-based method was used to
register the binary segmentation volumes of the corresponding pelvis surfacemod-
els, whereas each aligned surface instance XI,r consists of N 3D vertices:

XI,r = {XI,r
0 , Y I,r

0 , ZI,r
0 , . . . , XI,r

n , Y I,r
n , ZI,r

n , . . . , XI,r
N−1, Y

I,r
N−1, Z

I,r
N−1} (1)

where I denotes the specific instance and r ∈ {left, right} represents the pelvis
side. Principal component analysis (PCA) was then applied to the aligned train-
ing population to explore the statistical variability (Fig. 2). For a proper clinical
diagnosis of FAI related problems, the main interest is in the 3D shape of the hip
joint. Hence, the focus here is on the 3D reconstruction of the acetabular shape.
In order to accomplish this, an acetabular patch-SSM was constructed for each
patient side. The patch-SSM concept has been originally introduced in [12][13]
in order to guide the matching of a pelvis-SSM to sparse ultrasound data. In
the present study, we will apply it for reconstruction of 3D acetabular surface
models from 2D calibrated X-ray images.

Based on the mean hemi-pelvis model X
r
of the training population, the

acetabulum patch was interactively defined. Thereby, mainly the fossa region
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Fig. 2. First eigenmode of variations of the left hemi-pelvis (first row) and of the
left acetabulum-patch (second row), generated by evaluating y + α

√
λjpj with α ∈

{−3, . . . ,+3} , y = {X, q} , eigenvectors pj and eigenvalues λj

and the acetabular rim were selected as shown in Fig. 1, resulting in a list of K
numbered vertices:

vr = {vr0, vr1 , . . . , vrk, . . . , vrK−1} (2)

where vk = {n}. As correspondences between all training instances were estab-
lished in a previous step (Eq. 1), an acetabulum surface patch qI,r could be
extracted from the associated hemi-pelvis model XI,r using the list of numbered
vertices:

qI,r = {qI,r0 , qI,r1 , . . . , qI,rk , . . . , qI,rK−1} (3)

where qI,rk = {XI,r
vr
k
, Y I,r

vr
k
, ZI,r

vr
k
}. In order to compensate for the inherent trans-

lational differences of the patch instances qI,r, another registration step was
performed. This step is required for capturing the local shape variations of the
acetabulum. Therefore, the mean patch model qr was extracted from the mean
hemi-pelvis model X

r
according to Eq. 3:

qr = {qr0, qr1, . . . , qrk, . . . , qrK−1} (4)

where qrk = {Xr

vr
k
, Y

r

vr
k
, Z

r

vr
k
}. In the following, each patch instance qI,r was

rigidly registered to the mean patch qr. Afterwards, PCA was applied again to
reveal the statistical variability. The first eigenmode of the acetabulum patch-
SSM is depicted in Fig. 2.

2.3 3D Acetabular Shape Reconstruction

In the following description, we denote the bone edges extracted from the 2D
X-ray images as contours and the corresponding apparent contours extracted
from a 3D model (mean surface model or an instantiated model) as silhouettes.

Feature Extraction. In order to register a SSM to the X-ray radiographs,
certain pelvic features have to be extracted from both images. After calibrating
both images, the anterior superior iliac spine (ASIS), the pubis symphysis and
the posterior inferior iliac spine (PIIS) landmarks of the respective hemi-pelvis
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have to be defined on both radiographs. As these landmarks are normally difficult
to identify in the axial image, the landmarks are first determined in the AP
image. As a calibration is available, we could find the epipolar lines of these
landmarks on the axial radiograph [8]. These epipolar lines can be used to guide
the identification of the corresponding landmarks in the axial image (top-left
image in Fig. 3).

Moreover, certain pelvic contours need to be defined semi-automatically. This
step is performed using live-wire algorithm as implemented in VTK-library1. The
following four image contours of the respective hemi-pelvis need to be determined
(top row images of Fig. 3):

o contour of hemi-pelvis
o anterior contour of the acetabular rim
o posterior contour of the acetabular rim
o contour of acetabular fossa

Hierarchical Patch-SSM Based Registration. After the semi-automatic
extraction of the pelvic features, the remaining steps of statistical shape model
registration are automatically performed. In the first place, the mean hemi-
pelvis model X

r
is registered to the X-ray scene using paired-point matching.

The corresponding landmarks (see previous section 2.3) were predefined based
on the mean hemi-pelvis model and used to compute the affine transformation
from the hemi-pelvis SSM space to the X-ray space. The alignment of the hemi-
pelvis SSM was further improved based on the 3-stage approach by Zheng et al.
[14]. This approach is based on finding correspondences between the silhouettes
of the surface model (here: the silhouettes of the mean hemi-pelvis model X

r
)

and the 2D outer contours of the projected surface model (here: the contours
of the hemi-pelvis defined in both X-ray images). These correspondences are
then used to estimate the affine transformation between the two spaces. This
registration step is followed by a statistical instantiation and regularized non-
rigid deformation. After completion of the 3-stage based alignment, an optimal
match of the hemi-pelvis SSM to the X-ray scene is achieved. However, the
match is only based on the outer contour of the pelvis, as extracted from the
X-ray images.

In order to improve the fitting around the acetabular region, information
on additional contours of the acetabulum needs to be integrated. Besides the
anterior and posterior acetabular rim contours also the fossa contour can be
identified. As the fossa of the hemi-pelvis does not provide a visible silhouette,
matching cannot be established. Therefore, the instantiated hemi-pelvis model
is replaced by the mean surface model of the acetabular patch-SSM based on
the direct correspondences according to Eq. 3. This localized patch-SSM is more
suitable to be registered to the additional X-ray contours of the acetabulum, as
all the relevant silhouettes can be easily extracted.

After aligning the patch-SSM with respect to the X-ray scene based on the in-
stantiated hemi-pelvis model, a scaled rigid transformation based on the

1 Visualization Toolkit; www.vtk.org

www.vtk.org
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anterior and posterior acetabular rim contours and their corresponding silhou-
ettes is further estimated. These silhouettes were defined a priori based on the
mean patch model and were used to establish correspondences with the respec-
tive contours defined in X-ray images. It was found that an initial scale estima-
tion is critical for an accurate reconstruction of the acetabular surface model.
In the present study, this was done as follows. All the anterior and posterior
acetabular rim contours (silhouettes) in X-ray (SSM-) space were treated as one
point set, whereas the unit of the contour points is in pixels and the unit of the
silhouette points is in mm. For each of the three point sets (there were 2D con-
tour point sets, one from the AP image and the other from the axial image, and
one 3D silhouette point set from the mean patch model), the first principal axis
was computed. Subsequently, the points were projected on this principal axis
and the distances dAP,axial

c (dAP,axial
s ) between two contour (silhouette) points

farthest away along the axis were determined. The average distance dc for both
images was further multiplied by the pixel scaling factor, determined from the
calibration procedure, to convert it from pixel to mm unit. The initial scale was
then determined as the ratio between dc and ds.

In order to recover the acetabular depth, the registration is further extended
by involving the fossa region. Correspondences of the fossa region in X-ray and
SSM-space are determined iteratively. For each step, all points of the fossa con-
tour in X-ray space are backprojected using the calibration matrix, resulting
in 3D rays. For each ray, the distances to all mean patch model vertices are
computed. The vertex with minimal Euclidean distance to the 3D ray is taken
as corresponding point to the respective fossa contour point in X-ray space.
Together with the corresponding point pairs of the anterior and posterior ac-
etabular rim points, an affine registration is computed to update the position
and scale of the mean patch model with respect to all three contours. The 3D
reconstruction of the acetabulum is completed by statistical instantiation [15] of
the patch-SSM taking all three contours into consideration.

2.4 Experiments and Results

The proposed hierarchical strategy for acetabulum reconstruction was tested on
six cadaveric bones (none of the bones was involved in the SSM construction
process). Six pairs of X-ray radiographs (anterior-posterior and cross-table ax-
ial) were acquired, whereas both hip joints were considered for reconstruction of
the acetabulum. Prior to the X-ray acquisition, the calibration phantom, the fe-
mur bone and the pelvis were equipped with passive reference bases and tracked
during acquisition by an infrared camera system (Polaris, NDI, Canada), as the
bones and the phantom were subject to movement during the image acquisition.
The acquired images were calibrated individually with respect to the coordi-
nate system established by the reference base attached to the pelvis and the
features were semi-automatically determined according to section 2.3. While the
determination of the landmarks and acetabular contours took about 1 minute
per image, the extraction of hemi-pelvis contours took about 2-3 minutes per
image.The 3D reconstruction of the acetabular surface was then performed au-
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Fig. 3. Hierarchical 2D/3D reconstruction strategy: (a) contour of hemi-pelvis and
landmarks with epipolar lines (green: pubis symphysis, red: ASIS, blue: PIIS) (b) ac-
etabular contours (red: posterior rim contour, green: anterior rim contour, cyan: acetab-
ular fossa contour) (c) registered hemi-pelvis SSM (d) registered acetabular patch-SSM

tomatically as described in section 2.3. In order to determine the reconstruction
accuracy, CT-scans of the cadaveric pelvises were acquired. The pelvic surface
models were extracted from the associated CT-scans and the correspondences
between these surface models and the associated mean hemi-pelvis model were
established using diffeomorphic demons algorithm [11]. Analogously, acetabu-
lum patches were extracted for both sides and further served as ground truth for
validation. On the basis of the direct correspondences, the ground truth acetab-
ulum was rigidly registered to the corresponding reconstructed 3D acetabular
surface. The reconstruction accuracy was then assessed using MESH-tool [16],
which uses the Hausdorff distance to estimate the distance between triangular
3D meshes. Two experiments were performed to evaluate the efficacy of the
present approach.

In the first experiment, the accuracy of deriving the acetabular surface mod-
els only based on the hemi-pelvis reconstruction was evaluated. For each case,
an acetabulum patch was directly extracted from the reconstructed hemi-pelvis
model based on direct correspondences (Eq. 3). In the second experiment, we
analyzed the accuracy of the present method. For each experiment, twelve recon-
structed acetabular surface models were obtained and compared to the associated
ground truth surface models. An overview of the complete error distribution of
the twelve reconstructed acetabular surface models in each experiment is pre-
sented with box plot. The box plot in Fig. 4 represents the error distribution
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Fig. 4. Box plot indicating the accuracy of the twelve acetabular surface models ex-
tracted from the reconstructed hemi-pelvis models

Fig. 5. Box plot indicating the accuracy of the present method

of the first experiment, while Fig. 5 shows the error distribution of the second
experiment. For all datasets the mean error, root mean squared (RMS) error as
well as the 5%, 25%, 50%, 75% and 95% percentile errors were computed. The
average mean error of the 12 acetabular surface models obtained from the recon-
structed hemi-pelvis models was 1.659 ± 0.508 mm and this error decreased to
0.970 ± 0.198 mm when the present method was used. On average, the present
method improved the reconstruction accuracy by 0.688 mm. It was found that
the present method unanimously improved the acetabular surface model recon-
struction accuracy for almost all datasets except one dataset (acet9 ), where the
accuracy was slightly worse. Regions of error occurred either in the fossa (dataset
acet2 in Fig. 6), or at the cutting edge of the patch (dataset acet12 in Fig. 6),
but rarely along the acetabular rim (dataset acet1 in Fig. 6).

The X-ray image acquisition was always focused on one pelvis side. The cali-
bration phantom was arranged with respect to the hip joint of the focused side
(e.g. left patient side in Fig. 3). In order to investigate an impact of calibration
phantom positioning on the reconstruction accuracy, the reconstruction errors
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Fig. 6. Analysis of reconstruction accuracy using MESH-tool [16]. The error values are
superimposed on the reconstructed acetabular surface models. Datasets, depicted from
left to right: acet1, acet2 & acet11.

of ipsi- (when phantom was positioned close to the acetabulum to be recon-
structed) and contralateral (when phantom was positioned on contralateral side
of the pelvis) side were compared. While the mean reconstruction error for the
ipsilateral cases is 1.061 ± 0.159 mm, the mean error for the contralateral cases
is 0.879 ± 0.203 mm. For the acquired six datasets, the reconstruction is slightly
better for the contralateral side although the exact reason for this needs to be
carefully analyzed in the future when more data will be available.

3 Discussion

A 3D reconstruction of the hip joint from conventional X-ray radiographs would
have an enormous benefit for the diagnosis and planning of FAI-related issues.
Therefore, we proposed a method for X-ray calibration and subsequent acetab-
ular 2D/3D reconstruction. We developed a mobile X-ray calibration phantom,
which can be placed anywhere next to the hip joint. It does not interfere the
image acquisition and is thus regarded as clinically acceptable. The calibrated
images are use to semi-automatically extract relevant pelvic features. The non-
rigidly registered hemi-pelvis model is then used to guide the matching of a
localized patch-SSM of the acetabulum. Based on the 2D detected acetabular
contours, the patch-SSM is optimally fitted to contours extracted from the X-ray
images. The proposed method was evaluated based on twelve datasets, acquired
from six cadaveric hip joints, showing reasonably good results. Though the clin-
ical significance has not been evaluated, a more accurate reconstruction of the
acetabular surface will definitely have a positive impact on the clinical decision.

The main drawbacks of our approach are the user interactivity for contour
detection and the required tracking of the patient. However, as a live-wire based
semi-automatic method was used to extract the relevant contours, the manual
burden on the surgeon is low. Also the presence of soft tissue in clinical cases and
possible occlusions of anatomical features by the calibration phantom should not
affect the contour extraction, assuming a careful user interaction. The tracking
requirement can be omitted by maintaining a fixed relationship between the
calibration phantom and the patient.
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Abstract. Traditional approaches for repairing and replacing mitral
valves have relied on placing the patient on cardiopulmonary bypass (on-
pump) and accessing the arrested heart directly via a median sternotomy.
However, because this approach has the potential for adverse neuro-
logical, vascular and immunological sequalae, there is a push towards
performing such procedures in a minimally-invasive fashion. Neverthe-
less, preliminary experience on animals and humans has indicated that
ultrasound guidance alone is often not sufficient. This paper describes
the first porcine trial of the NeoChord DS1000 (Minnetonka, MN), em-
ployed to attach neochords to a mitral valve leaflet where the traditional
ultrasound guided protocol has been augmented by dynamic virtual ge-
ometric models. In addition to demonstrating that the procedure can
be performed with significantly increased precision and speed (up to 6
times), we also record and compare the trajectories used by each of five
surgeons to navigate the NeoChord instrument.

Keywords: Image guided surgery, mitral valve repair.

1 Introduction

Degenerative mitral valve disease (DMVD) is a common heart valve disorder
where a ruptured or prolapsing valve leaflet results in incomplete mitral valve
closure, often resulting in shortness of breath, fluid retention, heart failure and
premature death[1]. DMVD affects 2% of the general population [2]. Severe,
symptomatic disease is treated by surgical repair or replacement. DMVD is
characterized by abnormal connective tissue of the mitral valve, resulting in
weakening and rupture of the chordae tendonae (chords), the support structures
of the mitral valve, preventing its natural closure. Major advances in mitral re-
pair surgery have improved short- and long-term outcomes of patients with this
disease [3].

Conventional open heart cardiac surgery often requires a full sternotomy, car-
diopulmonary bypass, temporary cardiac arrest and is associated with longer
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recovery periods, which may not be as well tolerated in elderly patients with
multiple co-morbidities. Recent innovations in minimally invasive and robotic
mitral repair techniques employ sternal sparing approaches to reduce the in-
vasiveness of the procedure [4][5], but still require the use of cardiopulmonary
bypass which has many associated complications. While the emerging field of
transcatheter mitral valve repair avoids the risks of conventional surgery and
potentially offers hopes of beating heart mitral valve reconstruction, concerns
about residual mitral insufficiency, durability and inadequate mitral valve repair
have been raised [6].

The NeoChord DS-1000 (NeoChord, Minnetonka, MN, USA) is a device ca-
pable of performing off-pump, mitral valve repair for certain forms of DMVD[7]
[8]. The device uses trans-apical access to approach and capture the prolapsed
portion of the mitral valve leaflet, attach a suture and anchor it at the apex,
constraining the flail leaflet and reducing the prolapsed segment back into the
left ventricle. Currently, this procedure relies exclusively on trans-oesophageal
echocardiography (TEE) guidance in the form of 2D single plane, bi-plane, and
3D imaging. While TEE has thus far proven adequate for the final positioning
of the tool and grasping the leaflet, there have been safety concerns relating to
the navigation of the tool from the apex to the target MV leaflet. TEE guidance
is problematic since it is not always possible to maintain appropriate spatial
and temporal resolution in 3D, and it is not always possible using 2D and 2D
bi-plane views to simultaneously maintain both the tool tip and target site in
the field of view. Using 2D echo it also can be difficult to ensure that the tool tip
is visualized, rather than a cross section of the tool shaft. Due to these naviga-
tion challenges, the tool can become caught in the ‘subvalvar apparatus’, risking
chordal rupture or leaflet perforation.

Recently, a variety of augmented reality (AR) systems has been developed
for intracardiac surgery [9], [10]. To improve the overall safety of the navigation
process in the NeoChord procedure, we have evaluated the efficacy of employing
an augmented reality technique capable of providing a robust three dimensional
context for the TEE data. In this real-time environment, the surgeon can easily
and intuitively identify the tool, surgical targets and high risk areas, and view
tool trajectories and orientations. This paper provides a description of the over-
all navigation framework and proof of concept validation from an animal study.
We begin with a summary of the current OR procedure workflow, followed by
a discussion of our navigation system and its role in this workflow. We then
describe and discuss our proof of concept experience from a porcine study.

1.1 Current OR Workflow

After extensive animal studies, the NeoChord device is currently undergoing pre-
liminary in-human trials for the repair of flail mitral valves [11]. The procedure
uses off-pump trans-apical left ventricle (LV) access. The tool is identified in
2D bi-plane echo (mitral valve commissural, mid-oesophageal long-axis view),
and navigated into the commissure of the MV leaflets while the surgeon and
echocardiographer attempt to maintain tool tip, tool profile, and final target
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site in the echo image planes at all times. Correct position and orientation of the
tool gripper are then achieved using a 3D zoomed view. Returning to bi-plane
echo for higher temporal resolution, the prolapsing leaflet is grasped by the jaws
of the NeoChord device. Correct leaflet capture is verified using a fiber-optic
based detection mechanism. After leaflet capture has been verified, an ePTFE
(expanded polytetrafluoroethylene) suture is pulled through the leaflet and the
tool is retracted with both ends of the suture. The suture is fixed at the leaflet
with a girth hitch knot, adjusted under Doppler echo to ensure minimum mi-
tral regurgitation (MR) and then secured at the apex using a pledget. Multiple
neochordae are typically used to ensure optimal valvular function.

Fig. 1. Intraoperative guidance: Biplane ultrasound view augmented with targets de-
noting the Mitral (red) and Aortic (green) valve annuli, along with the representation
of the delivery device with a blue axis indicating forward trajectory and red axis in-
dicating direction of the jaw opening. “Bullseye” view (right) shows solid echo image,
while “side” view (left) shows semi-transparent image data.

2 Methods

2.1 Augmented Echocardiography

The single largest problem in navigating the NeoChord device to the MV target
region is that echo imaging must simultaneously keep the target region (MV
line of coaptation) and the tool tip in view. To overcome this challenge, we have
developed a visualization environment [9] that uses tracking technology to locate
both the tool and the TEE probe in 3D space, making it possible to represent
the real-time echo images with virtual geometric models of both devices and
interactively defined anatomy within a common coordinate system (Fig.1). Sen-
sors from the Aurora (Northern Digital, Waterloo, Canada) magnetic tracking
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system (MTS) were integrated inside the NeoChord tool (Fig.2a) and onto the
TEE probe of the Philips iE33 ultrasound (Fig.2b). Virtual geometric models
of each device were created in VTK (Visualization Toolkit) and the tools ap-
propriately calibrated [12]. Axes with 10mm markings were projected from the
virtual representation of the NeoChord DS1000, indicating the forward trajec-
tory of the tool and the direction of the opening jaws. This greatly facilitated
the surgeons ability to plan their tool trajectory towards the desired target site.
In addition to representations of the tools, tracking the TEE image data makes
it possible to define anatomy of interest (aortic valve annulus (AVA)), target
location (MV line of coaptation, and regions to be avoided (mitral valve annulus
(MVA)) for contextual purposes. These geometric features are defined by the
echocardiographer intraoperatively, immediately prior to the introduction of the
NeoChord tool into the heart. The MVA and AVA geometries are created by
manually identifying a series of tie points along each feature, and fitting a B-
spline through these points. All features are identified in mid-systole, since the
MV annular ring is closest to the apex at this point in the cardiac cycle. This in
effect provides an indicator of the first danger zone to be avoided as the tool is
moved into the left ventricle from the apex.

(a) NeoChord DS1000 (b) TEE

Fig. 2. Left: NeoChord DS1000 outfitted with tracking sensors. One 6-DOF sensor was
installed near the tool tip, and a 5DOF sensor was built into the movable thumb grip
in order to represent the tool as open or closed. Fiber-optic grasping monitor shown
lower left. Right: Close-up of MTS sensor fixed to the back of the TEE transducer.

2.2 Integration into OR Workflow

Our AR guidance system is designed to assist the surgeon with three related
navigation tasks; planning the left ventricular apical access point and trajec-
tory; maintaining a safe and direct entry through the MV commisure into the
left atrium, and establishing the correct tool orientation at the line of coaptation
so the NeoChord DS1000 device can grasp the flail leaflet. To achieve this, prior
to making the apical entry incision, the echocardiographer identifies a minimal
number of tie points along the pertinent anatomy (AVA, MVA, line of coap-
tation). From these coordinates, a series of splines are generated to represent
these features in virtual space (Fig.3a). Next, the surgeon uses the trajectory
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projection of the NeoChord DS1000 tool to plan the optimal entry point and ori-
entation (Fig.3b). After apical access, the surgeon simply orients and points the
tool trajectory towards the desired target site and advances the tool, monitoring
the geometric model representations as seen on the real-time echo image data.
By overlaying the geometric models on the real echo image data, the surgeon is
able to assess the accuracy and reliability of these representations in real time. If
the features have moved, for example due to the introduction of the NeoChord
tool, the features can be re-defined before proceeding. Once at the desired tar-
get location, the procedure returns to the standard workflow, since additional
guidance is no longer needed.

The technology associated with the AR navigation system has minimal im-
pact in the operating room. The Aurora Tabletop magnetic field generator is
specifically designed to work in the presence of various sources of metal. It has
a large field of view, and easily fits on top of the OR table. Sensors attached
to the TEE probe and surgical tools should not impede normal OR workflow.
Furthermore, the cost associated with this technology is not prohibitive for most
institutions.

(a) Feature definition (b) Planning access point

Fig. 3. Left: Side and ‘top-down’ views of intraoperatively defined anatomy (MVA in
red, AVA in blue, line of coaptation in green). Right: Planning entry trajectory in the
OR.

2.3 Proof of Concept: Animal Study

A porcine animal study was performed to provide a proof-of-concept validation
for the AR navigation system. All procedures were performed in compliance with
standards of the Ethical Review Board of Western University, London, Ontario,
Canada.

A total of five cardiac surgeons participated in the study. The first goal was
to evaluate different visualization options. A four-pane view showing the two bi-
plane TEE images beside two AR views, which could be arbitrarily adjusted as
determined by the surgeons (Fig.3b) was compared to a larger two-pane view of
the AR scenes (Fig.1), with the surgeon relying on the bi-plane view on the iE33
monitor. A variety of viewing angles was evaluated anecdotally by the surgeons
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prior to finding a consensus. The second goal was to compare navigation of the
tool from apex to target region with and without AR assistance. The surgeons
were asked to navigate the NeoChord tool from a starting point near the apex,
up through the mitral valve (MV) line of coaptation, situating the distal end
of the tool in the left atrium. Meanwhile, the tool location was tracked and
recorded at half second intervals and total navigation time was measured. The
safety of the process was assessed using the tracking data, while task completion
time acted as a measure of the cognitive demands placed on the surgeon.

3 Results

Prior to the study, the visualization configuration was optimized using input
from the surgeons. The dual-pane AR view was consistently preferred over the
four-pane version that included the bi-plane data also available on the iE33 unit.
The consensus was that since the bi-plane information was readily available on
an adjacent monitor, it was advantageous to have larger versions of the AR data
available in the two-pane view. The surgeons quickly agreed on preferred view-
ing perspectives, one view representing a typical long-axis echo, the second view
extending “up” from the apex towards the MVA (Fig.1). These views provided
optimal intuitive presentation of navigation in all three dimensions.

Planning the point of entry at the apex and preparing the proper tool ori-
entation was greatly facilitated by viewing the virtual tool axes relative to the
MVA ring. While apical access is the standard procedure for trans-apical surg-
eries, there is some debate that a slightly more lateral entry point towards the
papillary muscles may provide a better anchoring point for the neochordae. Our

(a) Echo only (b) Augmented reality

Fig. 4. Colour-coded tool paths for all five surgeons: AVA shown in blue, MVA in red.
Left: with biplane echo guidance. Right: AR guidance.
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AR navigation platform makes it possible to evaluate such questions prior to
making the incision.

Magnetically tracked tool paths are shown in Figures 4a and 4b with a unique
colour coding for each surgeon. Figures 5a and 5b present path data for one of
the surgeons in isolation. Navigation time data are presented in Table 1.

(a) Echo only (b) AR guidance

Fig. 5. Left: Navigation path for one of the surgeons. Note entry into left ventricular
outflow tract (LVOT), and getting caught under the posterior MV leaflet. Right: Same
surgeon using AR guidance.

4 Discussion

Minimal AR Overlay. AR displays often add considerable information to the
real visual field. While the information added may be necessary for successful
guidance of a given procedure, it also invariably obscures some of the native data
when the two are overlaid, as well as increases the cognitive load on the surgeon.
One solution to this problem is to present the new guidance information in a
separate window without any overlay onto the native data. The disadvantage of
this approach is that it is difficult to identify mis-registration of preoperative or
tracking data, potentially reducing procedure safety. An alternative solution is
to minimize the amount of information overlaid onto the native image data. The
complexity of information to present depends primarily on the surgical task and
where image guidance support fits into the surgical workflow. The problem we
wished to solve was the difficulty of keeping the surgical target site (MV line of
coaptation) and unsafe regions (MVA), and the tool tip in the echo image plane
simultaneously. Hence, the minimal data needed are the MVA at systole, (since
this is it’s closest approach to the tools starting point at the apex), the line of
coaptation and the tool tip itself. To this we added the AVA since it provides
both a helpful anatomical reference point as well as a secondary “danger zone” to
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avoid. Finally, the tool axes were added as a means of planning a path trajectory
with minimal footprint within the visualization scene.

Intuitive Navigation. Of the five surgeons involved in the navigation test
only one had previous experience using the NeoChord device, while another
performed the navigation task more quickly using echo alone. The mean task
completion time fell by a factor of almost six when using AR, strongly indicating
the AR system greatly reduces the cognitive demands of navigating a tool using
echocardiography. Previous animal studies have indicated a significant difference
between expert and beginner surgeons ability to use the NeoChord device[13].
In our results, the standard deviation dropped from 94 seconds in echo-alone
guidance to 8 seconds for AR navigation, suggesting the AR platform provides
a more universally intuitive method for tool navigation, and can greatly reduce
the learning curve associated with this surgical procedure.

Table 1. Surgeon navigation: times from apex to target site (seconds)

Surgeon AR-enhanced echo TEE biplane alone

1 26 264
2 15 201
3 18 92
4 35 25
5 12 36

mean 21 ± 8.3 124 ± 93.9

Safety Considerations. The graphical representation of navigation paths
(Figures 4a, 4b) clearly and consistently demonstrate that more direct paths
were followed during the placement of the tool in position for grasping the MV
leaflet using AR navigation. Figures 5a and 5b isolate the paths taken by one sur-
geon (the most experienced with the device), with and without AR navigation.
Two interesting phenomena can be observed in the echo-only guidance path: at
one point the tool entered the left ventricular outflow tract and passed through
the the aortic valve, while later it appears to be caught under the posterior MV
leaflet. Both these patterns can be seen in all five echo-only datasets, while they
never appear in the AR navigation paths. The phenomena of getting caught
under the MV leaflet is of particular concern for this procedure, since this is the
circumstance where a thin leaflet could be perforated.

Areas for Improvement. For our animal studies, two NeoChord tools were
retrofitted with MTS sensors to track the tool shaft and tip locations. Sensors
in both tools suffered breakdowns during the procedures and needed on-site re-
pairs. More robust sensor integration and strain relief is planned for future work.

While our semi-automatic feature definition software provides sufficient accu-
racy for the procedure, it took up to 20 minutes to define the AVA, MVA and
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line of coaptation in systole. The line of coaptation was particularly difficult to
identify in healthy porcine hearts. We believe this feature to be much easier to
define in humans, particularly when a prolapsed or flailing leaflet is present.

More careful selection of standard viewing angles must be performed to permit
observation of both echo image data and geometric models representing tool and
anatomy; in most cases, we needed to present the echo data in a semi-transparent
fashion, otherwise the geometric model elements were occluded from view. While
presenting echo data in this manner did not prove to be a large problem, it is
important always to rely primarily on the real ultrasound data, rather than the
geometric constructs. The advantage of integrating echo with geometric model
elements is that it provides real-time validation of augmented reality accuracy;
when the echo image data are made semi-transparent, the surgeon’s ability to
verify the accuracy of geometric model elements is hampered.

5 Conclusions

We show proof-of-concept validation for augmented reality enhanced echocar-
diograpy intracardiac navigation for the NeoChord off-pump mitral valve repair
procedure. Using echo guidance alone compared to AR navigation, five cardiac
surgeons used the NeoChord device to navigate the tool from entry at the apex
of the heart to a point at the line of coaptation in the mitral valve. Tracked path
results clearly show improved safety and time using AR navigation.

Future work will entail improving our feature definition software, more ro-
bust sensor integration into the NeoChord, a further analysis of psychophysical
factors of AR navigation, and comprehensive surgical workflow analysis to in-
tegrate AR navigation into standard of care procedures. Further animal studies
are planned to provide a significant sample size for thorough comparison of AR
guidance versus echo alone. In addition the visualization environment will be
enhanced to integrate planning functions based on pre-operative imaging.
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Abstract. Catheter ablation is widely accepted as the best remaining
option for the treatment of atrial fibrillation if drug therapy fails. Ab-
lation procedures can be guided by 3-D overlay images projected onto
live fluoroscopic X-ray images. These overlay images are generated from
either MR, CT or C-Arm CT volumes. As the alignment of the overlay is
often compromised by cardiac and respiratory motion, motion compen-
sation methods are desirable. The most recent and promising approaches
use either a catheter in the coronary sinus vein, or a circumferential map-
ping catheter placed at the ostium of one of the pulmonary veins. As
both methods suffer from different problems, we propose a novel method
to achieve motion compensation for fluoroscopy guided cardiac ablation
procedures. Our new method localizes the coronary sinus catheter. Based
on this information, we estimate the position of the circumferential map-
ping catheter. As the mapping catheter is placed at the site of abla-
tion, it provides a good surrogate for respiratory and cardiac motion. To
correlate the motion of both catheters, our method includes a training
phase in which both catheters are tracked together. The training infor-
mation is then used to estimate the cardiac and respiratory motion of the
left atrium by observing the coronary sinus catheter only. The approach
yields an average 2-D estimation error of 1.99 ± 1.20 mm.

1 Introduction

An irregular fast rhythm of the left atrium - clinically described as atrial fibril-
lation - may cause blood clotting which bears a high risk of stroke [1]. If drug
therapy is not an option, catheter ablation is the standard treatment option [2].
Catheter ablation procedures are guided by fluoroscopic images obtained from
C-arm systems. Important targets of the ablation procedure are the ostia of the
pulmonary veins. The goal of the ablation procedure is to create a continuous
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lesion set around these pulmonary veins to electrically isolate them from the left
atrium. In general three catheters are used during the procedure. At the begin-
ning of the procedure, a linear catheter is placed inside the coronary sinus vein,
where it is to remain fixed during the procedure. It is referred to as CS catheter.
The coronary sinus vein lies between the left ventricle and the left atrium. Then,
an ablation catheter and a circumferential mapping catheter are brought into
the left atrium by means of two transseptal punctures. For pulmonary vein isola-
tion, the mapping catheter is positioned at the ostium of each of the pulmonary
veins (PVs) considered for ablation, in order to measure electrical signals. As
the soft-tissue ablation targets inside the heart are not visible within X-ray im-
ages [3,4], overlay images generated from either CT, MR, or C-arm CT can be
used during the procedures to facilitate a more accurate catheter navigation [5].
Unfortunately, the clinical value of these overlay images is reduced by cardiac
and respiratory motion.

Recent approaches for motion compensation based on tracking of the CS or
the circumferential mapping catheter have shown to improve the alignment of
these overlay images [6,7]. The work in [6] facilitates motion compensation by us-
ing the CS catheter, whereas the method in [7] uses the circumferential mapping
catheter. The downside of using the CS catheter to derive a motion estimate for
animating the overlay image is due to the fact that this catheter is outside of the
left atrium and close to the left ventricle. Therefore, its movement is strongly
influenced by ventricular motion. This is why other authors [8] found it to be
unsuitable for cardiac motion compensation in ablation procedures. The circum-
ferential mapping catheter on the other hand has the advantage that it can be
placed close to the site of ablation. In this case, the calculated catheter position
can be used directly to update the overlay images. Unfortunately, relying on
the mapping catheter is not without problems. For example, it may be moved
on purpose during the procedure, e.g., to reposition it from one PV to another.
Detecting when to stop motion compensation then either requires user inter-
action or a movement detection algorithm. In addition, if only one transseptal
puncture is performed, only one catheter can be inside the left atrium. In this
case, the circumferential mapping catheter is brought into the left atrium before
and after the ablation of one PV to measure the electrical signals. Thus it may
not even be avilable for motion compensation during the ablation itself. This
is why we propose a new method that combines the advantage of the coronary
sinus catheter, its continuous presence throughout the procedure, with the ac-
curacy of the mapping catheter. To this end, we use a training phase during
which both catheters are tracked. The acquired data is then used to set up an
estimation model for the position of the mapping catheter. After that, the model
can be used to estimate the cardiac and respiratory motion of the left atrium by
observing the CS catheter only.
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2 Motion Compensation

In order to improve the motion compensation results, we separate the motion
of the CS catheter into respiratory and cardiac motion. For respiratory motion,
a rigid approximation of the heart motion has shown to give good results [9].
Here, we assume that both the CS and the mapping catheter are equally affected
by respiratory movement. The heart beat related motion patterns of the two
catheters, however, usually differ. The displacement between the two catheters
due to different cardiac motion patterns may exceed 10 mm, see Fig. 3. We
use the position of the CS catheter to determine the cardiac phase of an image.
Using the training data, we estimate the position of the circumferential mapping
catheter based on the cardiac phase. This way we compensate for the difference
in cardiac motion between the two catheters. Our method is separated into three
steps. The first step is the training phase in which both the CS and the mapping
catheter are tracked together. In the second step, we compute features to relate
the CS catheter position to a point in the cardiac cycle. The third step is the
actual live motion compensation during the procedures. The details are given in
the following subsections.

2.1 Training Phase

For every image in the training phase, the circumferential mapping catheter and
the CS catheter are tracked using the method proposed in [10]. The positions of
the electrodes of the CS and the center of the mapping catheter are stored for
later computations. The tracked electrodes of the CS catheter are denoted as

c
(j)
i = (u

(j)
i , v

(j)
i )T with i ∈ {1, 2, ..., N} and N being the number of electrodes,

and j ∈ [1,M ] the number of images in the training sequence. Usually, CS
catheters with either four or ten electrodes are used during ablation procedures.
The center of the mapping catheter in frame j is denoted as mj ∈ R

2. The
image coordinate system is defined by the coordinates u and v. For simplicity,
we denote the most distal electrode as c1 and the most proximal one as cN .

2.2 Motion Estimation Model

In order to build our model, we need to determine the cardiac phase for each
training image. One could use ECG data to determine the cardiac phase for
a given frame. Unfortunately, this data is not always readily available at the
imaging system. Additionally, its accuracy may be affected by irregularities of
the heart beat. Here, the computation of the cardiac phase is based on a pattern
recognition approach instead. In particular, we exploit the fact that respiration
causes only a slight rotational movement of the heart [9,11], while the electrodes
of the CS catheter show a large relative rotative movement during the cardiac
cycle. We try to capture this movement due to the cardiac cycle using a feature
set based on the positions of the electrodes of the CS catheter. For an illustration,

see Fig. 1. The following features f
(j)
1 , . . . , f

(j)
5 for image j are computed for all

images j in the training set:
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(a) (b)

Fig. 1. Features used to calculate the cardiac cycle value μ. (a) One frame of a typical
fluoroscopic sequence. (b) Illustration of the considered features.

– The first feature is the u-position of the most distal electrode divided by
the u-position of the most proximal electrode. The positions are in absolute
image coordinates and not related to a reference frame

f
(j)
1 = u

(j)
1 /u

(j)
N . (1)

– The second feature is calculated similar to the first feature, using the v-
coordinates

f
(j)
2 = v

(j)
1 /v

(j)
N . (2)

– The third feature is the angle between the u-axis of the image and the line
spanned by the most proximal and most distal electrode

f
(j)
3 = arctan

(
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N |
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N |

)
. (3)

– The fourth feature is the angle between the u-axis of the image and the line
spanned by the most proximal electrode and the one next to it

f
(j)
4 = arctan
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|v(j)N−1 − v

(j)
N |

|u(j)
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(j)
N |

)
. (4)

– The last feature is the angle between the u-axis of the image and the line
spanned by the most proximal electrode and the second next to it

f
(j)
5 = arctan

(
|v(j)N−2 − v

(j)
N |

|u(j)
N−2 − u

(j)
N |

)
. (5)

These features capture CS catheter rotations and deformations, which are typical
for cardiac motion. Yet, they are relatively invariant to translation motion, which
is characteristically for respiratory motion. As the feature values have different
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Fig. 2. Visualization of the feature space. (a) The first three features computed on the
training set of sequence #12 (blue cross), and the corresponding principle axis (red
line). (b) The last three features computed on the same training set, and the corre-
sponding principle axis.

ranges, they are normalized to the range [0, 1]. The resulting features are denoted
in vector notation as

f j = (f̃
(j)
1 , f̃

(j)
2 , f̃

(j)
3 , f̃

(j)
4 , f̃

(j)
5 )T . (6)

To reduce the dimensionality of the feature vector, a principle component anal-
ysis is performed. First, the mean feature vector is calculated by

f̄ =
1

M

M∑
j=1

f j . (7)

In the next step, the covariance matrix is calculated by

Σ =
1

M − 1

M∑
j=1

(f j − f̄) · (f j − f̄)T . (8)

Now, the eigenvalues and eigenvectors of Σ are computed. Let eλ be the eigen-
vector corresponding to the largest eigenvalue of the covariance matrix Σ. The
unitless cardiac cycle value μj for every image in the training sequence is finally
computed by

μj = eTλ · (f j − f̄ ), (9)

which is the length of the orthogonal projection of the feature vector onto the
first eigenvector. Fig. 2 shows the fit of eλ to the features in feature space.
Thus, a correspondence between the calculated cardiac cycle value μj and the
stored position of the mapping catheter mj has been established: μj → mj . One
example of the relationship between μ and the intracardiac motion is depicted
in Fig. 3.

2.3 Motion Compensation

For motion compensation, only the tracking results for the CS catheter are re-
quired. To apply the compensation, the feature vector needs to be computed
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for the new image. This feature vector fnew is calculated from the tracked CS
catheter position as described above. The new cycle value is calculated by

μnew = eTλ · (fnew − f̄). (10)

In the next step of the motion compensation, two training samples that are
closest to the current image with respect to cardiac phase need to be found.
The first one, denoted β, is earlier in the cardiac cycle than the new image. The
other one, denoted γ, is later. To do so, the following minimization problem is
considered for the sample index β:

β = argmin
j

μj<μnew

(1 + |μj − μnew|)2 + α · (u(j)
N − u

(new)
N )2. (11)

For the sample γ, the constraint μj < μnew in Eq. (11) is replaced by μj ≥ μnew .

The position of the most proximal electrode in u-direction, u
(new)
N , is used for

regularization. The idea behind this term is to reduce the effect of errors in
the calculation of the heart cycle, which may, for example, arrise from slight
inaccuracies in the catheter tracking. The cardiac cycle values μβ and μγ cor-
respond to the two samples closest to the new frame with the observed cardiac
cycle value μnew. Using these two values, two estimates for the position of the
circumferential mapping catheter are computed as

m̂new,β = mβ +
(
c
(new)
N − c

(β)
N

)
, (12)

m̂new,γ = mγ +
(
c
(new)
N − c

(γ)
N

)
. (13)

The difference terms in Eqs. (12, 13) provide the compensation for respiratory
motion. For two images in the same cardiac phase, we assume that any remaining
motion must be due to respiration. Since we also assume that the CS and the
mapping catheter are equally affected by respiratory motion, we simply apply
the difference vector between the proximal electrodes of the CS catheter in the
two images to the estimate of the position of the mapping catheter. The proximal
electrode was chosen because it shows the least intracardiac motion w.r.t. the
mapping catheter. These two values are combined to calculate the final estimate
as

m̂new = φ · m̂new,β + (1− φ) · m̂new,γ . (14)

The scaling value φ between the two estimates is calculated by

φ =
|μγ − μnew|
|μγ − μβ | . (15)

In case of high acquisition frame rates ≥ 15 frames-per-second, we apply a
temporal lowpass filter

m̂′
new = δ · m̂new + (1 − δ) · m̂new−1. (16)

This is motivated by the fact that the motion of the heart is smooth in high
frame rate image sequences.
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Fig. 3. Calculated μ values for a training set and the displacement between the prox-
imal electrode of the CS and the center of the mapping catheter in v-direction [mm],
w.r.t. a reference frame

3 Evaluation and Results

For evaluation, 13 fluoroscopy sequences from three different hospitals were
used1. The length of the sequences varied between 47 and 150 frames, or two
to 47 seconds. Each sequence was split into two disjoint sets of frames. One
set, comprising the first 30 frames of the sequence, was used for the patient-
specific training of the model. The remaining set was used for evaluation. This
resulted in a total number of 958 frames available for evaluation. In a clinical
scenario, usually more time passes between training and compensation phase.
An evaluation with a simulated clinical workflow is subject of further research.
The first sequence was acquired using ECG-triggered fluoroscopy. We chose to
include this sequence to see how our method handles respiratory motion with
only residual cardiac motion. The other sequences were acquired with either 15
or 30 frames-per-second. We compare our results to an uncompensated overlay
as well as to the reference method proposed in [6]. The error is defined as the
2-D Euclidean distance between the estimated position of the overlay, deter-
mined by the motion compensation algorithm, and the center of the mapping
catheter. Due to its proximity to the ablation target, the motion of the map-
ping catheter is considered to be the motion that needs to be estimated. For
an illustration, see Fig. 5. The values of 0.01 for regularization parameter α
and 0.7 for the smoothing parameter δ were determined by performing a grid
search on a subsample of the available sequences. The results for the individual
sequences are given in Fig. 4. On our available data set, the observed motion was
3.59 mm ± 2.27 mm. The reference method, proposed in [6,12], yielded an error
of 4.65 mm ± 3.33 mm, which, surprisingly, is higher than the observed motion.
Our new approach incorporating the estimation model yielded a compensation
error of 1.98 mm ± 1.30 mm.

1 The data are available from the authors upon request for non-commercial research.
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(a)

Frames Avg. Error [mm]

Uncomp. 3.65 ± 2.36

10 2.87 ± 2.06

20 2.61 ± 1.86

30 2.10 ± 1.35

40 2.01 ± 1.37

50 1.93 ± 1.32

(b)

Fig. 5. Error definition and varying number of training frames. (a) The observed mo-
tion o and the estimation error e in frame j. (b) Average error with varying number of
training frames. A subset of the complete evauluation set, comprising 701 frames was
used to calculate the average error.

4 Discussion and Conclusions

For our datasets, the proposed method has outperformed the reference motion
compensation approach proposed in [6,12]. We believe that this is due to the
fact that our data was acquired with different X-ray acquisition settings, either
regarding frame rate, C-arm position, or both. We also point out that we mea-
sured the error on the X-ray detector, whereas in [6,12], it was measured at the
iso-center of the C-arm coordinate system. Due to the magnification involved in
perspective projection, our error appears larger. Unfortunately, the data used
in [6,12] was not available for comparison. The reference method uses a Butter-
worth low-pass filter to smooth the cardiac motion of the CS catheter and di-
rectly applies this motion to the overlay. This approach relies on the assumption
that both the CS and the left atrium move in sync, with the CS catheter expe-
riencing a higher amount of cardiac motion compared to the mapping catheter.
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(a) (b)

Fig. 6. A comparison showing the difference if motion compensation is considered or
not. (a) One frame without motion compensation. (b) Shows the same frame as in (a),
but this time with motion compensation. Best viewed in color.

Another assumption required is that their respective motion directions are the
same. The application of a suitably designed lowpass filter can then reduce the
amplitude of the cardiac motion estimated from the CS catheter to the ampli-
tude of the cardiac motion of the mapping catheter. Unfortunately, on our data
set, these assumptions are not always valid, explaining the higher errors of the
reference method. Other researchers also found that the CS and the left atrium
need not always follow the same motion pattern [8]. Our estimation model does
not depend on these assumptions. In addition, our method does not require older
frames for low-pass filtering, making it suitable for low acquisition frame rates.
Experiments have shown that about thirty frames are sufficient for the train-
ing of our model, see Fig. 5. As expected, both approaches perform not as well
as the approach involving the direct tracking of the circumferential mapping
catheter [13]. Since the error of our method is still higher than when using the
mapping catheter directly, a combination of both methods should be considered.
Recent work in [7] already utilized the CS catheter to detect non-physiological
movement of the circumferential mapping catheter. In such a case, we may want
to switch to CS catheter based motion estimation. Since the currently proposed
method deals only with 2-D images, it is prone to suffer from foreshortening
which can be difficult to detect in monoplane images. Fortunately, out of plane
motion primarily affects the size of the 3-D overlay, and size changes of the left
atrium are much less relevant than discrepancies due to heart and breathing
motion. The proposed method could be extended to 3-D compensation by per-
forming the training in biplane mode. This way one could estimate 3-D motion
while observing 2-D motion. The current implementation of our motion com-
pensation approach achieves about 20 fps. Most of the time per frame is required
for catheter tracking. The motion estimation model is calculated within 50 ms.
The estimation of the mapping catheter position using the proposed model is
performed in less than 10 ms. An example of our motion compensation approach
is shown in Fig. 6.
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Abstract. X-ray fluoroscopically-guided cardiac catheterization procedures are 
commonly carried out for the treatment of cardiac arrhythmias, such as atrial 
fibrillation (AF) and cardiac resynchronization therapy (CRT). X-ray images 
have poor soft tissue contrast and, for this reason, overlay of a 3D roadmap 
derived from pre-procedure volumetric image data can be used to add 
anatomical information. However, current overlay technologies have the 
limitation that 3D information is displayed on a 2D screen. Therefore, it is not 
possible for the cardiologist to appreciate the true positional relationship 
between anatomical/functional data and the position of the interventional 
devices. We prose a navigation methodology, called cardiac unfold, where an 
entire cardiac chamber is unfolded from 3D to 2D along with all relevant 
anatomical and functional information and coupled to real-time device tracking. 
This would allow more intuitive navigation since the entire 3D scene is 
displayed simultaneously on a 2D plot. A real-time unfold guidance platform 
for CRT was developed, where navigation is performed using the standard 
AHA 16-segment bull’s-eye plot for the left ventricle (LV). The accuracy of the 
unfold navigation was assessed in 13 patient data sets by computing the 
registration errors of the LV pacing lead electrodes and was found to be 2.2 ± 
0.9 mm. An unfold method was also developed for the left atrium (LA) using 
trimmed B-spline surfaces. The method was applied to 5 patient data sets and 
its utility was demonstrated for displaying information from delayed 
enhancement MRI of patients that had undergone radio-frequency ablation. 

1 Introduction 

Minimally-invasive catheter-based interventions have become the treatment of choice 
for patients with many forms of cardiovascular disease. The cardiac catheterization 
laboratory is the primary treatment environment for these procedures and X-ray 
fluoroscopy is the main imaging modality that is used for interventional guidance. 
Interventional devices, such as catheters, have been specifically designed to be  
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highly-visible using fluoroscopy. However, navigation can be difficult because the 
target structures, such as the cardiac chambers and the great vessels, are not well-
visualized using fluoroscopy without the use of repeated contrast agent injection. 
Long procedure times, high radiation dose and large contrast agent burden have lead 
to the introduction of image-guided navigation solutions. The use of this technology is 
exemplified in the case of electrophysiology (EP) procedures and cardiac 
resynchronization therapy (CRT). Examples of such technology include the EnSite 
Velocity (St. Jude Medical, USA), CARTO 3 (Biosense Webster, USA) and EP 
Navigator (Philips Healthcare, The Netherlands) systems. In each of these systems, 
three-dimensional (3D) anatomical models of the target cardiac chambers are used to 
guide the interventions. In the case of EnSite Velocity and CARTO 3, these models 
are reconstructed using tracked catheters that are moved inside the target chamber to 
generate the anatomy. In the case of EP Navigator, pre-procedural computer 
tomography [1], magnetic resonance imaging (MRI) [2], or rotational X-ray 
angiography [3, 4] of the heart are used to generate the anatomical models which are 
then registered to and overlaid onto X-ray fluoroscopy to provide a roadmap image. 

Recently, the use of cardiac MRI to guide cardiac resynchronization therapy (CRT) 
for patients with heart failure has been proposed and demonstrated [5-7]. CRT involves 
the placement of a pacemaker device with pacing leads being inserted endocardially into 
the right atrium (RA) and right ventricle (RV), and epicardially into the left ventricle 
(LV) through the coronary venous system. There is potential to reduce the high failure 
rate (30%) of this procedure using advanced image-guidance. Cardiac MRI can be used 
to obtain all the critical information necessary for successful lead placement during 
CRT: (a) cardiac chamber anatomy; (b) coronary venous anatomy; (c) ventricular scar 
distribution; and (d) dyssynchrony information. Using a prototype version of the EP 
Navigator, we were previously able to place the LV pacing lead to target pre-selected 
segments of the LV based on the MRI information [5, 6].  

One limitation of current navigation approaches is that the critical information 
required by the cardiologist for navigation is always displayed as a projection from 
3D to 2D, i.e. on the computer display screen. In the case of anatomical overlay 
systems, such as EP Navigator, this means that the relationship between the position 
of interventional devices, such as the pacing leads, and the anatomical and functional 
information in the roadmap cannot easily be appreciated. In the case of 
electroanatomical mapping systems, such as EnSite Velocity or CARTO 3, there is 
frequent need to rotate the 3D anatomical models to obtain the correct view. 

One way to overcome this limitation is to unfold the 3D information to 2D, 
something that has been applied extensively for the brain [8]. 2D representation of the 
LV using the American Heart Association (AHA) 16-segment bull’s-eye plot is a 
well-established technique. Furthermore, it has been shown how additional 
information can be added to this. For example, Termeer et al. [9] presented 
combination of the coronary artery centreline and scar information on a bull’s-eye 
plot. In this paper, this concept is extended for the use of interventional guidance by 
coupling the bull’s-eye representation with real-time device tracking. A complete 
unfold guidance platform was developed for specific guidance of CRT procedures. 
Secondly, in order to extend the unfold concept for the guidance of radio-frequency 
ablation of atrial fibrillation, an unfold method for the left atrium (LA) surface was 
developed using trimmed B-spline surfaces. These unfolding techniques, termed 
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cardiac unfold, were applied to patient data: 13 data sets from patients undergoing 
CRT were used for off-line accuracy validation of the LV unfolding and real-time 
testing of the augmented navigation approach was used in 5 live CRT cases; for LA 
unfolding, only proof-of-concept is presented using 5 data sets from patients that 
underwent radiofrequency ablation for atrial fibrillation. 

2 LV Unfolding Method 

Cardiac MRI (Philips 1.5T Achieva, Phillips Healthcare, Best, The Netherlands) was 
performed prior to the pacemaker implants for 18 patients being treated for heart 
failure using CRT. Cardiac MRI consisted of a combination of anatomical and 
functional scans such as steady-state-free-precession (SSFP) and delayed 
enhancement (DE) scans. 3D SSFP whole-heart image data was automatically 
segmented to yield the endocardial surfaces of the RV, LA and RA and the 
endocardial and epicardial surfaces of the LV using a model-based segmentation 
algorithm [10]. The coronary veins and any myocardial scar were segmented from the 
MR images and dyssynchrony was quantified (see [6] for further details). Then the 
unfolding is carried out using the following methods: 

2.1 3D to 2D Bull’s-Eye Transformation 

A transformation was designed to map the 3D anatomical/functional information to a 
2D bull’s-eye plot based on the standard AHA 16-segment model of the LV. An 
automatic method was designed using only the LV and RV surfaces which are 
extracted from the automatic segmentation results. A cubic Bezier curve is used to 
model the LV long axis. The cubic Bezier curve is defined as: 

]1,0[)1(3)1(3)1()( 3
3

2
2
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2
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3 ∈+−+−+−= tPtPttPttPttB                       (1) 

where iP  are the control points. 0P  is the apex of the LV. 1P , 2P  and 3P  are the 

center points of cross sections perpendicular to the long axis. To search for the 
locations of the control points of the Bezier curve, the following 4 steps were used: 
Step (1): use the automatic whole-heart segmentation algorithm to segment the LV 
and RV from the whole-heart MRI data and extract the LV and RV surfaces using the 
marching cubes algorithm; Step (2): use a linear regression algorithm to calculate the 
principal axis of the LV surface (figure 1A). The principal axis is defined as the first 

eigenvector of the positive definite matrix pdM , where AAnM T
pd )/1(= . n is the 

number of vertices in the LV surface.  Matrix A is defined as VVA −= , where V is 

the vertex array of the LV surface and V is the mean of all vertices; Step (3): project 
all vertices of the LV surface to the principle axis and find the lowest vertex. The 
lowest vertex is used as the apex of the LV; Step (4): calculate the center points of 
cross sections.  
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[11]. The edge length rule labels any triangle with any of its edges larger than a 

threshold as outside. The threshold is set to 3 times the voxel size in the 3D MR 

image. 3 was chosen based on the marching cubes algorithm, which states that the 
longest edge of a triangle is the diagonal of the voxel cube. After removing  
the outside triangles, the 2D model of the CS is generated (see figure 2B). Next, the 
binarized scar map, which represents the scar locations on the LV surface, is mapped 
into 2D. The 2D representation of scar is as a 2D mesh. Figure 2C gives an example 
of 2D representations of the CS and scar map.  

 

 

Fig. 2. (A) 2D Delaunay triangulation. (B) After removing the outside triangles. (C) The 2D 
bull’s-eye plot with the CS (blue lines) and scar (transparent white mesh). 

3 LA Unfolding Method 

MR imaging was performed on 5 patients (mean age 60±10, 4 male) after 
radiofrequency ablation treatment for treatment of paroxysmal atrial fibrillation. This 
included Gadolinium-enhanced MR angiography (MRA) and DE imaging. The LA 
was automatically segmented from the MRA data using [12] followed by manual 
corrections by a clinical expert, when required. The LA surface was unfolded using 
the following steps: 

3.1 Generation of B-Spline Contours 

B-spline contours are obtained by scanning the LA segmentation in a raster-like 
fashion (see figure 3A) in the head-to-foot direction. Each scan line generates a 
contour. It is ensured that no multiple disjoint contours are generated for a single scan 
line. This can be a problem especially if the pulmonary veins (PVs) are not truncated 
at the ostium (see PV cut planes in figure 3A). Thus by carefully selecting appropriate 
cut planes to remove each pulmonary vein, each scan line only generates a single 
contour. For each contour, a distance-minimizing B-spline curve with 100 control 
points is then fitted through points sampled on the contour. B-spline curve fitting of 
these contours is important as it significantly reduces the noise within contour points.  
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V Unfolding Navigation 
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4.2 LA Unfolding Accu
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information in a single 2D representation. It could also be useful if coupled to a 
robotic catheter system to reduce the degrees of freedom in the control interface. 

In conclusion, cardiac unfold techniques are promising for augmenting image-
based navigation for catheter-based cardiac interventions. Further, validation and 
testing of these will be required to prove clinical utility. 
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Abstract. Real-time 3D ultrasound (3DUS) imaging offers improved spatial 
orientation information relative to 2D ultrasound. However, in order to improve 
its efficacy in guiding minimally invasive intra-cardiac procedures where real-
time visual feedback of an instrument tip location is crucial, 3DUS volume 
visualization alone is inadequate. This paper presents a set of enhanced 
visualization functionalities that are able to track the tip of an instrument in 
slice views at real-time. User study with in vitro porcine heart indicates a 
speedup of over 30% in task completion time.   

Keywords: 3D ultrasound, electromagnetic tracking, graphic processing unit, 
instrument navigation, mosaicing, slice view. 

1 Introduction 

Real-time 3D ultrasound (3DUS) offers important advantages for guiding diverse 
medical procedures. Foremost is the ability to visualize complex 3D structures [1]. 
Studies have shown that real-time 3DUS is more efficient and accurate than 2DUS for 
basic surgical tasks and can enable more complex procedures [2]. Imaging rates up to 
30 volumes per second also enable good visualization of instrument-tissue 
interactions, far faster than the volumetric imaging alternatives (MR and CT scans). 
Fluoroscopy provides fast frame rates, but only has a limited number of 2D views, 
requiring the clinician to mentally combine them to derive 3D structure. Unlike 
fluoroscopy, 3DUS also allows visualization of the soft tissues, and avoids the use of 
ionizing radiation. 3DUS is easily integrated into procedures as the small probe can 
be readily placed at the point of interest. Finally, costs are also far lower, with top-of-
the-line 3D ultrasound machines costing far less than comparable fluoroscopy, CT, or 
MR systems.  

Despite these evident advantages, a decade after its commercial introduction, 
3DUS is rarely used clinically for procedure guidance. There has been a broad 
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spectrum of research in 3DUS guidance, in diverse areas including liver surgery [3] 
[4], liver ablation [5], kidney imaging [6] and cardiac imaging [7][8][9]. Nonetheless, 
2D ultrasound is still the prevailing choice in hospitals [1]. The reasons for this 
surprising lack of acceptance of 3DUS are diverse. One clear drawback of 3DUS is 
limited resolution. While voxel sizes are less than one millimeter, noise and distortion 
typically make it hard to discern features smaller than a few millimeters. In addition, 
3DUS images are typically displayed as volume-rendered images. While this is 
effective for visualizing tissue surfaces surrounded by fluids as in obstetrics and 
cardiology, volume rendering can accentuate the distortion and noise inherent in 
3DUS imaging [10], resulting in irregular surfaces and difficulty in distinguishing 
instrument artifacts [11][12]. Volume rendering is also problematic for visualizing the 
internal features of solid organs like liver and kidney, where the entire organ produces 
textured reflections that fill the imaging volume. Another limitation is the small field 
of view. Because of the inherent tradeoff in ultrasound imaging between volume size, 
resolution and frame rate, the volume size is inherently limited. 

We hypothesize that enhanced displays can overcome key limitations in current 
3DUS guidance, and bring the benefits of 3DUS to a broad range of procedures. One 
way to address the lack of surface definition and the difficulty in distinguishing 
instrument from tissue in volume rendered images is to display a cut plane image or 
“slice” from the 3DUS volume that contains the instrument tip. Because this cross-
sectional view shows the point of contact of the instrument with the tissue, as well as 
adjacent tissue regions, the clinician can determine the specifics of the tool-tissue 
interaction. Manually selecting planes within the 3DUS volume that contain the 
instrument tip, however, is highly challenging, particularly as the instrument moves 
within the volume. The ability to automatically visualize these slice views would greatly 
enhance the usability of 3DUS. 

In addition, research efforts on mosaicing multiple 3DUS volumes to create an 
extended field of view have been recently reported [13][14]. We further hypothesize 
that integrating slice views with a mosaiced volume would enable 3DUS for more 
complex interventions, particularly those requiring navigation across regions larger 
than a single 3DUS volume. 

In this paper, we describe the design of a system for tracking the catheter tip to 
enable continuous display of exactly the right slices. We report the results of a user 
study that indicates the potential of such enhanced displays in improving the efficacy 
of real-time 3DUS guided procedures. In the next section, we present the system 
design, followed by user study and results. We conclude the paper with a discussion 
of implications for the design of procedure guidance systems. 

2 System Design 
2.1 System Configuration 

To demonstrate the potential benefits of slice views and mosaicing for procedure 
guidance, we implemented a prototype visualization system. We used Philips 3DUS 
scanner iE33 with the X7-2 2D/3D probe, imaging at 8.1cm and 35Hz with a volume 
size of 112x48x112 voxels (Philips Medical Systems, Andover, MA). An 
electromagnetic (EM) tracking system (3D Guidance trakStar System, Ascension 
Technology Corporation, Burlington, VT) tracked the trajectories of the 3DUS probe 
and the instrument tip. Image processing and rendering (Fig. 1) was done on a GPU  
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the locations of the ablation catheter's tip in space. The point clouds are then 
registered to a CT or MRI based pre-operative anatomic model (e.g. CARTO, 
Biosense Webster, Diamond Bar, CA). However, this mapping and model creation 
can be a tedious process and fluoroscopy is routinely used. An ECG gated 3DUS 
mosaicing system combined with enhanced user display such as slice views could 
shorten the procedure time, reduce human exposure to fluoroscopy, and provide 
improved visualization on tool-tissue interaction. 

5 Conclusion 

In this paper, we presented a set of enhanced display modalities for real-time 3DUS 
visualization. The system integrates EM tracking systems and GPU implementation 
for real-time instrument tip cut plane tracking to mitigate the 3DUS distortions 
inherent in conventional volume rendering. Our user study and participants’ feedback 
demonstrate the potential of such enhanced visualization in instrument navigation and 
procedure execution with 3DUS guidance. 
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Abstract. We present a novel approach for the rigid registration of
pre-operative magnetic resonance to intra-operative ultrasound in the
context of image-guided neurosurgery. Our framework proposes the max-
imization of gradient orientation alignment in locations with minimal
uncertainty of the orientation estimates, permitting fast and robust per-
formance. We evaluated our method on 14 clinical neurosurgical cases of
patients with brain tumors, including low-grade and high-grade gliomas.
We demonstrate processing times as small as 7 seconds and improved
performance with relation to competing intensity-based methods.

Keywords: Image Registration, Neurosurgery, Ultrasound.

1 Introduction

In image-guided neurosurgery (IGNS), brain deformations during open cran-
iotomies, commonly known as brain shifts, reduce the accuracy of pre-operative
images used for guidance. Using intra-operative magnetic resonance imaging
(MRI) to overcome this problem presents several disadvantages including a pro-
hibitive cost, and cumbersome and intrusive changes to the operating theater
and standard procedures. Intra-operative ultrasound (iUS) has been proposed
in recent years as a practical, less invasive and less expensive alternative to es-
timate the deformations [2]. However, US images typically show reduced image
quality, fewer anatomical details and are generally harder to interpret. In order
to benefit from both the imaging detail and resolution of MRI and the practi-
cal advantages of US, a number of groups have proposed different methods to
register the pre-operative MRI volume to an iUS volume [2,8,11,12,16]. The es-
timated deformation can then be used to provide the surgeon with an updated
MRI volume suitable for guidance. For this strategy to be adopted in clinical
practice, the registration results are required to be both accurate and robust
to patient variability. In addition, the technique should have relatively short
processing times so as to minimize the overhead in the surgical procedure.
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The alignment of MRI to iUS images is particularly challenging due to the
widely different nature and quality of the modalities involved. In MRI, each
voxel’s intensity is to a large extent a direct function of the tissue type found
within the voxel’s volume. Alternatively, US image intensities are actually a
function of the probe’s direction (i.e. direction of the sound wave) and the pres-
ence of an acoustic impedance transition. Fig. 1 shows an MRI volume and a
corresponding iUS volume of a case involving a brain tumor. Notice the chal-
lenge in relating one image to another. The MRI volume permits the accurate
and precise identification of multiple tissue types and anatomical structures (e.g.
brain tumor, white matter, gray matter and bone tissue). On the other hand,
iUS is mostly limited to exposing tumor tissue with an associated uncertainty
regarding its boundary, along with a few coarsely depicted structure boundaries.

Fig. 1. Image slices from a pre-operative MRI volume and a corresponding iUS volume
in a brain tumor resection surgery. The top row shows the MRI. The middle row shows
the iUS. The third row shows the iUS with a heat color mapping overlayed onto the MRI
at their initial, unregistered positions. Notice the misalignment between key structures
such as along the longitudinal fissure.

In order to perform registration in this context, previous techniques have
mostly relied on intensity-based similarity metrics such as mutual information
(MI), normalized cross correlation (NCC) and normalized mutual information
(NMI). However, due to the challenges brought forward by US, most authors
also include a pre-processing stage which transforms the original images to fea-
ture images with a potentially increased likelihood of having a correspondence
throughout the full spatial domain. For example, some approaches maximize the
correspondence between the gradient magnitude of both images [3]. Similarly, in
[14], the authors employ a similarity metric based on an inferred mapping from
the MRI voxel intensity and gradient magnitude to the US voxel intensity, while
in [16], the authors choose to maximize the MI of the local phase.

Unfortunately, such local features are ultimately tightly coupled to the pixel
intensity response of each modality, and thus also tend to exhibit a variable re-
sponse with relation to corresponding anatomical structures in US. This can be
observed in Fig. 1, where image intensities and corresponding gradient magni-
tudes of the longitudinal fissure and lateral ventricles depicted in the US images
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vary greatly throughout the spatial domain, dropping to null values in some
regions. As a result, traditional registration techniques that build global models
for the two modalities, based on the assumption of homogeneous image features,
will necessarily see a degradation of performance in this context.

Other approaches rely on more elaborate pre-processing stages or the simula-
tion of US. In [2,12], the authors construct a pseudo-US from the MRI which is
then registered to the iUS by maximization of the cross correlation. The pseudo-
US is obtained by hard-mapping automatically segmented tissue types from the
MRI to intensity values that have been defined a priori and then blurring the
obtained image. In [11], the authors choose to non-linearly filter the US and
restrict its domain by manually defining a region of interest around the tumor.
The resulting image is then registered by maximizing the MI value. Similarly,
in [8], the authors apply a median filter to the MRI, blur the US with a Gaussian
kernel, restrict the domain with a mask of high-intensity regions in the US and
then maximize the NMI value. In [15], the authors address the registration of US
to CT with the use of a simulated US obtained from the CT. Unfortunately, the
approach relies on a hard-mapping of the CT intensity to the tissue’s echogene-
ity, and a comparable strategy in the context of IGNS can easily break down. In
particular, the dependence on fixed mappings between intensities represents a
sensitivity to variations of the image formation model. This is a critical concern
in IGNS where each case has unique US imaging parameters (e.g. probe direc-
tion and focal point depth) related to the size and location of the tumor. Each
patient can also have a unique pathology, leading to unpredictable US to MRI
intensity characteristics, particularly around the pathology where the accuracy
is required the most. These methods have demonstrated improved performance,
yet typically require fine-tuning for each context and don’t generalize well.

In this paper, we propose a new MRI to US registration framework, with
the goal of providing substantially improved robustness and computational per-
formance in the context of IGNS. Registration is based on gradient orientation
alignment, in order to reduce the effect of the non-homogeneous intensity re-
sponse found in US. However, orientation estimates can be noisy in this context
and using the full set of orientations would lead to undue computational cost and
risk of errors. In order to address such limitations, our technique first selects lo-
cations whose gradient orientations have high certainty (i.e. minimal noise) and
likely correspond to structures of interest. Once such locations have been iden-
tified, we maximize their alignment with corresponding orientations.

Experimental findings show that our approach brings forward gains in compu-
tational performance and registration accuracy. In particular, we can achieve a
robust performance, in the sense that all 14 cases have a resulting mean distance
between corresponding points that is larger than the smallest possible mean dis-
tance (under a rigid transformation) by no more than 1 mm. Furthermore, such
performance is achieved with a highly reduced subset of voxels (e.g. 2% of the
image), leading to an average processing time of 10 seconds. This achievement
should permit the strategy to be embedded in the clinical IGNS system.
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2 Methodology

The proposed registration method is composed of a local similarity measure
based on gradient orientation alignment (GOA), which evaluates the similarity
between the gradient of the fixed image, ∇IF , and moving image, ∇IM , as,

GOA(∇IF ,∇IM ) = cos (Δθ)
2

(1)

where Δθ is the inner angle between ∇IF and ∇IM . Similar metrics can be
found in previous work [5,6,9].

Ideally, we should make sole use of gradient orientations that actually reflect
the direction of anatomical boundaries and disregard all gradient orientations
brought forward by image artifacts or noise. An intuitive choice for an indicator
of the reliability of a gradient orientation is the image gradient magnitude, since
locations with high gradient magnitude tend to visually correspond to anatom-
ical boundaries of interest. We can also demonstrate that under the assumption
of i.i.d. additive Gaussian noise on voxel intensities, the gradient magnitude
actually corresponds inversely to the variance of the corresponding gradient ori-
entation.1 Thus, we use the gradient magnitude as an indicator of the certainty
of each gradient orientation, and restrict the evaluation of the similarity metric
to locations with high gradient magnitudes.

We also simplify the computation of the gradient of the transformed mov-
ing image by simply mapping the gradients from the original (i.e. not trans-
formed) moving image. In other words, instead of re-computing image gradients
at each evaluated transformation by resampling voxel intensities and recomput-
ing derivatives, we compute image gradients only once. The linear mapping of
image gradients can be easily found by expanding the expression for the image
derivative of a transformed moving image. Consider a D-dimensional moving
image, IM , whose coordinate space is inversely mapped by a continuous trans-
formation function, T, to the fixed image coordinate space. In other words, a
location, x = (x1, . . . , xD), in the fixed image coordinate space corresponds to
location T(x) = (T1, . . . , TD) in the coordinate space of the original moving im-
age. The derivative of the moving image with respect to a particular dimension,
xj , of the fixed image coordinate space, is expressed as,

∂Im
∂xj

∣∣∣∣
T(x)

=

D∑
i

∂Im
∂Ti

∣∣∣∣
T(x)

· ∂Ti

∂xj

∣∣∣∣
x

(2)

where the term ∂Ti

∂xj
corresponds to the (i, j)-th component of the spatial Jacobian

matrix of the transformation function.
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...
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1 Proof for this has been omitted due to restrictions in space.
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Re-arranging the terms we obtain the expression for the transformed image
gradient,

∇xIm
(
T(x)

)
= JT

T(x) · ∇TIm
(
T(x)

)
(4)

where∇TIm(x) =
(

∂Im(T(x))
∂T1

, . . . , ∂Im(T(x))
∂TD

)
is the gradient of the original mov-

ing image. The gradient of the transformed moving image is therefore evaluated
as the product of the transpose of the spatial Jacobian matrix and the gradient
of the original (undeformed) moving image.

3 Clinical Data

Registration was performed on 14 clinical cases of patients involving low and
high-grade gliomas at various depths and locations in the brain which form part
of a soon-to-be publicly available dataset [1]. Each case includes: a pre-operative
MRI volume, a set of 2D iUS images, a reconstructed 3D iUS volume, and a
set of manually identified corresponding landmarks. The study was approved by
the local Institutional Research Ethics Board and written informed consent was
obtained from each subject prior to study initiation.

All cases involve the registration of a pre-operative MRI volume to a iUS
volume where the initial location corresponds to a preliminary registration in-
volving the manual identification of homologous landmarks on the skin and the
MRI volume. Two-dimensional US images were acquired with an HDI 5000 ma-
chine on the dura prior to resection, where the probe was tracked with reflective
spheres rigidly fixed to a tracker and using a Polaris infrared optical system. The
2D images are captured through a Pinnacle PCTV frame-grabbing card, with
each acquisition sweep containing between 200 and 600 frames. A 3D iUS volume
was then reconstructed using a pixel-based method, mapping US pixels to a 3D
grid with a voxel spacing of 1.0×1.0×1.0 mm. The reconstruction of the 3D US
volume currently represents a significant delay with an average processing time
of 90 seconds, to a large extent due to lack of code optimization. However, we
note that real-time 3D US reconstruction was recently demonstrated in [4].

Fig. 2. Case 10 after registration with proposed approach
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Registration performance is measured as the mean distance between anatom-
ically corresponding points independently identified by two or three experts, as
is standard clinical practice. The total number of landmarks per case ranges
between 19 and 40. It is important to note that given both the uncertainty
of accurately identifying anatomical locations in the US volume as well as the
potential presence of non-rigid components in the transformation, the minimal
mean distance between points under a rigid transformation is generally not zero
and varies from case to case. For reference purposes, we also demonstrate the
minimal mean distance for each case in the experiments sections, which is effec-
tively the lower bound on the performance metric under a rigid transformation.

4 Experiments

We evaluated our approach with two different configurations. Preliminary em-
pirical evaluations have shown that the performance of the method is not par-
ticularly sensitive to the percentage of locations selected, yielding similar results
when choosing at least the top 10% locations (with highest gradient magnitude).
Smaller selection rates (e.g. top 1%) tend to identify highly clustered locations
that correspond to one particular boundary, thereby compromising registration
robustness. However, we do demonstrate that we can improve computational
efficiency without sacrificing robustness by randomly choosing a reduced subset
of locations within a sampling mask. For the purpose of brevity, we will only
demonstrate registration results corresponding to selecting the top 20% locations
in the image or a reduced random subset of location within such sampling mask.

The first configuration, (GOA Full), involves maximizing the mean gradient
orientation alignment of the full sampling mask defined by 20% of the voxels in
the volume with highest gradient magnitude. The optimization of the metric is
performed with a covariance matrix adaptation evolution strategy (CAE)[7], a
non-gradient based optimization strategy. We have defined the stopping criterion
to be a change in the metric value smaller than 10−6.

The second configuration, (GOA Subset), is meant to yield further reduced
processing times but with potentially inferior accuracy. In particular, instead
of using all the voxels in the top 20% sampling mask, we randomly select a
subset of 8000 voxels within the mask, which constitute around 2% of the total
number of US voxels in the 3D volume. Furthermore, we also change the stopping
criterion of the optimization to be a change in the metric value smaller than 10−3.

For comparison purposes, we also demonstrate the performance of conven-
tional registration techniques. Recently proposed US specific registration tech-
niques [15,16] were not evaluated due to implementation challenges (e.g. source
code not available, parameter tuning). First, we evaluate intensity-based ap-
proaches such as the maximization of normalized cross correlation (NCC), mu-
tual information (MI), and normalized mutual information (NMI). In order to
decouple the choice of intensity based similarity metric from optimization tech-
niques, we demonstrate the registration performance of each metric with the
same non-gradient based optimization strategy we employ in our method, as
well as a gradient-descent (GD) strategy with an adaptive gain.
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Table 1. Rigid registration results with proposed method evaluated in 14 clinical
cases. Performance is evaluated as the mean distance between manually identified cor-
responding anatomical points. The first configuration, GOA FULL, involves a sampling
mask defined by the top 20% voxels with highest gradient magnitude in the US. The
second configuration, GOA SUBSET, restricts the evaluation of the metric to a random
subset of 8000 voxels found within the top 20% sampling mask. Also shown are the
initial and minimal mean distance. The minimal mean distance is the smallest possible
value for the mean distance between points under a rigid transformation.

Case Initial Minimal GOA Full GOA Subset

Distance Distance Distance Time Distance Time
1 4.89 3.93 4.89 53 s 4.86 12 s
2 6.45 1.60 1.79 50 s 1.78 9 s
3 9.38 2.48 2.73 76 s 2.65 16 s
4 3.93 1.62 1.68 37 s 1.72 7 s
5 2.63 1.91 2.12 36 s 2.13 9 s
6 2.30 1.50 1.81 48 s 1.71 9 s
7 3.04 2.06 2.51 48 s 2.64 14 s
8 3.59 2.37 2.63 56 s 2.65 10 s
9 5.09 2.30 2.70 40 s 2.79 7 s
10 2.97 1.75 1.95 73 s 1.94 9 s
11 1.52 1.33 1.56 52 s 1.82 9 s
12 3.70 2.36 2.64 41 s 2.47 8 s
13 5.15 3.20 3.47 43 s 3.42 12 s
14 3.77 2.33 2.94 62 s 2.92 9 s

Average 4.17 2.20 2.53 51 s 2.54 10 s
Median 3.74 2.18 2.57 49 s 2.55 9 s
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Fig. 3. Rigid registration results with proposed method evaluated with 14 clinical
cases. The x-axis corresponds to the clinical case, while the y-axis corresponds to
the mean distance between manually identified corresponding anatomical points. Also
shown are the initial mean distance, (INI), in blue, as well as the minimal mean distance
(MIN) possible under a rigid transformation, shown as a red dashed line.
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We also evaluate registration performance when the gradient magnitude im-
ages are used as input images instead of the original volumes and the same
intensity-based similarity metrics are employed. Finally, we implement a tech-
nique based on the work found in [8]. This approach involves a more sophisticated
pre-processing stage in which the MRI volume is processed with a median filter
and the US volume is Gaussian blurred to reduce the effect of speckle. Next,
a sampling mask for the US volume is obtained by first identifying the voxels
with intensity values above the Otsu threshold[13], and consequently dilating
the obtained mask. The resulting images are then registered by maximization
of NMI. We note that all registration methods were evaluated with Elastix [10]
based tools on a Linux machine with an Intel Core2 Quad Processor Q6700.

Table 2. Statistical summary of rigid registration results with all evaluated techniques.
The first column identifies the method used which is characterized by a similarity
metric (e.g. Mutual Information (MI), Normalized Cross Correlation (NCC), Normal-
ized Mutual Information (NMI) and Gradient Orientation Alignment (GOA)), input
images (e.g. Original Images (ORI), Gradient Magnitude Images (GM) and Median
Filtered MRI in conjunction with a Gaussian blurred US (PRE)) and optimization
strategy (e.g. Covariance-Matrix-Adaptation-Evolution-Strategy (CAE) and a Gradi-
ent Descent (GD) optimizer with adaptive gain). The first two columns of registration
results show the average and median value of the mean distance between manually
identified corresponding points. Also shown are the average and median value of the
mean distance minus the minimal mean distance and the number of cases in which the
mean distance is larger than the minimal mean distance by no more than 1 or 2 mm.

Method
Mean Mean - Minimal Nbr of Successes

Average Median Average Median <1mm <2mm

MI+ORI+CAE 22.62 9.20 20.42 7.51 3 3
NMI+ORI+CAE 21.58 8.63 19.39 6.89 3 4
NCC+ORI+CAE 70.58 76.30 68.38 74.11 0 0
MI+ORI+GD 11.83 6.84 9.64 4.44 3 5
NMI+ORI+GD 11.68 6.88 9.64 4.44 3 5
NCC+ORI+GD 37.83 29.73 35.63 28.21 0 0

MI+GM+CAE 3.00 2.90 0.81 0.64 9 12
NMI+GM+CAE 3.01 2.78 0.82 0.59 10 12
NCC+GM+CAE 6.59 3.09 4.39 0.79 8 11
MI+GM+GD 2.90 2.67 0.71 0.61 11 14
NMI+GM+GD 2.87 2.66 0.67 0.60 12 13
NCC+GM+GD 3.77 2.91 1.57 0.69 9 12

NMI+PRE+CAE 13.47 9.22 11.28 6.83 0 1
NMI+PRE+GD 10.78 8.67 8.59 5.83 0 0

GOA+FULL 2.53 2.57 0.33 0.27 14 14
GOA+SUBSET 2.54 2.55 0.34 0.22 14 14

Table 1 lists the registration results for all 14 cases of our proposed approach
with both configurations. The same set of results is also illustrated in Fig. 3.
Notice that both configurations consistently reduce the mean distance from its
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initial point and that the resulting mean distance is actually quite close to the
minimal mean distance under a rigid transformation. The processing times of
the first configuration, (GOA Full), range from 36 to 76 seconds, comparable
to the processing time of intensity-based methods. However, we see that by
reducing the number of evaluated voxels and relaxing the stopping criterion
in the second configuration, (GOA Subset), we obtain a similar registration
performance with much shorter processing times that range from 7 to 14 seconds.

Table 2 summarizes the registration performance of all evaluated methods. In
particular, we demonstrate the average and median value of two performance
metrics: the mean distance between manually identified points, and the differ-
ence between the mean distance and the minimal mean distance. We also show
the number of cases with successful registrations, where we define success as the
case when the mean distance between points is larger than the minimal mean
distance by no more than 1 or 2 mm. Notice that common intensity-based sim-
ilarity metrics, like MI, NCC, and NMI, generally have very poor performance
with both optimization strategies. However, if we employ a gradient magnitude
image with the same similarity metrics, we begin to obtain more satisfactory
results. In particular, maximizing NMI between the gradient magnitude images
with a gradient-descent strategy, manages to register 12 of the 14 cases with
a mean distance less than 1mm larger than the minimal mean distance. Both
configurations of our proposed approach manage to resolve all cases with a mean
distance less than 1 mm larger than the minimal mean distance. Furthermore,
the median difference between the obtained mean distance and minimal mean
distance is of 0.27 mm for the first configuration, (GOA Full) and 0.22 mm for
the second, (GOA Subset).

5 Conclusion

In this paper, we have presented a new and robust approach for the rigid regis-
tration of pre-operative MRI volumes to iUS volumes which provides fast perfor-
mance. All 14 clinical cases evaluated were successfully registered with a median
difference between the mean distance after registration and the minimal distance
(i.e. lower bound) of 0.22 mm. Our method is also computationally efficient since
it does not require additional pre-processing stages and can resolve the trans-
formation with the evaluation of a very small percentage of locations (e.g. 2%)
with registration times as low as 7 seconds.
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Abstract. Deep brain stimulation (DBS) of the subthalamic nucleus
(STN) is an effective therapy for drug-resistant Parkinson’s disease (PD).
Pre-operative identification of the STN is an important step for this
neurosurgical procedure, but is very challenging because of the accuracy
necessary to stimulate only a sub-region of the small STN to achieve the
maximum therapeutic benefits without serious side effects. Previously, a
technique that automatically identified basal ganglia structures was pro-
posed by registering a 3D histological atlas to a subject’s anatomy shown
in the T1w MRI image. In this paper, we improve the accuracy of this
technique for the segmentation of the STN, substantia nigra (SN), and
red nucleus (RN). This is achieved by using additional MRI contrasts
(i.e. T2*w and T2w images) that can better visualize these nuclei com-
pared to the sole T1w contrast used previously. Through validation using
the silver standard ground truth obtained for 6 subjects (3 healthy and 3
PD), we observe significant improvements for segmenting the STN, SN,
and RN with the new technique when compared to the previous method
that only uses T1w-T1w inter-subject registration.

1 Introduction

Parkinson’s disease (PD) is a progressive and chronic disease of the central ner-
vous system (CNS). Deep brain stimulation (DBS) at the dorsal-lateral site
of the subthalamic nucleus (STN) is an effective treatment for relieving motor
symptoms (tremor, akinesia, rigidity) of Parkinson’s disease [1]. Determining the
geometry of the STN is an important step before locating the motor-function
region (or dorsal-lateral site) for this neuro-surgical procedure because stimula-
tion of only this sub-region results in desirable therapeutic benefits without side
effects. Yet, locating the precise stimulation target is difficult because the STN
is small and is in close proximity to several delicate structures, such as the red
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nucleus (RN) and the substantia nigra (SN). Many methods have been proposed
previously to locate the stimulation targets [1], and are divided into direct and
indirect targeting methods. Direct targeting methods [1] rely on MRI sequences
that directly visualize the geometry of the STN. Among these, susceptibility-
based methods (i.e. T2*w images and R2* maps) offer better contrast [2] while
the T2w Fast-Spin-Echo (FSE) acquisitions are more commonly used [1]. Either
way, manual identification is still necessary to determine the target stimula-
tion site. Indirect methods often involve deformation of brain atlases [1]. These
procedures need less expert supervision, but the T1w-MRI-based registration
may be sub-optimal since the structures of interest are not well visualized in
the T1w images, and their locations must be indirectly inferred from nearby
structures that have contrast on the T1w image. In this article, we propose a
framework that non-rigidly deforms a digitalized histological basal ganglia at-
las to segment the STN, RN, and SN by incorporating multiple MRI contrasts
to estimate the deformation field. This automatic method was validated with
manual segmentations of in vivo MRI data acquired on a 3T scanner (Siemens
Tim Trio, Erlangen, Germany), and was compared with the T1w-based method
introduced previously in [3]. This improved alignment will facilitate more accu-
rate automatic delineation of the sub-region of the STN for the DBS procedure,
which requires sub-millimeter accuracy in the stimulation electrode placement.

Fig. 1. A coronal view of the 3D digital basal ganglia atlas (A) and its resulting T1w
pseudo-MRI (B) and T2w pseudo-MRI (C)

Fig. 2. Pipelines of two atlas-based segmentation schemes. A: atlas-based segmentation
method with T1w-T1w registration; B: atlas-based segmentation method with multiple
image contrasts incorporated. Differences between A and B are shown in red fonts.
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2 Atlas-Warping Segmentation with T1w-T1w
Registration

Previously, a high-resolution 3D digital basal ganglia atlas (Fig. 1A) was derived
from a post-mortem healthy brain [4]. In addition, a framework to deform this
atlas for segmenting basal ganglia structures on an individual’s anatomy was also
proposed and validated for the globus palllidus (GP), striatum, and thalamus [3].
This segmentation framework only employed T1w images, and the deformation
of the basal ganglia atlas was completed in two steps using a global affine and
local non-rigid registration strategy. A flow-chart demonstrating the procedure is
shown in Fig. 2A. In the first step, the atlas was fitted to the T1-weighted (T1w)
Colin27 brain template (Fig. 3A) [5], and this was achieved in two stages. In the
first stage, the brain atlas was aligned to the Colin27 template with an affine
transformation based on the estimate of 24 homologous landmarks pairs (details
in [3]). These homologous landmark pairs were selected on structures well visible
on the T1w images, such as the striatum, the lateral ventricle, and thalamus. In
the second stage, a pseudo-MRI (Fig.1B) was created by manually assigning each
atlas label the intensity value in the corresponding region of the T1w Colin27
template. Then, with ANIMAL non-linear registration [6], this T1-appearing
pseudo-MRI was non-rigidly registered to the Colin27 template to further refine
the fit between the atlas and the template. After the deformation, the digital
brain atlas was brought into the space of Colin27 template. In the second step,
the Colin27 template and the co-registered atlas were mapped to the anatomy of
a subject seen on the T1w MR image. This was completed in a similar manner as
the first step, except the affine transformation was completed automatically using
a hierarchical approach with cross-correlation for the cost function. In [3], three
variants of the atlas-to-subject registration methods were compared. Based on
the segmentation quality of the T1w visible brain structures (i.e. GP, thalamus,
and striatum), the strategy described above was considered to be the optimal
approach. However, while this atlas-based segmentation technique is robust for

Fig. 3. Images (axial view) used in the proposed automatic nuclei segmentation frame-
work. A=T1w Colin27 template; B=T2w Colin template; C=“intensity inverted” T2w
Colin template; D=T1w-T2*w fusion image of a healthy female subject. Please note
that A-C are in Talairach space, and D is in the native space. The STN and RN are iden-
tified in B-D.The coordinates in Talairach space are marked in A, where A=anterior,
R=right, and S=superior.
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structures easily identifiable on T1w images, its segmentation performance on
the STN, RN, and SN may still require further improvement due to the poor
contrast of these nuclei in the T1w images, and thus their anatomical variability
is not as fully accounted for as other structures (i.e. ventricles, striatum, etc.).

3 Atlas-Warping Segmentation with Multiple MRI
Contrasts Registration

At present, FSE T2w MRI images are considered to be the state of the art image
acquisition technique to directly visualize the nuclei, such as the STN, SN, and
RN. However, the drawback lies in the long scanning times required to achieve
high resolution full brain coverage (i.e. 1×1×1mm3), and it is not perfect for DBS
target planning in patients with movement disorders. In addition, the specific
absorption rate (SAR) for FSE sequences is often higher than the gradient-echo
(GRE) sequences. Recent developments have led to new MRI techniques for vi-
sualizing the STN. Among these, the susceptibility-based MRI methods, such as
the T2*w image and R2* (1/T2*) map, have demonstrated comparable or bet-
ter contrast of the STN than the FSE T2w sequences, while providing a higher
resolution in a relatively clinically feasible time. We hypothesize that by incor-
porating the MRI techniques which can directly visualize the STN, SN, and RN
into the framework introduced in the previous section, the non-rigid registration
should improve the atlas-to-template warping, the template-to-subject warping,
as well as the resulting atlas-to-subject warping. As a result, the overall segmen-
tation accuracy should increase. The previous technique in [3] uses T1w-image
registration only. While preserving the parameters of the global affine and local
non-rigid registration strategy in [3], here we used a T2w-appearing pseudo-
MRI, a T2w Colin template, an “intensity-inverted” T2w Colin template, and
T1w-T2*w fusion MRI images of the subjects for the local non-rigid registra-
tion. Note that the pipeline of this new framework is illustrated in Fig. 2B. The
creation the new MRI modalities and the registration procedures are detailed in
the following sections.

3.1 T2w Colin MRI Template and T2w Pseudo-MRI

Since the Colin27 T1w template was not able to provide sufficient contrast for the
STN and its neighboring SN and RN, a co-aligned T2w FSE Colin template and
its corresponding T2w pseudo-MRI were created. First, the T2w Colin template
was produced from 12 FSE T2w MR images (1 × 1mm2 in-plane resolution,
2mm slice thickness in sagittal direction) of the same subject as the Colin27 T1w
template ([5]). Each T2w image was processed using the following sequence: 1)
rigid registration to Colin27 T1w template using normalized mutual information
as the objective function [7] and resampling to the Colin27 template grid with
sinc-function interpolation; 2) image intensity inhomogeneity correction [8]; 3)
image intensity normalization [9]; and 4) non-local means image de-noising [10].
Lastly, the T2w Colin template (Fig. 3B) was generated by averaging these
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12 pre-processed images. In this resulting T2w average template, the GP, STN,
SN, and RN demonstrate their characteristic hypo-intensity features, while their
boundary delineations were improved due to image averaging. The creation of
the T2w pseudo-MRI (Fig. 1C) follows the same manner as the original T1w
pseudo-MRI except that the intensity values were taken from the Colin T2w
image instead of the Colin27 T1w image.

3.2 Inverted T2w Colin Template and T1w-T2*w Fusion Image

Ideally, one would register T2w FSE patient data with the new Colin T2w
template to customize the atlas to the patient’s anatomy. Unfortunately, it is
difficult, if not impossible, to acquire high resolution T2w FSE in clinically ac-
ceptable times. We proposed to acquire data with a 10-echo 3D FLASH MRI
sequence [11], with the following parameters: echo time (TE)={1.6, 4.1, 6.6,
9.1, 13.0, 16.0, 18.5, 21.0, 23.5, 26.0}ms, repetition time (TR) =30 ms, flip-
angle=23o, read out bandwidth=±450 Hz/pix, acquisition matrix=256x256, 176
sagittal slices, resolution=0.95×0.95×0.95mm3, 6/8 partial Fourier in the phase
and slice encoding directions, and GRAPPA factor =2, acquisition time = 7:05
min. From the MRI data acquired, three original image contrasts (T1w im-
age, T2*w image, and R2* map) were generated. The T1w image was produced
by averaging the magnitude images of the first four echoes. The T2*w image
was generated by averaging the magnitude images of the last five echoes. The
R2* map was derived by least-square fitting all magnitude data to an expo-
nential curve. These three image contrasts are shown in Fig. 4 for a healthy
female subject. Since all three image contrasts were generated in the same scan
session, no inter-contrast registration is necessary. The T2*w image and R2*
map were used later to establish the silver standard ground truth for evalua-
tion. While non-linear registration of the Colin FSE T2w image and the T2*w
patient image might be possible with a mutual information based cost func-
tion, we propose to use ANIMAL cross-correlation-based non-linear registration
of an “intensity-inverted” T2w Colin template (Fig. 3C) and a T1w-T2*w fu-
sion patient image (Fig. 3D). The patient’s fusion image is synthesized using
Ifusion = IT1w + (IT1w − IT2∗w × α), where Ifusion, IT1w, and IT2∗w represent
the voxel intensities of the fusion image, T1w image, and T2*w image, respec-
tively, and α is the normalization factor that ensures the voxel intensity of the
white matter in the T2*w image is at the same level as the T1w image. Last,
the “intensity-inverted” T2w Colin template is simply obtained by subtracting
the intensity of the T2w Colin template from its maximum value. The use of
cross-correlation objective function is justified by the similar image contrast of
the two synthesized images (Fig. 3C and 3D), and enables direct comparison
with the previous T1w-T1w technique [3].

3.3 Atlas-to-Subject Registration

As shown in Fig. 2B, the new multi-contrast atlas-based customization proce-
dure was completed in two steps. In the first step, the atlas was fitted to the
Colin templates. This was done in two stages: First, the previously computed
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Fig. 4. Coronal slices of T2*w image (A), R2* map (B), and T1w image (C) obtained
from the 10 echo 3D FLASH sequences for a healthy female subject. The STN and SN
are identified in A and B, but are poorly visualized in C.

landmark-based affine registration [3] brought the atlas roughly to the space
of Colin27; Second, local non-rigid registration (in the region of the basal gan-
glia) was used to fine-tune the remaining anatomical differences between the
atlas and Colin27. This step was performed by deforming the T2w basal ganglia
pseudo-MRI to the T2w Colin MRI template. In the second half of the pipeline,
the Colin template anatomy was brought into each individual’s anatomy in two
stages. First, an affine registration between the T1w Colin27 template and a sub-
ject’s T1w image was performed. Susceptibility artifacts (signal drop-outs near
the sinus, orbitofrontal and temporal lobes) exist for T2*w MRI, but not for
T2w or T1w MRI. Thus, the fusion image has unwanted artifacts near the cor-
tical surface, and for the global affine registration, we think T1-T1 registration
is a sufficient and better choice. The “intensity-inverted” T2w Colin template,
co-registered with the Colin27 template, was then warped to the T1w-T2*w
fusion image of the subject through a local non-rigid registration procedure. Fi-
nally, the digital brain atlas was warped using the recovered transformations to
the designated subject’s anatomy in order to segment the basal ganglia. In the
entire pipeline, the registration parameters remained the same as the original
T1w-image only framework [3]. Although it is possible to achieve the non-rigid
registration by considering a pair of MRIs (T1w and an additional contrast)
simultaneously, we feel that using the T2w and fusion images alone is sufficient
since the structural information in T1w images is still included in these images
for the region of interest, and pair-wise multi-contrast registration is computa-
tionally more expensive.

4 Evaluation

4.1 Subjects and Establishment of Ground Truth

After providing informed consent, 3 healthy subjects (1 female, 2 male, age=
37±12yr) and 3 PD patients (1 female, 2 male, age=54±4 yr) volunteered for
the study. Each subject was scanned with the proposed 10-echo 3D FLASH
MRI sequence. From the acquired MRI data, the T1w image, T2*w image, R2*
map, and T1w-T2*w fusion image were produced for each subject. Two sets
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of silver standard ground truth for the STN, SN, and RN were made by one
expert’s manual identification on the MRI images: 1. ground truth for Colin
(called “GT1”); 2. ground truth for each testing subject (called “GT2”). The
first set was used to examine the quality of atlas-to-template registration, and
the second set was applied to validate the quality of the template-to-subject
registration, as well as the segmentation performance of the entire system for
the STN, RN, and SN. With ITK-SNAP (www.itkSNAP.org), we obtained the
ground truth for the Colin template by manually painting the labels of the STN,
SN, and RN on the T2w Colin template in 3D. For all 6 subjects, the manual
labels were painted using a consensus of the patient’s T2*w image and R2* map.

4.2 Evaluation Methods

In total, three aspects of the final atlas-warping pipeline were examined with
respect to segmenting the STN, SN, and RN: 1. quality of atlas-to-template
registration; 2. quality of template-to-subject registration; 3. the segmentation
performance of the entire system for the nuclei of interest. For the atlas-to-
template registration, we compared the Colin27-coregistered histological atlas
with the manual segmentation of T2w Colin template (“GT1”); In the second
aspect, “GT1” was employed as an atlas label set and warped to a subject’s
anatomy with the deformation matrix obtained in the second half of the pipeline,
then compared to “GT2” in the native space of each subject. Last, the deformed
histological atlas was compared with the manually painted labels of each subject
(“GT2”). For each test, three evaluation metrics were computed to compared the
warped labels and the ground truth: 1) the overlap metric kappa=2*a/(b+c),
where a is the intersection of two segmentations, and b and c are volumes of
each segmentation; 2) the Euclidean distance (COMEuclid) between the centre of
mass (COM) of the deformed labels and the silver standard ground truth; and 3)
the COM coordinate differences (ΔCOMR,A,S = COMatlas-COMground−truth)
after transforming them into the Talairach space (the coordinates are shown
in Fig. 3A). The evaluation results were analyzed using one-sample or paired-
sample one-sided t-tests. In the next section, we compared all these metrics for
both the original T1w-image-only pipeline, and the newly proposed pipeline with
multiple image contrasts added.

4.3 Results

A qualitative examination was conducted between the warped-atlases and the
manually identified ground truth for both Colin and the 6 testing subjects. Fig-
ure 5 shows coronal views of the warped labels and the manual segmentation of
the SN, STN, and RN, overlaid on Colin’s and a healthy subject’s T1w images.
In Fig. 5, the first row (Fig. 5B, 5D, and 5F) shows the result of the regis-
tration method in [3]; the second row (Fig. 5C, 5E, and 5G) demonstrates the
results of our updated registration framework. From the visual inspection, we
are able to see the warped labels in the second row demonstrate higher resem-
blance with the ground truths for both Colin (GT1) and the subject (GT2).
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Fig. 5. Results of atlas registration and the silver standard ground truth. A=GT1,
H=GT2. B, D and F are segmentation results of atlas-to-template registration,
template-to-subject registration, and complete system, respectively, by using only T1w-
T1w registration. C, E and G are segmentation results of atlas-to-template registration,
template-to-subject registration, and complete system, respectively, by using multiple
image contrasts. Please note that to the left of the black line, Image A, B, and C show
the labels of Colin; to the right side, labels are shown for a healthy female subject.

The quantitative differences between the method in [3] and our updated tech-
nique for atlas-to-template registration, template-to-subject registration, and
segmentation performance of the complete system, are listed in Table 1, 2, and
3, respectively.

Comparing the results obtained by the two procedures, in general, our new
method improves the two registration stages (atlas-to-template and template-
to-subject), as well as the segmentation performance of the overall system. For
the atlas-to-template registration, improvements are seen for the three metrics
for RN and STN. For the SN, while the kappa value increased, the distance

Table 1. Evaluation of atlas-to-template registration. The results of T1w registration
are shown in bold black, and results of our multi-contrast method are shown in blue.
For ΔCOMR,A,S , R, A, and S represent the right, anterior, and superior-directions
respectively in Talairach space. The same formatting applies to Table 2 and 3.

Side Metric RN SN STN

Left

kappa
0.39 0.45 0.52
0.83 0.56 0.71

COMEuclid(mm)
3.14 3.51 2.41
0.40 3.87 0.35

ΔCOMR,A,S(mm)
R A S R A S R A S

-0.85 2.30 1.97 1.45 -3.20 0.09 -1.74 0.70 1.51
-0.38 0.12 0.07 1.53 -3.09 -1.74 0.00 -0.12 0.33

Right

kappa
0.43 0.50 0.42
0.79 0.60 0.67

COMEuclid(mm)
3.09 3.36 3.15
0.38 3.60 0.57

ΔCOMR,A,S(mm)
R A S R A S R A S

1.70 1.17 2.30 -1.07 -3.18 0.12 1.75 0.10 2.62
0.32 0.19 0.03 -1.35 -2.74 -1.92 -0.01 0.19 0.54
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Table 2. Evaluation of template-to-subject registration

Side Metric RN SN STN

Left

kappa
0.72±0.05 0.56±0.06 0.55±0.08
0.77±0.03 0.64±0.03 0.62±0.04

COMEuclid(mm)
1.12±0.39 2.42±0.56 1.42±0.63
0.66±0.13 1.90±0.63 1.30±0.13

ΔCOMR,A,S(mm)

R A S R A S R A S
0.31 -0.87 -0.50 0.38 1.95 -0.79 0.26 -0.86 -0.50
±0.51 ±0.50 ±0.19 ±0.55 ±1.34 ±0.42 ±0.64 ±1.04 ±0.65
0.37 -0.35 -0.31 0.05 1.57 -0.19 0.35 -0.52 -0.85
±0.18 ±0.23 ±0.29 ±0.47 ±1.18 ±0.42 ±0.58 ±0.72 ±0.21

Right

kappa
0.72±0.07 0.58±0.10 0.52±0.08
0.77±0.04 0.68±0.05 0.62±0.06

COMEuclid(mm)
0.92±0.39 1.99±0.77 1.52±0.63
0.40±0.18 1.74±1.03 1.04±0.63

ΔCOMR,A,S(mm)

R A S R A S R A S
-0.19 -0.48 -0.49 0.16 1.62 -0.75 0.32 -0.34 -0.69
±0.74 ±0.27 ±0.26 ±0.33 ±1.30 ±0.23 ±1.05 ±0.98 ±0.48
-0.36 -0.10 0.05 0.12 1.59 -0.02 0.17 -0.14 -0.41
±0.17 ±0.20 ±0.10 ±0.33 ±1.38 ±0.26 ±0.72 ±0.68 ±0.61

Table 3. Evaluation of the segmentation performance of the overall system

Side Metric RN SN STN

Left

kappa
0.54±0.06 0.55±0.08 0.56±0.08
0.82±0.01 0.59±0.07 0.63±0.06

COMEuclid(mm)
1.85±0.22 2.54±1.33 1.58±0.64
0.43±0.12 3.39±1.23 1.08±0.18

ΔCOMR,A,S(mm)

R A S R A S R A S
-0.23 1.58 1.00 1.71 -1.95 -0.53 -1.22 -0.19 0.60
±0.55 ±0.15 ±0.18 ±0.64 ±1.16 ±0.45 ±0.51 ±0.98 ±0.53
-0.02 -0.30 -0.18 2.02 -2.02 -2.04 0.38 -0.49 -0.52
±0.20 ±0.18 ±0.21 ±0.42 ±1.07 ±0.59 ±0.58 ±0.55 ±0.37

Right

kappa
0.52±0.13 0.59±0.04 0.43±0.16
0.84±0.03 0.57±0.06 0.61±0.06

COMEuclid(mm)
2.28±0.62 1.90±1.14 2.52±0.80
0.26±0.09 3.01±0.68 0.94±0.44

ΔCOMR,A,S(mm)

R A S R A S R A S
1.56 0.95 1.53 -0.81 -1.55 -0.32 1.84 0.43 1.52
±0.80 ±0.20 ±0.30 ±0.48 ±1.12 ±0.37 ±1.13 ±0.87 ±0.34
-0.01 0.09 -0.07 -1.38 -1.63 -2.09 0.32 -0.08 -0.09
±0.18 ±0.15 ±0.14 ±0.42 ±1.03 ±0.32 ±0.69 ±0.69 ±0.52

measures didn’t demonstrate improvements. For the template-to-subject regis-
tration, the improvement is significant (p<0.05) for the kappa metrics (SN, left
RN, and right STN) and COMEuclid (RN and left SN). For the segmentation
of the complete system, the enhancement in segmentation performance is signif-
icant for the kappa metrics (STN, RN, and left SN), and COMEuclid (RN and
right STN). The COMEuclid of the STN (Left:1.08±0.18 mm, Right:0.94±0.44
mm ) is in the same range or better than those previously reported [1]. From the
analysis of ΔCOMR,A,S , we observed a systematic location bias in the warped
atlas when using only T1w-T1w inter-subject non-rigid registration: for the
template-to-subject registration, the warped labels are more posterior and infe-
rior for the RN (p<0.05), and more anterior and inferior for the SN (p<0.05).
For the complete system, the segmentations are more lateral and superior for the
STN, more medial and posterior for the SN (p<0.05), and more anterior and
superior for the RN (p<0.05). However, with our method, the final segmentation
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results of the entire system show almost no significant displacement for the RN;
although the segmented left STN is more inferior (p<0.05), the absolute mean
displacement is less than using the old method.

5 Discussion

For the SN segmentation after adding multiple MRI contrasts, the average Eu-
clidean distance between the COMs increased while the kappa metrics improved.
Since the mean Hausdorff distance of the SN between the manual and automatic
segmentation is smaller with our method (Left: 6.11mm; Right: 5.63mm) than
with the T1w registration (Left: 6.72mm; Right: 6.19mm), this can be explained
by a tighter fit of our method to the ground truth segmentation, except at the
inferior borders of the SN. Judging from Table 1 and 2, this could be due to
the individual variability of the histological data, or the fact that the MRI does
not reveal equal amounts of tissue as shown in chemically stained histological
data. Compared with the histological atlas, the limited accuracy of manual seg-
mentation (intra- and inter-rater variability) can only make the MRI-based atlas
a silver standard due to the limits of current MRI (i.e. resolution and partial
volume effect). Although label fusion techniques, together with high field MRI
(i.e. 7T) may mitigate these drawbacks, ultimately the extents of the nuclei are
confirmed by intra-surgical electro-physiological recording. Due to the fact that
the STN is much smaller than the other structures of the basal ganglia (i.e. GP
or striatum), and the image resolution is on the scale of 1 mm3, the kappa metric
may not be perfectly appropriate to represent the full potential of this new tech-
nique. There are very few previous studies evaluating volumetric segmentation
of the STN, RN, and SN with overlap metrics; most report 3D distance measures
only. Upon consideration of the Euclidean distances between the automatic and
manual segmentation and visual inspection, our segmentation quality is satis-
factory. However, efforts could still be made to further improve the system in
the future. First, although the FSE T2w image and T2*w images demonstrate
similar contrast in the basal ganglia system, we would like to construct multi-
modality templates that include both T1w and T2*w images for both healthy
and PD brains in different age groups. This way, the variability in shape and
in the nuclei contrasts due to aging or pathological changes can be better ac-
counted for. Second, we believe that by adding geometric shape constraints and
other image contrasts (i.e. quantitative susceptibility map), the segmentation
accuracy could be enhanced. Last, we would like to compare the location of the
segmented STN with electro-physiological recording to confirm its efficiency.

6 Conclusion

Upon visual inspection of the registered results using the original T1w-image-
only framework, there was a coarse correspondence of the STN, SN, and RN
between the warped atlas and the manual segmentations, but the geometric
description is not sufficiently accurate according to the quantitative evaluation.
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After incorporating MRI techniques that are capable of directly visualizing the
STN and its adjacent SN and RN, we observed large improvements in separate
stages of the atlas-based segmentation pipeline, as well as the segmentation
performance of the entire system. This proved our original assumption that
inter-subject (atlas-to-template or template-to-subject) registration with only
T1w images is not sufficient for structures that are almost invisible on the T1w
images, as far as the registration framework in [3] is concerned. In conclusion,
we established a technique that automatically segments the STN, SN, and RN
for STN deep brain stimulation, by combining MRI techniques that can directly
delineate these nuclei, and a high resolution basal ganglia atlas that was defined
from histological data. This framework was validated on 6 subjects (3 healthy
and 3 PD patients), and is an improvement compared with the technique in [3].
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Abstract. It has been shown that usability of intra-operative computer-
based systems has a direct impact on patient outcome and patient safety.
There are several tools to facilitate the usability testing in other domains,
however, there is no such tool for the operating room. In this work, af-
ter investigating the features of the existing tools in other domains and
observing the practical requirements specific to the OR, we summarize
key functionalities that should be provided in a usability testing support
tool for intra-operative devices. Furthermore, we introduce the OR-Use
framework, a tool developed for supporting usability evaluation for the
OR and designed to fulfill the introduced requirements. Finally, we re-
port about several performed tests to evaluate the performance of the
proposed framework. We also report about the usability tests which have
been conducted up until now using this tool.

1 Introduction

Computer-based systems in the Operating Rooms (OR) have become widely
used as a means of improving the treatment process and the patient outcome.
On the other hand, this can increase the risks for human error. According to a
study published in 2004 [12], between 44,000 to 98,000 patients die each year
from preventable medical errors in American hospitals where 69% of these events
are rooted in wrong usage of technical equipment. This problem can be targeted
by studying the usability of intra-operative devices. Usability can be defined by
the ease with which a user can operate, prepare inputs for, and interpret outputs
of a system or component. Nielsen states that usability is associated with five
main attributes: Learnability, Efficiency, Memorability, Errors, and Satisfaction
[10]. This definition has been extended within different industrial standards for
certain contexts, e.g. ISO IEC 62366 for the medical domain. Among available
usability evaluation approaches, Liljegren [7] suggested that usability testing is
more appropriate for medical devices. It consists of four main stages as planning,
conducting, analysis and report. Performing a complete usability test is not
always an easy endeavor due to many challenges associated with the acquisition
and the management of usability data as well as the analysis of huge amount
of collected information. In order to overcome these challenges, several usability
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evaluation support tools have been proposed in different domains as reported
by Ivory and Hearst [6]. Such tools reduce the required amount of labour and
costs assigned to these tests and therefore they can be performed on a frequent,
iterative basis, within the development life-cycle. Despite its vital effect, to our
knowledge, there is no such support tool for the OR domain and usability study
is often neglected due to its complexity and relatively high demand of time and
resources. Furthermore, none of the previous frameworks are considering the
complexities of the OR, hence making them impractical in this context.

The complex nature of the OR domain makes the production of usable intra-
operative devices very challenging. The OR is a collaborative environment where
multiple potential users perform together, each with different individual roles e.g.
surgeon, nurse. Usually, intra-operative devices are targeting more than one of
these roles and therefore their usability should be studied for each individual
target role. Additionally, the usages of intra-operative devices are usually fused
in activities of a higher level process model known as surgical workflow [9]. In this
situation, defining atomic test tasks as it is done for websites or handheld devices
is not practical. Moreover, the intra-operative devices are technically much more
advanced compared to web sites. They are often compose of additional external
hardware such as probes and tracking systems, which are integrated as part
of their user interface (UI). Taking into account that interaction with all these
external parts of the UI should be also considered within the usability test, the
challenges facing the usability specialist in this domain become clear. In [4],
we proposed a conceptual model for managing the usability data. This model
decomposes the complexities of the OR domain into three views as surgical
workflow, human roles and intra-operative device, where cross-view correlations
are stored in mapping tables. In this work, we propose the main functionalities
required for a usability testing support tool and explain a possible architecture
for exploiting models similar to the one proposed in [4] for supporting intra-
operative usability testing. Finally, we conclude with a comparison with similar
tools and report about our early results from conducted experiments.

1.1 Related Works

There are many tools and frameworks to support usability testing in different
domains. Morae [8], Mangold INTERACT and Nodlus Observer are commer-
cially available tools which consist of a recorder and analysis tools. Several tools
are further introduced for usability studies of web-based applications such as
Web Usability Probe [1]. Technically, they analyze the html source of the web
pages and by adding a spy script for each UI control, generate a usage report.
Similarly, authors in [3] propose HUIA framework to record and visualize the in-
teraction logs for applications on smart phones. Furthermore, SAVE [5] provides
comparable functionalities for augmented reality applications where users inter-
act in a virtual environment. During the analysis stage the recorded data can be
played back in the virtual scene, providing interaction information in the same
fashion as the recorded videos. In the OR context, there are several method-
ological studies available on the topic [11]. However, no specialized support tool
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has been proposed until now. The closest work to our approach is presented by
authors in [9] to record surgical workflows. This is a valuable tool to monitor
activities within a surgical intervention; however it is not intended to be used
for usability studies and does not record any user feedback or interaction logs.

2 Usability Testing for the OR

In this work, we take example of usability study of an intra-operative imaging
device, incorporating a navigated handheld gamma probe. This study has been
conducted in collaboration with the manufacturer. We present three case studies
to highlight some of the issues about the usability of intra-operative devices.

Subjective Satisfaction. This refers to how pleasant users find it to use a sys-
tem. This is an important measure since it helps to improve the user experience
in order to increase customer acceptance. It is mainly evaluated based on heuris-
tic feedback collected from test subjects. As opposed to typical scenarios such
as websites, where there is one user working with the system, in the OR this
should be evaluated separately for each potential human role. Presenting this
information based on different aspects of the OR domain, e.g. workflow stages,
it would be possible to prioritize the required improvement based on them.

Learnability per Human Role. Learnability can be defined as a measure of
the degree to which interaction with a device can be learned quickly and effec-
tively. It can be measured either with time or comparing number of performed
interactions of new users to an optimum set performed by an expert user, ac-
complishing the very same task. In collaborative environments such as OR, this
should be measured for each individual role. Smooth integration and reduced
training cost are among the main benefits of a learnable system.

Cross Configurations Efficiency Comparison. In context of iterative evalu-
ations, it is very important to compare the efficiency of the two successive versions.
A system is called efficient when a user can use it productively with a minimum
amount of resources such as time. One of the most common techniques for evaluat-
ing efficiency is measuring the task completion time. This may be achieved using
instances running on different locations within multi-center studies.

3 Functionalities

We summarize the requirements of a usability testing support tool based on
observations made with medical industry and features available in existing tools.

Planning. This is the first step of usability testing and usability support tools
in this context should provide the specialist with a proper modeling technique
for defining the domain model. For the OR Scenario this includes: (1) Workflow
model which explains the sequence of activities during a surgical intervention.
Having this model, the user interactions can be associated to corresponding stage
within the operation. (2) Human roles which define different actors within a given
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surgical intervention. Modeling the OR roles helps to understand the usability
measures from the perspective of different users. (3) Device model which contains
all the features in a system’s interface that user can interact with, such as UI
controls or handheld probes. This model helps to track the user interactions.

Conducting. During this stage, a wide range of information is synchronously
recorded such as: (1) Video recording, which is the most common technique in
usability testing as it can be used to find out about the effort users make ac-
complishing a given task. (2) Performance logging, which is storing all the users’
interactions with different features of the interface. Excessive amounts of clicks,
scrolling and probe movements, are possible indicators for poor efficiency. (3)
Recording annotations, which provides a great insight into the real feelings and
comments of the users about the system. A dedicated tool can facilitate this
and furthermore be utilized for labeling the start and end of workflow stages.
Portability and easy deployment are among the main characteristics of such a
tool [9], due to the fact that the monitored surgeries usually take place in differ-
ent ORs, often with a very short notice. Using a portable device satisfies these
needs, however, this tool itself should be highly usable due to time constraints
during surgery. Small display size and limited interaction possibilities are among
the main challenges for designing an annotation tool for small portable devices
like smart phones. (4) Configuration management, which includes software and
hardware version, test location and date as well as the information about the
surgical team such as level of experience. This information provides the required
background for analysis of multi-center and cross-configuration tests.

Analysis. Large sets of collected usability data are rarely explanatory on their
own and should be analyzed for making conclusions. Several functionalities can
be provided to assist the analysis process: (1) Data retrieval, which is a funda-
mental part of many usability support tools that provides a way for searching,
filtering and retrieving a subset of the collected usability data. Different aspects
of the domain model can be used to filter the data. (2) Video indexing, which
provides a mean to retrieve the corresponding video segments for each piece of
usability data such as user comments or performance logs. This facilitates the
analysis stage by reducing the required time for browsing the videos. (3) Vi-
sualization, including graphs and other diagrams, which should be used where
possible to draw attention to the critical issues. These can significantly reduce
the time required for exploration and decision making processes.

4 OR-Use Framework

In this section we describe the architecture and main components of the OR-
Use framework, shown in Figure 1 (a), developed to achieve the above mentioned
requirements. According to the classification of Ivory and Hearst [6], the OR-
Use framework solution for usability testing involves: capturing logs generated
at client-side and storing them on the server-side, supporting analysis and a
number of visualizations to ease the identification of the usability issues, and can
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Fig. 1. Architecture of the OR-Use framework and proposed data schema

be used both for test tasks and real usage of the device. In this work we have
exploited the modeling technique presented in [4]. Three views of the surgical
workflow, human roles, devices and their mapping are defined in an XML file,
in the planning phase. Figure 1 (b) demonstrates the schema of this XML file.
Different parts of the OR-Use framework use this file as settings for initialization.

4.1 Usability Data Acquisition

In order to collect information during the usability tests, two different tools are
provided. Additional to the collected data with these tools, captured video and
other device specific files can be attached to the usability data. The timing is
synchronized among different modules using an online time web service.

Performance Log Conversion Tool. Wide range of technologies is being used
by producers of intra-operative devices, which often varies widely based on their
specific requirements. In order to stay independent and extend the functional
domain of the OR-Use framework, a conversion kernel is developed to convert
the logs generated by a specific device to a uniform XML representation. For
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Fig. 2. (a) Structuring the usability data, (b) Relational database tables

each new device, a component can be provided and added to the conversion
kernel. As shown in Figure 1 (c) the performance log XML file consists of a
list of interactions. After each test session this tool is used to export the device
performance logs.

Portable Annotation Tool. A portable annotation tool is developed for An-
droid smart phone devices. This tool facilitates onsite documentations of spe-
cialist’s observations. Before starting the test, for each member of the surgical
team a test subject profile can be either defined or selected among the previously
stored profiles. This profile contains information such as name, role and level of
experience. Furthermore, during the surgery this tool is used to follow the surgi-
cal workflow stages as defined in the domain model. For each workflow stage, a
button is automatically generated on the workflow page and can be used to an-
notate its start during the intervention. Within each workflow stage, comments
can be added in two different ways: typing or voice recording. Additionally the
type of OR members’ comments, such as complaints or positive feedback can be
specified. After the operation, all the recorded data is exported in an XML file.

4.2 Centralized Usability Data Management

For supporting cross configuration and multi-center usability studies, the OR-
Use framework has been designed based on client-server architecture, as shown
in Figure 1 (a). All the captured data are transferred to a server, hosting this
information. Here we explain relevant components of this design.

Data Transfer. A client-side tool is developed to facilitate the uploading pro-
cess. This application merges and encrypts different generated XML files, per-
formance logs and test annotations, into a single XML message. The structure
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of this XML message is shown in Figure 1 (d). Multiple instances of this tool can
be used simultaneously. Since the message contains all the required information
about the test setup configuration, it can facilitate evaluation of different devices
with different configurations conducted in various locations and hospitals.

Server Side Extraction. On the server side, the received data are decrypted,
extracted and stored on the server. Each part of the XML message is processed
with a corresponding data extractor component, loaded at runtime. Data ex-
tractors parse the XML data and store them in the corresponding tables of a
database. Supplementary materials are separately stored on the local file system
of the server, forming a repository named data pool. Each extractor component
is developed for processing a special type of data, e.g. user interactions or probe
readings. Such an open architecture allows the proposed framework to be ex-
tended for new devices and makes it applicable for different usability standards.

Data Management. Retrieved data on the server side is stored in a relational
database. As shown in Figure 2 (a), a hierarchical representation is used in each
view [4]. The depth of this hierarchy depends on level of granularity required and
is defined in the domain model file. As shown in Figure 2 (b), a table is created
in the database for each level of this hierarchical representation. A foreign key
is used to specify the relation to the parent of each node. Usability data are
separately stored, each in a dedicated table such as interactions, comments, etc.

4.3 Usability Data Retrieval and Visualization

Two web services have been developed, to access the stored usability data on
the OR-Use server either directly (low-level approach) or using visualization
(high-level approach). The web-based nature of these services allows multiple
and simultaneous access to the data, which is important for comparison.

Usability Data Retrieval Interface. The stored usability data on the OR-Use
server can be retrieved in form of XML, from standard web browsers, sending a
query to a data retrieval web service, shown in Figure 1 (a). This query contains
a set of key and value pairs, which are used to filter the retrieved results. The
first key is collection, which specifies the usability data type. For all the database
tables shown in Figure 2 (b), a key with similar name is defined. On the data
retrieval service, this query is parsed and a SQL command is generated and
executed against the database. The retrieved results are then returned as XML,
which can be used for the development of additional analysis support tools such
as data visualization or data mining. For example, the following query allows the
usability engineer to retrieve the interactions that the surgeon has done with the
brightness slider, during the scanning stage, on version 2.3 of the device:

HostAddress?collection="UserInteraction"&Configuration="2 3"&Workf

lowStage="Scanning"&HumanRole="Surgeon"&DeviceFeature="Brightness"

Usability Data Visualization. A high level visualization of the usability data
can facilitate the analysis process by reducing the analyzing time. Such interface
has been developed, using Microsoft Pivot and CXML file, which is an XML file
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Fig. 3. Results for case studies: a)Satisfaction, b-c)Learnability, d)Efficiency

expressing a collection of items and their properties. A web service is developed to
generate the CXML files using “Just-in-Time” method that makes it possible to
dynamically produce collections, based on the user request. Same format as data
retrieval interface is used for queries. The Pivot web service generates the CXML
file based on the retrieved results from the data retrieval interface. Facets are
assigned to each item based on the available information in the corresponding
table and additionally other properties traceable via mappings. An image is
generated per item, which simply represents its content e.g. user comments are
shown as texts with a background color assigned based on their type. Also, a
proper segment of the recorded video is extracted and attached, using the time
of the usability data item. This is equivalent to typical video indexing.

5 Case Studies

Until the middle of November 2011, the OR-Use is used to conduct usability
tests in 12 user studies and 7 surgeries took place in our partner university
hospital. 5 surgeons and 10 biomedical students were involved as test subjects.
A surgical workflow was modeled with 18 stages and 5 main intra-operative
human roles were defined. The device modeled with 122 features in 12 stages.
Within 85 performed workflow stages, about 2000 user interactions and 163 user
feedbacks, annotated with one of 8 comment types have been collected, using
thinking allowed. Here we report on the results for the given case studies.

Subjective satisfaction is evaluated using direct feedbacks received from the
users through thinking aloud process. Figure 3 (a) shows these feedbacks, pre-
sented based on surgical workflow, human roles and device states.

Learnability per human role has been evaluated by comparing the number
of interactions, required to accomplish a given task, between an expert user
and new users. Figure 3 (b-c) shows these results per human role, distributed
over different workflow stages. Several points can be highlighted, e.g. the close
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results of an expert and new users in stage 6 shows that this stage is much more
learnable for surgeons compared to stage 7 where this difference is larger.

Cross configurations efficiency comparison is performed, computing the
task completion time using two different versions of the application. Figure 3 (d)
shows these times (in seconds), in the newer version a visualization parameter
has been computed automatically, removing the need for manual tuning. The
difference is higher in stages where this feature is used (5 and 6).

6 Framework Evaluation

The effectiveness of some existing tools which are used in other domains is ex-
amined and compared to the OR-Use framework. Figure 4 (d) demonstrates how
well each tool meets the functional requirements, discussed in Section 3. In order
to evaluate the performance of the proposed client-server architecture, we have
measured the uploading and processing time with data of 30, 60 and 90 MB size,
as shown in Figure 4 (a), running on a 2.5 GHz Intel Core 2 Duo machine with 4
GB of memory connected via a shared wireless network. This data was collected
in 3 different test sessions, lasting about 15 minutes. Moreover, we measured the
uploading and processing times when several clients simultaneously accessed the
server, uploading data of 100 MB size, as shown in Figure 4 (b).

These diagrams demonstrate that by increasing the size of data and the num-
ber of clients, the processing time does not change as much as the uploading time.
This means that the main bottleneck of the whole process is the uploading phase
and it highlights the importance of the bandwidth in a larger setup. Also, to eval-
uate the usability of the proposed portable annotation tool, we conducted an ad-
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ditional user study with 12 participants (biomedical students aged 22 to 32). After
performing a set of tasks based on real activities that a usability specialist should
perform during an operation, users were asked to fill three AttrakDiff [2] question-
naires. One about profile management and workflow follow up functionalities and
two about the two alternate methods for documenting the user feedbacks. The re-
sults, shown in Figure 4 (c), which place this tool in terms of pragmatic quality
(PQ) and hedonic quality (HQ). PQ addresses different aspects of human needs
and usability factors related to control, learnability and ease of use. HQ deals with
human desires for excitement, including novelty and satisfaction. The profile man-
agement and workflow follow-up is categorized as “Task-Oriented”.High PQ value
means that these features have high usability factors. The large confidence area
in both dimensions highlights the fact that users had diverse ideas about these
features. Furthermore, keyboard-based and voice-based feedback documentation
methods have been compared, where the latter is rated as more usable and inter-
esting for intra-operative usability studies.

7 Conclusion

Usability is very important for intra-operative devices, because those with poor
usability can increase the chance of human error. Having a tool for supporting
different aspects of usability testing can increase testing efficiency and improve
the usability of intra-operative devices. Ideally, usability testing support tools
should capture a wide range of inputs, manage and organize the collected data
on the complete model of the OR and support analysis of the collected data via a
proper set of data retrieval and visualization interfaces. Here, we introduced the
OR-Use framework and demonstrated how the proposed architecture can address
most of these requirements, as a usability support tool for the OR. Conducting
more tests with different devices and providing a data mining interface to support
the decision making process have to be the central aspects of future work.
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Abstract. This paper focuses on the use of virtual fixtures to improve
the learning of basic skills for laparoscopic surgery. Five virtual fixtures
are defined, integrated into a virtual surgical simulator and used to define
an experimental setup based on a trajectory following task.

46 subjects among surgeons and residents underwent a training session
based on the proposed setup. Their performance has been logged and
used to identify the effect of virtual fixtures on the learning curve from
the point of view of accuracy and completion time.

Virtual fixtures prove to be effective in improving the learning and
affect differently accuracy and completion time. This suggests the possi-
bility to tailor virtual fixtures on the specific task requirements.

1 Introduction

Surgeons training is mainly based on a Halstedian apprenticeship model [4]
whereby residents learn by directly assisting an experienced surgeon during the
intervention and slowly increase their hands-on experience over time. Consid-
erable ethical, economic and legal problems affecting this approach led to the
development of alternative tools to improve of laparoscopic and robotic surgical
skills whose goal is to ensure surgeons proficiency before they start operating.

Basic abilities are prerequisites for the correct and safe performance of any
surgical gesture and in particular for the execution of robotic surgery procedures.
They allow the subject to cope with the perceptual abnormalities that character-
ize robotic surgery. Surgeons should undergo visuo-spatial and perceptual-motor
abilities training to increase their proficiency in presence of indirect mapping be-
tween hands and robot and in absence of force feedback. A proper training of
visuo-spatial skills allows the subject to redeem the lack of haptic information.

Virtual simulators demonstrated to effectively support the acquisition of the
skills required by minimally invasive surgery outside the operating room in a
safer, less stressing and cheapest way. Real time data recording constitutes a
relevant advantage provided by those tools and makes their application in train-
ing and evaluation extremely valuable and effective.

The goal of this work is the assessment of assistive technologies in improving
the development of basic skills in surgical training, following the Skill-Rule-
Knowledge (SRK) taxonomy [7]. Five different assistance modalities have been
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selected through the analysis of the state of the art and the observation of sur-
geons experience in the operating room and integrated into a surgical simulator.
These assistive technologies have been parameterized by a single function to
adapt their behavior to the task proposed in the experiment. A specific experi-
mental design evaluated the improvement in the learning due to these aids.

Section 2 provides an overview of work related to the use assistive technolo-
gies in surgical tasks. Each individual aids extracted through the analysis of the
state of the art is detailed in Section 3. Section 4 presents the integration of the
virtual fixtures in the simulator and the experiment designed to identify assis-
tance outcome. Experimental results are described and discussed in Section 5.
Conclusions and future developments are proposed in Section 6.

2 Related Work

The design of different assistive technologies follows the SRK taxonomy proposed
by Rasmussen in [7]. The theory distinguishes between skill- rule- and knowledge-
based laparoscopic skills. Each behavioral level corresponds to a different degree
of familiarity with the task to execute. By keeping into account this taxonomy it
is possible to develop learning aids that are effective through the whole training
process and to objectively evaluate them.

The skill based level (SBL) groups perceptual-motor and visuo-spatial skills.
The skill-based behavior origins from sensory-motor informations, it is strongly
automatized and temporally synchronic with the perception of environmental
signals [10]. Number of errors and task completion time are the metrics most
frequently considered in the evaluation of skill-based abilities. Previous work,
based on the introduction of assistive aids in surgical training proves that the
introduction of virtual fixtures (VF) in surgical training shorten the time re-
quired to develop SBL abilities [9]. These VF can be defined as a set of rules
that modify the behavior of the telemanipulated devices in order to improve
different aspects such as dexterity, accuracy or repeatability.

One of the most widely applied VF in surgical training is motion scaling (MS).
The benefits of MS in robotic surgery is evaluated in [8], where different fixed
scaling factors are applied to a tele-surgery system. The improvement in user
performance is measured in terms of errors and completion time. The usefulness
of virtual fixtures in user assistance is widely accepted and DaVinci surgical
system integrates MS and allows the surgeon to set the scaling factor.

In [2] a study of the MS and tremor reduction benefits using the Zeus Surgical
System is done. Subjects touch six different targets with an endoscopic tool with
and without robotic assistance. When aid is enabled three different levels of
motion scaling are used in addition to tremor filtering. Authors state that MS
greatly improves accuracy whereas tremor filtering has limited effect.

In [5] pick-and-place tasks in micro-metric workspace are performed using
three different modes: unassisted, hand held (with compliant robot) and au-
tonomous. During the experiments fixed motion scaling is combined with a mag-
nified vision on a Steady Hand robot and a LARS robot.
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The integration of motion scaling and magnification is also studied in [1]. The
paper states that MS reduces the errors when high magnification is used but, on
the other hand, this increases the task completion time. Thus the authors sug-
gest the need of trade off between motion scaling and magnification to optimize
time and accuracy. Similarly, the work described in [6] deforms robot workspace
to provide higher resolution on predefined region of interest: the scaling factor
is a function of the distance between the Tool Center Point (TCP) and the tar-
get point. Authors also propose a vector-based approach, in which the scaling
depends on the direction of motion.

During the initial phases of the training, the cognitive load experienced by
the user may be considerably high as he/she has to acquire a relevant amount of
information from the environment. By providing information through multiple
sensorial modalities it is possible to reduce the cognitive load of the subject and
thus ease the learning [11]. Assistive technologies have been applied in many dif-
ferent tasks and modalities, but at the best of author’s knowledge, there is a lack
in the comparison of virtual fixtures effects and in the evaluation of perceptual
modalities for the improvement of the training in robotic surgery.

3 Virtual Fixtures

The analysis of the state of the art lead to the identification of five different
assistance tools. Virtual fixtures differentiates for the modality used to convey
information to the user and for the modification induced in the master/slave
mapping. To isolate the effects of each fixture, all of them the have been de-
fined and applied separately. A modulation function is introduced to control the
behavior of the VFs, easing the comparison of the fixtures and allowing the com-
plete control of all the VF through a reduced set of parameters whose effects are
easy to understand and set up. All the VFs described in the following exploit the
function to provide guidance to the user avoiding tight restriction on movements
and leaving him/her the ultimate control over the TCP position.

The modulation function selected for all the fixtures is the five-parameter
logistic function, f5PL [3] defined in (1), based on the basic sigmoid function

f5PL(x) = d+
a− d

(1 + (x/c)b)
g (1)

where a and d are the expected value of f5PL at zero and at infinite respectively, b
controls the slope of the curve between a and d, c is the mid-range concentration
and g is the asymmetry factor.

Let distnorm indicates the distance between the target point and the device
position normalized by the maximum allowed error. Three regions can be iden-
tified in the function domain. Close to the POI (distnorm → 0), the modulation
has a constant value of a. This defines a region for dexterous work without dis-
turbances due to VF. When the distance is near to its maximum (distnorm → 1)
the modulation tends to b. The initial part of the task is performed in this region,
where no changes on the modulation function are required. The two regions are
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Fig. 1. f5PL modulation function applied to MS for point targeting task

linked by a transition zone that ensures smooth variations. In this zone the mod-
ulation varies quickly and the changes in VF’s effects are easily noticed by the
surgeon. Fig. 1 shows the modulation function and highlights the three regions.

Visual Guidance (VG) provides the surgeon with a guidance tool that acts
through the visual sensory channel and originates a motor behavior. VG consists
on a graphical representation of the minimum distance vector between the TCP
and the goal point that provides surgeons with. information about the proximity
of delicate regions and possible collisions while approaching the POI. Fig. (2)
shows the VG used in trajectory following.

Fig. 2. Sequence of different tool positions and corresponding minimum distance vec-
tors generated by the VG

Audio Guidance (AG) is the transposition of the VG to the auditive domain:
errors are signaled to the user through sounds that may correct the motor be-
havior, helping the surgeon to keep the TCP close to the trajectory. Changes
in the properties of the sound signal are controlled by the modulated distance
between the tool and the goal point: when the error increases, the elapsed time
between two consecutive sound signals decreases and the sample frequency in-
creases. In presence of significative errors, the sound changes are easily perceived
and provide a guidance effect.

Motion Scaling (MS) increases the accuracy of the surgeon by modifying the
scaling factor between the master and the slave. In bilateral teleoperated sys-
tems, the motion of the slave depends on master device input, i.e. XS = f(XM ).
Usually, f includes a fixed scale parameter, whereas MS provides a variable
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Fig. 3. Sequence of snapshots of the tool with the MS applied in trajectory following

vector-based scale parameter that is function of the error between the TCP and
the POI. MS factor is computed and applied independently to each TCP compo-
nent. Fig. 3 shows a set of snapshots of the application of the MS parameterized
to follow a trajectory. The cone represents the position of the tool as if no motion
scale was applied.

Magnification (Mag) provides the surgeon with an automated magnification
and positioning of the endoscopic camera. This ensures that when the TCP is
away from the target point the user has a wide view of the environment, whereas
when the TCP is close to the target point a magnified view allows the user to
perceive the fine details of the area of interest. Fig. 4 presents some screenshots
of Mag: if the TCP is far from the POI, a general view of the scene is provided
(Fig. 4.a). As the TCP gets closer to the POI the view is magnified (Fig. 4.b
and Fig. 4.c) until the maximum magnification is applied (Fig. 4.d).

Fig. 4. Snapshots of the VA with the Mag enabled

Force Feedback (FF) guides the tool towards the POI with an attraction force.
The direction of the applied force vector corresponds to the minimum distance
vector from the TCP to the POI. The behavior of the attraction force follows
the spring-damper model (2)

F = −Kdnorm − C∂dnorm/∂t. (2)

The elastic and damping coefficients (K and C respectively) are the result of
modulating two pre-defined coefficients, k and c, using dnorm as input parameter,
K = kf5PL(dnorm) and C = cf5PL(dnorm). This modulation provides a non
linearly-varying force that is negligible when the error is small and smoothly
reaches the maximum when the error increases.
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4 Experimental Design

To evaluate the effects of VFs in robotic surgery training they have been inte-
grated into a virtual environment. The advantages of virtual over real environ-
ments are manifold: they allow the full control over the trials parameters and
ensure repeatability and provide a portable and low cost setup.

The chosen virtual environment is based on the work described in [12] to
which the reader is referred. It provides a reconstruction of abdominal anatomy
in which the user can perform surgical tasks such as probing, grabbing, clamping
or cutting. The whole simulation runs on a laptop equipped with a 17” monitor,
user input and haptic rendering is handled by a Sensable PHANToM Omni. The
experimental set up is depicted in Fig. 5.

Fig. 5. The experimental setup

The integration of VFs into a virtual environment allows the development
of the experiments required to analyze the effects of each VF individually. The
designed task requires the user to follow different trajectories defined by 110
points by touching all the points in sequence with the TCP. The organs in the
scene restrict tool movements, forcing the surgeon to avoid collisions and to deal
with occlusions. The action of following a trajectory in a complex environment
with regions to be avoided is a basic and recurrent gesture in many different
procedures and it is not strictly related to a particular surgical field. Thus, the
performance in trajectory following task can be a good measure of subjects
manual dexterity. During the experiment the rendering of forces due to contacts
with organs has been disabled to avoid interferences/overlap with VFs. This
ensures the same base conditions for all the trials.

The evaluation of any fixture requires the assessment of subject’s proficiency
without VFs assistance. Thus the first part of the experiment identifies the
subject base line performance with 3 VF-free trials. The second part proposes
5 blocks composed by 6 trials, all of them assisted by the same VF, followed by
one VF free trial. During the five blocks, scheduled to cover all the considered
VFs, the subject faces 6 different trajectories obtained by mirroring and rotating
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a single original path. This ensures that their difficulty is the same in terms of
curvature and length and reduces any learning effect. The six trajectories are
presented in a randomized order to avoid any facilitatory effect due to specific
orientation sequence. On the contrary, all the VF-free trials are carried out on
the same trajectory to exclude trajectory specific bias.

Before the experiment subjects are provided with a short introduction to
the experiment goals, the virtual simulator capabilities and to VF. After the
introduction, a questionnaire collects subject personal and experience data then
the trials are proposed to the subject. Finally, a second questionnaire gets the
subjective evaluation of each VF and possible suggestions.

Statistical analyses rely on the improvements in task accuracy and completion
time due to virtual fixtures. The analyses isolate and verify the effects of each
virtual fixture on the learning process and at identify the presence of significative
differences between them. The learning curve is estimated by comparing only the
set of VF-free trials, Repeated Measures Analysis of Variance (RM-ANOVA)
and Tukey’s Honestly Significant Difference (HSD) post-hoc test are applied on
aggregated data.

5 Results

The experiment sample is composed by 46 subjects. 31 of them are surgeons
and 15 residents with different background. Fig. 6 shows the composition of
the sample by specialization (Fig. 6.a), experience in laparoscopy (Fig. 6.b) and
experience with surgical simulators (Fig. 6.c) or in robotic surgery (Fig. 6.d).

Fig. 6. Statistics of experiment population

At each temporal step k the system logs the position of the TCP x(k) and
coordinates of the goal point g(k) on the trajectory, in addition, when the user
passes through a trajectory point p the system stores the elapsed time since the
beginning of the trial tp. Since each trial has a different completion time and thus
a different amount of sampled data, values logged during each trial have been
aggregated to ensure the comparability of the results. For the i-th trajectory
point of coordinates pi the cumulative error ei and the latency li are defined:

ei =
∑

j|pi=g(j) ‖x(j)− pi‖1 (3)

li = ti − t1−i (4)
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i.e. the total distance covered (measured with the Manhattan distance) and the
time spent to move from the point to the next one.

The proposed experimental design includes two factors: virtual fixtures (6
levels, one for each VF plus the VF free scenario) and the trial number (8 levels:
one for each VF free trial in the sequence). The analysis of the performance trend
of the subjects evaluated during the whole experiment by the VF free trials and
among each VF trials provides different results for the error measure and for the
latency measure. The mean values of the cumulative error and the latency are
shown in Fig. 7 and Fig. 8 respectively.

Fig. 7. Mean value and interquartile ranges (lower bound, first and third quartile,
upper bound) for the cumulative error along trials

Fig. 8. Mean value and interquartile ranges (lower bound, first and third quartile,
upper bound) for the latency along trials

The trend of the cumulative error for the VF free trials shows a considerable
gap between the third and the fourth repetition. The gap between the trials
then decreases significantly. The step in the cumulative error trend appears in
correspondence with the first block of VF assisted trials after the three initial
VF free repetitions. These results lead to the conclusion that the introduction
of any virtual fixture strongly affects the user performance and that this effects
continues even when the support of the VF is disabled. This analysis does not
allow to identify the most effective VF, since their random presentation order
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drops the effect of VF factor. The trend of latency plots does not allow to
assume any positive effect of VFs on the completion time. Together with the
considerations provided for the cumulative error, this suggests that VFs are
effective in increasing subject’s accuracy but they do not increase the speed of
user’s motion.

RM-ANOVA applied to data collected during the VF assisted trials shows
the statistical significance of the VF factor with a value of F(5,98131) = 35.030,
p < 0.001 for the cumulative error analysis and a value of F(5,98131) = 44.099,
p < 0.001 for the latency analysis. The effect of the trial factor is also significant
for cumulative error F(7,98131) = 22.871, p < 0.001 and latency F(7,98131) =
87.344, p < 0.001. This proves that different VFs provide different effect on user
performance. Tukey HSD test shows that FF is the most effective VF in reducing
cumulative error but its effect is not significantly different from AG and MS. The
same test on latency values shows that completion time is improved by Mag and
that its effect is not significantly different from the one of AG.

6 Conclusions and Future Work

The work presented in this paper analyzes the effects of VFs on the learning
of basic surgical skills in virtual training environments. Five different VFs have
been integrated in a surgical simulator and proposed as training supports to
surgeons and residents for a trajectory following task.

Data collected during the analysis highlight the positive influence of VFs on
subjects’ learning and allow the evaluation of the effectiveness of the proposed
VFs in terms of cumulative error and latency reduction. The difference between
the effects of VFs has been assessed by a RM-ANOVA. FF proves to be the
most effective fixture in reducing the cumulative error, whereas Mag provides
the strongest effect on the latency. Since in most surgical tasks accuracy has to
be preferred over speed the outcome of this analysis suggests to focus training
assistance on the FF and on the haptic channel on which FF relies. In addition,
the positive effect of AG on both the evaluation parameters indicates that the
audio channel can be effectively used to convey information to the user.

The proposed analysis will be extended to evaluate the performance of the
subjects in presence of occlusions along the trajectory, thanks to the heteroge-
neous composition of the sample we will be able to evaluate the effect of subjects
expertise on the performance. Moreover we will verify the effect of combining
multiple VFs to increase the overall effect and evaluate the need for developing
additional VFs to fit other tasks peculiarities.
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Abstract. We consider the problem of classifying surgical gestures and
skill level in robotic surgical tasks. Prior work in this area models ges-
tures as states of a hidden Markov model (HMM) whose observations are
discrete, Gaussian or factor analyzed. While successful, these approaches
are limited in expressive power due to the use of discrete or Gaussian
observations. In this paper, we propose a new model called sparse HMMs
whose observations are sparse linear combinations of elements from a dic-
tionary of basic surgical motions. Given motion data from many surgeons
with different skill levels, we propose an algorithm for learning a dictio-
nary for each gesture together with an HMM grammar describing the
transitions among different gestures. We then use these dictionaries and
the grammar to represent and classify new motion data. Experiments on
a database of surgical motions acquired with the da Vinci system show
that our method performs on par with or better than state-of-the-art
methods.This suggests that learning a grammar based on sparse motion
dictionaries is important in gesture and skill classification.

Keywords: Surgical skill evaluation, surgical gesture classification, time
series classification, sparse dictionary learning, hidden Markov models.

1 Introduction

Direct instruction by an expert is arguably the most effective means of learning
the art of surgery. However, due to reductions in the amount of one-on-one
teaching [1], an expert may not always be available to oversee and guide residents
and fellows. Robotic surgery systems, such as the da Vinci robot, provide a well-
instrumented, controlled laboratory for recording surgical performance. Such
recordings can be used to model surgeon expertise and help understand how to
reflect this expertise back upon students in the form of teaching and training.

Prior Work. One approach to modeling surgical expertise is to use global
measurements of the task, such as the time to completion [2, 3], the speed and
number of hand movements [2], the distance travelled [3], force and torque sig-
natures [3–5], etc. These methods are generally easy to implement, but lack a
detailed description of the surgical procedure. Another approach is to use sta-
tistical models to decompose a surgical task into a series of pre-defined surgical
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gestures or surgemes [6–11]. For example, in a suturing task, the surgemes can
be ‘insert a needle’, ‘grab a needle’, ‘position a needle’, etc. Notice that these
surgemes often appear in some pattern, e.g., one surgeme often follows another
one, or several surgemes form a motif. This is analogous to what we see in natu-
ral language, where the grammar constrains the generation of words. In the case
of surgery, however, we know neither the words nor the grammar. Thus, we need
to develop algorithms for discovering the grammar and for classifying gestures
and skill. Hidden Markov models (HMMs) provide an excellent framework for
doing this. The simplest approach is to model each surgeme as the state of an
HMM and to vector-quantize the observations from each surgeme into discrete
symbols [6, 7]. Alternatively, one can model the observations from each surgeme
using a Gaussian [8]. However, parameter learning may not be robust when the
data is high-dimensional because of the large number of parameters to be es-
timated. To address this issue, [9] combines Gaussian HMMs (G-HMMs) with
Linear Discriminant Analysis (LDA) [12], while [10] proposes several variations
of HMMs, such as Factor Analyzed HMMs (FA-HMMs), and Switched Linear
Dynamical Systems (SLDSs), which model the observations as being generated
from a lower-dimensional latent space. However, the observation model is still
Gaussian, which may not be rich enough to capture the variability of complex
gestures. While one could use Gaussian mixture models (GMMs) [11] or mix-
tures of factor analyzers (MFAs) to describe more complex motions, this would
again results in a large number of parameters to be estimated.

Paper Contributions. To achieve a richer observation model, without dra-
matically increasing the number of parameters to be estimated, in this paper we
propose to use a sparse model as the HMM observation model. More specifically,
we propose to model each observation as a sparse linear combination of elements
from a dictionary of atomic surgical motions associated with a specific surgeme.
Therefore, the observations from each surgeme live in a union of K-dimensional
subspaces, one subspace per choice of K out of N atoms. While other models
such as MFAs also represent the data with a union of subspaces, the number of
parameters in our model is much smaller because we assume that the coefficients
are sparse, and so only a few dictionary elements are used to represent a given
observation. As a consequence, our observation model is more expressive than a
Gaussian or a FA, but the number of parameters does not grow as rapidly as in
the case of GMMs or MFAs. In principle, the parameters of the proposed sparse
HMM can be learned using an expectation maximization algorithm. However,
the expectation step cannot be computed in closed form. We thus propose an
approximate parameter learning algorithm based on a sparse dictionary learning
technique called KSVD [13]. We then show that surgeme classification can be
done using the Viterbi algorithm [14], as in the case of G-HMMs. Experiments
show that combining HMMs with sparse dictionary learning improves gesture
and skill classification and achieves stable performance for various sparsity levels.
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2 Sparse HMMs for Surgical Gesture and Skill
Classification

Given a surgery trial {yt ∈ R
D}Tt=1, the goal of gesture classification is to assign

a surgeme label st ∈ {1, . . . , S} to each frame, yt, while the goal of skill classifi-
cation is to assign a skill level z ∈ {1, . . . , L} to the entire trial, {yt ∈ R

D}Tt=1. In
this paper, we propose to model the trials using a sparse hidden Markov model
(S-HMM). In this model, the surgeme label st is an unobserved hidden state,
which is modeled as a Markov process characterized by the transition probability
qs′s = p(st = s|st−1 = s′). The observation at time t, yt, depends on the hidden
state st via the emission probability density p(yt|st).

In standard HMMs, which will be briefly reviewed in §2.1 and are illustrated
in Fig. 1a, p(yt|st) is assumed to be a Gaussian or a mixture of Gaussians. The
parameters of this model can be learned using the Baum Welch algorithm [15],
which is based on Expectation Maximization (EM). Given the model parameters,
the hidden states can be inferred using the Viterbi algorithm.

(a)

· · · st−1 st · · ·

yt−1 yt
(b)

· · · st−1 st · · ·

xt−1 xt

yt−1 yt

Fig. 1. Graphical models for standard HMMs (a) and HMMs with latent variables (b)

In the proposed S-HHMs, which will be discussed in §2.2 and are illustrated in
Fig. 1b, the observation yt is as a sparse linear combination of elements from a
dictionary of motion words. Therefore, yt also depends on another hidden vari-
able, namely the sparse coefficients xt. In §2.3, we show that parameter learning
for this model is more difficult than for G-HMMs, because the E-step cannot be
computed in closed form. We thus propose an approximate learning approach
based on sparse dictionary learning [13]. In §2.4, we show that surgeme classi-
fication can be done by combining a Viterbi-like algorithm with sparse coding
[16, 17]. Finally, in §2.5 we show how to use S-HMMs for skill classification.

2.1 Prior Work on Gesture and Skill Classification Using HMMs

Much of the prior work on surgical gesture and skill classification uses HMMs
[18, 6–11]. The main difference between different approaches is in how they
model the emission probability density p(yt|st). For example, [7] vector-quantizes
the observations into discrete symbols, while [8] assumes a Gaussian distribu-
tion p(yt|st = s) ≡ N (us,Σs). These methods can leverage standard learning
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and inference algorithms. However, parameter learning is not robust with high-
dimensional data due to the large number of parameters that need to be learned.
Moreover, high-dimensional data often lie in low-dimensional subspaces, and this
is not directly captured by a Gaussian distribution with an arbitrary covariance.

To address this problem, [9] uses a Gaussian model combined with LDA [12].
Alternatively, one can use Probabilistic PCA (PPCA) [19, 20] or Factor Analysis
(FA) [21], as suggested in [10]. As illustrated in Fig. 1b, these models introduce
a low-dimensional latent variable xt ∈ R

d, where d � D, and model the obser-
vations as yt = Astxt + ust + et, where Ast ∈ R

D×d, ust ∈ R
D, and xt and et

are independent Gaussians distributed as N (0, I) and N (0, Σst), respectively.
In PPCA, Σst = σ2

stI, while in FA, Σst = diag(σ2
1,st , . . . , σ

2
D,st

). [10] proposes
efficient learning and inference methods for this model and shows that using
a low-dimensional model improves gesture classification results. This is possi-
ble, in part, because one can marginalize over the latent variables and obtain
the emission probabilities in closed form as p(yt|st = s) ≡ N (us,AsA

T
s + Σs).

Therefore, PPCA-HMMs and FA-HMMs are particular cases of G-HMMs.
In practice, modeling the data with a single subspace (as done by PPCA

and FA) might not capture the distribution of the data for complex surgemes.
To address this issue, one can use a mixture of low-dimensional subspaces, as
proposed in [11]. This can be done by using MFAs, whose density can be written
as:

p(yt|st = s,xt = x) ≡
M∑
i=1

csiN (Asix+ usi, Σsi), (1)

where csi ∈ [0, 1] and
∑M

i=1 csi = 1. In other words, csi is the probability that yt

belongs to the i-th FA in the mixture. The drawbacks of using MFAs are that
there are many parameters to be learned and that one needs to specify a priori
the number of mixture components M and the dimension d of each FA.

2.2 Proposed Sparse Hidden Markov Model

In this section, we propose a new HMM that uses multiple subspaces to model the
observations from each surgeme (thus being more general than single-subspace
HMMs), but enforces sparsity constraints on the latent variables (thus rendering
the parameter learning problem more robust). More specifically, we use recent
advances in sparse dictionary learning and model the observation at time t as
yt = Dstxt + et, where Dst ∈ R

D×N is an over-complete dictionary (D < N),
xt ∈ R

N is a sparse latent variable, i.e., it has only a few nonzero entries, and
et is independent Gaussian noise distributed as N (0, σ2

stI). As a result, the
distribution of yt given the latent variables is given by

p(yt|st = s,xt = x) ≡ N (Dsx, σ
2
sI). (2)

The key difference between our approach and MFAs in (1) is that, instead of
fixing the number of mixture components M and their dimensions, we let the
dictionary Ds be over-complete, but we choose a few columns of the dictionary



Sparse Hidden Markov Models for Surgical Gesture and Skill Classification 171

using a sparse latent variable xt. This allows us to have an exponentially large
number of subspaces to choose from and also to automatically pick the dimension
of the low-dimensional subspace through the number of nonzero elements of xt.

To have a sparse latent variable, we use a Laplace prior on the distribution of
xt for each hidden state where

p(xt|st = s) ≡
(λs

2

)N
exp (−λs‖x‖1), (3)

with a parameter λs > 0.

2.3 Parameter Learning in S-HMMs

GivenN trials {yj
1:Tj

}Jj=1 from many surgeons with different skill levels and their

surgeme labels {sj1:Tj
}Jj=1, our goal is to learn an S-HMM for these data. The

parameters to be learned are the transition probabilities Q = {qs,s′}s,s′=1,...,S

and the parameters for each surgeme model Θs = (Ds, σ
2
s , λs), for s = 1, . . . , S.

Since the surgeme labels are given, the transition probabilities can be directly
computed from the frequency of surgeme transitions, and the remaining pa-
rameters can be learned separately from data corresponding to each surgeme s.
Since p(yt|st) depends on the hidden variable xt, we can use the EM algorithm
to maximize the log-likelihood of the observations corresponding to surgeme s,
LΘs =

∑
j,t:sjt=s log pΘs(y

j
t |sjt = s) w.r.t. the parameters Θs.

In the E-step we need to compute the expectation of the complete log-likelihood
w.r.t. the posterior of xt, given the current parameters Θ̂s, i.e.,

EΘ̂s
(LΘs) =

∑
j,t:sjt=s

∫
xj

t

log pΘs(y
j
t ,x

j
t |sjt = s)pΘ̂s

(xj
t |yj

t , s
j
t = s)dxj

t . (4)

However, this expression cannot be computed in closed form as in the case of G-
HMMs. Following [22], we approximate the posterior as pΘ̂s

(xj
t |yj

t ,s
j
t =s)=δ(x̂j

t ),

where x̂j
t = argmaxx pΘ̂s

(x|yj
t , s

j
t =s) = argmaxx pΘ̂s

(yj
t |x, sjt =s)pΘ̂s

(x|sjt =s).
Therefore, the E-step reduces to the following �1-minimization problem

x̂j
t = argmin

x
λ̂s‖x‖1 + 1

2σ̂2
s

‖yj
t − D̂sx‖2, (5)

which can be solved using a sparse coding algorithm such as Basis Pursuit [16].
With this approximation, we obtain the following approximate expectation

EΘ̂s
(LΘs) ≈

∑

j,t:s
j
t=s

log
(
pΘs(y

j
t , x̂

j
t |sjt =s)

)
=
∑

j,t:s
j
t=s

log
(
pΘs(y

j
t |x̂j

t , s
j
t =s)pΘs(x̂

j
t |sjt = s)

)

=
∑

j,t:s
j
t=s

−λs‖x̂j
t‖1 −

1

2σ2
s

‖yj
t −Dsx̂

j
t‖22 +N log(

λs

2
)− D

2
log(2πσ2

s). (6)

In the M-step we need to maximize the above quantity w.r.t. Θs, which gives:

D̂s=
∑

j,t:s
j
t=s

yj
t x̂

jT
t

(∑

j,t:s
j
t=s

x̂j
t x̂

jT
t

)−1

, λ̂s=

∑
j,t:s

j
t=s

N
∑

j,t:s
j
t=s

‖x̂j
t‖1

, σ̂2
s =

∑
j,t:s

j
t=s

‖yj
t − D̂sx̂

j
t‖22∑

j,t:s
j
t=s

D
. (7)
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Interestingly, the above approximate EM algorithm involves an E-step where the
MAP estimate of xj

t is calculated given D̂s and an M-step where the dictionary
Ds is updated based on x̂j

t . This is analogous to the method of optimal directions
(MOD) in sparse dictionary learning, which alternates between finding the sparse
coefficients and updating the dictionary [23]. This opens the door to using faster
and more accurate sparse dictionary learning methods that update xj

t and Ds

jointly. One such algorithm is KSVD [13], which uses the �0-semi-norm instead
of the �1-norm in the cost function. Since λs and σ2

s are not involved in KSVD,
one can compute them afterwards by cross validation. We call this approximate
learning method KSVD-HMM, and this is our method of choice.

2.4 Surgeme Classification Using S-HMMs

Given a trial {yt}Tt=1 and the S-HMM parameters qs,s′ and Θs, s, s
′ = 1, . . . , S,

our goal is to infer the sequence of surgeme labels {st}Tt=1. In standard HMMs
this can be done by the Viterbi algorithm [14], where one maximizes the joint
probability of the hidden states and the observations

(ŝ1:T ) = argmax p(s1:T |y1:T ) = argmax p(s1:T ,y1:T ). (8)

However, unlike the Gaussian, PPCA and FA models discussed in §2.1, the
marginal probability p(yt|st) cannot be computed in closed form because xt

has a Laplace distribution. Nonetheless, in this section we show that the infer-
ence problem can still be solved using a dynamic programming approach. More
specifically, we can write the following recursion

αt(s,x) � max
s1:t−1,x1:t−1

p(s1:t−1,x1:t−1, st = s,xt = x,y1:t)

= max
s′,x′

{ max
s1:t−2,x1:t−2

p(s1:t−2,x1:t−2, st−1 = s′,xt−1 = x′, st = s,xt = x,y1:t)}
= max

s′,x′
{ max
s1:t−2,x1:t−2

p(yt|xt = x, st = s) · p(xt = x|st = s) · qs′,s
· p(s1:t−2,x1:t−2, st−1 = s′,xt−1 = x′,y1:t−1)}

= p(yt|xt = x, st = s) · p(xt = x|st = s) ·max
s′,x′

{qs′,s · αt−1(s
′,x′)}. (9)

From the last equality, one can see that the value of xt only affects the first two
probabilities and has no influence on the last term. Now, since the number of
states S is finite, for each s we can find the x̂s that maximizes p(yt|x, s)p(x|s).
That is, x̂s = argminx λs‖x‖1 + 1

2σ2
s
‖yt −Dsx‖2, which can be found using

Basis Pursuit [16] or Orthogonal Matching Pursuit (OMP) [17]. Since the learn-
ing algorithm uses KSVD, which in turn uses OMP, we also use OMP here.

2.5 Skill Classification Using S-HMMs

For skill classification, we model the data from different skill levels with different
S-HMMs and classify a new trial by finding the model that gives the highest log-
likelihood. More specifically, for each expertise level, we learn an S-HMM using
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KSVD-HMM, the approximate learning algorithm described in §2.3. This gives
us three models, Me, Mi and Mn corresponding to expert, intermediate and
novice. Given a test trial {yt ∈ R

D}Tt=1, the skill level z is given by:

ẑ = arg max
z∈{e,i,n}

p(y1:T ,x1:T , s1:T |Mz). (10)

3 Experiments

Dataset Description. To evaluate the proposed KSVD-HMM approach for
surgeme classification and to compare it with other state-of-the-art methods,
we use the California dataset described in [7, 24, 25]. The dataset is acquired
with the da Vinci surgical robot, which provides both kinematic data and high-
resolution video data. For the experiments below, we use the kinematic data
which consists of 78 variables describing the motion (velocity, rotation angle,
position, etc.) of the master and slave robots. The dataset consists of 39, 26
and 36 trials, respectively, from three different tasks: suturing, needle passing
and knot tying. Each task is performed by 8 surgeons of three expertise levels:
expert, intermediate and novice. Typically each surgeon has around of 3− 5 tri-
als for each task.

According to the definition of surgemes in [24], as listed in Fig. 2a, each of
the trials is manually segmented into a sequence of surgemes, and the surgeme
labels provide us the ground truth for surgeme classification. Each time series
data consists, in general, of 11 different surgemes, as shown in Fig. 2b.

Experiment Setup. We create two different test setups. Setup 1 is the leave-
one-supertrial-out setup, where we leave one trial from each one of the users out
for testing, and use the remaining trials for training. Setup 2 is the leave-one-
user-out setup, where we leave all the trials from one user out for testing and
use the remaining trials for training.

0. Idle motion
1. Reach for needle
2. Position needle
3. Insert needle / push needle

through tissue
4. Move to middle with needle

(left hand)
5. Move to middle with needle

(right hand)
6. Pull suture with left hand
7. Pull suture with right hand
8. Orienting needle with two

hands
9. Right hand assisting left

while pulling suture
10. Loosen more suture
11. End of trial

(a) (b)

Fig. 2. List of surgemes (a) and sample surgeme time series (b)
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Table 1. Best surgeme classification percentages obtained by different methods

MFA-HMM KSVD-HMM FA-HMM(1) SLDS(1) FA-HMM(3) HLDA-HMM SLDS(3)

SU
Setup 1 76.4 81.1 70.2 74.8 78.2 74.1 80.8
Setup 2 59.8 67.8 N/A N/A 57.2 N/A 67.1

NP
Setup 1 74.2 76.1 64.3 72.3 71.0 65.0 77.6
Setup 2 46.6 59.3 N/A N/A 42.7 N/A 60.0

KT
Setup 1 76.5 82.6 77.1 78.5 82.8 79.9 82.0
Setup 2 65.1 65.7 N/A N/A 67.0 N/A 66.0

Surgeme Classification. We evaluate the surgeme classification performance
of KSVD-HMM and compare it to that of MFA-HMM on three datasets. For
KSVD-HMM we vary the sparsity level K and for MFA-HMM we vary the
number of subspaces M and the dimensions d. The parameters σ and λ in
KSVD-HMM are obtained by cross validation. The best results for each method
using each of the two setups are shown in Table 1. We also compare our results
to those in [10] for FA-HMM, HLDA-HMM, and SLDS.

Notice that in [10], each surgeme can be represented by 1 state HMM, or
by a left-to-right HMM with 3 states. The first case is analogous to our model
of one state per surgeme. The second case corresponds to a more sophisticated
method in which surgemes are further decomposed into smaller components. The
numbers 1 and 3 in parentheses after FA-HMM and SLDS indicate the number
of HMM states used by [10] to represent each surgeme. We can see from Table 1
that, for suturing and setup 2 of knot tying task, KSVD-HMM outperforms even
a more sophisticated 3-state HMM model, or 3-state SLDS model where both
latent variables at time t depend on the latent variables at time t − 1. For the
other tasks, KSVD-HMM performs slightly worse than the 3-state SLDS, but is
still better than any 1-state HMM model based on Gaussian models or SLDS.
Overall, the proposed KSVD-HMM method performs on par with or better than
state-of-the-art techniques.

Notice also that the performance of all methods decreases from setup 1 to
setup 2. This is because in setup 2 all the trials from the same surgeon are
excluded, which makes the classification problem more challenging because we
only use the trials of the other surgeons.

Fig. 3 shows the effect of changing the parameters of each dictionary learn-
ing algorithm on the classification performance. From the plots in Fig. 3 we
can see that the classification rates of MFA-HMM for different values of M =
1, 5, 10, 15, 20 and d = 5, 10 are in general lower than those of KSVD-HMM.
Also note that for KSVD-HMM, the classification rates do not change much as
we change the sparsity level K = 3, 5, 7, 9, 11, 13, 15. Thus, KSVD-HMM is less
dependent on model selection than MFA-HMM, which makes it more favorable
for classification using dictionary learning algorithms.

Skill Classification. We now evaluate the skill classification performance of
KSVD-HMM and compare it to that of MFA-HMM. Table 2 shows the best clas-
sification results achieved by KSVD-HMM and MFA-HMM. For setup 1, where
we have different data from the same user in both training and testing, KSVD-
HMM performs clearly better than MFA-HMM. Notice also that for setup 2,
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MFA−HMM on Needle Passing Dataset
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MFA−HMM on Knot Tying Dataset

d=5 Setup 1
d=10 Setup1
d=5 Setup2
d=10 Setup2

2 4 6 8 10 12 14 16
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sparsity Level

C
la

ss
if

ic
at

io
n 

R
at

e

KSVD−HMM on Suturing Dataset

Setup 1
Setup2

2 4 6 8 10 12 14 16
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sparsity Level

C
la

ss
if

ic
at

io
n 

R
at

e

KSVD−HMM on Needle Passing Dataset
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Fig. 3. Top: Surgeme classification rates of MFA-HMM as a function of the number
of subspaces M and the subspace dimension d. Bottom: Surgeme classification results
of KSVD-HMM as a function of the sparsity level K. Both methods are evaluated on
three surgery tasks: suturing, needle passing and knot tying.

Table 2. Best skill classification percentages obtained by MFA-HMM and KSVD-
HMM

Suturing Needle Passing Knot Tying

Setup MFA-HMM KSVD-HMM MFA-HMM KSVD-HMM MFA-HMM KSVD-HMM
Setup 1 92.3 97.4 76.9 96.2 86.1 94.4
Setup 2 38.5 59.0 46.2 26.9 44.4 58.3

where we exclude the trials of the same surgeon, we obtain much lower classifi-
cation rates than for setup 1. In addition to the fact that we have excluded the
trials of the same surgeon, another reason for this drop is the relatively small
number of overall training data in the dataset, which does not allow us to capture
well a specific skill level. For example, in the suturing data, we only have two
experts, two intermediates and four novices. We are currently collecting larger
datasets to be able to better evaluate the sensitivity of different methods.

4 Conclusion

We have proposed a new model called sparse HMMs for the classification of
gestures and skill in surgical tasks. In this model, the observations are expressed
as linear combinations of elements from a dictionary with sparse coefficients.
The experiments show that the proposed methods achieve stable performance
for various sparsity levels and perform on par with or better than the state of the
art. Future work involves evaluation of the proposed methods on larger datasets.
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