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Kernel Metho18. Kernel Methods and Applications
in Bioinformatics

Yan Fu

The kernel technique is a powerful tool for con-
structing new pattern analysis methods. Kernel
engineering provides a general approach to in-
corporating domain knowledge and dealing with
discrete data structures. Kernel methods, espe-
cially the support vector machine (SVM), have been
extensively applied in the bioinformatics field,
achieving great successes. Meanwhile, the devel-
opment of kernel methods has also been strongly
driven by various challenging bioinformatic prob-
lems. This chapter aims to give a concise and
intuitive introduction to the basic principles of
the kernel technique, and demonstrate how it
can be applied to solve problems with uncommon
data types in bioinformatics. Section 18.1 begins
with the product features to give an intuitive idea
of kernel functions, then presents the definition
and some properties of kernel functions, and then
devotes a subsection to a brief review of kernel
engineering and its applications to bioinformatics.
Section 18.2 describes the standard SVM algorithm.
Finally, Sect. 18.3 illustrates how kernel methods
can be used to address the peptide identification
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and the protein homology prediction problems in
bioinformatics, while Sect. 18.4 concludes.

Kernel methods are a large class of pattern analysis
methods that use the kernel technique to implicitly
map input patterns to a feature space [18.1]. As the
dot product in the feature space, a kernel function can
be incorporated into any computational processes that
exclusively involve dot product operations on input pat-
terns. Kernel functions have been most successful in
statistical learning algorithms, exemplified by the sup-
port vector machine (SVM) [18.2]. They can also be
viewed as similarity measures of input patterns and used
in all distance-based algorithms.

When the input patterns or the variables taken by
a kernel function are vectors, the mapping induced

by the kernel function is usually nonlinear, and all
dot-product-based linear algorithms can be directly ex-
tended to their nonlinear versions by simply replacing
the dot product with the kernel function. When the in-
put patterns are not vectors, such as strings, trees, and
graphs, kernel functions provide a general approach
to making vector-based algorithms applicable to these
nonvector or discrete data structures.

Kernel methods, especially the SVM, have been
extensively applied in bioinformatics, achieving great
successes (see [18.3–5] for reviews). Meanwhile, the
development of kernel methods has also been strongly
driven by various challenging bioinformatic problems;
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276 Part C Machine Learning Methods for the Analysis, Modeling and Knowledge Discovery from Bioinformatics Data

For example, bioinformatics is a field full of discrete
data structures, such as nucleic acid and protein se-
quences, phylogenetic trees, and molecular interaction
networks. Engineering proper kernel functions for these
biological data has considerably expanded the applica-
tion scope of kernel methods.

This chapter aims to give readers a concise and intu-
itive introduction to the basics of the kernel technique,

and demonstrate how it can help construct a nonlinear
algorithm and how it can be used to solve challenging
problems in bioinformatics. Although the well-known
SVM algorithm will be briefly described as an exam-
ple of kernel methods, the emphasis of this chapter is
on more extensive usages of kernel functions, such as
kernel engineering and kernel functions for similarity
search.

18.1 Kernel Functions

18.1.1 Product Features

To have an intuitive idea of kernel functions, let us
start with the product features [18.6]. In pattern clas-
sification, the input patterns are usually from the real
vector space, i. e., x ∈ R

N , and linear classification al-
gorithms use a hyperplane in the vector space to classify
the patterns. Different ways to search for the hyper-
plane result in different algorithms. However, it is often
the case in practice that the patterns cannot be classi-
fied by a hyperplane in the original space; For example,
the essential features of patterns may be all the d-order
products (called product features) of dimensions of the
input space

x j1 · x j2 · · · · · x jd ,

j1, j2, . . . , jd ∈ {1, . . . , N} . (18.1)

All product features constitute a new space F (called the
feature space), in which patterns are linearly separable;
i. e., they can be separated by a hyperplane in F. For
example, when N = 2 and d = 2, the dimensionality NF
of the feature space F is 3

(x1, x2) →
(

x2
1, x2

2, x1x2

)
. (18.2)

In general, we have

NF = (N +d −1)!
d!(N −1)! . (18.3)

NF will increase rapidly with N and d; For example,
for images with 16 × 16 pixels, we have N = 256, and
when d = 2, the order of magnitude of NF is as large
as 1010. Such high dimensionality will lead to serious
computational difficulties.

However, if an algorithm only involves dot product
operations on input vectors, then we need not actually
work in the feature space. We can construct a version
of the algorithm for the feature space from the input

space, as long as we can compute the dot product in the
feature space from the original space. Consider the fea-
ture space with dimensions being the ordered product
features. When N = 2 and d = 2, the input patterns are
transformed from two dimensions to four dimensions

C2 : (x1, x2) →
(

x2
1, x2

2, x1x2, x2x1

)
. (18.4)

The dot product of two vectors in this feature space is
then

C2(x) ·C2(y) = x2
1 y2

1 + x2
2 y2

2 +2x1x2 y1 y2 = (x · y)2 .

(18.5)

In general, if Cd maps x ∈ R
N to vector Cd(x) with el-

ements consisting of all ordered d-order products, then
we have

k(x, y) = Cd(x) ·Cd(y) = (x · y)d . (18.6)

Further, if the feature space consists of all product fea-
tures of up to d-orders, we have

k(x, y) = (x · y +1)d , (18.7)

which is the commonly used polynomial kernel function
in kernel methods.

18.1.2 Definition and Properties
of Kernel Functions

A general definition of kernel functions is given as:
A kernel function, or a kernel for short, is a binary
function k such that, for all x, y ∈ A, we have

k(x, y) = φ(x) ·φ(y) , (18.8)

where φ is some mapping from the input space A to
a feature space B. Usually, φ is a nonlinear mapping,
and the feature space B has very high or even infi-
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Kernel Methods and Applications in Bioinformatics 18.1 Kernel Functions 277

nite dimensionality (Hilbert space). According to this
definition of kernel functions, any computations based
on dot products in the feature space can be accom-
plished by the kernel function from the input space, thus
avoiding the explicit mapping from the input space to
the feature space. Typical examples of kernel functions
are

Linear kernel: x · y

Polynomial kernel: [a(x · y)+γ ]d

RBF kernel: exp(−λ||x− y||2)

Sigmoid kernel: tanh[a(x · y)+γ ] . (18.9)

RBF stands for radical basis function. Note that the
sigmoid kernel satisfies the definition of kernel func-
tions only for certain parameter values [18.2]. Some
operations on kernel functions lead to still valid ker-
nel functions; For example, if k1(x, y) and k2(x, y) are
valid kernels, then the following functions are also valid
kernels:

k(x, y) = a1k1(x, y)+a2k2(x, y) , for a1, a2 > 0 ,

k(x, y) = k1(x, y)k2(x, y) ,

k(x, y) = pol+[k1(x, y)] ,

k(x, y) = exp[k1(x, y)] , (18.10)

where pol+ indicates polynomials with positive coeffi-
cients.

According to the definition of kernel functions, all
operations that exclusively involve dot products in the
feature space can be implicitly done in the input space
by an appropriate kernel. A nonlinear version of an
algorithm can be readily obtained by simply replac-
ing the dot products with kernels. This is called the
kernel technique. The underlying mathematical conclu-
sions of it were derived almost one century ago [18.7],
but it was very recently that the kernel technique was
widely used. The most successful application of kernels
is to extend various linear learning algorithms to their
nonlinear versions. The first such attempt was made
in 1964 [18.8]. However, the great success of kernel
methods is due to the SVM algorithm, introduced in
the early 1990s [18.2, 9]. Other famous kernel-based
nonlinear learning algorithms include kernel principal
analysis [18.10], kernel canonical correlation analy-
sis [18.11], kernel discriminant analysis [18.12], kernel
independence analysis [18.13], etc.

However, kernels are not limited to learning algo-
rithms. As the dot product in the feature space, a kernel
is a measurement of similarity, and defines the metrics
of the feature space [18.6]; For example, we have the

following kernel-based cosine and Euclidian distances
in the feature space:

cos[φ(x), φ(y)] = k(x, y)√
k(x, x) · k(y, y)

, (18.11)

d[φ(x), φ(y)] = √
k(x, x)+ k(y, y)−2k(x, y) .

(18.12)

Therefore, in a more general sense, all distance-
based algorithms can be kernelized [18.14]. Kernels
can even be directly used for similarity search, e.g.,
nearest-neighbor search [18.15, 16] and information re-
trieval [18.17–19].

18.1.3 Kernel Engineering and Applications
in Bioinformatics

In many real-world problems, the input patterns are not
given in the form of vectors but are nonvector, discrete
structures, such as strings, trees, graphs, or objects in
any form. Usually, these discrete structures are very dif-
ficult, if not impossible, to represent as vectors. Thus,
vector-based algorithms cannot be directly applied to
these structures. Even if these structures can be vec-
torized in some way, the essential information may be
irretrievably lost, and therefore the discriminative power
of algorithms may be greatly reduced.

The common kernels given in (18.9) require the
input patterns to be vectors. However, in fact, in the def-
inition of kernel functions the input space can be the set
of any types of patterns or objectives, as long as the ker-
nel can be represented as the dot product in some space.
If we can construct an appropriate kernel for the discrete
structure of interest, all vector-based algorithms can be
directly applied to the discrete structure by simply re-
placing the dot product with the kernel. In such cases,
a kernel can be considered as a similarity measurement
between input patterns [18.6].

A string kernel has been proposed for text classi-
fication, which implicitly maps strings into the feature
space of all possible substrings [18.20]. Watkins showed
that the conditionally symmetrically independent joint
probability distributions can be written as dot products
and therefore are valid kernels [18.21]. Haussler pro-
posed a more general scheme for kernel engineering,
named convolution kernels [18.22]. The Fisher kernel
is a method for constructing kernels for classifiers using
generative models [18.23]. Kondor and Lafierty pro-
posed the diffusion kernels on graphs [18.24].

Kernel engineering has been successfully applied to
bioinformatics. The mismatch kernels, a class of string
kernels, showed good performance in the protein clas-
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278 Part C Machine Learning Methods for the Analysis, Modeling and Knowledge Discovery from Bioinformatics Data

sification problem [18.25, 26]. A kernel on fixed-length
strings was proposed and used for prediction of signal
peptide cleavage sites [18.27]. It is based on the fact that
strings are similar to each other if they possess many
common rare substrings. Zien et al. [18.28] incorporated
the local correlation in DNA sequences into a kernel
function, and obtained better results than previous meth-
ods for translation initiation site prediction. The Fisher
kernel based on the hidden Markov model (HMM) was
used to detect protein homologies and performed bet-
ter than other methods including HMM [18.29]. As
pointed out by Watkins [18.21], the pair HMM used
for scoring sequence alignment is in fact a valid kernel.
Diffusion kernels were used for microarray data analy-
sis [18.30]. A tree kernel on phylogenetic profiles was
engineered and used together with SVM and principle
component analysis (PCA) for biological function pre-

diction [18.31]. Kernels on graphs were engineered and
used to predict protein functions [18.32].

In summary, as the dot products in the feature space,
kernels can be used in all dot-product-based algorithms.
We can directly use a kernel without knowing the spe-
cific form of the feature space induced by the kernel.
This advantage makes kernels a powerful tool to deal
with problems on discrete structures. There are plenty
of discrete structures in the biological domain, such as
DNA or protein sequences, protein three-dimensional
structures, phylogenetic trees, interaction networks, etc.
These data are hard to convert into vectors for analy-
sis by vector-based methods. The kernel technique is
a promising solution to these problems. Research in
this direction is still in its infancy. Engineering more
powerful kernels on more discrete structures is an open
problem.

18.2 Support Vector Machines

This section illustrates how the kernel function can be
incorporated into SVM [18.2, 9, 33], the first and most
successful kernel method.

18.2.1 Maximum-Margin Classifier

When two classes of patterns (represented as vectors)
are linearly separable, multiple hyperplanes that can
classify the patterns exist in the vector space. Different
linear classifiers use different criteria to find the hy-
perplane. The so-called maximum-margin hyperplane
is the one that not only separates the patterns but also
has the largest margin to the patterns. According to
the statistical learning theory [18.2], the maximum-
margin hyperplane has low Vapnik–Chervonenkis (VC)
dimension and better generalizability (ability to clas-
sify unseen patterns). The algorithm searching for the
maximum-margin hyperplane is called a support vec-
tor machine (SVM). As we will see later, SVM only
involves dot product operations on input vectors and
therefore can be kernelized. In addition to the statistical
foundation, the kernel technique is another factor con-
tributing to the great success of SVM. For this reason,
SVM is sometimes called a kernel machine. A third ad-
vantage of SVM is the global optimality of its solution.
Multiple ways to formulate SVM have been presented,
and there are SVMs for different purposes, e.g., classifi-
cation and regression. Below, we introduce the standard
SVM for classification.

Let H be a hyperplane that can separate two classes
of samples, and H1 and H2 be two hyperplanes par-
allel to H and passing through the samples closest
to H . The distance between H1 and H2 is called the
classification margin. Suppose that the equation for hy-
perplane H is x ·w+ b = 0, where x ∈ R

N , w is the
weight coefficient vector, and b is the displacement. We
can normalize this equation so that a linearly separable
two-class training sample set, (xi , yi ), i = 1, 2, . . . , n,
x ∈ R

N , y ∈ {+1, −1}, satisfies

yi (x ·w+b)−1 ≥ 0, i = 1, 2, . . . , n . (18.13)

Under this condition, we have that the classifica-
tion margin is 2/||w||. Maximizing the margin is
equivalent to minimizing ||w||. The hyperplane that sat-
isfies the condition in (18.13) and minimizes ||w|| is
the maximum-margin hyperplane. Figure 18.1 shows
an example in two-dimensional space. To find the

H1

H2
H

2/||w||

Fig. 18.1 Maximum margin
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Φ

Fig. 18.2 Nonlinear mapping

maximum-margin hyperplane, we need to solve the fol-
lowing optimization problem

min
w,b

||w||2

with yi (x ·w+b)−1 ≥ 0, i = 1, 2, . . . , n .

(18.14)

The Lagrangian dual problem of this problem is

max
α

n∑
i=1

αi − 1

2

n∑
i=1

n∑
j=1

yi y jαiα j (xi · x j )

with
n∑

i=1

yiαi = 0 ,

∀i : αi ≥ 0 , i = 1, 2, . . . , n . (18.15)

Solving this optimization problem leads to a classifica-
tion function

f (x) = sgn

[
n∑

i=1

α∗
i yi (x · xi )+b∗

]
. (18.16)

When the training samples are not linearly sepa-
rable, we cannot find a solution to the optimization
problem in (18.15). However, if the samples are non-
linearly separable, we can map the input samples to
a higher-dimensional space with a properly chosen
nonlinear mapping Φ so that the samples become lin-
early separable and the problem in (18.15) is solvable,
as shown in Fig. 18.2. However, this may dramati-
cally increase the dimensionality of the feature space,
resulting in the so-called dimension disaster. The an-
swer lies in the kernel technique introduced above.
Notice that the problem in (18.15) and the optimal
classification function in (18.16) exclusively involve
the dot product operation on input vectors. We can
avoid an explicit nonlinear mapping by using some
appropriate kernel function k(xi , x j ) to replace the
dot product xi · x j , where k(xi , x j ) = Φ(xi ) ·Φ(x j ). In
this way, we have the nonlinear maximum-margin
classifier.

18.2.2 Soft Margin

Above, we have shown how kernel functions can be used
to implicitly map the samples into a feature space in
which the samples become linearly separable. However,
it may be problematic if we always rely on the mapping
induced by a kernel function to achieve perfect separa-
tion of samples. This is because the samples in practice
are usually imperfect and are subject to interferences of
various noises, and the linear inseparability of samples
in the input space may have resulted from the noises and
not be an inherent characteristic of the patterns. Further,
even if the patterns are not linearly separable in the in-
put space, there are still noises in the samples. A strong
nonlinear mapping seeking perfect separation may lead
to potential overfitting to training samples and reduced
generalizability of classifiers. Therefore, a good algo-
rithm should be able to tolerate some training errors. In
SVM, this is achieved by introducing the concept of soft
margin. The idea of this is to augment the margin by
allowing some misclassified samples in the training pro-
cess. The optimization problem then becomes

min
w,b

1
2 ||w||2 +C

n∑
i=1

ξi

with yi (x ·w+b)−1+ ξi ≥ 0 , i = 1, 2, . . . , n ,

ξi ≥ 0 , i = 1, 2, . . . , n , (18.17)

where ξi are slack variables, C is the parameter control-
ling the tradeoff between the classification margin and
training errors, and the coefficient 1/2 is introduced for
representation convenience. The Lagrangian dual prob-
lem of this problem is

max
α

n∑
i=1

αi − 1

2

n∑
i=1

n∑
j=1

yi y jαiα j (xi · x j )

with
n∑

i=1

yiαi = 0 ,

∀i : 0 ≤ αi ≤ C, i = 1, 2, . . . , n . (18.18)

Again, the problem exclusively involves the dot product
operation on input vectors. Therefore, the dot product
can be replaced by a kernel function; That is,

max
α

n∑
i=1

αi − 1
2

n∑
i=1

n∑
j=1

yi y jαiα j k(xi , x j )

with
n∑

i=1

yiαi = 0 ,

∀i : 0 ≤ αi ≤ C, i = 1, 2, . . . , n . (18.19)
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280 Part C Machine Learning Methods for the Analysis, Modeling and Knowledge Discovery from Bioinformatics Data

Solving this optimization problem leads to the nonlinear
soft margin classifier

f (x) = sgn

[
n∑

i=1

α∗
i yik(x, xi )+b∗

]
, (18.20)

in which α∗
i is the solution to the problem in (18.19),

and b∗ can be calculated with

b∗ = 1

yi
−

n∑
j=1

α∗
i y jk(xi , x j ) , (18.21)

where i is an arbitrary index satisfying 0 < αi < C.
Only the samples with α∗

i > 0 contribute to the final
maximum-margin hyperplane, being called support vec-
tors (SVs). SVs are those samples that are on or between
the hyperplanes H1 and H2.

18.3 Applications of Kernel Methods to Bioinformatics

Kernel methods, especially the SVM, have been suc-
cessfully used to address various biological problems,
e.g., gene prediction [18.34], gene expression data
analysis [18.35], RNA splicing site prediction [18.36],
protein classification [18.26], protein structure predic-
tion [18.37], protein function prediction [18.38], protein
mass-spectrometric data analysis [18.39, 40], etc. This
section does not list all applications of kernel meth-
ods in bioinformatics (some reviews already exist,
e.g., [18.3–5]), but gives some detailed research results
on two specific problems, namely peptide identifica-
tion from tandem mass spectra and protein homology
prediction.

18.3.1 Kernel Spectral Dot Product
for Peptide Identification

Peptide identification from tandem mass spectra is the
foundation of bottom-up proteomics [18.41]. In tan-
dem mass spectrometry, peptides are ionized, isolated,
and fragmented. Roughly speaking, the tandem mass
spectrum of a peptide is a mass (or more accurately,
mass-to-charge ratio m/z) histogram of fragment ions
of this peptide [18.42]. To identify the peptide respon-
sible for a tandem mass spectrum, the database search
approach is commonly used, in which theoretical mass
spectra are predicted from the peptide sequences in
a database for comparison with the input experimen-
tal spectrum [18.43]. However, the mass spectrum of
a peptide cannot in general be accurately predicted.
Therefore, the scoring function that measures the sim-
ilarity between the theoretical and the experimental
spectra is the core of a peptide identification algorithm.

The spectral dot product (SDP) is the most widely
used similarity measure for mass spectra [18.43, 44]. In
SDP, mass spectra are represented as vectors and the
SDP is simply the dot product of spectral vectors. A dis-
advantage of SDP is that it, as a linear function, totally

ignores possible correlations among fragment ions. Ac-
cording to expert knowledge, when positively correlated
fragment ions are matched together, the matches are
more reliable as a whole than as individuals. Therefore,
such matches should be scored higher than separate
matches.

Kernel Spectral Dot Product
A straightforward idea is to extend the SDP with a ker-
nel to incorporate the correlations between fragment
ions. Since not all fragment ions are correlated, com-
mon kernel functions, e.g., the polynomial kernel, do
not directly apply here. The central problem becomes
how to find a kernel that only emphasizes co-occurring
matches of truly correlated fragment ions while ignor-
ing others. Inspired by the locally improved polynomial
kernel [18.28, 45], we solved this problem by exerting
kernels separately on all possible groups of correlated
fragment ions, and then summing them up [18.46]. This
is achieved by arranging the predicted fragment ions
into a correlative matrix as shown in Fig. 18.3, and
grouping the correlated fragment ions into local correl-
ative windows, e.g., the dotted rectangles in Fig. 18.3.

All fragment ions in a theoretical spectrum are
assumed to possess unique m/z values. Under this
assumption, all nonzero dimensions in the theoreti-
cal spectral vector t can be arranged into a matrix
T = (tpq)m×n according to their fragmentation positions
and fragment ion types, where m is the number of frag-
ment ion types for theoretical fragmentation and n +1
is the peptide sequence length; For example, t2,3 cor-
responds to the fragment ion b∗

3 in Fig. 18.3. For the
experimental spectral vector c, the dimensions at the
m/z value corresponding to tpq are also extracted and
arranged into a matrix C = (cpq)m×n . It follows that

SDP = c · t =
m∑

p=1

n∑
q=1

cpqtpq . (18.22)
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Kernel Methods and Applications in Bioinformatics 18.3 Applications of Kernel Methods to Bioinformatics 281

Given the definition of correlative windows, the gen-
eral form of the kernel spectral dot product (KSDP) is
defined as

KSDP =
∑

j

k(c j , t j ) , (18.23)

where k(c j , t j ) is a kernel function, c j is the vector with
elements cpq , and t j is the vector with elements tpq , in
which the subscript (p, q) traverses all the elements in
the j-th correlative window in the matrices C and T.

The KSDP given in (18.23) is also a kernel func-
tion. If k(c j , t j ) is the dot product kernel, the KSDP
reduces to the SDP. For a properly chosen kernel func-
tion k(c j , t j ), the KSDP implicitly maps the spectral
space to a high-dimensional space where the new di-
mensions correspond to the combinations of correlated
fragment ions.

KSDP for Consecutive Fragment Ions
In our earlier work [18.46], we developed the computa-
tion of the KSDP for consecutive fragment ions using
the locally improved polynomial kernel, given by

m∑
i=1

n∑
j=1

⎡
⎣

j+l2∑
k= j−l1

(ciktik)
1
d

⎤
⎦

d

, (18.24)

where the positive integers l1 and l2 are equal to 	(l −
1)/2
 and �(l −1)/2�, respectively, the integer l is the
size of the correlative window, and cik and tik are set to
zero for k ≤ 0 and k > n.

Here, we build on our previous work by developing
a radial basis function (RBF) version of the KSDP for
consecutive fragment ions as

m∑
i=1

n∑
j=1

exp

⎡
⎣−γ

j+l2∑
k= j−l1

(cik − tik)2

⎤
⎦ , (18.25)

where γ is the parameter in the RBF kernel. The RBF-
KSDP can be computed in O(mn) time, similarly to the
polynomial KSDP.

Performance of KSDP
To show the effectiveness of the KSDP and to ex-
plore its parameters, the polynomial KSDP given in
(18.24) and the RBF-KSDP given in (18.25) were di-
rectly used as the scoring function of the pFind search
engine [18.46, 47]. Spectra from a standard protein
dataset were searched [18.46, 48]. The error rates of
the two KSDP implementations are given in Fig. 18.4.
Both implementations significantly outperformed SDP

Consecutive
window

Complementary
window

Homologous
window

b1
2+ b2

2+ b3
2+ b4

2+ . . . bn
2+

b1
* b2

* b3
* b4

* . . . bn
*

b1
0 b2

0 b3
0 b4

0 . . . bn
0

b1 b2 b3 b4 . . . bn

yn yn–1 yn–2 yn–3 . . . y1

yn
0 yn

0
–1 yn

0
–2 yn

0
–3 . . . y1

0

yn
* yn

*
–1 yn

*
–2 yn

*
–3 . . . y1

*

yn
2+ yn

2+
–1 yn

2+
–2 yn

2+
–3 . . . y1

2+

Fig. 18.3 Correlative matrix and examples of correlative windows.
Horizontal direction is the fragmentation position in peptides, and
vertical direction is the ion type
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Fig. 18.4a,b Error rates of KSDP for consecutive frag-
ment ions (a). In the polynomial KSDP, the parameter d
is equal to 1+β(l −1) (b)
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for a large range of parameter values. Compared with
SDP, RBF-KSDP reduced the error rate by 13% at best
in this experiment.

18.3.2 Pair Kernel for Protein Homology
Prediction

The three-dimensional structures of proteins are crucial
for the biological functions of proteins. The experimen-
tal approach to protein structure determination is both
slow and expensive, and therefore, theoretical predic-
tion of protein structure becomes an important research
topic in bioinformatics. Since homologous proteins
(evolved from the same ancestor) usually share similar
structures, predicting protein structures based on pro-
tein homologies has been one of the most important
bioinformatic problems [18.49]. Protein homology pre-
diction is a key step in template-based protein structure
prediction methods.

In terms of information retrieval and machine learn-
ing, protein homology prediction is a typical ranking
problem [18.50]. In this problem, the database objects
are protein sequences with known three-dimensional
structures, and the query is a protein sequence with un-
known structure. The objective is to find those proteins
in the database that are homologous to the query pro-
tein so that the homologous proteins can be used as
structural templates. The homology or match of two
proteins can be captured by multiple features, which,
as in other retrieval problems, need to be integrated into
a single score (called a ranking function) in an intelli-
gent manner in order to accurately rank the proteins in
the database. Currently, this is often done by learning
a ranking function from a training dataset.

A major characteristic of the ranking-function learn-
ing problem is that each feature vector is computed
based on a query. Therefore, all feature vectors are
partitioned into groups by queries. Here, we call each
group of data associated with a query a block. Unlike
traditional learning tasks, e.g., classification and regres-
sion, in which data are assumed to be independently
and identically distributed, the ranking data belonging
to the same block are correlated via the same query.
This block structure of the data is a unique feature of
the ranking-function learning problem. Although ignor-
ing the existence of the block structure would reduce
the complexity of the ranking-function learning prob-
lem, a potential source of information for improving
the ranking performance would also be ignored. In the
past, the block structure was not fully explored by most
ranking-function learning algorithms.

Pair Kernel
Here, we explore a kernel engineering approach to mak-
ing use of the block structure information and give some
preliminary results. The approach is quite general. We
propose the following kernel, named a pair kernel, for
learning to rank

kp(〈di , qu〉, 〈d j , qv〉) = ks(siu, s jv)+ kq(qu, qv) ,

(18.26)

where di and d j are two database items, qu and qv are
two queries, 〈di , qu〉 and 〈d j , qv〉 are item–query pairs
whose relevances are of interest, siu and s jv are feature
vectors that measure the similarities between database
item i and query u and between item j and query v,
respectively, ks is a kernel on the similarity feature vec-
tors, and kq is a kernel on queries.

The pair kernel defined above says that, when we are
predicting the relevance or similarity of an item–query
pair according to another (training) pair, we should not
only consider the pairs as a whole but also consider the
similarity between queries alone. When kq ≡ 0, the pair
kernel reduces to the common kernel used for ranking
problems in information retrieval. Different implemen-
tations of kq lead to different query kernels. Here, we
give an implementation of kq as

kq(qu, qv) = kb(Bu, Bv) = k[Φ(Bu), Φ(Bv)] ,

(18.27)

where Bu and Bv are the data blocks associated with
query qu and query qv, respectively, Φ(Bu) and Φ(Bv)
are feature vectors describing block Bu and block Bv,
respectively, kb is a kernel defined on blocks, and
k[Φ(Bu), Φ(Bv)] is a kernel defined on vectors. Further,
we define

Φ(Bu) = 〈μu1, σu1, μu2, σu2, . . . , μud, σud〉 ,

(18.28)

where μuk and σuk are the mean and the standard devi-
ation, respectively, of the k-th feature in block Bu .

Performance of Pair Kernel
The dataset used to validate the pair kernel is from the
ACM KDD Cup 2004 competition [18.51]. ACM KDD
Cup is the annual data mining and knowledge discov-
ery competition organized by the ACM special interest
group on data mining and knowledge discovery, the
leading professional organization of data miners. One
of the tasks in KDD Cup 2004 was to predict protein
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Table 18.1 Performances of SVM with the common kernel and the pair kernel for protein homology prediction

TOP1 (maximize) RKL (minimize) APR (maximize) RMS (minimize)

Common kernel 0.8497 54.78 0.8033 0.0373

Pair kernel 0.8497 47.26 0.8253 0.0363

homologies. The best results on this task were mostly
obtained with SVMs [18.52–56]. The success of SVMs
in the competition demonstrated that kernel methods
are among the best methods for solving complicated
bioinformatic problems.

In this dataset, homology between a database pro-
tein and the query protein is described by 74 features
(constituting the input vector s of the ks kernel).
These features were generated by a protein fold recog-
nition program named LOOPP [18.57] and include
various scores of sequence alignments, scores of thread-
ing features, measures of secondary structure fitness,
etc. [18.58]. There are a total of 153 training queries
(test queries are without published labels and are not
used here). For each query, a data block consisting
of about 1000 samples is given. A sample is a 74-
dimensional vector measuring the homology between
the query and a protein in the database.

Four metrics were used to evaluate the perfor-
mance of ranking algorithms, including the frequency
of a relevant item being ranked highest (TOP1), the
average rank of the last relevant item (RKL), the av-
erage overall ranking precision (APR), and the average
root-mean-square error (RMS). For model selection, the
leave-one-block-out strategy was used [18.52]. SVM
was used as the learning algorithm. Table 18.1 presents
the results obtained with the pair kernel and the com-
mon kernel. In both cases, the dot product kernel was
used. It is demonstrated that the proposed pair kernel
can significantly improve the ranking performance, in
comparison with the commonly used kernel. This im-
provement is owing to the query kernel kq added to the
common kernel. Finally, it should be noted that the pair
kernel proposed here is a general scheme, and the con-
stituent query kernel implemented here is only a simple
demonstration of this methodology.

18.4 Conclusions

The kernel technique is a powerful tool for construct-
ing new algorithms, especially nonlinear ones. Kernel
engineering provides a promising methodology for ad-
dressing nonvector data structures. Over the past two
decades, kernel methods have become very popular for
pattern analysis, especially in the bioinformatics field. It
is neither possible nor necessary to enumerate all appli-
cations of kernel methods in bioinformatics in this short

chapter, because they have actually been applied to al-
most all bioinformatic problems that one can imagine.
This chapter, instead of giving a comprehensive review
or focusing on a specific research, presents basic princi-
ples of kernel methods and focuses on kernel engineer-
ing, in the hope that readers, after reading this chapter,
can explore their own kernel methods to address various
problems with uncommon data types in bioinformatics.
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