Chapter 1
Data Dilemmas in the Information Society:
Introduction and Overview

Bart Custers

Abstract. This chapter provides and introduction to this book and an overview of
all chapters. First, it is pointed out what this book is about: discrimination and
privacy issues of data mining and profiling and solutions (both technological and
non-technological) for these issues. A large part of this book is based on research
results of a project on how and to what extent legal and ethical rules can be
integrated in data mining algorithms to prevent discrimination. Since this is an
introductory chapter, it is explained what data mining and profiling are and why
we need these tools in an information society. Despite this unmistakable need,
however, data mining and profiling may also have undesirable effects, particularly
discriminatory effects and privacy infringements. This creates dilemmas on how
to deal with data mining and profiling. Regulation may take place using laws,
norms, market forces and code (i.e., constraints in the architecture of
technologies). This chapter concludes with an overview of the structure of this
book, containing chapters on the opportunities of data mining and profiling,
possible discrimination and privacy issues, practical applications and solutions in
code, law, norms and the market.

1.1 The Information Society

Vast amounts of data are nowadays collected, stored and processed. These data are
used for making a variety of administrative and governmental decisions. This may
considerably improve the speed, effectiveness and quality of decisions. However,
at the same time, it is common knowledge that most databases contain errors. Data
may not be collected properly, data may be corrupted or missing, and data may be
biased or contain noise. In addition, the process of analyzing the data might
include biases and flaws of its own. This may lead to discrimination. For instance,
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4 B. Custers

when police surveillance takes place only in minority neighborhoods, their
databases would be heavily tilted towards such minorities. Thus, when searching
for criminals in the database, they will only find minority criminals.

As databases contain large amounts of data, they are increasingly analyzed in
automated ways. Among others, data mining technology is applied to statistically
determine patterns and trends in large sets of data. The patterns and trends,
however, may easily be abused, as they often lead to unwanted or unjustified
selection. This may result in the discrimination of particular groups.

Furthermore, processing huge amounts of data, often personal data, may cause
situations in which data controllers know many of the characteristics, behavior and
whereabouts of people. Sometimes to the extent of knowing (often based on
statistics) more about individuals than these individuals know about themselves.
Examples of such factors are life expectancies, credit default risks and
probabilities of involvement in car accidents. Ascribing characteristics to
individuals or groups of people based on statistics may create a digital world in
which every person has several digital identities." Whether these digital identities
derived from data processing are a correct and sufficiently complete representation
of natural persons or not, they definitely shed different light on our views of
privacy. This book addresses the issues arising as a result of these practices.

In this chapter I will provide an introduction to this book and an overview of
the chapters that will follow. In this first section I will briefly introduce the
premise of this book and what triggered us to write it. Next, in Section 1.2, I will
explain briefly what data mining and profiling are and why we need these tools in
an information society. This is not a technical section: a more detailed overview of
data mining techniques can be found in Chapter 2. In Section 1.3, I will explain
why this book focuses on discrimination and privacy issues. In this section, I will
also point out that this book is not only about identifying and describing possible
problems that data mining and profiling tools may yield, but also about providing
both technical and non-technical solutions. This will become clear in Section 1.4,
where I sketch the structure of this book.

1.1.1 What This Book Is About

This book will deal with the ways in which new technologies, particularly data
mining, profiling and other technologies that collect and process data, may prevent
or result in discriminatory effects and privacy infringements. Focus of the book will
also be on the question how and to what extent legal and ethical rules can be
integrated into technologies, such as data mining algorithms, to prevent such abuse.
Developing (legally and ethically) compliant technologies is increasingly important
because principles such as “need to know” and “select before you collect” seem
difficult to implement and enforce. Such principles focusing on access controls are
increasingly inadequate in a world of automated and interlinked databases and
information networks, in which individuals are rapidly losing grip on who is using

U'Solove, D. (2004).
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their information and for what purposes, particularly due to the ease of copying and
disseminating information. A more integrated approach, not merely focusing on the
collection of data, but also on the use of data (for instance using concepts like
transparency and accountability) may be preferable.

Because of the speed with which many of the technological developments take
place, particularly in the field of data mining and profiling, it may sometimes be
difficult for people without a technological background to understand how these
technologies work and what impact the may have. This book tries to explain the
latest technological developments with regard to data mining and profiling in a
manner which is accessible to a broad realm of researchers. Therefore, this book
may be of interest to scientists in non-technical disciplines, such as law, ethics,
sociology, politics and public administration. In addition, this book may be of
interest to many other professionals who may be confronted with large amounts of
information as part of their work.

1.1.2 Responsible Innovation

In 2009 the Netherlands Organization for Scientific Research (NWO) commenced
a new research program on responsible innovation.” This program (that is still
running) focuses on issues concerning technological developments that will have a
dramatic impact (either positive or negative) on people and/or society. The
program contributes to responsible innovation by increasing the scope and depth
of research into societal and ethical aspects of science and technology.

A key element of the program is the interaction between research of
technological sciences (such as computer science, mathematics, physics and
chemistry) and non-technological sciences (such as law, ethics and sociology), to
generate cooperation between these disciplines from the early stages of developing
new technologies. When it comes to legal, ethical and social effects of new
technologies, parties involved are sometimes tempted to shun specific
responsibilities.” It is often the case that engineers and technicians assert that they
only build a particular technology that others can use for better or for worse. The
end users, however, often state from their perspective that they only use
technologies for the purposes for which they were intended or designed. A value-
sensitive design approach may contribute to incorporating legal, ethical and social
aspects in the early stages of developing new technologies.”

Another key element of the program is the use of valorization panels.
Valorization is the concept of disseminating and exploiting the results of scientific
(particularly academic) research results to society (particularly industries and
governments) to ensure the value of this knowledge is used in practice. For this
purpose, research results of the projects are discussed with valorization panels,
consisting of representatives of industries and governments.

As part of the NWO program, a project team which consisted of the editors of this
book was granted funding for research with regard to responsible innovation of data

% http://www.nwo.nl/nwohome.nsf/pagessNWOA_73HBPY_Eng
3 Vedder, A.H., and Custers, B.H.M. (2009).
* Friedman, B., Kahn, P.H., Jr., and Borning, A. (2006).
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mining and profiling tools.” The aim of this project was to investigate how and to
what extent legal and ethical rules can be integrated into data mining algorithms to
prevent discrimination. For the practical testing of theories this project developed,
data sets in the domain of public security made available by police and justice
departments, were used for testing. The project’s focus was on preventing an
outcome according to which selection rules turn out to discriminate particular groups
of people in unethical or illegal ways. Key questions were how existing legal and
ethical rules and principles can be translated into formats understandable to
computers and in which way these rules can be used to guide the data mining process.
Furthermore, the technological possibilities were used as feedback to formulate
concrete guidelines and recommendations for formalizing legislation. These concrete
tasks also related to broader and abstract themes, such as clarifying how existing
ethical and legal principles are to be applied to new technologies and what the limits
of privacy are. Contrary to previous scholarly attempts to examine privacy in data
mining, this project did not focus on (a priori) access limiting measures regarding
input data. The project’s focus rather was on (a posteriori) responsibility and
transparency. Instead of limiting the access to data, which is increasingly hard to
enforce, questions as to how data can and may be used were stressed.

The research project was scheduled to run from October 2009 to October 2010
and conclude at that time. In reality, it never did. The research results encouraged
us to engage in further research, particularly when we discovered that simply
deleting discrimination sensitive characteristics (such as gender, ethnic
background, nationality) from databases still resulted in (possibly) discriminating
patterns. In other words, things were far more complicated than everyone initially
thought. New algorithms were developed to prevent discrimination and violations
of privacy. Thus far, the research results were presented in several internationally
acclaimed scientific journals, at international conferences in seven countries and
in technical reports, book chapters and popular journals. A complete overview of
the research results can be found at the wiki of the project.®

During one of the meetings with the valorization panel, the panel members
suggested that the research results, particularly the more technical results, are very
interesting for people with a non-technical background. Thus, the valorization
panel asked us whether it would be possible to combine the research results in a
book that explains the latest technological developments with regard to data
mining and profiling in a manner which is comprehensible to a crowd which lacks
a technological background. This book tries to achieve this. This book presents the
research results of our project together with contributions of leading authors in this
field, all written in a non-technical language. Complicated equations were avoided
as much as possible or moved to the footnotes. Technological terminology is
avoided in some places and carefully explained in other places. Similarly, the
jargon of the legal and other non-technical chapters is avoided or carefully
explained. All this should help non-technical readers to understand what is
technologically already possible (or impossible) and how exactly it works. At the
same time it should help technical readers to understand how end users really
view, use and judge these technological tools and why they are sometimes

> http://www.nwo.nl/nwohome.nsf/pages/NWOP_8K6G4N_Eng
6 http://wwwis.win.tue.nl/~tcalders/dadm/doku.php
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criticized. A more thorough understanding of all these disciplines may help
responsible innovation and technology use.

1.2 Data Mining and Profiling

This book addresses the effects of data mining and profiling, two technologies that
are no longer new but still subject to constant technological developments. Data
mining and profiling are often mentioned in the same breath, but they may be
considered separate technologies, even though they are often used together.
Profiling may be carried out without the use of data mining and vice versa. In
some cases, profiling may not even involve (much) technology, for instance, when
psychologically profiling a serial killer. There are many definitions of data mining
and profiling. The focus of this book is not on definitions, but nevertheless, a
description of what we mean by these terms may be useful.

Before starting, it is important to note that data mining refers to actions that go
beyond a mere statistical analysis. Although data mining results in statistical
patterns, it should be mentioned that data mining is different from traditional
statistical methods, such as taking test samples.” Data mining deals with large
databases that may contain millions of records. Statisticians, however, are used to
a lack of data rather than to abundance. The large amounts of data and the way the
data is stored make straightforward statistical methods inapplicable. Most
statistical methods also require clean data, but, in large databases, it is unavoidable
that some of the data is invalid. For some data types, some statistical operations
are not allowed and some of the data may not even be numerical, such as image
data, audio data, text data, and geographical data. Furthermore, traditional
statistical analysis usually begins with an hypothesis that is tested against the
available data. Data mining tools usually generate hypotheses themselves and test
these hypotheses against the available data.

1.2.1 Data Mining: A Step in the KDD-Process

Data mining is an automated analysis of data, using mathematical algorithms, in
order to find new patterns and relations in data. Data mining is often considered to
be only one step, the crucial step though, in a process called Knowledge
Discovery in Databases (KDD). Fayyad et al. define Knowledge Discovery in
Databases as the nontrivial process of identifying valid, novel, potentially useful,
and ultimately understandable patterns in data.® This process consists of five
successive steps, as is shown in Figure 1.1. In this section, it is briefly explained
how the KDD process takes place.” A more detailed account on data mining
techniques is provided in Chapter 2.

7 Hand, D.J. (1998).

8 Fayyad, U.M., Piatetsky-Shapiro, G. and Smyth, P. (1996b), p. 6.

? Distinguishing different steps in the complex KDD process may also be helpful in
developing ethical and legal solutions for the problems of group profiling using data
mining.
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Fig. 1.1 Steps in the KDD process

Step 1: Data Collection

The first step in the KDD process is the collection of data. In the case of
information about individuals, this may be done explicitly, for instance, by asking
people for their personal data, or non-explicitly, for instance, by using databases
that already exist, albeit sometimes for other purposes. The information requested
usually consists of name, address and e-mail address. Depending on the purpose
for which the information will be used, additional information may be required,
such as credit card number, occupation, hobbies, date of birth, fields of interests,
medical data, etc.

It is very common to use inquiries to obtain information, which are often
mandatory in order to obtain a product, service, or price reduction. In this way, a
take-it-or-leave-it situation is created, in which there is often no choice for a
consumer but to fill in his personal data.'® Tn most cases, the user is notified of the
fact that privacy regulations are applied to the data. However, research shows that
data collectors do not always keep this promise, especially in relation to
information obtained on the Internet.'' The same research also shows that
customers are often not informed about the use that is made of the information,
and in general much more information is asked for than is needed, mainly because
it is thought that such data may be useful in the future.

Step 2: Data Preparation

In the second step of the KDD process, the data is prepared by rearranging and
ordering it. Sometimes, it is desirable that the data be aggregated. For instance, zip
codes may be aggregated into regions or provinces, ages may be aggregated into
five-year categories, or different forms of cancer may be aggregated into one
disease group. In this stage, a selection is often made of the data that may be
useful to answer the questions set forth. But in some cases, it may be more
efficient to make such a selection even earlier, in the data collection phase. The
type of data and the structure and dimension of the database determine the range
of data-mining tools that may be applied. This may be taken into account in
selecting which of the available data will be used for data mining.

!0 These take-it-or-leave-it options are sometimes referred to as conditional offers.
" Artz, M.J.T. and Eijk, M.M.M. van (2000).
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Step 3: Data Mining

The third step is the actual data-mining stage, in which the data are analyzed in
order to find patterns or relations. This is done using mathematical algorithms.
Data mining is different from traditional database techniques or statistical methods
because what is being looked for does not necessarily have to be known. Thus,
data mining may be used to discover new patterns or to confirm suspected
relationships. The former is called a ‘bottom-up’ or ‘data-driven’ approach,
because it starts with the data and then theories based on the discovered patterns
are built. The latter is called a ‘top-down’ or ‘theory-driven’ approach, because it
starts with a hypothesis and then the data is checked to determine whether it is
consistent with the hypothesis.'?

There are many different data-mining techniques. The most common types of
discovery algorithms with regard to group profiling are clustering, classification,
and, to some extent, regression. Clustering is used to describe data by forming
groups with similar properties; classification is used to map data into several
predefined classes; and regression is used to describe data with a mathematical
function. Chapter 2 will elaborate on the data mining techniques.

In data mining, a pattern is a statement that describes relationships in a (sub)set
of data such that the statement is simpler than the enumeration of all the facts in
the (sub)set of data. When a pattern in data is interesting and certain enough for a
user, according to the user’s criteria, it is referred to as knowledge." Patterns are
interesting when they are novel (which depends on the user’s knowledge), useful
(which depends on the user’s goal), and nontrivial to compute (which depends on
the user’s means of discovering patterns, such as the available data and the
available people and/or technologies to process the data). For a pattern to be
considered knowledge, a particular certainty is also required. A pattern is not
likely to be true across all the data. This makes it necessary to express the
certainty of the pattern. Certainty may involve several factors, such as the integrity
of the data and the size of the sample.

Step 4: Interpretation

Step 4 in the KDD process is the interpretation of the results of the data-mining
step. The results, mostly statistical, must be transformed into understandable
information, such as graphs, tables, or causal relations. The resulting information
may not be considered knowledge by the user: many relations and patterns that are
found may not be useful in a specific context. A selection may be made of useful
information. What information is selected, depends on the questions set forth by
those performing the KDD process.

An important phenomenon that may be mentioned in this context is masking.
When particular characteristics are found to be correlated, it may be possible to
use trivial characteristics as indicators of sensitive characteristics. An example or
this is indirect discrimination using redlining. Originally redlining is the practice

'2SPSS Inc. (1999), p. 6.
13 Adriaans, P. and Zantinge, D. (1996), p. 135.
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of denying products and services in particular neighborhoods, marked with a red
line on a map to delineate where not to invest. This resulted in discrimination
against black inner city neighborhoods. For instance, when people living in a
particular zip code area have a high health risk, insurance companies may use the
zip code (trivial information) as an indication of a person’s health (sensitive
information), and may thus use the trivial information as a selection criterion.
Note that refusing insurance on the basis of a zip code may be acceptable, as
companies may choose (on the basis of market freedom) the geographic areas in
which they operate. On the other hand, refusing insurance on the basis of sensitive
data may be prohibited on the basis of anti-discrimination law. Masking may
reduce transparency for a data subject, as he or she may not know the
consequences of filling in trivial information, such as a zip code. In databases
redlining may occur not necessarily by geographical profiling, but also by
profiling other characteristics

Step 5: Acting upon Discovered Knowledge

Step 5 consists of determining corresponding actions. Such actions are, for
instance, the selection of people with particular characteristics or the prediction of
people’s health risks. Several practical applications are discussed in Part III of this
book. During the entire knowledge discovery process, it is possible —and
sometimes necessary— to feedback information obtained in a particular step to
earlier steps. Thus, the process can be discontinued and started over again when
the information obtained does not answer the questions that need to be answered.

1.2.2 From Data to Knowledge

The KDD-process may be very helpful in finding pattern and relations in large
databases that are not immediately visible to the human eye. Generally, deriving
patterns and relations are considered creating added value out of databases, as the
patterns and relations provide insight and overview and may be used for decision-
making. The plain database may not (or at least not immediately) provide such
insight. For that reason, usually a distinction is made between the terms data and
knowledge. Data is a set of facts, the raw material in databases usable for data
mining, whereas knowledge is a pattern that is interesting and certain enough for a
user."* It may be obvious that knowledge is therefore a subjective term, as it
depends on the user. For instance, a relation between vegetable consumption and
health may be interesting to an insurance company, whereas it may not be
interesting to an employment agency. Since a pattern in data must fulfill two
conditions (interestingness and certainty) in order to become knowledge, we will
discuss these conditions in more detail.

Interestingness

According to Frawley et al. (1991), interestingness requires three things: novelty,
usefulness and non-triviality. Whether a pattern is novel depends on the user’s

14 Frawley, W.J., Piatetsky-Shapiro, G. and Matheus, C.J. (1993).
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knowledge. A pattern that is not new may not be interesting. For instance, when a
pattern is found according to which car accidents occur only in the group of
people of over 18 years of age, this is not surprising, since the user may have
already expected this."> Whether a pattern is already known to other people does
not matter; what matters is that the pattern is new to the user.

A pattern is useful when it may help in achieving the user’s goals. A pattern
that does not contribute to achieving those goals may not be interesting. For
instance, a pattern that indicates groups of people who buy many books is of no
interest to a user who wants to sell CDs. Usefulness may be divided into an
efficacy component and an efficiency component. Efficacy is an indication of the
extent to which the knowledge contributes to achieving a goal or the extent to
which the goal is achieved. Efficiency is an indication of the speed or easiness
with which the goal is achieved.

Non-triviality depends on the user’s means. The user’s means have to be
proportional to non-triviality: a pattern that is too trivial to compute, such as an
average, may not be interesting. On the other hand, when the user’s means are too
limited to interpret the discovered pattern, it may also be difficult to speak of
‘knowledge’. Looking at Figure 1.1 again, where the KDD process is illustrated,
may clarify this, as a certain insight is required for Step 4, in which the results of
data mining are interpreted.

Certainty

The second criterion for knowledge, certainty, depends on many factors. The most
important among them are the integrity of the data, the size of the sample, and the
significance of the calculated results. The integrity of the data concerns corrupted and
missing data. When only corrupted data are dealt with, the terms accuracy or
correctness are used.'® When only missing data are dealt with, the term completeness
is used. Integrity may refer to both accuracy and the completeness of data.'’

Missing data may leave blank spaces in the database, but it may also be made
up, especially in database systems that do not allow blank spaces. For instance, the
birthdays of people in databases tend to be (more often than may be expected) on
the 1% of January, because 1-1 is easiest to type.18 Sometimes, a more serious
effort is made to construct the values of missing data.”’

The sample size is a second important factor influencing certainty. However,
the number of samples that needs to be taken may be difficult to determine. In
general, the larger the sample size, the more certain the results. Minimum sample
sizes for acceptable reliabilities may be about 300 data items. These and larger
samples, sometimes running up to many thousands of data items, used to be
problematic for statistical research, but current databases are usually large enough
to provide for enough samples.*

'>In Europe, driving licenses may generally be obtained from the age of 18.
16Berti, L., and Graveleau, D. (1998).

"7 Stallings, W. (1999).

'8 Denning, D.E. (1983).

YHolsheimer, M., and Siebes, A. (1991).

**Hand, D.J. (1998).
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A third important factor influencing certainty is significance. Significance
indicates whether a discovered result is based on coincidence. For instance, when
a coin is thrown a hundred times, it may be expected that heads and tails will each
occur fifty times. If a 49-51 ratio were to be found, this may be considered a
coincidence, but if a 30-70 ratio were found, it may be difficult to assume this is
coincidental. The latter result is significantly different from what is expected.
With the help of confidence intervals (see below), it is possible to determine the
likelihood of whether a discovered result may be considered a coincidence or not.

Once the certainty of particular knowledge has been determined using a chosen
mathematical method, it is up to the user to decide whether that certainty is
sufficient for further use of that knowledge. The standard technique for calculating
certainty in the case of regression techniques is the calculation of the standard
error. The standard error indicates to what extent the data differs from the
regression function determined. The larger the value of the standard error, the
larger the spreading of the data. Using standard errors, it is possible to calculate
confidence intervals. A confidence interval is a range of values with a given
chance of containing the real value. In most cases, the user’s confidence interval is
chosen in such a way that confidence is fixed at 95 or 99 per cent.

Finally, it should be mentioned that for profiles, certainty is closely related to
reliability. The reliability of a profile may be split into (a) the reliability of the
profile itself, which comprises certainty, and (b) the reliability of the use of the
profile. This distinction is made because a particular profile may be entirely
correct from a technological perspective, but may still be applied incorrectly. For
instance, when data mining reveals that 80 % of all motels are next to highways,
this may be a result with a particular certainty. When all motels were counted, the
certainty of this pattern is 100 %, but when a sample of 300 motels were taken in
consideration, of which 240 turned out to lie next to highways, the certainty may
be less because of the extrapolation. However, if a motel closes or a new motel
opens, the reliability of the pattern decreases, because the pattern is based on data
that are no longer up to date, yielding a pattern that represents reality with less
reliability. The reliability of the use of a particular profile is yet another notion.
Suppose a particular neighborhood has an unemployment rate of 80 %. When a
local government addresses all people in this neighborhood with a letter regarding
unemployment benefits, their use of the profile is not 100 % reliable, as they also
address people who are employed.

1.2.3 Profiles of Individuals and of Groups

Profiling is the process of creating profiles. Although profiles can be made of
many things, such as countries, companies or processes, in this book we focus on
profiles of people or groups of people. Hence, we consider a profile a property or
a collection of properties of an individual or a group of people. Several names
exist for these profiles. Personal profiles are also referred to as individual profiles
or customer profiles, while group profiles are also referred to as aggregated
profiles. Others use the terms abstract profiles and specific profiles for group
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profiles and personal profiles, respectively.”’ Another common term is risk
profiles, indicating the some kind of risk of an individual or group of people (such
as the risk of getting a heart-attack, of not paying your mortgage or of being a
terrorist).

A personal profile is a property or a collection of properties of a particular
individual. A property, or a characteristic, is the same as an attribute, a term more
used often in computer sciences. An example of a personal profile is the personal
profile of Mr John Doe (44), who is married, has two children, earns 25,000 Euro
a year, and has two credit cards and no criminal record. He was hospitalized only
twice in his life, once for appendicitis and last year because of lung cancer.

A group profile is a property or a collection of properties of a particular group
of people.”* Group profiles may contain information that is already known; for
instance, people who smoke live, on average, a few years less than people who do
not. But group profiles may also show new facts; for instance, people living in zip
code area 8391 may have a (significantly) larger than average chance of having
asthma. Group profiles do not have to describe a causal relation. For instance,
people driving red cars may have (significantly) more chances of getting colon
cancer than people driving blue cars. Note that group profiles differ from
individuals with regard to the fact that the properties in the profile may be valid
for the group and for individuals as members of that group, though not for those
individuals as such. If this is the case, this is referred to as non-distributivity or
non-distributive properties.” On the other hand, when properties are valid for each
individual member of a group as an individual, this is referred to as distributivity
or distributive properties.

Several data mining methods are particularly suitable for profiling. For
instance, classification and clustering may be used to identify groups.** Regression
is more useful for making predictions about a known individual or group. More on
these and other techniques can be found in Chapter 2.

1.2.4 Why We Need These Tools

The use of data mining and profiling is still on the increase, mainly because they
are usually very efficient and effective tools to deal with the (also) ever increasing
amounts of data that we collect and process in our information society. According
to Moore’s Law, the number of transistors on an integrated circuit (a ‘chip’ or
‘microchip’) for minimum component costs doubles every 24 months.” This more
or less implies that storage capacity doubles every two years (or that data storage
costs are reduced by fifty percent every two years). This empirical observation by
Gordon Moore was made in 1965; by now, this doubling speed is approximately
18 months. From this perspective there is hardly any need to limit the amounts of

2ISee Bygrave, L.A. (2002), p. 303, and Clarke, R. (1997).
See www.anu.edu.au/people/roger.clarke/dv/custproffin.html.
22Note that when the group size is 1, a group profile boils down to a personal profile.
BVedder, AH. (1999).
2SPSS Inc. (1999), p. 131.
»Schaller, R.R. (1997).
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data we are collecting and processing. However, the amounts of data are
enormous, so we do need tools to deal with these huge amounts of data. Data
mining and profiling are exactly the type of technologies that may help us with
analyzing and interpreting large amounts of data.

It is important to stress that due to Moore’s Law we cannot get around the need
for data mining and profiling tools. These tools, along with other tools for data
structuring and analysis, are extremely important and it would be very difficult for
an information society like ours if they would not be available. To stress this point
we will provide here some major advantages of profiling. The advantages of
profiling usually depend on the context in which they are used. Nevertheless,
some advantages may hold for many or most contexts. At times group profiles
may be advantageous compared to individual profiles. Sometimes profiling,
whether it is individual profiling or group profiling, may be advantageous
compared to no profiling at all. The main advantages of profiling, particularly of
group profiling, concern efficacy, i.e., how much of the goal may be achieved, and
efficiency, i.e., how easily the goal may be achieved. Data mining and profiling
may process huge amounts of data in a short time; data that is often too complex
or too great for human beings to process manually. When many examples are
present in databases, (human) prejudices as a result of certain expectations may be
avoided.

Profiling may be a useful method of finding or identifying target groups. In
many cases, group profiling may be preferable to individual profiling because it is
more cost efficient than considering each individual profile. This cost efficiency
may concern lower costs in the gathering of information, since less information
may be needed for group profiles than for individual profiles. Remember that if a
group profile is based on less information, it is usually less reliable (see Section
1.2.2). But higher costs may also be expected in the time-consuming task of
approaching individuals. While individuals may be approached by letter or by
phone, groups may be approached by an advertisement or a news item. Take as an
example baby food that is found to be poisoned with chemicals. Tracing every
person who bought the baby food may be a costly process, it may take too much
time, and some people may not be traced at all. A news item and some
advertisements, for instance, in magazines for parents with babies, may be more
successful.

Another advantage of group profiling over individual profiling is that group
profiles may offer more possibilities for selecting targets. An individual may not
appear to be a target on the basis of a personal profile, but may still be one. Group
profiles may help in tracking down potential targets in such cases. For instance, a
person who never travels may not seem an interesting target to sell a travel guide
to. Still, this person may live in a neighborhood where people travel frequently.
She may be interested in travel guides, not so much for using them for her own
trips, but rather to be able to participate in discussions with her neighbors. A group
profile for this neighborhood predicts this individual’s potential interest in travel
guides, whereas an individual profile may not do so. Such selection may also turn
out to be an advantage for the targets themselves. For instance, members of a
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high-risk group for lung cancer may be identified earlier and treated, or people not
interested in cars will no longer receive direct mail about them.

Profiling, regardless of whether individuals or groups are profiled, may be more
useful than no profiling at all. Without any profiling or selection, the efficiency or
‘hit ratio’ is usually poor. For instance, advertising using inadequately defined
target groups, such as on television, is less efficient than advertising only to
interested and potentially interested customers.

1.3 Discrimination, Privacy and Other Issues

Despite all the opportunities described in the previous section, there are also
concerns about the use of data mining and profiling. This book deals with the
effects of data mining and profiling. By effects, we refer to a neutral term of what
the use of these tools may result in. These effects can be positive (or at least
positive to some people), as illustrated in the previous section and will be
illustrated in Part III of this book. However, these effects can also be negative (or
at least negative to some people). This book will deal with two major potentially
negative effects of data mining and profiling, namely discrimination and privacy
invasions. That is not to say that these are the only possible negative effects. Other
negative effects, such as de—individualization,26 possible loss of autonomy, one-
sided supply of information, stigmatization and confrontation with unwanted
information may be other examples of possible negative effects.”’ However, this
book will focus on discrimination and privacy issues regarding data mining and
profiling, since most progress has been made in the development of
discrimination-aware and privacy preserving data mining techniques.
Furthermore, even though discrimination and privacy may sometimes be difficult
notions in law and ethics, they are still easier to grasp than notions like de-
individualization and stigmatization, for which there hardly any legal concepts.
For instance, most countries have laws regarding equal treatment (non-
discrimination) and privacy, but laws against de-individualization or
stigmatization are unknown to us.

1.3.1 Any News?

A New Book

Over the last years, many books and papers have been written on the possible
effects of data mining and profiling.”® What does this book to add to all this
knowledge already available? First of all, most of these books focus on privacy
issues, whereas this book explicitly takes discrimination issues into account.
Second, we tried to include more technological background in this book, in a way
that should be understandable to readers with a non-technical background. Third,

2 yedder, A.H. (1999).

T Custers, B.H.M. (2004), p. 77.

B Hildebrandt, M. and Gutwirth, S. (2008); Harcourt, B.E. (2007); Schauer, F. (2003);
Zarsky, T. (2003); Custers, B.H.M. (2004).
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this book provides technological solutions, particularly discrimination aware and
privacy preserving data mining techniques. Fourth, this book explains state of the
art technologies, an advantage over books published before, even though we
realize that technological developments are very fast, outdating this book also
within a few years.

A New Technology

Profiles were used and applied in the past without data mining, for instance, by
(human) observation or by empirical statistical research. Attempts were often
made to distinguish particular individuals or groups and investigate their
characteristics. Thus, it may be asked what is new about profiling by means of
data mining? Is it not true that we have always drawn distinctions between
people?

Profiling by means of data mining may raise problems that are different from
the problems that may be raised by other forms of statistical profiling such as
taking test samples, mainly because data mining generates hypotheses itself.
Empirical statistical research with self-chosen hypotheses may be referred to as
primary data analysis, whereas the automated generating and testing of
hypotheses, as with data mining, may be referred to as secondary data analysis. In
the automated generating of hypotheses, the known problems of profiling may be
more severe and new types of problems may arise that are related to profiling
using data mining.”” There are four reasons why profiling using data mining may
be different from traditional profiling.

The first reason why profiling using data mining may cause more serious
problems is a scale argument. Testing twice as much hypotheses with empirical
research implies doubling the amount of researchers. Data mining is an automated
analysis and does not require doubling the amount of researchers. In fact, data
mining enables testing large numbers (hundred or thousands) of hypotheses (even
though only a very small percentage of the results may be useful). There may be
an overload of profiles.*® Although this scale argument indicates that the known
problems of group profiling are more severe, it does not necessarily imply new
problems.

A second difference is that, in data mining, depending on the techniques that is
used, every possible relation can be investigated, while, in empirical statistical
research, usually only causal relationships are considered. The relations found
using data mining are not necessarily causal. Or they may be causal without being
understood. In this way, the scope of profiles that are discovered may be much
broader (only a small minority of all statistical relations is directly causal) with
unexpected profiles in unexpected areas. Data mining is not dependent on
coincidence. Data-mining tools automatically generate hypotheses, independent of
whether a relationship is (expected to be) causal or not.

A distinction may be made between technology-specific and technology-enhanced
concerns, because technology-specific concerns usually require new solutions, while
conventional solutions may suffice for the technology-enhanced concerns. See also
Tavani, H. (1999).

35ee also Mitchell, T.M. (1999) and Bygrave, L.A. (2002) , p. 301.
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Profiles based on statistical (but not necessarily causal) relationships may result
in problems that are different from the problems of profiles based on causal
relations, such as the aforementioned masking. Statistical results of data mining
are often used as a starting point to find underlying causality, but it is important to
note that merely statistical relations may already be sufficient to act upon, for
instance, in the case of screening for diseases. The automated generation of
hypotheses contributes to the scale argument as well: the number of profiles
increases largely because non-causal relations can be found as well.

A third difference between data mining and empirical statistical research is that
with the help of data mining trivial information may be linked (sometimes
unintentionally) to sensitive information. Suppose data mining shows a relation
between driving a red car and developing colon cancer. Thus, a trivial piece of
information, the color of a person’s car, becomes indicative of his or her health,
which is sensitive information. In such cases the lack of transparency regarding
data mining may start playing an important role: people who provide only trivial
information may be unaware of the fact that they may also be providing sensitive
information about themselves when they belong to a group of people about whom
sensitive information is known. People may not even know to what groups they
belong.

A fourth difference lies in a characteristic of information and communication
technology that is usually referred to as the ‘lack of forgetfulness of information
technology’.*'*? Once a piece of information has been disclosed, it is practically
impossible to withdraw it. Computer systems do not forget things, unless
information is explicitly deleted, but even then information can often be
retrieved.” Since it is often difficult to keep information contained, it may spread
through computer systems by copying and distribution. Thus, it may be difficult to
trace every copy and delete it. This technological characteristic requires a different
approach to finding solutions for the problems of profiling and data mining.

1.3.2 Problems and Solutions

This is a book about discrimination and privacy. That makes it a book on
problems. However, instead of only discussing problems, we also provide
solutions or directions for solutions to these problems. If data mining and profiling
have undesirable effects, it may be regulated in several ways. Lessig distinguishes
four different elements that regulate.** For most people, the first thing that comes
to mind is to use legal constraints. Laws may regulate where and when and by
whom data mining and profiling are allowed and under which conditions and
circumstances. They operate as a kind of constraint on everyone who wants to use
data mining and profiling.

31 Blanchette, J.F., and Johnson, D.G. (1998).

32 For this argument it should be noted that data mining is regarded as an information
technology, contrary to empirical statistical research.

3 1t may be argued that paper files do not ‘forget’ either, but paper files are, in general, less
accessible and thus there is generally less spreading of the information they contain.

* Lessig, L. (2006).
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But laws are not the only, and often not the most significant constraint, to
regulate something. Sometimes, things may be legal, but nevertheless considered
unethical or impolite. Lessig mentions the example of smoking, something that is
not illegal in many places, but may be considered impolite, at least without asking
permission of others present in the same room. Examples of ethical issues that are
strictly speaking not illegal that we will come across in this book are
stigmatization of people, polarization of groups in society and de-
individualization. Such norms have a certain constraint on behavior.

Apart from laws and norms, a third force is the market. Price and quality of
products are important factors here. When the market supplies a wide variety of
data mining and profiling tools (some of these tools may be less discriminating or
more privacy friendly than others), there is more to choose from, reducing
constraints. However, when there are only one or two options available, the
market constrains the options. High prices (for instance, for data mining tools that
do not discriminate or are privacy friendly) that may limit what you can buy.

The fourth and last constraint is created by technology. How a technology is
built (its architecture) determines how it can be used. Walls may constrain where
you are can go. A knife can be used for good purposes, like cutting bread, or for
bad purposes, like hurting a person. Sometimes these constraints are not intended,
but sometimes they are explicitly included in the design of a particular technology.
Examples are copy machines that refuse to copy banknotes and cars that refuse to
start without keys and, in some cases, without alcohol tests. In our case of data
mining and profiling technologies, there are many constraints that can be built into
the technologies. That is the reason why we separated these ‘solutions in code’
(Part IV of this book) from the other solutions (Part V of this book). Although this
book has a strong focus on technological solutions, this does not mean, however,
that this is the only (type of) solution. In some cases, what is needed are different
attitudes, and in some cases new or stricter laws and regulations.

1.4 Structure of This Book

1.4.1 Part I: Opportunities of Data Mining and Profiling

Part I of this book explains the basics of data mining and profiling and discusses
why these tools are extremely useful in the information society.

In Chapter 2, Calders and Custers explain what data mining is and how it
works. The field op data mining is explored and compared with related research
areas, such as statistics, machine learning, data warehousing and online analytical
processing. Common terminology regarding data mining that will be used
throughout this book is discussed. Calders and Custers explain the most common
data mining techniques, i.e., classification, clustering and pattern mining, as well
as some supporting techniques, such as pre-processing techniques and database
coupling.

In Chapter 3, Calders and Zliobaité explain why and how the use of data
mining tools can lead to discriminative decision procedures, even if all
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discrimination sensitive data in the databases is removed or suppressed before the
data mining is commenced. It is shown how data mining may exhibit
discriminatory behavior towards particular groups based, for instance, upon
gender or ethnicity. It is often suggested that removing all discrimination sensitive
attributes such as gender and ethnicity from databases may prevent the discovery
of such discriminatory relationships.” Without sensitive data it is impossible to
find sensitive patterns or relations, it is argued. Calders and Zliobait¢ show that
this is not necessarily true. They carefully outline three realistic scenarios to
illustrate this and explain the reasons for this phenomenon.

1.4.2 Part II: Possible Discrimination and Privacy Issues

Part II of this book explains the basics of discrimination and privacy and discusses
how data mining and profiling may cause discrimination and privacy issues.

In Chapter 4, Gellert, De Vries, De Hert and Gutwirth compare and distinguish
between European anti-discrimination law and data protection law. They show
that both rights have the same structure and increasingly turn to the same mode of
operation in the information society, even though their content is far from
identical. Gellert, De Vries, De Hert and Gutwirth show that this is because both
rights are grounded in the notion of negative freedom as evidenced by I. Berlin®®,
and thus aim at safeguarding the autonomy of the citizen in the information
society. Finally, they analyze two cases where both rights apply, and draw
conclusions on how to best articulate the two tools.

In Chapter 5, Pedreschi, Ruggieri and Turini address the problem of
discovering discrimination in large databases. Proving discrimination may be
difficult. For instance, was a job applicant turned down because she was pregnant
or because she was not suited for the job? In a single case, this may be difficult to
prove, but it may be easier if there are many cases. For instance, if a company
with over one thousand employees has no employees from ethnic minorities, this
may be due to discrimination. Similarly, when all top management boards in a
country consist of 90% of males, this may indicate possible discrimination. In
Chapter 5, the focus is on finding discriminatory situations and practices hidden in
large amounts of historical decision records. Such patterns and relations may be
useful for anti-discrimination authorities. Pedreschi, Ruggieri and Turini discuss
the challenges in discovering discrimination and present an approach for finding
discrimination on the basis of legally-grounded interesting measures.

In Chapter 6, Romei and Ruggieri present an annotated bibliography on
discrimination analysis. Literature on discrimination discovery and prevention is
mapped in the areas of law, sociology, economics and computer sciences.
Relevant legal and sociological concepts such as prejudices, racism, affirmative
action (positive discrimination) and direct versus indirect discrimination are

% For instance, article 8 of the European Data Protection Directive (95/46/EC) explicitly
limits the processing of special categories of data that is considered especially sensitive
to data subjects, such as personal data revealing racial or ethnic origin, political opinions,
religious or philosophical beliefs, trade-union membership, health and sex life.

* Berlin, I. (1969).



20 B. Custers

introduced guided by ample references. Furthermore, literature on economic
models of labor discrimination, approaches for collecting and analyzing data,
discrimination in profiling and scoring and recent work on discrimination
discovery and prevention is discussed. This inventory is intended to provide a
common basis to anyone working in this field.

In Chapter 7, Schermer maps out risks related to profiling and data mining that
go beyond discrimination issues. Risks such as de-individualization and
stereotyping are described. To mitigate these and other risks, traditionally the right
to (informational) privacy is invoked. However, due to the rapid technological
developments, privacy and data protection law have several limitations and
drawbacks. Schermer discusses why it is questionable whether privacy and data
protection legislation provide adequate levels of protection and whether these
legal instruments are effective in balancing different interests when it comes to
profiling and data mining.

1.4.3 Part I1I: Practical Applications

Part III of this book sets forth several examples of practical applications of data
mining and profiling. These chapters intend to illustrate the added value of
applying data mining and profiling tools. They also show several practical issues
that practitioners may be confronted with.

In Chapter 8, Kamiran and Zliobaité illustrate how self-fulfilling prophecies in
data mining and profiling may occur. Using several examples they show how
models learnt over discriminatory data may result in discriminatory decisions.
They explain how discrimination can be measured and show how redlining may
occur. Redlining originally is the practice of denying products and services in
particular neighborhoods, marked with a red line on a map to delineate where not
to provide credit. This resulted in discrimination against black inner city
neighborhoods. In databases this effect may also occur, not necessarily by
geographical profiling, but also by profiling other characteristics. Kamiran and
Zliobaité present several techniques to preprocess the data in order to remove
discrimination, not by removing all discriminatory data or all differences between
sensitive groups, but by addressing differences unacceptable for decision-making.
With experiments they demonstrate the effectiveness of these techniques.

In Chapter 9, Schakel, Rienks and Ruissen focus on knowledge discovery and
profiling in the specific context of policing. They observe that the positivist
epistemology underlying the doctrine of information-led policing is incongruent
with the interpretive-constructivist basis of everyday policing, and conclude that
this is the cause of its failure to deliver value at the edge of action. After shifting
focus from positivist information-led policing to interpretive-constructivist
knowledge-based policing, they illustrate how profiling technologies can be used
to design augmented realities to intercept criminals red-handedly. Subsequently,
Schakel, Rienks and Ruissen discuss how the processing of data streams (rather
than databases) can meet legal requirements regarding subsidiarity,
proportionality, discrimination and privacy.
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In Chapter 10, Van den Braak, Choenni and Verwer discuss the challenges
concerning combining and analyzing judicial databases. Several organizations in
the criminal justice system collect and process data on crime and law enforcement.
Combining and analyzing data from different organizations may be very useful,
for instance, for security policies. Two approaches are discussed, a data warehouse
(particularly useful on an individual level) and a dataspace approach (particularly
useful on an aggregated level). Though in principle all applications exploiting
judicial data may violate data protection legislation, Van den Braak, Choenni and
Verwer show that a dataspace approach is preferable with regard to taking
precautions against such data protection legislation violations.

1.4.4 Part IV: Solutions in Code

Part IV of this book provides technological solutions to the discrimination and
privacy issues discussed in Part II.

In Chapter 11, Matwin provides a survey of privacy preserving data mining
techniques and discusses the forthcoming challenges and the questions awaiting
solutions. Starting with protection of the data, methods for identity disclosure and
attribute disclosure are discussed. However, adequate protection of the data in
databases may not be sufficient: privacy infringements may also occur based on
the inferred data mining results. Therefore, also model based identity disclosure
methods are discussed. Furthermore, methods for sharing data for data mining
purposes while protecting the privacy of people who contributed the data are
discussed. Specifically, the chapter presents scenarios in which data is shared
between a number of parties, either in a horizontal a or vertical partition. Then the
privacy of individuals who contributed the data is protected by special-purpose
cryptographic techniques that allow parties performing meaningful computation
on the encrypted data. Finally, Matwin discusses new challenges like data from
mobile devices, data from social networks and cloud computing.

In Chapter 12, Kamiran, Calders and Pechenizkiy survey different techniques
for discrimination-free predictive models. Three types of techniques are discussed.
First, removing discrimination from the dataset before applying data mining tools.
Second, changing the learning procedures by restricting the search space to
models that are not discriminating. Third, adjusting the models learned by the data
mining tools after the data mining process. These techniques may significantly
reduce discrimination at the cost of accuracy. The authors’ experiments show that
still very accurate models can be learned. Hence, the techniques presented by
Kamiran, Calders and Pechenizkiy provide additional opportunities for
policymakers to balance discrimination against accuracy.

In Chapter 13, Hajian and Domingo-Ferrer address the prevention of
discrimination that may result from data mining and profiling. Discrimination
prevention consists of inducing patterns that do not lead to discriminatory
decision, even if the original data in the database is inherently biased. A taxonomy
is presented for classifying and examining discrimination prevention methods.
Next, preprocessing discrimination prevention methods are introduced and it is
discussed how these methods deal with direct and indirect discrimination
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respectively. Furthermore, Hajian and Domingo-Ferrer present metrics that can be
used to evaluate the performance of these approaches and show that
discrimination removal can be done at a minimal loss of information.

In Chapter 14, Verwer and Calders show how positive discrimination (also
known as affirmative action) can be introduced in predictive models. Three
solutions based upon so-called Bayesian classifiers are introduced. The first
technique is based on setting different thresholds for different groups. For
instance, if there are income differences between men and women in a database,
men can be given a high income label above $90,000, whereas women can be
given a high income label above $75,000. Instead of income figures, the labels
high and low income could be applied. This instantly reduces the discriminating
pattern. The second techniques focuses on learning two separate models, one for
each group. Predictions from these models are independent of the sensitive
attribute. The third and most sophisticated model is focused on discovering the
labels a dataset should have contained if it would have been discrimination-free.
These latent (or hidden) variables can be seen as attributes of which no value is
recorded in the dataset. Verwer and Calders show how decisions can be reverse
engineered by explicitly modeling discrimination.

1.4.5 Part V: Solutions in Law, Norms and the Market

Part V of this book provides non-technological solutions to the discrimination and
privacy issues discussed in Part II. These solutions may be found in legislation,
norms and the market. Many of such solutions are discussed in other books and
papers, such as (to name only a few) the regulation of profiling,” criteria for
balancing privacy concerns and the common good,” self-regulation of privacy,*
organizational change and a more academic approach,*’ and valuating privacy in a
consumer market.* We do not discuss these suggested solutions in this book, but
we do add a few other suggested solutions to this body of work.

In Chapter 15, Van der Sloot proposes to use minimum datasets to avoid
discrimination and privacy violations in data mining and profiling. Discrimination
and privacy are often addressed by implementing data minimization principles,
restricting collecting and processing of data. Although data minimization may
help to minimize the impact of security breaches, it has also several disadvantages.
First, the dataset may lose value when reduced to a bare minimum and, second,
the context and meaning of the data may get lost. This loss of context may cause
or aggravate privacy and discrimination issues. Therefore, Van der Sloot suggests
an opposite approach, in which minimum datasets are mandatory. This better
ensures adequate data quality and may prevent loss of context.

In Chapter 16, Finocchiaro and Ricci focus on the opposite of being profiled,
which is building one’s own digital reputation. Although people have some

3 See, for instance, Bygrave, L.A. (2002).

38 Etzioni, A. (1999), p. 12/13.

¥ Regan, P.M. (2002).

40 See, for instance, Posner, R.A. (2006), p. 210.

41 See, for instance, Bshme (2009) and Bohme and Koble (2007).
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choices in what information they provide about themselves to others (so-called
informational self—determination),42 this choice is limited to the data in databases
and usually does not pertain to any results of data mining and profiling.
Furthermore, due to the so-called lack of forgetfulness of information
technology,* people have even less influence on their digital reputation. In order
to reinforce the informational self-determination of people, Finocchiaro and Ricci
propose the inverse of the right not to know,* which is the right to oblivion,*
providing for the deletion of information which is no longer corresponds to an
individual’s identity.

In Chapter 17, Zarsky addresses the commonly heard complaint that there is a
lack of transparency regarding the data that is collected by organizations and the
ways in which these data are being used. Particularly in the context of data mining
and profiling, transparency and transparency enhancing tools have been mentioned
as important policy tools to enhance autonomy.*® Transparency may also forward
democracy, enhance efficiency and facilitate crowdsourcing, but it may also
undermine policies and authority and generate stereotypes. While acknowledging
that transparency alone cannot solve all privacy and discrimination issues
regarding data mining and profiling, Zarsky provides a policy blueprint for
analyzing the proper role and balance for transparency in data mining and
profiling.

In Chapter 18, Zarsky considers whether the use of data mining can be
conceptualized as a search (possibly an illegal search) and how this perspective
can be used for policy responses. Illegal search is a common concept in criminal
law, but applying this concept in the setting of data mining is novel. Three
normative theories are introduced on illegal searches: these may be viewed as
unacceptable psychological intrusions, as limits to the force of government or as
limits to “fishing expeditions”, i.e., looking through data of people who raise no
suspicion. Zarsky shows how these theories can be used to understand data mining
as illegal searches and how regulators and policymakers can establish which data
mining practices are to be allowed and which must be prohibited.

1.4.6 Part VI: Concise Conclusions

Part VI of this book provides some concise conclusions. In Chapter 19, some
general conclusions are drawn and the way forward is discussed. Throughout the
book it becomes clear that a powerful paradigm shift is transpiring. The growing
use of data mining practices by both government and commercial entities leads to
both great promises and challenges. They hold the promise of facilitating an

* Westin, A. (1967).

s Blanchette, J.F., and Johnson, D.G. (1998).

* Chadwick, R., Levitt, M., and Shickle, D. (1997).

45 The right to oblivion is sometimes referred to as the right to be forgotten. This right was
also included in the EU proposal for revision of the EU data protection legislation that
leaked end of 2011. See: https://www.privacyinternational.org/article/quick-review-
draft-eu-data-protection-regulation

*° Hildebandt, M. (2009).
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information environment which is fair, accurate and efficient. At the same time, it
might lead to practices which are both invasive and discriminatory, yet in ways the
law has yet to grasp.

Chapter 19 starts with demonstrating this point by showing how the common
measures for mitigating privacy concerns, such as a priori limiting measures
(particularly access controls, anonymity and purpose specification) are
mechanisms that are increasingly failing solutions against privacy and
discrimination issues in this novel context.

Instead, we argue that a focus on (a posteriori) accountability and transparency
may be more useful. This requires improved detection of discrimination and
privacy violations as well as designing and implementing techniques that are
discrimination-free and privacy-preserving. This requires further (technological)
research.

But even with further technological research, there may be new situations and
new mechanisms through which privacy violations or discrimination may take
place. This is why Chapter 19 concludes with a discussion on the future of
discrimination and a discussion on the future of privacy. With regard to
discrimination, it is worth mentioning that a shift to automated predictive
modeling as means of decision making and resource allocation might prove to be
an important step towards a discrimination-free society. Discriminatory practices
carried out by officials and employees could be detected and limited effectively.
Nevertheless, two very different forms of discrimination-based problems might
arise in the future. First, novel predictive models can prove to be no more than
sophisticated tools to mask the "classic" forms of discrimination of the past, by
hiding discrimination behind new proxies for the current discriminating factors.
Second, discrimination might be transferred to new forms of population segments,
dispersed throughout society and only connected by one or more attributes they
have in common. Such groups will lack political force to defend their interests.
They might not even know what is happening.

With regard to privacy, the adequacy of the current legal framework is
discussed with regard to the technological developments of data mining and
profiling discussed in this book. The European Union is currently revising the data
protection legislation. The question whether these new proposals will adequately
address the issues raised in this book is dealt with.
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