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Preface

The purpose of the 11th International Conference on Computer and Information
Science(ICIS 2012) held on May 30 – June 1, 2012 in Shanghai, China was to
bring together researchers and scientists, businessmen and entrepreneurs, teachers
and students to discuss the numerous fields of computer science, and to share ideas
and information in a meaningful way. Our conference officers selected the best 15
papers from those papers accepted for presentation at the conference in order to pub-
lish them in this volume. The papers were chosen based on review scores submitted
by members of the program committee, and underwent further rounds of rigorous
review.

In Chapter 1, In this paper, we address a challenging task of automat generation
of UML class models. In conventional CASE tools, the export facility does not
export the graphical information that explains the way UML class elements (such
as classes, associations, etc) are represented and laid out in diagrams. We address
them problem by presenting a novel approach for automatic generation of UML
class diagrams using the Binary Space Partitioning (BSP) tree data structure. A
BSP tree captures the spatial layout and spatial relations in objects in a UML class
model drawn on a 2-D plane. Once the information of a UML model is captured in
a BSP tree, the same diagram can be re-generated by efficient partitioning of space
(i.e. regions) without any collision. After drawing UML classes, the associations,
aggregations and generalisations are also drawn between the classes. The presented
approach is also implemented in VB.NET as a proof of concept. The contribution
does not only assist in diagram interchange but also improved software modeling.

In Chapter 2, The Semantic Web is recognized as the next generation web which
aims at the automation, integration and reuse of data across different internet ap-
plications. To better understand and utilize the Semantic Web, the W3C adopted
standards and tools such as the Resource Description Framework (RDF) and Web
Ontology Language (OWL). Management of large amounts of semantic data, stored
in semantic models, are required within almost every semantic web application en-
vironment, thus motivating the design of specific repositories in order to store and
operate semantic models. However, most semantic storage systems based on a re-
lational database support both a monolithic schema with a single table that stores
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all statements. Since the Semantic Web systems use OWL ontologies as set of RDF
triples (which are not composed of hierarchical knowledge between class and prop-
erty) rather than complex OWL data models, they are not compliant with the more
advanced systems. Further, an expected reduced system performance can be ob-
served due to the large amount of semantic data managed in a single storage model.
We propose improving the storage model of OWL by changing the management of
OWL data and designing an efficient new relational database layout to store an OWL
knowledge base, focused on the OWL 2 DL language relational. Upon evaluation,
our storage system shows an improvement in the performance and management.

In Chapter 3, This paper presents the DPF Workbench, a diagrammatic tool for
domain specific modelling. The tool is an implementation of the basic ideas from
the Diagram Predicate Framework (DPF), which provides a graph based formal-
isation of (meta)modelling and model transformations. The DPFWorkbench con-
sists of a specification editor and a signature editor and offers fully diagrammatic
specification of domain-specific modelling languages. The specification editor sup-
ports development of metamodelling hierarchies with an arbitrary number of met-
alevels; that is, each model can be used as a metamodel for the level below. The
workbench also facilitates the automatic generation of domain-specific specification
editors out of these metamodels. Furthermore, the conformance relations between
adjacent metalevels are dynamically checked by the use of typing morphisms and
constraint validators. The signature editor is a new component that extends the DPF
Workbench with functionality for dynamic definition of predicates. The syntax of
the predicates are defined by a shape graph and a graphical icon, and their seman-
tics are defined by validators. Those predicates are used to add constrains on the
underlying graph. The features of the DPF Workbench are illustrated by a running
example presenting a metamodelling hierarchy for workflow modelling in the health
care domain.

In Chapter 4, With the increasing number of web services deployed to the world
wide web these days, discovering, recommending, and invoking web services to
fulfil the specific functional and preferential requirements of a service user has be-
come a very complex and time consuming activity. Accordingly, there is a pressing
need to develop intelligent web service discovery and recommendation mechanisms
to improve the efficiency and effectiveness of service-oriented systems. The grow-
ing interests in semantic web services has highlighted the advantages of applying
formal knowledge representation and reasoning models to raise the level of auton-
omy and intelligence in human-to-machine and machine-to-machine interactions.
Although classical logics such as description logic underpinning the development
of OWL has been explored for services discovery, services choreography, services
enactment, and services contracting, the non-monotonicity in web service discov-
ery and recommendation is rarely examined. The main contribution of this paper is
the development of a belief revision logic based service recommendation agent to
address the non-monotonicity issue of service recommendation. Our initial exper-
iment based on real-world web service recommendation scenarios reveals that the
proposed logical model for service recommendation agent is effective. To the best
of our knowledge, the research presented in this paper represents the first successful
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attempt of applying belief revision logic to build adaptive service recommendation
agents.

In Chapter 5, Currently, signature-based network intrusion detection systems
(NIDSs) have been widely deployed in various organizations such as universities
and companies aiming to identify and detect all kinds of network attacks. However,
the big suffering problem is that signature matching in these detection systems is
too expensive to their performance in which the cost is at least linear to the size of
an input string and the CPU occupancy rate can reach more than 80 percent in the
worst case. This problem is a key limiting factor to encumber higher performance
of a signature-based NIDS under a large-scale network. In this paper, we devel-
oped an exclusive signature matching scheme based on single character frequency
to improve the efficiency of traditional signature matching. In particular, our scheme
calculates the single character frequency from both stored and matched NIDS signa-
tures. In terms of a decision algorithm, our scheme can adaptively choose the most
appropriate character for conducting the exclusive signature matching in distinct
network contexts. In the experiment, we implemented our scheme in a constructed
network environment and the experimental results show that our scheme offers over-
all improvements in signature matching.

In Chapter 6, Data-intensive scientific workflow based on Hadoop needs huge
data transfer and storage. Aiming at this problem, on the environment of an execut-
ing computer cluster which has limited computing resources, this paper adopts the
way of data prefetching to hide the overhead caused by data search and transfer and
reduce the delays of data access. Prefetching algorithm for data-intensive scientific
workflow based on the consideration of available computing resources is proposed.
Experimental results indicate that the algorithm consumes less response time and
raises the efficiency.

In Chapter 7, Fingerprint orientation field estimation is an important processing
step in a fingerprint identification system. Orientation field shows a fingerprint’s
whole pattern and globally depicts the basic shape, structure and direction. There-
fore, how to exactly estimate the orientation is important. Generally, the orientation
images are computed by gradient-based approach, and then smoothed by other al-
gorithms. In this paper we propose a new method, which is based on nonnegative
matrix factorization (NMF) algorithm, to initialize the fingerprint orientation field
instead of the gradient-based approach. Experiments on small blocks of fingerprints
prove that the proposed algorithm is feasible. Experiments on fingerprint database
show that the algorithm has a better performance than gradient-based approach does.

In Chapter 8, We present LCTSG, an LSC (Live Sequence Chart) consistency
testing system, which takes LSCs and symbolic grammars as inputs and performs an
automated LSC simulation for consistency testing. A symbolic context-free gram-
mar is used to systematically enumerate continuous inputs for LSCs, where sym-
bolic terminals and domains are introduced to hide the complexity of different
inputs which have common syntactic structures as well as similar expected sys-
tem behaviors. Our symbolic grammars allow a symbolic terminal to be passed
as a parameter of a production rule, thus extending context-free grammars with
context-sensitivity on symbolic terminals. Constraints on symbolic terminals may
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be collected and processed dynamically along the simulation to properly decompose
their symbolic domains for branched testing. The LCTSG system further provides
either a state transition graph or a failure trace to justify the consistency testing
results. The justification result may be used to evolve the symbolic grammar for
refined test generation.

In Chapter 9, Mining evolving behavior over multi-dimensional structures is
increasingly critical for planning tasks. On one hand, well-studied techniques to
mine temporal structures are hardly applicable to multidimensional data. This is
a result of the arbitrary-high temporal sparsity of these structures and of their
attribute-multiplicity. On the other hand, multi-label classifications over denormal-
ized data do not consider temporal dependencies among attributes. This work re-
views the problem of long-term classification over multidimensional structures to
solve planning tasks. For this purpose, firstly, it presents an essential formalization
and evaluation method for this novel problem. Finally, it extensively overviews po-
tential relevant contributions from different research streams.

In Chapter 10, A growing challenge in data mining is the ability to deal with
complex, voluminous and dynamic data. In many real world applications, complex
data is not only organized in multiple database tables, but it is also continuously and
endlessly arriving in the form of streams. Although there are some algorithms for
mining multiple relations, as well as a lot more algorithms to mine data streams,
very few combine the multi-relational case with the data streams case. In this pa-
per we describe a new algorithm, Star FP-Stream, for finding frequent patterns in
multi-relational data streams following a star schema. Experiments in the emphAd-
ventureWorks data warehouse show that Star FP-Stream is accurate and performs
better than the equivalent algorithm, FP-Streaming, for mining patterns in a single
data stream.

In Chapter 11, Recently fast innovation of Internet technology causes lot of ap-
plication to change into mobile application and the technology trends of commu-
nication equipment are changed from mono-function to multi-functioned system.
These trends are part of changes which is caused by ubiquitous world and it is
just beginning of huge waves which is required to fit and change under the ubiq-
uitous environments. In this paper, we focused on the Design and Implementation
of Component Objects that can be communicated effectively among various types
of clients under the Heterogeneous Client Server Environments and Material Man-
agement System was chosen as the target of application. The key point to do that
kind of affair is using component objects for the enforcement of reusability and
inter-operability among and using XML mobile services that can communicate thru
systems. Thus the Components proposed in this paper could be reused effectively in
case of developing similar applications.

In Chapter 12, In recent years, the data-driven peer-to-peer streaming systems
have been extensive deployed in Internet. In these systems, the transfer of media
blocks among nodes involves two scheduling issues: each node should request the
streaming blocks of interest from its peers (i.e. block request scheduling), on the
other hand, it also should decide how to satisfy the requests received from its peers
(i.e. block delivery scheduling) given its bandwidth limitations. Intuitively, these
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two scheduling issues are critical to the performance of data-driven streaming sys-
tems. However, most of the work in the literature focused on the block request
scheduling issue, and very few concentrated on the latter. Consequently, the perfor-
mance of the system may be affected seriously due to an unsophisticated scheduling
strategy. In this paper, we analytically study the block delivery scheduling problem
and model it as an optimization problem based on the satisfaction degrees of nodes
and the playback performance of the system. We then propose a scheduling strat-
egy and prove the optimality of the strategy to the optimization problem. Lastly, we
illustrate the effectiveness of the proposed strategy by extensive simulation.

In Chapter 13, One common approach or framework of self-adaptive software
is to in-corporate a control loop that monitoring, analyzing, deciding and executing
over a target system using predefined rules and policies. Unfortunately, policies or
utilities in such approaches and frameworks are statically and manually defined. The
empirical adaptation policies and utility profiles cannot change with environment
thus cannot make robust and assurance decisions. Various efficiency improvements
have been introduced to online evolution of self-adaptive software itselfhowever,
there is no framework with policy evolution in policy-based self-adaptive software
such as Rainbow. Our approach, embodied in a system called IDES(Intelligent De-
cision System) uses reinforcement learning to provides an architecture based self-
adaptive framework. We associate each policy with a preference value.During the
running time the system automatically assesses system utilities and use reinforce-
ment learning to update policy preference. We evaluate our approach and framework
by an example system for bank dispatching. The experiment results reveal the intel-
ligence and reactiveness of our approach and framework.

In Chapter 14, This study focuses on the visual representation of mathematical
proofs for facilitating learners’ understanding. Proofs are represented by a system
of sequent calculus. In this paper, the authors discuss SequentML, an originally
designed XML (Extensible Markup Language) vocabulary for the description of
sequent calculus, and the visualization of mathematical proofs by using this vocab-
ulary.

In Chapter 15, Incremental construction of fuzzy rule-based classifiers is studied
in this paper. It is assumed that not all training patterns are given a priori for training
classifiers, but are gradually made available over time. It is also assumed the pre-
viously available training patterns cannot be used in the following time steps. Thus
fuzzy rule-based classifiers should be constructed by updating already constructed
classifiers using the available training patterns at each time step. Incremental meth-
ods are proposed for this type of pattern classification problems. A series of com-
putational experiments are conducted in order to examine the performance of the
proposed incremental construction methods of fuzzy rule-based classifiers using a
simple artificial pattern classification problem.

It is our sincere hope that this volume provides stimulation and inspiration, and
that it will be used as a foundation for works yet to come.

May 2012 Roger Lee
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Generating Class Models Using Binary Space 
Partition Algorithm 

Kashif Hameed and Imran Sarwar Bajwa* 

Abstract. In this paper, we address a challenging task of automat generation of 
UML class models. In conventional CASE tools, the export facility does not 
export the graphical information that explains the way UML class elements (such 
as classes, associations, etc) are represented and laid out in diagrams. We address 
them problem by presenting a novel approach for automatic generation of UML 
class diagrams using the Binary Space Partitioning (BSP) tree data structure. A 
BSP tree captures the spatial layout and spatial relations in objects in a UML class 
model drawn on a 2-D plane. Once the information of a UML model is captured in 
a BSP tree, the same diagram can be re-generated by efficient partitioning of space 
(i.e. regions) without any collision. After drawing UML classes, the associations, 
aggregations and generalisations are also drawn between the classes. The 
presented approach is also implemented in VB.NET as a proof of concept. The 
contribution does not only assist in diagram interchange but also improved 
software modeling. 

Keywords: UML Class Models, Binary Space Partition Tree, XMI, XML. 

1   Introduction 

Since the emergence of the Object Oriented Modeling (OOM), the software design 
patterns have been improved to assist the programmers to address the complexity 
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of a problem domain in a better way. The OOM suggests handling a problem as a 
set of related and interacting Objects instead of considering as a set of functions 
that can be performed. A key feature of OOM is re-usability of same piece of 
information. In OOM, Unified Modeling Language (UML) based graphical 
notation is used to represent a model or a schema. There are various CASE tools 
such as Rational Rose, USE, Enterprise Architect, ArgoUML, Altova, Smart 
Draw, MS Visio, etc. All these tools provide a facility to export metadata of a 
UML class model using XML Metadata Interchange (XMI) [1] representation. 
XMI provides a standardized representation of the metadata information in a UML 
model so that it may be exchanged across many industries and operating 
environments, different UML tools and other tools that are capable of using 
XMI. XMI uses XML (Extensible Markup Language) representation to transport 
information that is highly internally referential.  

Considering the undisputable significance of XMI, most of the CASE tools 
facilitate a user to import and export UML class models in XMI format. However, 
there is a limitation in current implementation of import/export facility provided 
by all the CASE tools that only metadata (names of classes, attributes, methods, 
associations, etc) of a UML class model can be exported or imported. Due to this 
limitation, a complete UML class diagram can not be interchanged among various 
CASE tools and it means that UML class diagram dawn in a CASE tool cannot be 
reused in other CASE tools. This limitation nullifies the basic principal of OOM 
that is reusability of information. A principal reason of this limitation is that the 
graphical visualization of a model from XMI is not possible since XMI has no 
graphic information [19] such as where to draw a model element and how to avoid 
overlapping of the model elements. In absence of this facility, the real power of 
XMI remains un-explored.  

To address this challenging task, we present an approach for automatic 
generation of UML class diagrams from XMI using the Binary Space Partitioning 
(BSP) tree [20]. The BSP trees are typically used in the field of computer graphics 
to capture graphical information of a 2-D diagram. A BSP tree captures the spatial 
layout and spatial relations in objects in a UML class model drawn on a 2-D plane. 
Once the information of a UML model is captured in a BSP tree, the same 
diagram can be re-generated by efficient partitioning of space (i.e. regions) 
without any collision. After drawing UML classes, the associations, aggregations 
and generalisations are also drawn between the classes. We have also 
implemented the presented approach in VB.NET as a proof of concept and we 
have also solved a case study to validate the performance of our approach. 

Rest of the paper is ordered into various sections: Section 2 highlights the work 
related to the presented research. Section 3 explains algorithm used for space 
portioning and its implementation is explained in Section 3. Section 4 presents a 
case study that manifests the potential of the presented approach in real time 
software engineering. The paper is concluded with the possible future 
enhancements. 
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2   Related Work 

Due to limitation of XMI, diagram interchange is not possible in real meanings. 
Not very much work has been presented to address the limitation of XMI. To 
address the same issue, Marko [19] proposed some major changes in XMI 
metamodel to store graphical information of a UML model. However, we think 
that this is not a good solution due to the reason that the XMI metamodel will 
become far complex with addition of graphical information and the handling of 
XMI will become more difficult. The gap in presented work to-date was the real 
motivation for the presented work. 

Similarly, to generate UML diagrams from XML data, Mikael, et al [9] 
presented an algorithm in 2001. The presented work was primarily focusing on the 
use of the generated diagrams for the conceptual design of (virtual) a data 
warehouses with respect to the web data. Another major intention of the research 
was to support the On-Line Analytical Processing (OLAP) based on web data. 
However, according to best of our knowledge the generation of UML class 
diagrams from XMI representation is a novel idea and no approach/tool has been 
presented to date for this transformation. 

Some work has also been presented in automated UML class diagram 
generation from a natural language (NL) available in [10], [13-18], [26-28]. These 
approaches extract UML class elements from NL specification of software 
requirements and generate UML class diagrams. Such work was also the 
motivation of the presented approach. 

To our best of knowledge, no work has been presented yet for generation of 
UML graphical models from the XMI presentation. Missing support for XMI to 
UML models transformation breaches a gap in XMI and UML. To fill this gap, 
there is need of an approach for automated transformation of XMI to UML to 
make XMI more effective and powerful.   

3   Generating UML Class Diagrams from BSP Tree 

The presented approach works in two steps. In first step, a BSP tree is generated 
from XMI representation of a UML class model. In second step, BSP tree is 
traversed and the UML diagram is generated. The presented approach can process 
XMI 2.1 format. We have chosen XMI 2.1 format as all major tools such as 
ArgoUML, Enterprise Architect, USE, Altova UModel support XMI 2.1 format. 
User provides the input in the form of XMI (.xml) file using the interface provided 
in the typical software system. Fig. 1 represents the overview of all steps involved 
in XMI to UML class diagram transformation. Following are details of the 
involved steps in generation of UML class diagrams from XMI 2.1 using BSP tree 
data structure. 
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i. If a class A is associated to class B, class B will become child of class A. 
ii. If a class A is generalization of another class B, class B will become child 

of A as B will be inheriting all features of B. 
iii. If a class A aggregates another class B, class B will become child of A. 
iv. If there is a class that has no relationship to other classes or there is 

numeration, which will be considered as leaves of a tree. 

3.3   Generating a BSP Tree 

We need to generate a BSP tree that can spatially distribute all classes into a 
diagram. By using the information (such as classes, associations, etc) extracted in 
section 3.1 and the hierarchal information identified in section 3.2, a BSP tree is 
constructed in this step. Then each class becomes a node of the root on the basis of 
the identified hierarchy. This process is recursively repeated in each half-space 
until every class has been incorporated into the tree. We have used the following 
algorithm to generate a BSP tree: 

Step 1: Get a list of all the classes. 

Step 2: Select a middle class m. Middle class m is selected as if total number of 

classes n is odd then m = 
n
/2  else m = 

 n
/2  + 1 

Step 3: Put all of the classes before the class m, in XMI file, into a list l for left 
side of the BSP tree. 

Step 4: Put all of the classes after the class m, in XMI file, into a list r for left side 
of the BSP tree. 

Step 5: The class m simply becomes the root of the BSP tree. Thereafter, the 
classes in list l are placed in the BSP tree to the left of its parent class while the 
classes in list r are placed in the BSP tree to the right of its parent class.  

Step 6: If list l and r has more elements, go to step2. Recursively repeat the 
process for both lists l and r until the last item in each list. 

Once a BSP tree is generated, it is ready to be traversed and generate a UML class 
diagram. The traversal details of a BSP tree are given in next section. 

3.4   Traversing the BSP Tree 

To generate the UML class diagrams, we need to traverse the BSP tree, first. The 
tree is typically traversed in linear time from an arbitrary viewpoint. However, we 
are not drawing the UML model in a particular perspective of user’s view. Hence, 
we do not consider the view point parameter here. Following algorithm was used 
for BSP tree traversal: 
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Function traverse(BSP_tree){ 
      if (BSP_tree != null){ 
         if (positive_side_of(root(BSP_tree)) 
            traverse(positive_branch(BSP_tree)); 
            display_triangle(root(BSP_tree)); 
            traverse(negative_branch(BSP_tree)); 
         else 
            traverse(negative_branch(BSP_tree)); 
            display_triangle(root(BSP_tree)); 
            traverse(positive_branch(BSP_tree); 
 

Fig. 2 Algorithm used for traversal of a BSP tree 

In computer graphics, a BSP tree is in-order traversed. The process of in-order 
traversal recursively continues until the last node of the tree is traversed. In the 
case of a 2-d space tree, a modified in-order traversal (see Fig. 2) yields in a 
depth-sorted ordering of all rectangles (classes) in the space. Using the in-order 
traversal, either a back-to-front or front-to-back ordering of the triangles (classes) 
can be drawn. The back-to-front or front-to-back ordering is a matter of concern in 
the scenes where there are overlapping objects. However, in case of a UML class 
model, all objects (classes) in a scene are non-overlapping; the ordering of 
drawing does not matter. 

3.5   Drawing UML Class Model 

In this phase, first the extracted information from the previous module is used to 
draw the UML class diagrams. First of all the space is vertically divided from 
center. The class at root can be drawn at any side of the vertical division. Then 
each side (left & right) are horizontally and vertically drawn for classes 
represented by the child nodes. This process continues recursively until the last 
class is drawn. 

Two physically draw class diagrams, a diagram generator was written in 
VB.NET using 2D Graphics library. Various graphics methods in GDI+ such as 
the DrawLine method draws a line between two points specified by a pair 
coordinates. DrawLines draws a series of lines using an array of points. We have 
also used GDI+ Graphics paths to redraw certain graphics items. The Graphics 
paths are used to handle multiple graphics items, including lines, rectangles, 
images, and text associated with a surface but we need to redraw only the 
rectangles. We can create a graphics path with all class diagrams (three rectangles) 
and just redraw that path, instead of the entire surface.  

Once the rectangles for each class are drawn, each rectangle is filled with their 
respective attributes and methods. Then, the associations, aggregations and 
generalizations are drawn among the respective rectangles representing particular 
classes. The last step is to label the generated class diagrams with additional 
supportive information to make the class model more expressive. 
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4   Tool Support 

The approach presented in section 4.2 was implemented in VB.NET as a proof of 
concept. A prototype tool was generated that can not only read XMI 
representation but also maps XMI information to a UML diagram. In XMI to 
UML class model mapping, a challenge was the implementation of BSP algorithm 
from generating UML classes as this has not been done before. The 
implementation of XMI2UML prototype tool consists of three key modules as 
below: 

1. XMI Parser 
2. BSP Tree Handler 
3. Diagram Generator 

Following is an overview of all these three modules those are counterpart of the 
XMI2UML prototype system. A screenshot of the implementation of XMI2UML 
tool in VB.NET is shown in Figure 3: 
 

 

Fig. 3 Screenshot of XMI2UML prototype tool 
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4.1   XMI Parser 

This module receives an XMI file and extracts all the UML class related 
information such as classes, attributes, methods, associations, etc. To read  
XMI representation arious classes are available in .Net Framework  
such as XmlReader, XmlNodeReader, XmlTextReader, and 
XmlValidatingReader. By the help of these classes, our XMI parser parses 
XMI file and extracts the required information. 

4.2   BSP Tree Handler 

The second module, BSP tree handler, receives output of the XMI parser and 
generates a BSP tree by using the algorithm discussed in section 4.2.3. In 
implementation of BSP tree generation algorithm, we used VB.NET ArrayList 
data structure. 

4.3   Diagram Generator 

The third and last module is diagram generator. To draw various shapes, we have 
used the .NET Framework Class Library that involves a whole host of classes 
given below:  

• System.Drawing: Provides basic graphics functionality.  
• System.Drawing.Design: Focuses on providing functionality for 

extending the design time environment.  
• System.Drawing.Drawing2D: Provides two-dimensional and vector 

graphics classes and methods.  
• System.Drawing.Imaging: Exposes advanced imaging functionality.  
• System.Drawing.Printing: Gives you classes to manage output to a 

print device. 
• System.Drawing.Text: Wraps fonts and type management.  

All the above given classes are available in the System.Drawing namespace 
and its associated third-level namespaces. This module actually draws UML 
classes. One UML class was made by combining three rectangles into a polygon. 
All polygons were drawn on particular points spatially located by the BPS. 
Various functions in VB.NET such as Graphics.FromHwnd(), 
Rectangle(), DrawRectangle() were used to draw classes. Similarly, to 
draw associations, generalizations, the functions like DrawLine(). 

5   Case Study 

To test the designed tool XMI2UML, we present here a solved case study. The 
solved case study is a sub set of a Library Domain Model (LDM) [25] that 
describes main classes and relationships which could be used during analysis 
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Table 1 Extracted UML Class Elements 

Category Count Details 
Classes 05 Author, Book, Library, Account, Patron 

Attributes 18 name, author, title, summary, publisher, publication date, ISBN, 
number of pages, name, address, accounts, books reading, books 
renewed, history, state, name address account 

Operations 00 - 

Objects 00 - 

Multiplicity 01 0..1 

Associations 03 Account 

Aggregations 02 Accounts 

Generalizations 00 - 

 
Once all the UML Class elements were extracted, a logical model of the target 

class diagram was developed. The logical model was based on relationships in all 
candidate classes. The generated logical model is shown in Table 2:  

Table 2 Identifying relationships in a UML class model. 

S# / Type Source Mult. A Label Mult. B Destination 

      
Relation 01 Book - - - Author 

Relation 02 Book - - - Library 

Relation 03 Book 0...n - - Account 

Relation 04 Account - Accounts - Library 

Relation 05 Account - Account - Patron 

 
 

Once the relationships in a UML class model are generated, the graphical 
module of XMI2UML module generates the target UML class diagram. The 
finally labeled UML class diagram is shown in Figure 5 where the orange doted 
lines are showing the binary partition of the space: 
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Fig. 5 Finally generated UML class model 

There is an issues regarding efficiency of a BSP tree that relates to the 
balancing of the tree. Regarding balancing of a BSP tree, Bruce Naylor has 
presented some good algorithms and techniques to maintain well-balanced BSP 
trees. For a bigger UML class models, where we have to deal with bigger BSP 
trees, well-balancing of a tree become more critical. 

6   Conclusions 

The This research is all about designing and implementing a theory that can read, 
understand and analyze the XMI file and generate UML class models. The 
proposed system will be fully automated and able to find out the classes and 
objects and their attributes and operations using an artificial intelligence 
technique. Then the UML diagrams such as class diagrams would be drawn. The 
accuracy of the software is expected up to about 80% without any involvement of 
the software engineer provided that he has followed the pre-requisites of the 
software to prepare the input scenario. The given input should be an XMI file. A 
graphical user interface is also provided to the user for entering the Input XMI 
representation in a proper way and generating UML diagrams. The current version 
of XMI2UML tool can process XMI 2.1 version. This research was initiated with 
the aims that there should be software which can read the XMI representation and 
can draw the UML class diagrams 
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Abstract. The Semantic Web is recognized as the next generation web which aims
at the automation, integration and reuse of data across different internet applica-
tions. To better understand and utilize the Semantic Web, the W3C adopted stan-
dards and tools such as the Resource Description Framework (RDF) and Web
Ontology Language (OWL). Management of large amounts of semantic data, stored
in semantic models, are required within almost every semantic web application en-
vironment, thus motivating the design of specific repositories in order to store and
operate semantic models. However, most semantic storage systems based on a re-
lational database support both a monolithic schema with a single table that stores
all statements. Since the Semantic Web systems use OWL ontologies as set of RDF
triples (which are not composed of hierarchical knowledge between class and prop-
erty) rather than complex OWL data models, they are not compliant with the more
advanced systems. Further, an expected reduced system performance can be ob-
served due to the large amount of semantic data managed in a single storage model.
We propose improving the storage model of OWL by changing the management of
OWL data and designing an efficient new relational database layout to store an OWL
knowledge base, focused on the OWL 2 DL language relational. Upon evaluation,
our storage system shows an improvement in the performance and management.

Keywords: Semantic Web, RDF, OWL and Semantic Repositories.

1 Introduction

A growing number of domains are adopting semantic models, as a centralized
gateway, in order to achieve semantic interoperability among data sources and
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applications, or directly for modelling and managing relevant information. The con-
cept of the Semantic Web refers to the World Wide Web Consortium’s (W3C’s) vi-
sion of the web of data that enables individuals to construct data stores on the web,
build vocabularies and write rules for handling data; so that it can be understood
and used by machines for automation, integration, and the re-use of data across
various applications [5]. The purpose of the Semantic Web, envisioned by Berners-
Lee, is not only to connect the seemingly endless amount of data on the World Wide
Web, but also to enable connections for data information, within databases and other
non-interoperable information repositories [5]. The main technologies that make up
the Semantic Web are the Resource Description Framework (RDF) and the Web
Ontology Language (OWL), which are currently utilized to store data and informa-
tion [17]. OWL ontology became a W3C recommendation mechanism for creating
Semantic Web applications and is considered as the most promising semantic ontol-
ogy language built upon the syntax of RDF and RDF schema; it also facilitates the
sharing of information by identifying the types of relationships that can be expressed
by using RDF/XML syntax to explain the hierarchies and relationships between dif-
ferent resources and can be utilized as a data repository [17].

Most of the semantic web applications developed for such an environment re-
quire the management of large amounts of semantic data, which are stored in se-
mantic models; therefore, the efficient management of the semantic models is a
critical factor in determining the performance of many applications. This require-
ment has served to motivate the design of specialized repositories, in order to store
and manipulate semantic models. A semantic repository is a system that has at least
two features: (i) it offers a triple store facility for RDF data sources, since ontologies
are often expressed in RDF; (ii) it provides an infrastructure for the semantic infer-
ence engine to derive answers from the data source for both explicit and implicitly-
derived information.

The problem investigated in this paper is that most OWL storage systems based
on a relational database support a monolithic schema with a single table that stores
all statements. Furthermore, these systems persist OWL ontologies as sets of RDF
triples and do not include hierarchical knowledge among classes and properties
and hence they are not compliant with the complex data model of OWL expres-
sions [2,9,12,18]. This also indicates some issues, for example, an expected reduced
system performance can be observed due to the large amount of data managed in a
single storage model (i.e. single table). This paper addresses the research question
of how OWL data can be efficiently managed and stored in a persistent seman-
tic storage to improve the performance of semantic repositories.

The data representation in triple store, though flexible, has the potential for serious
performance issues, since there is only a single table that store all statements. In this
paper, we developed an efficient relational database layout to store an OWL ontol-
ogy knowledge base. Hence, it is our goal in this paper to explore ways to improve
the query performance, so the contributions of our research work documented in
this paper are:
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• Distributed store based on Tbox, Abox and OWL constructors: Semantic infor-
mation is kept in various places for reasons of system design and performant
implementation.

• Designing an efficient relational database model to store OWL data using clus-
tering table technique which provides a method for clustering semantic data into
different categories as follows:

- Primitive OWL entities clustering. It contains the declaration of domain ter-
minology and relations in the form of OWL entities (owl:Class; owl:Object-
Property; owl:DatatypeProperty).

- ABox Clustering. The ABox of an ontology contains all statements about
class instances and values. The ABox-Cluster consists ground sentences stat-
ing where in the hierarchy individuals belong (i.e., relations between indi-
viduals and concepts).

- TBox Clustering. The TBox consist the Schema-Level. The Schema-Level
contains all custom class and property definitions. It furthermore defines
their relations, describes their meanings and is therefore the basic source of
information about resources.

- OWL’s complex class constructor clustering. It contains disjunction, nega-
tion and value restrictions, as well as numerous large and complex full-class
definitions.

• The OWL storage model is proposed with well-defined rules to address the
drawbacks of earlier ontology storage techniques. While there are many solu-
tions and tools for persistent ontologies in databases, most of them are typical
representatives of triple based storage systems; while other methodologies are
based on some kind of (partial) ontology meta-model.

• The proposed storage system scheme is based on OWL 2 DL that represents all
constructs of an ontology document.

• We conduct experiment in order to evaluate the proposed storage model by
studying the query performance of the proposed structure. Furthermore, we
compare the querying cost and the query performances of the proposed model.
The results show that OWL database schema for high performance inferencing
is by means of the derived queries.

The rest of the paper is organized as follows: in section 2, we will cover basic infor-
mation about related paradigms and technologies. Section 3 provides a description
of the overall model structure. Section 4 & 5 presents the implementation, perfor-
mance analysis and experimental results. Section 6 concludes the paper.

2 Background

This section describes the main concepts related to the work presented in this paper.
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2.1 Survey of the Web Ontology Model

Ontologies are metadata schemas that provide a controlled vocabulary of concepts
and allow the encoding of knowledge about specific domains [14]. They often in-
clude reasoning rules that support the processing of that knowledge. A number
of ontology languages have been developed for the representation of ontologies
on the World Wide Web. Figure 1 shows a brief history of web ontology mod-
els. Some ontology languages include simple HTML ontology extensions (SHOE),
the Resource Description Framework (RDF), the ontology interchange language
(OIL), the DARPA Agent Mark-up Language (DAML) and Web Ontology Lan-
guage (OWL) [4, 16]. The Web Ontology Language (OWL) has become a W3C
recommendation and standard ontology language for creating semantic web appli-
cations. OWL is a revision of the DAML+OIL web ontology language with various
levels of expressivity included in the language. There are three species of OWL on-
tologies: OWL Lite, OWL DL, and OWL Full. Every OWL Lite ontology is also
an OWL DL ontology, and every OWL DL ontology is a legal OWL Full ontology.
in this paper, we focus on the OWL 2 language.

Fig. 1 A number of the ontology languages that have been developed for the representation
of ontologies on the World Wide Web

2.2 OWL 2

OWL 2 is a recent extension of the Web Ontology Language and is compatible with
the original OWL standard now referred to as “OWL 1”. The W3C Consortium
recommended OWL 2 as a standard for ontology representation on the Web on
October 27, 2009. All varieties of OWL use RDF for their syntax, so, as in OWL 1,
the main syntactic form of an OWL 2 ontology is based on RDF serialization and
also some alternative syntactic forms are included in OWL 2. OWL 2 elements are
identified by Internationalized Resource Identifiers (IRIs). It extends OWL 1 which
uses Uniform Resource Identifiers (URIs). There are new features in OWL 2: extra
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syntactic sugar for making some statements simple, extended data type support,
simple meta-modelling, additional property and qualified cardinality constructors
as well as extended annotations are among the new features of OWL 2 [13]. OWL
2 stipulates profiles that are tractable, and these include OWL 2 DL, OWL 2 QL,
OWL 2 EL and OWL 2 RL. These profiles are all based on description logics (DLs)
[8, 14, 19]. In light of the considerable progress that has been achieved in OWL 2,
this paper analyse those concepts of OWL 2 DL. OWL 2 DL is the most expressive
profile in OWL 2 which is based on the description logic SROIQ, and is geared
towards enabling ontologies with a high degree of expressivity in the language. It
has a fair amount of extra features in comparison to OWL 1 DL for the purpose of
retaining decidability in exchange for more modelling features. It can be regarded
as the full expressivity of OWL 2 obtained under OWL 2 direct semantics.

Fig. 2 OWL 1 and OWL 2 Syntactic Subsets (Profiles)

2.3 Semantic Repositories

Along with popular research on the semantic web, semantic repositories have been
developed using several different approaches to store RDF/OWL data. In general,
three main storage types can be identified, based on the persistent strategy they
use: in-memory storage, file system storage and relational database [2, 18]. Espe-
cially, most semantic storage systems based on a relational database, because it is
widely used for data management and is stable through improvement over several
decades [9, 12].

Currently, there are several semantic repositories available as both open-source
projects and proprietary solutions such as Sesame [7], Jena [18], Kowari Meta-
store [21], AllegroGraph [20] and Virtuoso [18]. Jena provides a programmatic
environment for RDF or OWL and offers methods to load RDF data into a memory-
based triple store, a native storage or into a persistent triple store. In brief, from
RDF(S) to OWL, Jena provides a storage model based on a relational database that
has a single storage model (stores most data in a table), which cannot satisfy the
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complex data model of OWL data and causes many problems. For instance, a large
amount of redundant data will be produced, and this will also affect system per-
formance [2, 18]. Sesame is an open source RDF database that provides storage
and querying facilities for RDF Schema and OWL [7]. Sesame Supported features
include several query languages (SeRQL and SPARQL), RDF Schema inference
engine and memory, native disk or relational database storage. In the case of rela-
tional database storage, a permanent OWL ontology storage system using relational
databases supports both a monolithic schema with a single table that stores all state-
ments. However, these systems still have problems related to hierarchical relations
as OWL data cannot be directly represented by a single relational table [7]. The
Virtuoso Universal Server is a middleware and database engine hybrid that provides
SQL, XML, and RDF data management in a single, multithreaded server process.
Virtuoso provides persistent storage to manage an OWL knowledge base in rela-
tional databases. According to the evaluation in [18], Virtuoso still suffers from
insufficiency. Moreover, there are various RDF storage systems implemented with
different methods and targets such as ARC, Redland, and RDFstore. However, they
persist OWL ontologies as a set of RDF triples absent of hierarchical knowledge
between class or property and do not consider specific processing for complex class
descriptions generated by class constructors [18]. Furthermore, many attempts have
already been taken to map ontologies into relational databases [1,11,15]. These pre-
vious work suggested different approaches to deal with mapping between ontologies
and relational databases or transformation. However, these approaches suffer from
some limitations. For instance, the mapping rules did not refer to all the OWL ele-
ments (they ignored the design mapping rule of unnamed class “value restrictions”)
or stored an ontology and its instances in the same manner (one fact table).

3 Proposed Method

In this section, we provide a description of the overall model structure. We formal-
ized the data model of OWL 2 DL, followed by a description of the whole structure
of the proposed storage model.

3.1 Data Model of OWL 2 DL

In order to design an efficient relational data model to store OWL 2 DL data per-
sistently, we briefly look at the OWL 2 DL data model and define an OWL 2 DL
ontology as follows:

Definition 1: An ontology is a structure O = (C,OP ,DP , I, E , T ,A), where

• C is a set of concepts in the ontology (classes in OWL 2 DL).

• OP is a set of object properties as defined in the OWL 2 DL Specification.

• DP is a set of data properties as defined in the OWL 2 DL Specification.

• I is a set of instances (also called individuals of the concepts).
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• E is a set of expressive class constructors, these constructors can be used to
create so-called class expressions.

• T is a set of TBox axioms that provide information about classes and properties.

• A is a set of ABox facts that represent the assertions (or statements) in the do-
main knowledge base.

Class Elements (C)

OWL provides mechanisms to represent all the components of ontology: classes,
properties (or relations), instances, class constructors, axioms and facts [8, 17].
Classes represent an abstraction mechanism for grouping instances with similar
characteristics (properties). Classes in OWL are usually organized in a specializa-
tion hierarchy (taxonomy) based on the superclass-subclass relation. OWL comes
with two predefined classes:“owl:Thing” which is the most general class �, the
root class and “owl:Nothing” is an empty class ⊥ that has no instances. “Conse-
quently, every OWL class is a subclass of owl:Thing, and owl:Nothing is a subclass
of every class” [3].

Property Elements (OP & DP)

In OWL, a property is a binary relation connecting concepts and can be further
distinguished as Object Property or Data Property.

• Object property represents the relation between instances of two classes (relate
instances to other instances),

• Data property represents the relation between instances of classes and literal
values such as xsd:number, xsd:string, and xsd:date.

Properties can have a specified domain and range. OWL uses built-in datatypes sup-
ported by XML Schema, which is referenced using: http://www.w3.org/2001/XML-
Schema#name. The following example shows the data property specifying Course
title is xsd:string.

<DataPropertyDomain>
<DataProperty IRI="Title"/>
<Class IRI="Course"/>

</DataPropertyDomain>
<DataPropertyRange>
<DataProperty IRI="Title"/>
<Datatype IRI="http://www.w3...#String"/>

</DataPropertyRange>

OWL also allows the specification of property characteristics such as Transitive,
Symmetric, Asymmetric, Functional, Inverse Functional, Reflexive, Irreflexive.
More details in Ref. [4, 16].
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Instances (I)

Instances represent individuals in an ontology and are defined as the actual entities.
The following example shows Jason is an instance of postgraduate student concept.

<ClassAssertion>
<Class IRI="PostgraduateStudent"/>
<NamedIndividual IRI="Jason"/>

</ClassAssertion>

Fig. 3 An example of OWL Ontology which contains classes and instances, relations be-
tween instances & classes

Class Expressions (E)

OWL supports various ways to describe classes: the intersection or union of two
or more class descriptions, the complement of a class description, the enumera-
tion of individuals that form class instances and property restrictions. OWL defines
two kinds of property restrictions: value constraints and cardinality constraints,
which are special kinds of class description. A value constraint (e.g., allValuesFrom,
someValuesFrom and HasValue) puts constraints on the range of the property when
applied to this particular class description. A cardinality constraint (e.g., maxCar-
dinality, minCardinality and cardinality) is commonly used to constrain the number
of values a property can take, in the context of this particular class description.

OWL TBox Axioms (T )1

Definition 2: Let T be TBox is a set of terminological axioms describing class and
property hierarchies.

• Class expression axioms allow the establishment of relationships between class
expressions.

• Object property axioms allow relationships to be characterized and established
between object property expressions

• Data property axioms establish relations between data properties.

1 OWL 2 axioms and facts (Source: Ref. [13])
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ABox Facts (Assertions) (A)

Definition 3: ABox A is consistent with TBox T which contains a finite set of as-
sertions about individuals in the form of classes that the individual belongs to or its
relationship to other individuals or about individual identity.

3.2 OWL Data Storage

In this section, we define a database layout to efficiently store an OWL ontol-
ogy knowledge base and describe the whole structure of the proposed storage
model. Our relational database schema proposed in this paper can be defined as
Definition 4.

Definition 4: An OWL knowledge base O is managed as four categories based on
the data model as follows:

• Primitive OWL entities clustering. It contains the declaration of domain termi-
nology and relations in the form of OWL entities (owl:Class; owl:ObjectProperty;
owl:DatatypeProperty).

• OWL’s complex class constructor clustering. It contains disjunction, negation
and value restrictions, as well as numerous large and complex full-class
definitions.

• TBox Clustering. The TBox consist the Schema-Level. The Schema-Level con-
tains all custom class and property definitions. It furthermore defines their rela-
tions, describes their meanings and is therefore the basic source of information
about resources.

• ABox Clustering. The ABox of an ontology contains all statements about class
instances and values. The ABox Clustering consists ground sentences stating
where in the hierarchy individuals belong (i.e., relations between individuals
and concepts).

Many semantic repositories use one table to layout their storage system. The trick
is to break up the table into layers. Hence, the proposed storage model manages dif-
ferent types of triples using different tables. The tables of the database schema have
been categorized into four semantic clustering (layers) As illustrated in Figure 4.
This categorization is done based on the fundamental OWL structures: classes, ob-
ject properties, data properties and individuals, as well as OWL class constructors in
order to express more complex knowledge, and OWL axioms that give information
about classes and properties and facts which represent individuals in the ontology,
the classes they belong to, the properties they participate in and individual identity.

The proposed process rules for mapping an ontology to a relational database is
summarized in Algorithm 1.
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Fig. 4 The Proposed Method

Algorithm 1. OWL RDMS()
1: Data: OWL //OWL ontology
2: Result: OWLRD //OWL ontology relational database ‘Definition 2’
3: Start Algorithm
4: Reading OWL document;
5: Check for consistency and completeness by analyzing the structure of OWL data;
6: Extracting OWL data;
7: Classifying the data according to the meanings of OWL data;

- Classifier OWLDataClassify(OWL Data)

8: Create mapping objects with auto mapper;

- OWLDataClassified← CreateMappingObject(Mapper)

9: Execute the mapping rules to load OWL data into OWL relational database as described
below;

10: The final output, OWLRD

A PRIMITIVE OF OWL ENTITIES: This layer contains the declaration of domain
terminology and relations in the form of OWL entities (owl:Class; owl:Object-
Property; owl:DatatypeProperty). Classes, object properties, and data properties
are stored in class, object property, data property tables, respectively. A class ta-
ble is composed of ClassID that is generated to be unique across all ontologies
and ClassName indicates the name of the class. The object property table contains
ObjectPropertyID, PropertyName and its characteristics that allow the meaning of
properties to be enriched through the use of property characteristics: (inverse)
functionality, transitivity, symmetry, asymmetry, reflexivity, irreflexivity property.
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Data property table contains DataPropertyID, PropertyName and its characteristics
(FunctionalDataProperty).

OWL’S COMPLEX CLASS CONSTRUCTORS: This layer contains a number of op-
erators for constructing class descriptions out of logical statements. There are three
types of class descriptions: Boolean( Union, Intersection and Complement). Ad-
ditionally, classes can be enumerated (owl:oneOf) and property restrictions. These
types of class descriptions result in the definition of a new class that is a subclass of
owl:Class and is not necessarily a named class (i.e. ’anonymous’ class) as defined in
the OWL syntax. So, these tables are defined to deal with OWL anonymous classes
that arise in various situations. We designed mapping rules for this complex class
constructors as follows:

If class Ci is defined by intersectionOf, then we generate a rule to create a table
for every intersection class where the primary key is ID of Ci, and other columns are
elements of intersectionOf in turn. There is a similar rule for union classes. Because
intersectionOf and unionOf are not always binary operations, we create a table for
every complex class.

If class Ci is defined by complementOf, we generate a rule for all the comple-
mentOf relations whose primary key is ID of Ci, other column define the comple-
ment of the class. Because complementOf relations is always a binary operation, we
create a table for all complementOf relations.

If a class Ci is an enumeration, then we generate a rule to create one table
for each enumerated class because oneOf is not always a binary operation, where
the primary key is ID of Ci, and other columns are an enumeration of named
individuals.

For all the restrictions in OWL, we generate a rule to create a table for re-
striction classes where ObjectAllValuesFrom, ObjectSomeValuesFrom and Ob-
jectHasValue restrictions have their own metadata table. These tables contain a
new class ID designed as the primary key of the table and OnPropertyID (ob-
jectProperty) which links to the object property table. ObjectAllValuesFromtable,
ObjectSomeValuesFromtable has column restrictionClass ID which points to the
table of the corresponding restriction source class. ObjectHasValuetable has the col-
umn individual ID. ObjectCardinality also has their own metadata table which con-
tains CardinalityClass ID designed as the primary key of the table, OnPropertyID on
which the restriction is applied and minCardinality, maxCardinality and Cardinality
as one column of the table in turn. There is a similar rule for data cardinality restric-
tion. In regard to data property value restriction, DataAllValuesFrom, DataSomeVal-
uesFrom and DataHasValue have their own metadata table where a new class ID is
designed as the primary key of the table and OnDataPropertyID which links to the
data property table. DataAllValuesFromtable, DataSomeValuesFromtable has col-
umn restricted data range and DataHasValuetable has the column “value” for storing
the literal value.

TBOX: This layer contains axioms which are used to associate class and prop-
erty IDs with either partial or complete specifications of their characteristics, and
to give other logical information about classes and properties. Class Axioms: There
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are three types of class axioms: Subclass, Equivalent class and Disjointness class.
If there is a subclass relationship between two concepts, then we generate a rule
to map all the class inheritance to SubClasstable which has two columns, one is
called Ci-subclass-, the other is Cj . Also, if two classes are equivalent or dis-
joint, then their relation is done in EquivalentClasstable (Ci-equivalent-, Cj) , or
DisjointClasstable (Ci-Disjoint-, Cj). Note all the concept IDs are assigned as for-
eign keys. (Ci, Cj) is designed as the primary key of the table. Also, there is
DisjointUnion axiom which allows to define a class as the union of other pair-
wise disjoint classes. For example, the class Parent is the disjoint union of the
classes Mother and Father. Information about groups of disjoint union classes is
saved in tables DisjointUnion where DisjointUnID is designed as a primary key
of the table, C ID is conceptID assigned as foreign keys and CidisjointUnionID
is the disjoint union of the classes. Object Property Axioms: If the object prop-
erty is SubObjectPropertyOf, EquivalentObjectProperty, DisjointObjectProperty or
InverseObjectPropertyOf some other object property, then the entry of their re-
lation is done in SubObjectPropertytable, EquivalentObjectPropertytable, Disjoi-
ntObjectPropertytable or InverseObjectPropertytable. For example, if object property
OP i is a subObjectproperty of OPj , we generate a rule to map the object property
inheritance into the table called SubObjectPropertytable, which has two columns,
one is called OP i-subobjectproperty-, the other is OPj which are assigned as a
foreign key. (OP i, OPj) is designed as the primary key of the table. Furthermore,
the OWL construct ObjectPropertyChain in a SubObjectPropertyOf axiom allows
a property to be defined as the composition of several properties. More precisely,
SubObjectPropertyOf( ObjectPropertyChain(OP1 ... OPn ) OP ) states that if an
individual x is connected with an individual y by a sequence of object property ex-
pressions OP1, ..., OPn, then x is also connected with y by the object property
expression OP . For example, one of the most common examples of a property that
is defined in terms of a property chain is the hasUncle relationship SubPropertyOf(
ObjectPropertyChain( :hasFather :hasBrother ) :hasUncle ) states that if person 1
hasFather person 2 and person 2 hasBrother person 3, then person 1 hasUncle per-
son 3. Hence, ObjectPropertyChaintable represents the connection between the se-
quence number of some component property in the property chain. Furthermore,
in regards to the object property domain and range information, it is mapped to
ObjectPropertyDomaintable and ObjectPropertyRangetable. In object property do-
main and range relation, OPID and CiID are assigned as foreign keys. Mapping
rules of data property axioms are similar to object property axioms. For example,
if data property DP i is a subdataproperty of DPj , we generate a rule to map the
data property inheritance into the table called SubDataPropertytable, which has two
columns, one is called DP i-subdataproperty, the other is DPj . (DP i, DPj) is de-
signed as the foreign key. A similar rule is applied to equivalent and disjoint data
property axioms.

ABOX: This layer contains all statements about class instances and values. To give
a clear illustration, individual is an instance of a particular class, for example John
is an instance of the person class. Every individual in the ontology with the class it
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belongs to is mapped to Class Assertiontable which has three columns: IndividualID,
IndividualName and ClassID. Moreover, an individual can have sameAs and differ-
entFrom relationship with other individuals. For example, if two individuals are
same then their relationship is stored in the sameIndividual table. There is a similar
rule for differentFrom relation. Also, individuals can have an object property rela-
tionship with other individuals, then their relationship is stored in an object property
assertion table with individualID1, ObjectPropertyID and IndividualID2. Also, in-
dividuals can be connected by a data property relationship to the literal value, then
their relationship is stored in a data property assertion table with individualID, Dat-
aPropertyID and DataTypeValue.

Key Benefits and Reasons to store the TBox - ABox Split
So, to conclude this part, here are some of the key benefits to store instances (the
ABox) and (the TBox) that describes the structural and the component of conceptual
relationships separately:

• The improved semantic storage system is efficient since some self-joins on a big
triple table are changed to some joins among small-sized tables.

• We are able to handle ABox semantic data simply. The nature of instance
”ABox” is comparatively constant and can be captured with easily understand-
able attribute-value pairs.

• ABox instance data evaluations can be done separately from conceptual evalu-
ations, which can help through triangulation in such tasks as disambiguation or
entity identification.

• Ontologies (focused on the TBox) are kept simpler and easier to understand.

• Semantic information is kept in various places for efficiently represent, reason
and query semantic data Abox (instance data) in relational databases for very
expressive description logic.

Fig. 5 The TBox - ABox Split
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4 Implementation

In order to demonstrate our ontology storage method proposed in this paper, we
have designed and built a prototype for our approach. All the rules for all ontology
components of ontology have been implemented. The prototype presented transmits
an ontology and stores it in a relational database according to the representation we
have proposed. We have implemented our storage prototype based on the OWL
API. MySQL was selected as a relational database, and we use it in this prototype
to store the ontology knowledge base. The reasoning part is implemented in SQL
and uses recursive SQL statements. At first, the ontology document is sent to the
OWL validator that can be effectively used to verify the ontology syntax. After ver-
ifying the ontology syntax, the OWL document is sent to the OWL parser which
can parse class expressions, class, property and individual descriptions and com-
plete ontologies. The OWL Classifier classifies data according to the meaning and
semantic relationships working together with the mapper object which was devel-
oped to map each element of OWL data to the corresponding table and then store
it in the relational database by converting it into the form to store in the relational
database designed in this paper. This transformation is done by applying the set of
rules proposed in this paper. The following subsections summarize our experience
with supporting ontology-related functionality using MySQL RDBMS.

Software and Hardware: The benchmarking was performed on a Dell inspiron
machine with Intel(R) Core 2 Due CPUs (2.93GHz) with 4GB of RAM and 500GB
hard drive. The stores were run under a Windows 7 operating system and using Java
1.6 with 1GB of maximum heap size and an underlying MySQL Server (version 5.1)
running on the same machine. In order to analyze and evaluate the performance of
the triple store storage model, we also have implemented the triple store Jena2-SDB
version 1.3.23 that uses relational databases (“MySQL”) for the storage of RDF and
OWL, and Joseki4 which is a query server for Jena.

5 Experimental Results and Discussion

In this section, we show querying capabilities’ experimental research when ontolo-
gies are stored in the proposed semantic storage model according to the proposed
mapping approach. We analysed the database schema, metadata tables, built the on-
tology model, and executed SQL for obtaining the results. As a proof-of-concept,
the experimental methodology aims to evaluate the storage model in order to inves-
tigate and point out the capabilities and the limitations of our proposed approach.

In order to obtain comparable measures for the storage system, we made a col-
lection of queries and measured the response time. We selected the Wine, UnONB,

2 http://www.openjena.org
3 http://www.openjena.org/SDB/
4 http://www.joseki.org
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Table 1 Benchmark ontologies’ series

Ontology Classes Properties Individuals
Wine 138 17 207
University (UnONB) 34 29 811
AEO 260 47 16
Family 18 17 12

AEO, Family ontologies to test on ontologies of different complexity. The statistical
facts of those ontologies are shown in Table 1.

Wine Ontology is the example provided by W3C’s document [17]. Due to the
comprehensive and balanced utilization of diverse expressions of OWL, the Wine
Ontology meets the requirements as an indicator regarding the OWL support’s
grade. It is utilized in determining and explaining the use of the various constructors
of OWL. In addition, it consists of a structure of quite high complexity that makes
heavy use of constructors like cardinality restrictions and disjunctions.

University Ontology defines fundamentals regarding the descriptions of univer-
sities and the activities that take place at such universities. The specification of the
ontology gives basic concepts and properties for describing University concepts and
covers a complete set of OWL constructs, respectively.

The Athletics Event Ontology (AEO) is an ontology which explains athletic
events of track and field. It was generated within BOEMIE, an EU-funded project.
The ontology’s conceptualization is founded on the guide of the International As-
sociation of Athletics Federations (IAAF), which explains the athletic events’ rules
as well as regulations. The ontology is somewhat large and consists of a high DL
expressivity [10].

The family ontology is an example to test the new features in OWL 2. This on-
tology, though, does not utilize all of OWL 2’s innovative aspects. In order to test all
the new features, we therefore make the addition of more ontology statements [13].
These ontologies and instance data sets were utilized within the evaluation. We per-
formed all tests utilizing the same RDBMS. In order to evaluate the performance
of the storage model, we carried out the testing using the different complex queries
which require data from different data sources. We also measured completeness
and correctness of the query results to decide if a repository is correct, complete or
both.

• Statistical Queries: This category contains queries to get all classes and search
all hierarchical instances of a specific class.

• Assertion Queries: This category consists of queries for the assertions of a given
individual.

• Axiom Queries: We also queried for particular OWL axiom types, such as sub-
classes, object properties domain and range, disjoint Classes.

The following metrics were used to test the proposed model on different data set
complexity:
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• Response time. The time to issue a query, obtain results, and iterate through
them.

• The correctness of the results. In practice, this was checked simply by comparing
the actual and expected number of results.

• Whether a run resulted in a timeout or error.

Fig. 6 The overall processing flow, which includes the 3 steps involved in running a test

Query response time is measured based on the process used in database benchmarks.
To account for caching, each query is executed three times consecutively and the av-
erage time is computed. The figures 7, 8 and 9 below illustrate the execution time
of the proposed model which demonstrates reasonable performance even with the
increased number of data set. Furthermore, our analysis of the query results estab-
lished that the proposed model was sound for the dataset queries, as the query results
were correct for the corresponding queries.

Fig. 7 Execution time on statistical queries for various ontologies

Comparison with Triple Store: As a proof-of-concept, test queries were executed
against a semantic storage system (Jena ‘MySQL’) in order to investigate and point
out the capabilities and the shortcomings in comparison with the storage model
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Fig. 8 Execution time on assertion queries for various ontologies

Fig. 9 Execution time on axiom queries for various ontologies

designed in this paper. The BSBM benchmark framework was chosen to provide
information about the performance test [6]. The test was performed on a standard
benchmark dataset (“an e-commerce domain in which a set of products is offered by
different vendors and consumers have posted reviews about these products on vari-
ous review sites”) to examine the ontology storage with characteristic : a large num-
ber of triple patterns (one million explicit statements) and with university dataset to
test other complex relations with a range of 12885 and 21725 triples. The impact
of the optimization of the query plan, layout of the storage, as well as caching, as
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it pertains to the overall query performance, relies highly on the system’s concrete
configuration and on the kinds and number of queries which supplies in filling the
caches. Thus, in order to have the capability to report meaningful benchmark out-
comes, we consequently optimized the system’s configuration as well as warmed
up the system’s caches through the execution of query mixes in anticipation of the
average runtime for each query mix that was stabilized. The system’s query perfor-
mance was calculated through the running of 50 warm up mixes using one client
against the system’s storage. Additionally, the storage system ran on the same ma-
chine in an effort to reduce the network latency’s influence. In order to obtain a
bird’s eye view pertaining to the performance of the stores, Figure 10 below pro-
vides query evaluation results against the 1M BSBM dataset versions. Figure 11
depicts query performance results for the university dataset. Figure 12 depicts the
response times, averaged, and were summed over the entire amount of queries as
well as plotted against the total number of triples. The average response times were
computed over the three replicates and summed over all the queries. Consequently,
the results demonstrate that the storage model designed in this paper outperforms
most queries and demonstrates reasonable performance for constructing a semantic
storage model.

Fig. 10 An overview of the overall queries’ performance for the standard dataset (1M)

Discussion: On the basis of experimentation, we can say that our proposed storage
method shows an average of 84-89% improved performance (the size of the dataset,
12885 and 21725 reified statements) as compared to the Jena storage model. When
running the query against the dataset of one million statements, the results of the
experiment and the evaluation also improved by 93% or so in the performance com-
pared with the Jena storage application. Queries 1 to 7 were particularly good in
the performance. Thus, increasing the size of the dataset up to 1 million statements
did not significantly alter its performance and still shows that our presented method
substantially improves the query response times. Furthermore, by designing an ef-
ficient relational database model to store OWL data, through consideration of the
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Fig. 11 An overview of the overall queries’ performance for the university ontology dataset

Fig. 12 Total outcomes for all queries

relationships between the structure and each component of the OWL documents,
we found that our proposed model is efficient as it presents hierarchical knowl-
edge among class or property where ontology classes, properties and instances are
mapped to database schema with representing axioms, facts and restrictions. Most
semantic triple stores based on relational database model use a single relational
table; therefore it is not easy for users to understand the meanings of data. The pro-
posed model, however, makes it very easy to comprehend data, as it is structured
conveniently to enable understanding of meanings, as it provides hierarchical infor-
mation in different tables. Our OWL storage model is also composed of well-defined
rules to compensate for the drawbacks of earlier ontology storage techniques. While
there are many solutions and tools for persisting ontologies in databases, most are
a typical representative of the triple based storage systems. Another part of such
methodologies is based on a sort of (partial) ontology meta-model. Furthermore,
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the proposed storage system schema is designed based on OWL 2 DL, which most
regard as the full expressivity of OWL 2. Also, the proposed model stores the data
completely and correctness as it answers, in entirety, different complex queries
which require data from different sources. As well, it makes the data’s manage-
ment easy, due to managers have the capability of identifying semantically as well
as systematically ontology in addition to storage structure.

6 Conclusion

The contributions of this paper are twofold. At first, we identified the problems
with semantic storage system techniques for RDF and OWL. In the second part, we
addressed the drawbacks of earlier techniques by proposing a new ontology storage
technique superior to those previously used. We presented a novel approach to ontol-
ogy persistence focused on the OWL 2 DL language. Our research aimed to improve
the storage model of OWL by adopting several changes within the management of
OWL data to design an efficient relational database model and store OWL ontology
knowledge bases. We started from designing an efficient relational database layout
that utilised an object relational mapping. We created a specific mapping with a
set of process rules to store an ontology in a relational database. Results from our
evaluation show that our storage method provides improved performance and stores
the data completely and accurately as it answers the entire complex query, which
requires data from different data sources. Moreover, we found that the proposed
model is efficient as it presents hierarchical knowledge among class or property
where ontology classes, properties and instances are mapped to database schema
with representing axioms, facts and restrictions.
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DPF Workbench: A Diagrammatic Multi-Layer
Domain Specific (Meta-)Modelling Environment

Yngve Lamo, Xiaoliang Wang, Florian Mantz, Wendy MacCaull, and Adrian Rutle

Abstract. This paper presents the DPF Workbench, a diagrammatic tool for domain
specific modelling. The tool is an implementation of the basic ideas from the Dia-
gram Predicate Framework (DPF), which provides a graph based formalisation of
(meta)modelling and model transformations. The DPF Workbench consists of a spe-
cification editor and a signature editor and offers fully diagrammatic specification
of domain-specific modelling languages. The specification editor supports develop-
ment of metamodelling hierarchies with an arbitrary number of metalevels; that is,
each model can be used as a metamodel for the level below. The workbench also
facilitates the automatic generation of domain-specific specification editors out of
these metamodels. Furthermore, the conformance relations between adjacent meta-
levels are dynamically checked by the use of typing morphisms and constraint va-
lidators. The signature editor is a new component that extends the DPF Workbench
with functionality for dynamic definition of predicates. The syntax of the predicates
are defined by a shape graph and a graphical icon, and their semantics are defined
by validators. Those predicates are used to add constrains on the underlying graph.
The features of the DPF Workbench are illustrated by a running example presenting
a metamodelling hierarchy for workflow modelling in the health care domain.

1 Introduction

Model-driven engineering (MDE) promotes the use of models as the primary arte-
facts in the software development process. These models are used to specify, simu-
late, generate code and maintain the resulting applications. Models can be specified
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by general-purpose modelling languages such as the Unified Modeling Language
(UML) [20], but to fully unfold the potentials of MDE, models are specified by
Domain-Specific Modelling Languages (DSMLs), each tailored to a specific do-
main of concern [11]. DSMLs are modelling languages where the language primi-
tives consist of domain concepts. Traditionally such domain concepts are specified
by a graph based metamodel while the constraints are specified by a text based lan-
guage such as the Object Constraint Language (OCL) [19]. This mixture of text
based and graph based languages is an obstacle for employing MDE especially with
regard to model transformations [25] and synchronisation of graphical models with
their textual constraints [23]. A more practical solution to this problem is a fully
graph based approach to the definition of DSMLs; i.e., diagrammatic specification
of both the metamodel and the constraints [24].

The availability of tools that facilitate the design and implementation of DSMLs
is an important factor for the acceptance and adoption of MDE. DSMLs are re-
quired to be intuitive enough for domain experts whereas they have a solid formal
foundation which enables automatic verification and sound model transformations.
Since DSMLs are defined by metamodels, these tools need to support automatic
generation of specification editors out of metamodels.

An industrial standard language to describe DSMLs is the Meta-Object Facility
(MOF) [18] provided by the Object Management Group (OMG). A reference im-
plementation inspired by the MOF standard is Ecore, which is the core language
of the Eclipse Modelling Framework (EMF) [26]. This framework uses a two-level
metamodelling approach where a model created by the Ecore editor can be used to
generate a DSML with a corresponding editor (see Fig. 1a). This editor, in turn, can
be used to create instances; however, the instances of the DSML cannot be used to
generate other DSMLs. That is, the metamodelling process is limited to only two
user-defined metamodelling levels.

The two-level metamodelling approach has several limitations (see [13, 1] for
a comprehensive argumentation). The lack of multi-layer metamodelling support

Fig. 1 A simplified view of (a) the EMF metamodelling hierarchy, and (b) a generic meta-
modelling hierarchy as implemented in the DPF Workbench
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forces DSML designers to introduce type-instance relations in the metamodel. This
leads to a mixture of domain concepts with language concepts in the same modelling
level. The approach in this paper tackles this issue by introducing a multi-layer
metamodelling tool.

This paper presents the DPF Workbench, a prototype diagrammatic (meta)mode-
lling tool for the specification of diagrammatic signatures, (meta)models, and the
generation of specification editors (see Fig. 1b). The DPF Workbench is an imple-
mentation of the techniques and methodologies developed in the Diagram Predicate
Framework (DPF) [5], that provides a formalisation of (meta)modelling and mo-
del transformations based on category theory and graph transformations. The DPF
Workbench supports the development of metamodelling hierarchies by providing
an arbitrary number of metalevels; that is, each model at a metalevel can be used
as a metamodel for the metalevel below. Moreover, the DPF Workbench checks the
conformance of models to their metamodels by validating both typing morphisms
and diagrammatic constraints. DPF Workbench extends the DPF Editor [15] with a
signature editor which is used to define new domain specific predicates (syntax) and
their corresponding validators (semantics).

The functionality of the DPF Workbench is demonstrated by specifying a meta-
modelling hierarchy for health workflows. Health services delivery processes are
complicated and are frequently developed from regional or national guidelines
which are written in natural language. Having good models of these processes is
particularly valuable for several reasons (1) the modelling process which must be
done in conjunction with (health) domain experts clarifies the meaning of the gui-
delines and has, in a number of situations, found ambiguities or inconsistencies in
the guidelines; (2) graphical display of a process makes it easy for the (clinicians)
domain experts to understand; (3) formal descriptions can be analysed for their be-
havioural characteristics via model checking; and, (4) the models can drive an exe-
cutable workflow engine to guide the actual process in health care settings. The use
of MDE technology is especially valuable because guidelines may be updated or
changed every few years so the model and associated workflow must be redeve-
loped; moreover, though compliance with guidelines is required across a province
or country, individual health districts, indeed individual hospitals or other service
settings (clinics, etc.) will have processes that are specific to their setting so the ove-
rall process must be customised for the local setting. With MDE once the model
is written and analysed for correctness the executable code is generated automati-
cally. Moreover the abstraction required for development of abstract models makes
it easier to involve domain experts in the development process. MDE transforma-
tion techniques can be used to generate code suitable for model checkers to verify
behavioural characteristics of a workflow model, an important feature for a safety
critical applications such as health care. Health care costs are rising dramatically
worldwide; better outcomes for the patient as well as enhanced efficiencies have
been shown to result from better process (workflow) definitions.
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The remainder of the paper is organised as follows. Section 2 introduces some
basic concepts from DPF. Section 3 gives a brief overview of the tool architecture.
Section 4 demonstrates the functionality of the tool in a metamodelling scenario.
Section 5 compares DPF Workbench with related tools, and finally Section 6 out-
lines future research and implementation work and concludes the paper.

2 Diagram Predicate Framework

In DPF, models are represented by (diagrammatic) specifications. A specification
S = (S,CS : Σ) consists of an underlying graph S together with a set of atomic
constraints CS [24, 23]. The graph represents the structure of the specification and
the atomic constraints represent the restrictions attached to this structure. Atomic
constraints are specified by predicates from a predefined (diagrammatic) signature
Σ. A signature Σ = (ΠΣ ,αΣ) consists of a collection of predicates, each having a
symbol, an arity (or shape graph), a visualisation and a semantic interpretation (see
Table 1).

Table 1 The signature Σ used in the metamodelling example

ΠΣ αΣ(π) Visualisation Semantics

[mult(m,n)] 1 a �� 2 X
f

[m..n]
�� Y ∀x ∈ X : m ≤ |f(x)| ≤ n, with

0 ≤ m ≤ n and n ≥ 1

[irreflexive] 1
a��

X
f

[irr] ��
∀x ∈ X : x /∈ f(x)

[injective] 1 a �� 2 X
f

[inj]
�� Y ∀x,x′ ∈ X : f(x) = f(x′) im-

plies x = x′

[nand] 1 a ��

b

��

2

3

X
f ��

g

��
[nand]

Y

Z

∀x ∈ X :
f(x) = ∅ ∨ g(x) = ∅

[surjective] 1 a �� 2 X
f

[surj]
�� Y f(X) = Y

[jointly-
surjective 2]

1 a �� 2

3

g

�� X
f �� Y

Z

b

��
[js]

f(X) ∪ g(Z) = Y

[xor] 1 a ��

b

��

2

3

X
f ��

g

��
[xor]

Y

Z

∀x ∈ X :
(f(x) = ∅ ∨ g(x) = ∅)
and
(f(x) 	= ∅ ∨ g(x) 	= ∅)
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In the DPF Workbench, a DSML corresponds to a specification editor, which in
turn consists of a signature and a metamodel. A specification editor can be used to
specify new metamodels, and thus define new DSMLs (see Fig. 1b).

Next we show a specification Fig. 2 is an example of a specification S2 that en-
sures that “activities cannot send messages to themselves”. In S2, this requirement
is forced by the atomic constraint ([irreflexive],δ) on the arrow Message. Note

that δ is a graph homomorphism δ : ( 1
a��

) → ( Activity

Message
��

) specifying the
part of S2 to which the [irreflexive] predicate is added.

Element Flow

Activity Message
[irr]

2S

3S

Π
Σ αΣ Proposed vis. Semantic interpretation

[mult(m, n)] 1
a

2 X
f

[m..n]
Y ∀x ∈ X : m ≤ |f(x)| ≤ n,

with 0 ≤ m ≤ n and n ≥ 1

[irreflexive] 1
a

X
f

[irr]

∀x ∈ X : x /∈ f(x)

activity1 mes1activity1

activity3

activity2mes1

mes2
1S1S '

Fig. 2 The specifications S2, S3, the signature Σ, a valid instance S1 of S2, and an invalid
instance S′

1 of S2 that violates the irreflexivity constraint

The semantics of the underlying graph of a specification must be chosen in a way
that is appropriate for the corresponding modelling environment [24, 23]. In object-
oriented structural modelling, each object may be related to a set of other objects.

Hence, it is appropriate to interpret nodes as sets and arrows X
f−→ Y as multi-valued

functions f : X → ℘(Y ). The powerset ℘(Y ) of Y is the set of all subsets of Y ; i.e.
℘(Y ) = {A | A ⊆ Y }. Moreover, the composition of two multi-valued functions
f : X → ℘(Y ), g : Y → ℘(Z) is defined by (f ;g)(x) :=

⋃{g(y) | y ∈ f(x)}.
The semantics of a specification is defined by the set of its instances (I, ι) [9]. An

instance (I, ι) of S is a graph I together with a graph homomorphism ι : I → S that
satisfies the atomic constraints CS . To check that an atomic constraint is satisfied
in a given instance of S, it is enough to inspect the part of S that is affected by
the atomic constraint [23]. In this way, an instance of the specification is inspected
first to check that the typing is correct, then to check that every constraint in the
specification is satisfied. For example, Fig. 2 shows two graphs S0,S′

0, both typed
by the specification S2, but only S0 is a valid instance of S2, since S′

0 violates the
([irreflexive],δ) constraint on Message by having a circular (reflexive) arrow
of type Message.

In DPF, two kinds of conformance relations are distinguished: typed by and
conforms to. A specification Si at metalevel i is said to be typed by a specifica-
tion Si+1 at metalevel i + 1 if there exists a graph homomorphism ιi : Si → Si+1,
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called the typing morphism, between the underlying graphs of the specifications. A
specification Si at metalevel i is said to conform to a specification Si+1 at metale-
vel i+1 if there exists a typing morphism ιi : Si → Si+1 such that (Si, ιi) is a valid
instance of Si+1; i.e. such that ιi satisfies the atomic constraints CSi+1 .

For instance, Fig. 2 shows a specification S2 that conforms to a specification
S3. That is, there exists a typing morphism ι2 : S2 → S3 such that (S2, ι2) is a
valid instance of S3. Note that since S3 does not contain any atomic constraints,
the underlying graph of S2 is a valid instance of S3 as long as there exists a typing
morphism ι2 : S2 → S3.

3 Tool Architecture

The DPF Workbench has been developed in Java as a plug-in for Eclipse [10].
Eclipse follows a cross-platform architecture that is well suited for tool integra-
tion since it implements the Open Services Gateway initiative framework (OSGi).
Moreover, it has an ecosystem around the basic tool platform that offers a rich set
of plug-ins and APIs that are helpful when implementing modelling tools. In ad-
dition, Eclipse technologies are widely used in practise and are also employed in
commercial products such as the Rational Software Architect (RSA) [14] as well as
in open-source products such as the modelling tool TOPCASED [27]. For this rea-
son the DPF Workbench can be integrated into such tools easily and used together
with them.

Figure 3 illustrates that the DPF Workbench basically consists of three compo-
nents (Eclipse plugins). The bottom component (the Core Model Management Com-
ponent) provides the core features of the tool: these are the facilities to create, store
and validate DPF specifications. This part uses EMF for data storage. This means
the DPF Workbench contains an internal metamodel that is an Ecore model. As a
consequence, each DPF specification is also an instance of this internal metamodel.
EMF has been chosen for data storage since it is a de facto standard in the modelling
field and guarantees high interoperability with various other tools and frameworks.
Therefore, DPF models can be used with e.g., code generation frameworks such as
those offered by the Eclipse Model To Text (M2T) project. Recently an adapter for
Xpand (M2T) has been added to the workbench offering native support for DPF spe-
cifications. This means Xpand templates can use the DPF metamodelling hierarchy
in addition to the one which is given by EMF.

The top component (the Visual Component) provides the visual editors, i.e., spe-
cification editors and signature editors. This component is implemented using the
Graphical Editing Framework (GEF). GEF provides technology to create rich gra-
phical editors and views for the Eclipse Workbench. The component mainly consists
of classes following GEF’s Model-View-Controller (MVC) architecture. There are
Figures classes (constituting the view), Display Model classes and controller classes
(named Parts in accordance with the GEF terminology). Special arrow-routing
and display functions have been developed for showing DPF’s special kinds of
predicates.
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Display ModelFigures

Parts

Core ModelGEF

Eclipse Platform

DPF API

Visual Component

Gluing and Code-generation
 Components

Core Model 
Management 
Component

Signature Editor

Code-gen

Xpand

Specification Editor

Fig. 3 The main component architecture of the DPF Workbench plug-in packages

The middle component (the Gluing Component) is used as mediator between the
first two components. It ties together the functionality and manages file loading,
object instantiation and general communication with the Eclipse platform.

4 A Metamodelling Example

This section illustrates the steps of specifying a metamodelling hierarchy using the
DPF Workbench. The example demonstrates a metamodelling hierarchy that is used
to specify a workflow for the treatment of Cancer Related Pain [6]. First we use
the signature editor to define the signature that is used in the example. Then we
show how to specify a metamodel using the DPF Workbench. We also show the
generation of specification editors for DSML by loading an existing metamodel and
an existing signature into the tool. Furthermore we present how type checking and
constraint validation are performed by the workbench.

4.1 Creating Signatures

We first explain how we create a new project in the DPF Workbench and define
the signature; i.e., the predicates that will be available in the modelling process.
The DPF Workbench runs inside Eclipse, and has its own custom perspective. To
get started, we activate the specification editor by selecting a project folder and
invoking an Eclipse-type wizard for creating a new DPF Signature. The signature for
the metamodelling hierarchy must include the predicates from Table 1. We use the
signature editor to define the arity of the predicates, a graphical icon that illustrates
the predicates in the DPF Workbench toolbar and the semantics of the predicates.
Figure 4 shows how the arity of the [xor] predicate is defined. Figure 5 shows how
the semantics of the [xor] predicate is defined as a Java validator. An example
usage of the [xor] predicate explained in Section 4.2. Currently the semantics can
only be defined by Java validators, but in future, it will be possible to define the
semantics also by use of OCL syntax.
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Fig. 4 Definition of the arity and the graphical icon of the [xor] predicate

Fig. 5 An excerpt of the definition of the Java validator for the [xor] predicate

4.2 Defining Metamodels

After defining all the necessary predicates we load the DPF Workbench with the
desired set of predicates corresponding to the signature shown in Table 1.

We start the metamodelling process by configuring the tool with the DPF Work-
bench’s default metamodel S4 consisting of Node and Arrow, that serves as a star-
ting point for metamodelling in the DPF Workbench. This default metamodel is
used as the type graph for the metamodel S3 at the highest level of abstraction of
the workflow metamodelling hierarchy. In S3, we introduce the domain concepts
Elements and Control, that are typed by Node (see Fig. 6). We also introduce Flow,
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NextControl, ControlIn and ControlOut, that are typed by Arrow. The typing of this
metamodel by the default metamodel is guaranteed by the fact that the tool allows
only creation of specifications in which each specification element is typed by Node
or by Arrow. One requirement for process modelling is that “each control should
have at least one incoming arrow from an element or another control”; this is speci-
fied by adding the [jointly-surjective 2] constraint on the arrows ControlIn
and NextControl. Another requirement is that “each control should be followed by
either another control or by an element, not both”; this is specified by the [xor]

constraint on the arrows ControlOut and NextControl. We save this specification in a
file called process m3.dpf, with “m3” reflecting the metalevel M3 to which it
belongs.

[xor][mult]

Fig. 6 DPF Workbench configured with the default metamodel consisting of Node and Ar-
row, and the signature Σ from Table 1 indicated with a bold black rectangle; showing also the
specification S3 under construction; note that the bold black arrow ControlOut is selected,
therefore the predicates that have 1 → 2 as their arity are enabled in the signature bar.

4.3 Generating Specification Editors from Metamodels

In this section, we illustrate how a specification editor can be generated from
the existing specification S3. This is achieved by again invoking the wizard for
creating a new DPF Specification Diagram. This time, in addition to specifying
that our file shall be called process m2.dpf, we also specify that the file
process m3.dpf shall be used as the metamodel for our new specification S2.
We use the signature from Table 1 with this new specification editor. Note that the
tool palette in Fig. 7 contains buttons for each specification element defined in Fig. 6.
In process m2.dpf we will define a specification S2 which is compliant with
the following requirements:

1. Each activity may send messages to one or more activities
2. Each activity may be sequenced to another activity
3. Each activity may be connected to at most one choice
4. Each choice must be connected to at least two conditions
5. Each activity may be connected either to a choice or to another activity, but not

both.
6. Exactly one activity must be connected to each choice
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7. Each condition must be connected to exactly one activity
8. An activity cannot send messages to itself
9. An activity cannot be sequenced to itself

We will explain now how some of the requirements above are specified in S2. The
requirements 1 and 2 are specified by introducing the Activity node that is typed
by Element, as well as Message and Sequence arrows that are typed by Flow. The
requirement 5 is specified by adding the constraint [nand] on the arrows Sequence
and Choice. The requirement 6 is specified by adding the constraints [injective]
and [surjective] on ChoiceIn. The requirements 8 and 9 are specified by adding
the constraint [irreflexive] on Message and Sequence, respectively.

Fig. 7 The DPF Workbench configured with the specification S3 from Fig. 6 as metamodel,
and the signature Σ from Table 1 indicated with a bold black rectangle; the specification S2
under construction is also shown.

4.4 Conformance Checks

The conformance relation between S2 and S3 is checked in two steps. Firstly, the
specification S2 is correctly typed over its metamodel by construction. The DPF
Workbench actually checks that there exists a graph homomorphism from the spe-
cification to its metamodel while creating the specification. For instance, when we
create the ChoiceIn arrow of type ControlIn, the tool ensures that the source and
target of ChoiceIn are typed by Element and Control, respectively. Secondly, the
constraints are checked by corresponding validators during creation of specifica-
tions. In Fig. 7 we see that all constraints specified in S3 are satisfied by S2. Howe-
ver, Fig. 8 shows a specification which violates some of the constraints of S3, e.g.,
the [xor] constraint on the arrows ControlOut and NextControl in S3 is violated
by the arrow WrongArrow in S2. The constraint is violated since Condition – that is
typed by Control – is followed by both a Choice, and an Activity, violating the requi-
rement “each control should be followed by either another control or by an element,
not both”. This violation will be indicated in the tool by a message (or a tip) in the
status bar.
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Fig. 8 A specification violating the [xor] constraint on the arrows ControlOut and Next-
Control in S3

4.5 Further Modelling Layers

We can now repeat the previous step and load the specification editor with the spe-
cification S2 (by choosing process m2.dpf) as metamodel. This editor is then
used to specify the workflow model at the metalevel M1. The example is taken from
the Guidelines for the Management of Cancer-Related Pain in Adults [6]. This gui-
deline outlines the procedure to manage a patient’s pain. The Pain Assessment ac-
tivity assesses all causes of pain (total pain), determine pain location(s), pain inten-
sity, and other symptoms. Complete history and all previous analgesics (including
opioids) and response to each will be documented in this activity. After assessment,
if the patient is currently under any opioid medication then the flow will be either
forwarded to the Strong Opioid Regimen1 or Strong Opioid Regimen2 activity, de-
pending on the pain level and current opioid dose. Otherwise, the flow goes to the
Non-Opioid or Weak Opioid or Strong Opioid Regimen1 activity. While a patient is
taking any Strong Opioid medication, his/her pain intensity is assessed regularly and
the dose is adjusted accordingly. If any symptoms for opioid toxicity or other side
effects are found, they are managed appropriately. We modelled the workflow in
the DPF Editor and ensured that the model is conformant to its metamodel. In [21],
the authors modelled the guideline using a different workflow modelling language
(called CWML). They monitored some interesting properties involving pain reas-
sessment times and verified some behavioural LTL-properties using an automated
translator to a model checker. In that work, the authors did not focus on metamodel-
ling or the conformance aspects.

The guideline is represented as the DPF specification S1 in Fig. 9. Note that
this time the tool palette contains buttons for each specification element defined
in Fig. 7. For this tool palette (not shown in Fig. 9) we have chosen a concrete
syntax for process modelling with special visual effects for model elements. For
instance, model elements typed by Choice and Condition are visualised as diamonds
and circles, respectively. In future, to enhance readability, the specification editor
will facilitate other visualisation functionalities like zooming, grouping, etc.
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Finally, we may use predicates from the signature to add constraints to S1, and,
we may use S1 as a metamodel for another modelling level. This pattern could be
repeated as deep as it is necessary, however, in this example we stop at this level,
and will eventually generate the code that is used for model checking of S1.

5 Related Work

There is an abundance of visual modelling tools available, both as open-source soft-
ware and as closed-source commercial products. Some of these tools also possess
metamodelling features, letting the users specify a metamodel and then use this me-
tamodel to create a new specification editor. Table 2 summaries the comparison of
some popular metamodelling tools with the DPF Workbench.

Table 2 Comparison of the DPF Workbench to other metamodelling tools, EVL stands for
Epsilon Validation Language, and the current predefined validator in DPF is implemented in
Java

Tool No. of Diagrammatic Constraint Platform Visual UI
Layers language

EMF/GMF 2 OCL, EVL, Java Java VM �
VMTS ∞ OCL Windows �
AToM3 2 OCL, Python Python, Tk/tcl �
GME 2 OCL Windows �

metaDepth ∞ EVL Java VM
DPF ∞ � Predefined validator Java VM �

The Visual Modelling and Transformation System (VMTS) supports editing mo-
dels according to their metamodels [17]. AToM3 (A Tool for Multi-formalism and
Meta-Modelling) is a tool for multi-paradigm modelling [2, 8]; formalisms and mo-
dels are described as graphs. From the metamodel of a formalism, AToM3 can ge-
nerate a tool that lets the user create and edit models described in the specified
formalism. Some of the metamodels currently available are: Entity-Relationship,
Deterministic and Non-Deterministic Finite State Automata, Data Flow Diagrams,
etc.

The Generic Modelling Environment (GME) [16] is a configurable toolkit for
creating domain-specific modelling and program synthesis environments. The confi-
guration is accomplished through metamodels specifying the modelling paradigm
(modelling language) of the application domain [12]. The GME metamodelling lan-
guage is based on the UML class diagram notation and OCL constraints.

The metaDepth [7] framework permits building systems with an arbitrary number
of metalevels through deep metamodelling. The framework allows the specification
and evaluation of derived attributes and constraints across multiple metalevels, lin-
guistic extensions of ontological instance models, transactions, and hosting different
constraint and action languages. At present, the framework supports only textual
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specifications; however, there is some work in progress on integrating DPF with
metaDepth that aims to give a graph based formalisation of metaDepth, and deep
metamodelling in general.

The table shows that VMTS, metaDepth and DPF Workbench support n-layer
metamodelling, while other three tools, AToM3, GME and EMF/GMF only support
two level metamodelling. Most tools use OCL as their constraint language while
Java, EVL and Python are alternatives. Those tools have no support for diagram-
matic constraints, except the DPF Workbench, which has a dynamic definition of
constraint syntax and corresponding semantics by use of Java validators.

6 Conclusion and Future Work

In this paper, we presented the prototype (meta)modelling tool DPF Workbench.
The tool is developed in Java and runs as a plug-in on the Eclipse platform. The
DPF Workbench supports fully diagrammatic metamodelling as proposed by the
DPF Framework. The functionality of the tool has been illustrated by specifying a
metamodelling hierarchy for health workflow modelling. Workflow is becoming an
increasingly popular paradigm across many domains to articulate process definitions
and guide actual processes. While the methods discussed here have been applied to a
case study involving workflow for a health care system, they can be used to develop
correct and easily customisable executable process definitions for many complex
and safety critical systems. It has been shown how the specification editor’s tool
palette can be configured for a given domain by using a specific metamodel and a
specific signature. To ensure correct typing of the edited models the tool uses graph
homomorphisms. Moreover, it implements a validation mechanism that checks ins-
tances against all the constraints that are specified by the metamodel. We have also
shown how models created in the tool can be used as metamodels at an arbitrary
number of metamodelling levels. The authors are not aware of other EMF based
tools that facilitate multi-level metamodelling. The DPF Workbench also includes
a signature editor to dynamically create new predicates and their corresponding
semantics.

Many directions for further work still remains unexplored, other are currently in
the initial development phases. We shall only mention the most prominent here:

Code generation. The real utility for an end user of DPF Workbench will become
manifest when an actual running system can be generated from specifications.
We have already done some introductory work on code generation [4], and lately
an Xpand adapter is included to the DPF Workbench. The adapter will be used
in a further work to automatically generate scripts that will be used for model
checking workflows specified by the DPF Workbench.
Configurable concrete syntax. As the system exists today, all diagram (nodes,
arrows and constraints) visualisations are hardcoded in the specification editor
code. A desirable extension would be to make visualisations more decoupled
from the rest of the Display Model than is the current situation. This would in-
volve a configurable and perhaps directly editable concrete syntax [3].
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Layout and routing. Automated layout seems to become an issue when dealing
with medium-sized to large diagrams. There seems to be a big usability gain to be
capitalised on in this matter. Today’s specification editor contains a simple rou-
ting algorithm, based on GEF’s ShortestPathConnectionRouter class.
The problem of finding routing algorithms that produce easy-readable output is a
focus of continuous research [22], and this problem applied to DPF Workbench
can probably be turned into a separate research task.

In addition to these areas, development to utilise the core functionality of DPF
Workbench as a base for model transformation and (meta)model evolution is on
the horizon, reflecting the theoretical foundations that are being laid down within
the DPF research community.
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Belief Revision for Intelligent Web Service
Recommendation

Raymond Y.K. Lau and Long Song

Abstract. With the increasing number of web services deployed to the world wide
web these days, discovering, recommending, and invoking web services to fulfil
the specific functional and preferential requirements of a service user has become
a very complex and time consuming activity. Accordingly, there is a pressing need
to develop intelligent web service discovery and recommendation mechanisms to
improve the efficiency and effectiveness of service-oriented systems. The grow-
ing interests in semantic web services has highlighted the advantages of applying
formal knowledge representation and reasoning models to raise the level of auton-
omy and intelligence in human-to-machine and machine-to-machine interactions.
Although classical logics such as description logic underpinning the development
of OWL has been explored for services discovery, services choreography, services
enactment, and services contracting, the non-monotonicity in web service discov-
ery and recommendation is rarely examined. The main contribution of this paper is
the development of a belief revision logic based service recommendation agent to
address the non-monotonicity issue of service recommendation. Our initial exper-
iment based on real-world web service recommendation scenarios reveals that the
proposed logical model for service recommendation agent is effective. To the best
of our knowledge, the research presented in this paper represents the first successful
attempt of applying belief revision logic to build adaptive service recommendation
agents.

Keywords: Web Services, Semantic Web, Services Recommendation, Belief
Revision, Intelligent Agents.

1 Introduction

The emerge of web services facilitates the interoperability among computing plat-
forms over the Internet [21, 22, 25]. In addition, the vision of Semantic Web raises
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the level of automation over web-based services invocation, and enhances not just
machine-to-machine interactions, but also human-machine interactions [2]. The re-
cent research into the Semantic Web has led to the development of emerging stan-
dards such as OWL, WSMO, and SWSL. More specifically, the wide spread in-
terests of applying formal models (e.g., logic-based knowledge representation and
reasoning) to develop various core components related to semantic web services
has been observed [4, 8, 18, 19, 24]. In the context of human-machine service inter-
actions, the increasing deployment and invocation of web services on the Internet
has posed the new research challenges such as intelligent discovery and recom-
mendation of optimal web services that best meet the users’ preferences and their
expectation about service quality [11, 29].

Quality-of-Service (QoS) in web services considers a service’s non-functional
characteristics (e.g., response time, failure rate, etc.) during service specification,
discovery and composition. In order to facilitate the development of QoS-aware web
services, a QoS-aware model usually takes into account a set of QoS attributes such
as response time, throughput, reliability, availability, price, and so on [11, 29]. In this
paper, we argue that both QoS and personalized service preferences should be taken
into account in the context of intelligent web service recommendation. In addition,
following the semantic web service paradigm for maximal machine-to-machine and
human-to-machine interactions [2, 8, 24], a formal knowledge representation and
reasoning model is preferred. Given the rapidly increasing number of web services
deployed to the Internet these days, discovering, recommending, and invoking web
services to fulfil the functional requirements and personal preferences of a user, has
become a very complex and time consuming activity. One possible solution to al-
leviate such a problem which hinders the wide spread adoption of semantic web
service is to develop a sound and effective recommendation (matching) mechanism
to autonomously deduce the best services fulfilling the specific functional and per-
sonal requirements of the user.

For research in semantic web services, classical logic-based models have been
applied to services discovery [24], services choreography [19], services enact-
ment [8], and services contracting [18]. However, classical logics such as the de-
scription logic which underpins the development of OWL [3] adopt a very strict
binary inference relation (�). For instance, a web service can only be fully satisfy-
ing the service selection requirements of a user or not. Unfortunately, this is often
not the case for most real-world web service invocation scenarios. A web service
may only partially satisfy a subset of the service selection requirements of a user to
a certain degree. Classical logics including description logic is ineffective to model
such a satisfiability relation. Furthermore, classical logics are ineffective to model
the non-monotonicity nature in web service selection and recommendation [15]. For
instance, even if a user is interested in web services about “sports” today, it is quite
possible for him/her to develop interests in other areas such as “investment” instead
of “sports” at a later stage. This kind of changing service preferences (i.e., the non-
monotonicity of service preferences) is quite common and expected to be supported
by an effective service recommendation mechanism.
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Though sophisticated quantitative methods have been develop to model the de-
cision making processes [5, 13] and they may be applied to develop service recom-
mendation agents, the main weakness of these quantitative approaches is that the
axioms characterizing a particular decision theory may not be well-defined and it is
not clear whether applying such a theory can lead to the maximal outcome given a
particular situation [5]. Bayesian networks have also been explored for uncertainty
analysis [10, 17]. However, it is difficult to obtain all the conditional probabilities
required in a large network model. Though assuming independencies among events
may simplify the calculations, the resulting model may not reflect the realities of
the underlying problem domain. For service recommendation, it is desirable for the
intelligent agents to explain and justify their decisions so that user trust and satis-
faction can be enhanced [9, 15]. From this perspective, it is not easy to explain an
agent’s decisions purely based on a quantitative model where the relationships be-
tween various decision factors are buried in numerous conditional probabilities or
weight vectors. A logic-based approach can offer the distinct advantage in terms of
easily developing the explanations about intelligent agents’ decision making behav-
ior [23, 16].

The main contributions of this paper are three fold. First, a novel intelligent agent
based web service recommendation and invocation system architecture is proposed.
Second, a belief revision based service recommendation agent is developed to ad-
dress the issues of non-monotonicity of service preferences. Third, through a rig-
orous quantitative evaluation under real-world web services recommendation and
invocation scenarios, the proposed intelligent agent based web service recommen-
dation mechanism is evaluated. The rest of the paper is structured as follows. Sec-
tion 2 gives an overview of our proposed agent-based service recommendation and
invocation system. Preliminaries of belief revision logic are provided in Section 3.
The application of belief revision logic to knowledge representation and reasoning
in service recommendation agents are discussed in Section 4. Section 5 illustrates
the quantitative evaluation of the proposed service recommendation agents. Finally,
future work is proposed, and a conclusion summarizing our findings is given.

2 An Overview of Intelligent Agent Based Service
Recommendation

An overview of the proposed Agent-based Service Recommendation and Invoca-
tion (ASRI) framework is depicted in Figure 1. The Web site housing this system is
certified digitally so that all the related parties can verify its identification. A user
must first register with ASRI for autonomous service discover and recommendation.
Users interact with their service recommendation agents who will in-turn looking
up the most relevant web services from the external service registries on behalf of
their users. Intelligent agents [12, 28] are computer software situated on a comput-
ing network environment (e.g., the Internet) for autonomous information processing
on behalf of their users. The Query Processing and Logging module of ASRI is
responsible for accepting users’ service requests and managing the service request
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and invocation histories. The User Profiling module underpinned by belief revision
logic is used to maintain a consistent user profile according to sound belief revision
axioms. A user profile contains a set of beliefs characterizing the user’s specific pref-
erences for web services and their expectations about the functional requirements of
the services. With reference to the request and service invocation history, the user
profile can be revised to reflect the user’s most recent interests.

Fig. 1 An Overview of Agent-based Service Recommendation and Invocation

After a service request is accepted to ASRI, the Personalized Service Recom-
mendation module will contextualize the original request by referring to the specific
user profile. Belief revision based reasoning is applied to infer the most appropriate
context for the initial service request with respect to the beliefs stored in the user’s
profile. After service request reasoning, the set of candidate web services are iden-
tified and ranked. The top ranked services are supposed to be the most desirable
services matching the user’s specific interests. Service invocation information about
the ranked web services can be obtained from the external service registries after
Web services looking-up. Finally, ASRI invokes the candidate services by commu-
nicating with the external service providers. Our prototype system was developed
using Java JDK 6 and operated under Apache Tomcat 6.0. The belief revision engine
used by our system is based on a Java implementation which has been successfully
applied to adaptive information retrieval [23, 16].
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3 Preliminaries of the AGM Belief Revision Logic

The AGM belief revision framework is coined after its founders Alchourrón,
Gärdenfors, and Makinson [1]. It is one of the most influential works in the the-
ory of belief revision. In this framework, belief revision processes are taken as the
transitions among belief states. A belief state (set) K is represented by a theory of a
classical language L . A belief is represented by a sentence of L supplemented with
an entrenchment degree indicating the degree of firmness of such a belief. Three
principle types of belief state transitions are identified and modelled by the cor-
responding belief functions: expansion (K+

α ), contraction (K−
α ), and revision (K∗

α ).
The AGM framework comprises sets of postulates to characterise these functions for
consistent and minimal belief revision. In addition, the AGM framework also spec-
ifies the constructions of the belief functions based on various mechanisms. One
of them is epistemic entrenchment (�) [6]. It captures the notions of significance,
firmness, or defeasibility of beliefs. If inconsistency arises after applying changes to
a belief set, the least significant beliefs (i.e., beliefs with the lowest entrenchment
degree) are given up in order to restore consistency. For a computer-based imple-
mentation of epistemic entrenchment and hence the AGM belief functions, Williams
developed finite partial entrenchment rankings to represent epistemic entrenchment
orderings [26].

Definition 1. A finite partial entrenchment ranking is a function B that maps a finite
subset of sentences in L into the interval [0,1] such that the following conditions
are satisfied for all α ∈ dom(B):

(PER1) {β ∈ dom(B) : B(α) < B(β )} �� α;
(PER2) If � ¬α then B(α) = 0;
(PER3) B(α) = 1 if and only if � α .

(PER1) states that the set of sentences ranked strictly higher than a sentence α
cannot entail α . This property corresponds to the Dominance property of epistemic
entrenchment [6]. B(α) is referred to as the degree of entrenchment of an explicit
belief α . The set of explicit beliefs of B is {α ∈ dom(B) : B(α)> 0}, and is denoted
exp(B). The set of implicit beliefs K = Cn(exp(B)) is denoted content(B), where
Cn is the classical consequence operator.

In order to describe the epistemic entrenchment ordering (�B) generated from a
finite partial entrenchment ranking B, it is necessary to rank implicit beliefs.

Definition 2. Let α ∈L be a contingent sentence. Let B be a finite partial entrench-
ment ranking and β ∈ exp(B). The degree of entrenchment of an implicit belief α
is defined by:

degree(B,α) =

⎧⎨
⎩

sup({B(β ) ∈ ran(B) : cut�(β ) � α})
if α ∈ content(B)

0 otherwise
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where the sup function returns the supremum from a set of ordinals. The cut�(β )
operation extracts a set of explicit beliefs which is at least as entrenched as β ac-
cording to an entrenchment ranking B. � is the classical inference relation. Pre-
cisely, a cut operation is defined by: cut�(β ) = {γ ∈ dom(B) : B(β ) � B(γ)}. For
example, given the belief set B = {(grass-wet,0.6), (grass-wet → rained, 0.5) },
the operation cut�(grass-wet) will return a single belief “grass-wet”. Moreover,
degree(B, rained) = 0.5 is derived according to Definition 2 because the minimal
entrenchment degree in the highest cut of B that logically entail (�) “rained” is 0.5.

In a belief revision based service recommendation agent system, service requests
and preferences are represented by some beliefs. When a service user’s interests
change, the entrenchment degrees of the corresponding beliefs are raised or low-
ered in the agent’s knowledge base. Raising or lowering the entrenchment degree
of a belief is conducted via a belief revision operation B�(α, i) where α is a sen-
tence and i is the new entrenchment degree. The Rapid Anytime Maxi-adjustment
(RAM) method developed based on the Maxi-adjustment method [27] is proposed
to implement the belief revision operator B�(α, i):

Definition 3. Let α be a contingent sentence, j = degree(B, α) and 0 � i < 1. The
(α, i) Rapid Anytime Maxi-adjustment of B is B�(α, i) defined by:

B�(α, i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

B−(α, i) if i < j
(B−(¬α,0))+(α, i) if i > j
B+(α, i) if i = j and j > 0 and

α �∈ exp(B)
B otherwise

where for all β ∈ dom(B), B−(α, i) is defined as follows:

1. For β with B(β )> j, B−(α, i)(β ) = B(β ).
2. For β with i < B(β )� j,

B−(α, i)(β ) =

⎧⎪⎪⎨
⎪⎪⎩

i if {γ : B−(α, i)(γ) > B(β )} ∪
{δ : B−(α, i)(δ ) = B(β )∧
Seq(δ )≤ Seq(β )} � α

B(β ) otherwise

3. For β with B(β )� i, B−(α, i)(β ) = B(β ).

For all β ∈ dom(B)∪{α}, B+(α, i) is defined as follows:

1. For β with B(β )� i, B+(α, i)(β ) = B(β ).
2. For β with j � B(β )< i,

B+(α, i)(β ) =
{

i if i < degree(B,α → β )
degree(B,α → β ) otherwise

3. For β with B(β )< j, B+(α, i)(β ) = B(β ).
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The intuition of the RAM method is that if the new entrenchment degree i of a
sentence α is less than its existing degree j, a contraction operation B−(α, i) (i.e.,
lowering its entrenchment degree) is invoked. If the new degree of α is higher than
its existing degree, an expansion operation B+(α, i) will be initiated. Hence, ¬α
must first be assigned the lowest entrenchment degree (i.e., contracting it from the
theory). Then, the degree of α is raised to the new degree i. During raising or low-
ering the entrenchment degree of α , the degrees of other sentences are adjusted in
a minimal way such that PER1, PER2, and PER3 are always maintained. The no-
tation B−(α, i)(β ) refers to the new entrenchment degree of β after applying the
contraction operation (-) to the belief set K = content(B). The Seq operator assigns
an unique sequence number to a sentence if there is more than one sentence in a
particular entrenchment rank. Under such a circumstance, it does not matter which
sentence is contracted first because these sentences are equally preferred or not pre-
ferred from a rational agent’s point of view. If a finite partial entrenchment ranking
B has x natural partitions, it only requires log2 x classical satisfiability checks [14].
Therefore, given the propositional Horn logic LHorn as the representation language,
the RAM method only involves polynomial time complexity.

4 Knowledge Representation and Reasoning

Based on a user’s explicit and implicit feedback, the belief revision based user profil-
ing module can induce a set of beliefs representing the user’s current service needs.
The user’s changing preferences are then revised to the agent’s knowledge base via
the belief revision processes. The following are examples showing how the belief-
based profile learning and service recommendation reasoning works.

4.1 Service Recommendation Situation SR1

Table 1 summarizes the changes applied to the agent’s knowledge base K before and
after a service request is received. This example describes a service recommendation
situation that a user is probably interested in service about “finance”. Contextual
knowledge is acquired via typical knowledge engineering processes (e.g., knowl-
edge elicitation from the user) [15]. For instance, the entrenchment degree about
“finance” is induced based on the frequency of the previous service invocation (e.g.,
7 out of 10 times the user explicitly requesting that type of services). Previous work
also employs a variant of Kullback-Leibler divergence to automatically induce the
entrenchment degrees of beliefs [23, 16]. The upper half of Table 1 shows all the
explicit beliefs and the lower half of the table lists some of the implicit beliefs. The
before and the after columns show the entrenchment degrees of the beliefs before
and after user profiling revision, respectively. For simplicity and easy of exposition,
the examples are developed using the propositional language. However, the AGM
belief revision logic can be implemented based on any classical languages such as
predicate logic [26].



60 R.Y.K. Lau and L. Song

Table 1 The First Service Recommendation Situation SR1

Beliefs (α) Before After
¬ f ailure 1.000 1.000

f inance→ investment 0.800 0.800
f inance→¬art 0.800 0.800

cheap∧ f ailure→ risky 0.800 0.800
f inance 0.000 0.700

investment 0.000 0.700
¬art 0.000 0.700

To revise the user’s current interest into the agent’s knowledge base, Rapid Any-
time Maxi-adjustment operation B�( f inance, 0.7) is invoked. After such a learn-
ing process, the agent can automatically deduce that the user may be interested in
services about “investment”. By viewing the recommended services, the user may
eventually find that she is interested or not interested in that service. The recom-
mendation agent can then revise its beliefs about the user’s preferences based on
the user’s relevance feedback or using an automated preference induction mech-
anism [23, 16]. The entrenchment degrees of the implicit beliefs (e.g., sentences
listed in the lower half of the table) are computed according to Definition 2. Only
the implicit beliefs relevant for our discussion are shown in the table. A belief with
zero entrenchment degree is contracted from K.

4.2 Service Matching and Recommendation

An entrenchment-based similarity measure Sim(SR,s) Eq.(1) is proposed to approx-
imate the semantic correspondence between a service recommendation situation SR
and a web service s which is represented by a service description d. A service recom-
mendation situation refers to some service preferences and the associated contextual
knowledge (e.g., f inance→ investment).

Sim(SR,s) ≈ Sim(B,d)
= ∑l∈d [degree(B,l)−degree(B,¬l)]

|L|
(1)

Eq.(1) combines the advantages of quantitative ranking and symbolic reasoning
in a single formulation. It is not a simple overlapping model since the function
degree(B, l) invokes non-monotonic reasoning about the relevance of a service
description d with respect to the knowledge base content(B) which represents a
service recommendation situation SR. The basic idea is that a service descrip-
tion d is characterized by a set of positive literals (i.e., service characteristics)
d = {l1, l2, . . . , ln}. If the agent’s knowledge base K = content(B) logically entails
an atom li, a positive contribution is made to the overall similarity score because
of the partial semantic correspondence between SR and d. This kind of logical en-
tailment is non-classical and is implemented based on the function degree defined
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in Definition 2. Conceptually, service matching is underpinned by SR |
K
� d, where

|
K
� is a non-monotonic inference relation [7]. On the other hand, if K implies the
negation of a literal li ∈ d, it shows the semantic distance between SR and d. There-
fore, the similarity value is reduced by a certain degree. The set L is defined by
L = {l ∈ d : degree(B, l) > 0∨ degree(B, ¬l) > 0}. As an example, if three web
services are evaluated by the recommendation agent with reference to the first ser-
vice recommendation situation SR1, the services are ranked as follows:

d1 = { f inance,¬ f ailure}
d2 = {investment, f ailure}
d3 = {art,¬ f ailure}

∵ Sim(B,d1) = 0.85
Sim(B,d2) =−0.15
Sim(B,d3) = 0.15

∴ doc2 � doc3 � doc1

where di � d j means d j is at least as preferable as di with respect to a service recom-
mendation situation. Such a ranking corresponds to our intuition about web service
preference for the situation SR1.

4.3 Learning in Retrieval Situation SR2

If the service recommendation context is changed because the user is interested in
web services about “art” later on, the agent’s knowledge base K before and after
incorporating such a contextual change is depicted in Table 2. The new informa-
tion about the user’s preferences is revised into K via the belief revision operation
B�(art, 0.9). In this case, the entrenchment degree of the belief is assumed to be
induced automatically or via direct user feedback. According to the RAM method,
((B−(¬art, 0))+(art), 0.9) is executed. As the belief (¬art,0.700) is contained in

Table 2 The Second Service Recommendation Situation SR2

Beliefs (α) Before After
¬ f ailure 1.000 1.000

art 0.000 0.900
f inance→ investment 0.800 0.800

cheap∧ f ailure→ risky 0.800 0.800
f inance→¬art 0.800 0.000

f inance 0.700 0.000
investment 0.700 0.000
¬art 0.700 0.000
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K, the belief revision operation must first lower the entrenchment degree of ¬art to
zero before adding the explicit belief (art,0.9) into K such that the representation
of the service recommendation situation remains consistent and coherent. In doing
so, the explicit belief ( f inance → ¬art,0.800) (i.e., the least entrenched belief) is
contracted from the theory base exp(B). If a dispatch threshold t is used, the agent
can make binary decisions for service recommendation. For instance, if t = 0.55 is
chosen, the agent will select d1 for the user in the first recommendation situation, but
select d3 in the second situation. The service ranking in recommendation situation
SR2 is as follows:

∵ Sim(B,d1) = 0.500
Sim(B,d2) =−0.500
Sim(B,d3) = 0.950

∴ doc2 � doc1 � doc3

5 Experiments and Results

To evaluate the effectiveness of the proposed belief revision based service recom-
mendation agents, we first constructed a set of user profiles characterizing the ser-
vice interests and QoS requirements for a wide range of domains such as sport,
finance, weather, car, insurance, and shipping. For each user profile, a set of 50
relevant web services is identified by two human annotators. These web services
are first identified via Web sites (e.g., xmethods.net, webservicex.net) which show
publicly available web services and web service search engines (e.g., webser-
vices.seekda.com, esynaps.com). A total of 1,000 web services were identified and
used in this experiment. Figure 2 is a snapshot view of the inquired web services via
the seekda web service search engine.

We used the WSDL2 Java tool from the Axis2 package to develop the client stub
classes to invoke the respective web services, and hence to collect the correspond-
ing QoS attributes. The description d of each web service s was composed by two
human annotators; the QoS attributes as well as the keywords corresponding to the
service which was made available via web service search engines were included in
the service description d. Changing web service recommendation scenarios were
simulated by manually revising the user profiles such as changing a profile from
“sport” to “insurance”, or from “insurance” to “weather”, etc. Each user profile
was injected the changes once, and the precision, recall and F-measure [20] of the
web services recommended by the agent were then computed. The precision, recall,
and F-measure are defined by the following formulas whereas a, b, c, d represent
the number correctly recommended web services, the number of incorrectly recom-
mended web services, the number of not recommended relevant web services, and
the number of not recommended non-relevant web services respectively.

Precision =
a

a+ b
(2)



Belief Revision for Intelligent Web Service Recommendation 63

Recall =
a

a+ c
(3)

F-measure =
2a

2a+ b+ c
(4)

After the changes of service preferences were introduced to a user profile, the ser-
vice recommendation agent should exercise non-monotonic inference to re-rank the
potential web services, and hopefully with the relevant web services (pre-defined by

Fig. 2 Web Service Inquiry via a Service Search Engine

Table 3 Comparative Performance of Service Recommendation Agent

Service Before After
Category Recall Precision Recall Precision Δ F-measure

Sport 0.652 0.748 0.650 0.742 -0.52%
Finance 0.612 0.674 0.608 0.665 -0.97%
Weather 0.610 0.687 0.602 0.673 -1.65%

Car 0.664 0.733 0.662 0.726 -0.62%
Insurance 0.606 0.713 0.604 0.701 -0.98%
Shipping 0.608 0.707 0.600 0.696 -1.44%
Average 0.625 0.710 0.620 0.694 -1.58%
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human annotators) ranked at the top of the recommendation list. The preliminary
experimental result about the effectiveness of the service recommendation agent is
depicted in Table 3. The predictions of the service recommendation agent achieve
0.625 (recall) and 0.710 (precision) on average before any functional or preferen-
tial changes occur. As can be observed, the changes of precision and recall figures
are minimal after the preferential changes are injected to the respective user pro-
files. The F-measure is only dropped by −1.58% on average with the presence of
changes related to functional or preferential service requirements. The reason is that
the proposed belief revision logic is effective to model the changes of beliefs within
an agent’s knowledge base. Essentially, the service recommendation agent can keep
track of the user’s changing service requirements (simulated by artificial injection
of changes to the corresponding user profile) and conduct sound inference to predict
the user’s web service requirement under different service request situations.

6 Conclusions and Future Work

With the explosive growth of the information and services deployed to the Web these
days, intelligent and personalized services recommendation becomes desirable. Al-
though recent research in semantic web services has highlighted the advantages of
applying formal knowledge representation and reasoning models to improve the ef-
fectiveness in human-to-machine and machine-to-machine interactions, the issues
of service non-monotonicity and gradated logical inference have received little at-
tention so far. The problem of classical logics such as description logic which un-
derpins the development of OWL is that the changes of service preferences in an
agent’s knowledge base cannot be effectively modeled. Moreover, classical logics
are often restricted by the binary inference relation which cannot effectively handle
a gradated assessment of web service quality or preferential requirements.

The main contribution of this paper is the development of a belief revision logic
based web service recommendation agent to address the non-monotonicity issue of
web service recommendation. Our preliminary experiment conducted based on real-
world web service recommendation scenarios shows that the proposed logical model
is effective for service recommendation. The service recommendation agents under-
pinned by the proposed belief revision logic are able to keep track of users’ chang-
ing service requirements and maintain the effectiveness of service recommendation
over time. To the best of our knowledge, our work is the first successful application
of belief revision logic to model the non-monotonicity in service recommendation
agents. Future work involves comparing the effectiveness of the proposed logic-
based service recommendation agents and that of other quantitative approaches of
service recommendation under a variety of real-world web service discovery and
invocation scenarios. The scalability of the belief revision based service recommen-
dation agents will be examined by using a larger scale experiment.
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Single Character Frequency-Based Exclusive
Signature Matching Scheme

Yuxin Meng, Wenjuan Li, and Lam-for Kwok

Abstract. Currently, signature-based network intrusion detection systems (NIDSs)
have been widely deployed in various organizations such as universities and com-
panies aiming to identify and detect all kinds of network attacks. However, the big
suffering problem is that signature matching in these detection systems is too ex-
pensive to their performance in which the cost is at least linear to the size of an
input string and the CPU occupancy rate can reach more than 80 percent in the
worst case. This problem is a key limiting factor to encumber higher performance
of a signature-based NIDS under a large-scale network. In this paper, we devel-
oped an exclusive signature matching scheme based on single character frequency
to improve the efficiency of traditional signature matching. In particular, our scheme
calculates the single character frequency from both stored and matched NIDS signa-
tures. In terms of a decision algorithm, our scheme can adaptively choose the most
appropriate character for conducting the exclusive signature matching in distinct
network contexts. In the experiment, we implemented our scheme in a constructed
network environment and the experimental results show that our scheme offers over-
all improvements in signature matching.

Keywords: Intrusion detection, Signature matching, Intelligent system, Network
security.

1 Introduction

Network threats (e.g., virus, worm, trojan) have become a big challenge with re-
gard to current network communications. Thus, network intrusion detection systems
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(NIDSs) [1, 3] have been widely implemented in a variety of organizations with the
purpose of defending against different kinds of network attacks. Take an assurance
company for an example, network security is the key element to the whole organi-
zation since a very small security error may cause a loss of millions of dollars. To
enhance the network security, NIDSs have become an essential component to the
security infrastructure of these organizations.

In general, the network intrusion detection systems can be classified into two cat-
egories1: signature-based NIDS and anomaly-based NIDS. As the name suggests,
the signature-based NIDS [5] (also called misuse-based NIDS or rule-based NIDS)
detects an attack by comparing its signatures2 with network packet payloads. In this
case, such kind of NIDSs can only detect well-known attacks. While the anomaly-
based NIDS [7, 8] can identify novel attacks in that it detects an attack by discover-
ing great deviations between its established normal profile and observed events. A
normal profile is used to represent the normal behavior of a user or network. In fact,
the signature-based NIDS is much more popular than the anomaly-based NIDS in
the real deployment among various organizations since the number of false alarms
of the signature-based NIDS is far less than that of the anomaly-based NIDS [6]. For
instance, a company could receive hundreds of alarms per day by using a signature-
based NIDS, but it maybe obtain more than thousands of alarms per day by means
of an anomaly-based NIDS.

Problem. Although the signature-based network intrusion detection systems are
epidemic in real settings, their poor performance in the high volume traffic environ-
ment is still a big challenge in encumbering their further development. For example,
Snort [3, 9] which is a light-weight signature-based NIDS can quickly exhaust a
computer memory especially in the high volume traffic environment [4]. In this
case, Snort has to drop huge amounts of network packets which will cause a lot of
security issues (i.e., missing some deleterious packets). The major consuming time
of a NIDS is spent in comparing their signatures with incoming network packets in
which the computing consumption is at least linear to the size of an input string [10].
Take Snort for an example, it spends about 30 percent of its total processing time in
comparing the incoming packet payloads with its signatures while the consuming
time even can reach more than 80 percent when deployed in the intensive web-traffic
environment [11].

Contributions. To mitigate the above problem, we advocate that designing an ef-
ficient signature matching scheme is a promising way to improve the performance
of a signature-based NIDS under the high volume traffic environment. In this paper,
we propose and develop an exclusive signature matching scheme based on single
character frequency intended to improve the performance of signature matching in
NIDSs. In addition, our scheme can be adaptive in selecting the most appropriate
single character for exclusive signature matching in terms of different network en-
vironments. In particular, our scheme respectively calculates the single character
frequency of both stored NIDS signatures and matched signatures so as to adap-

1 Another NIDS type is stateful protocol analysis [2] which adds stateful characteristics to
regular protocol analysis.

2 The signature is a kind of pattern to describe a well-known attack.
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tively and sequentially determine the most appropriate single character for compar-
ing with packet payload. Moreover, we implemented our exclusive signature match-
ing scheme in a constructed network environment to evaluate its performance. The
initial experimental results show that our exclusive signature matching scheme can
improve the original exclusion-based signature matching algorithm in the aspect of
implementation (see Section 3) and can greatly reduce the consuming time in sig-
nature matching with respect to the traditional signature matching, which overall
enhance the performance of a signature-based NIDS.

Motivation. The heavy burden of signature matching is a key limiting factor to
impede higher performance of a NIDS in a larger-scale network environment. Al-
though a lot of research efforts have been made aiming to address this problem (see
Section 2), this issue is still a hot topic. Many commercial companies greatly ex-
pect more efficient signature matching schemes to level up their NIDSs for the sake
of improving the performance of their networks in the aspect of security. In such a
requirement, we make an effort to further develop an intelligent and efficient sig-
nature matching scheme based on character frequency under intensive web-traffic
environments.

The remaining parts of this paper are organized as follows: in Section 2, we in-
troduce background information of the original exclusion-based signature matching
and describe some related work about the methods of improving signature matching
process; we illustrate the architecture of our developed single character frequency-
based exclusive signature matching scheme in Section 3 and we describe our ex-
perimental methodology and experimental results in Section 4; Section 5 states our
future work; at last, we conclude our work in Section 6.

2 Background

In this section, we begin by briefly introducing the research work of exclusion-
based signature matching algorithm and then we describe some related work about
improving the performance of signature matching including the approaches of de-
signing string matching algorithms, packet classification and packet filtration.

2.1 Exclusion-Based Signature Matching Algorithm

The exclusion-based signature matching algorithm (called ExB) was first proposed
by Markatos et al. [12] that is a multiple-string matching algorithm designed for
NIDSs. The basic idea is to determine if an input string contains all fixed-size bit-
strings of a signature string without considering the bit-string sequence. For each
incoming packet, ExB first creates an occurrence bitmap to guarantee that each
fixed-size bit-string exists in the packet. Then, the bit-strings for each signature are
matched against the occurrence bitmap. Soon afterwards, they presented an algo-
rithm of E2xB [13] as an improvement for the ExB in better using cells and support-
ing case-sensitive matching. In general, ExB and E2xB are both based on the simple
observation [12, 13] as below.
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• Observation. Suppose there are two strings: an input string I and a small string
s (|s| < |I|)3. The task is to check whether string I contains small string s. The
observation is that if there exists at least one character of string s that is not
contained in I, then s is not a sub-string of I.

In other words, if string s contains at least one character that is not in string I,
then string s is not a sub-string of string I. This simple observation can be used
to quickly determine a given string s does not appear in the input string I. While
if every character of string s is contained in the input string I, then the exclusion-
based signature matching algorithm still need a standard string matching algorithm
to confirm whether string s is actually a sub-string of I. In this case, this method is
effective and efficient when there is a fast way of checking whether a given string s
belongs to I or not.

2.2 Related Work

For string matching algorithm, the fast string searching algorithm designed by Boyer
and Moore [14] is the most widely used single pattern matching algorithm which
uses two heuristics to cut down the number of searches during the matching process
and begins with the rightmost character of a target string. Horspool [15] then im-
proved Boyer-Moore algorithm by using only the bad character heuristic to achieve
a better matching speed. For multi-pattern matching algorithm, the Aho-Corasick
algorithm [17] is well known in organizing patterns to construct a deterministic fi-
nite automaton (DFA) and searching all strings at the same time. The Wu-Manber
algorithm [18], as an improvement for the Aho-Corasick algorithm, is to use no
less than two hash tables based on the bad character heuristic to search multi pat-
terns during the matching process. Several other improvements with regard to the
well-known Aho-Corasick algorithm can be referred to work [19, 20].

It is worth mentioning that Fisk and Varghese [11] first considered to design a
NIDS-specific string matching algorithm which they called Set-wise Boyer-Moore-
Horspool. Their work showed that their algorithm is faster than the algorithms of
Aho-Corasick and Boyer-Moor regarding to medium-size pattern sets.

Packet classification is another way that can efficiently improve the performance
of signature matching. Lakshman and Stidialis [21] presented a packet classification
scheme by using a worst case and traffic-independent performance metric to check
among a few thousand filtering rules. That is, their method used linear time (or used
a linear amount of parallelism) to sequentially search through all rules. Song and
Lockwood [22] presented a novel packet classification framework called BV-TCAM
by using FPGA technology for a FPGA-based Network Intrusion Detection System
(NIDS) and the classifier can report multiple matches at gigabit per second network
link rates. While Baboescu and Varghese [16] argued that hardware solutions do not
scale to large classifier, and proposed two new ideas: recursive aggregation of bit
maps and filter rearrangement. They used the ideas to design an algorithm called
Aggregated Bit Vector (ABV) through improving bit vector search algorithm (BV).

3 |s| means the length of string s and |I| means the length of string I.
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The previous work [23, 24] has shown that the problem of packet classification is
inherently hard.

In addition, packet filtration technique is an important and promising way of
improving the performance of a NIDS by reducing the burden of signature matching
in the high volume traffic environment. Meng and Kwok [25] proposed a novel
method of using blacklist to construct an adaptive network packet filter in reducing
the number of network packets that are required to be processed by a NIDS. They
initially used a statistic-based blacklist generation method to obtain a blacklist in
terms of IP confidence and showed encouraging results in their experiments.

3 Our Proposed Method

In this section, we begin with briefly introducing Snort rules that were used in our
experiment to evaluate the performance of our scheme. Then, we give an in-depth
description of our single character frequency-based exclusive signature matching
scheme. Finally, we present a running example to illustrate the exclusive signature
matching in detail.

3.1 Snort Rule

Snort [3, 9] is an open-source signature-based network intrusion detection system
which has been widely used in the research area of intrusion detection. It maintains
a rule (also called signature) database to detect various network attacks by means of
signature matching and keep an update to the database periodically.

To facilitate the understanding of Snort rules, we give the generic format of Snort
rule in Fig. 1 (a), which contains 8 parts: action type, protocol type, source IP ad-
dress, source port number, destination IP address, destination port number, con-
tent and message (msg). In Fig. 1 (b), we provide two specific examples of Snort
rules. The first one aims to detect a kind of SNMP misc-attack with the signa-
ture ‘|04 01 00|’. While the second rule tries to identify an attack of webtrends
scanner by using the signature ‘|0A|help|0A|quite|0A|’. The target packet of these
two rules is UDP packet. $EXTERNAL NET represents the source IP address and
$HOME NET represents the destination IP address.

When a packet arrives, Snort will first examine its IP address and port number to
choose corresponding rules. Then, Snort will compare the packet payload with its
selected one or several signatures. The commonly used two signature matching al-
gorithms are Boyer-Moore [14] and Aho-Corasick [17]. Finally, Snort will produce
an alarm if it successfully finds a match.

3.2 Our Proposal

To further improve the signature matching in NIDSs, we propose and develop
a scheme of single character frequency-based exclusive signature matching.
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Fig. 1 (a) Generic Snort rule format and (b) Two specific examples of Snort rules.

Our scheme refers to the basic idea of exclusion-based signature matching algorithm
that identifying a mis-match rather than confirming an accurate match in the signa-
ture matching. Differently, our scheme uses an easier and intelligent implementation
approach, and we investigate the effect of single character frequency on this kind of
signature matching which had not been considered in the original exclusion-based
signature matching algorithm. Therefore, we propose and use the term of exclusive
signature matching instead of exclusion-based signature matching to distinguish our
scheme from previous research work.

In addition to the simple observation in the original exclusion-based signature
matching, our scheme is based on another observation that most packet payloads
will not match any NIDS signature in most cases [26]. The observation which our
scheme relies on has been verified in various experiments. We illustrate the archi-
tecture of our scheme in Fig. 2.

As shown in Fig. 2, our proposed scheme mainly contains four tables: a table
of stored NIDS signatures (SNS), a table of matched NIDS signatures (MNS) and
two tables of single character frequency (SCQ1 and SCQ2). The table of stored
NIDS signatures (SNS) contains all active NIDS signatures that are stored in its rule
database. While the table of matched NIDS signatures (MNS) contains all NIDS sig-
natures which have ever been matched during the detection. The table of SCQ1 aims
to count the single character frequency according to the table of SNS and the table
of SCQ2 is responsible for calculating the single character frequency in terms of the
table of MNS. In this case, we can obtain two tables with respect to the frequency of
single characters. The single characters in these two SCQ tables are both arranged
in descending order from most frequency to less frequency.
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Fig. 2 The architecture of single character frequency-based exclusive signature matching
scheme.

Decision component is used to determine and output the most appropriate sin-
gle character from the above two SCQ tables for comparing with incoming packet
payloads. To improve the effectiveness of our scheme, we give higher priority to
the single character in the table of SCQ2 since the SCQ2 can be adaptive to spe-
cific context (i.e., SCQ2 is responsible for counting the single character frequency
based on matched NIDS signatures). In particular, the NIDS signatures in the table
of MNS are used more frequent than the signatures in the table of SNS. Therefore,
the statistical data in the table of SCQ2 is more accurate (with regard to the charac-
ter frequency) than the table of SCQ1 as some (or even most) signatures in the table
of SNS will have not matched any packet payload in a specific environment. This
is the major reason that we give higher priority to the table of SCQ2. The detailed
algorithm (also called decision algorithm) implemented in the decision component
is described as below:

1. Input a signature s and a packet payload l; Set round number r = 1.
2. For each single character ai ∈ s (i ∈ N,1 ≤ i ≤ |s|). Finding the least frequent

single character ar (from single characters which have not been output) in the
table SCQ2.

• If ar does not exist, then go to step 4,
• If ar exists, then go to step 3.

3. The decision component outputs ar. Checking whether ar is contained in l.
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• If ar is not contained in l, then the exclusive signature matching is completed.
Signature s is not contained in packet payload l.

• If ar is contained in l and r < |s|, then r = r+ 1, return to step 2, else if ar is
contained in l and r == |s|, then go to step 5.

4. Finding the least frequent single character ar in the table SCQ1. The decision
component outputs ar. Checking whether ar is contained in l.

• If ar is not contained in l, then the exclusive signature matching is completed.
Signature s is not contained in packet payload l.

• If ar is contained in l and r < |s|, then r = r + 1, return to 2, else if ar is
contained in l and r == |s|, then go to step 5.

5. All single characters in signature s are contained in packet payload l. Then using
a traditional signature matching algorithm (e.g., Aho-Corasick) to check whether
it is true or not.

3.3 Running Example

In order to make our scheme more easily understood, we give a light-weight run-
ning example to illustrate our single character frequency-based exclusive signature
matching in detail. We randomly select three Snort rules from its scan.rules file
(which is stored in Snort rule database) as below.

• alert tcp $EXTERNAL NET any − > $HOME NET 113 (msg: “SCAN ident
version request”; content: “VERSION|0A|”; reference: arachnids, 303; classtype:
attempted-recon; sid: 616; rev: 4;)

• alert udp $EXTERNAL NET any−> $HOME NET 10080:10081(msg: “SCAN
Amanda client-version request”; content: “Amanda”; classtype: attempted-recon;
sid: 634; rev: 5;)

• alert udp $EXTERNAL NET any − > $HOME NET 7 (msg: “SCAN cyber-
cop udp bomb”; content: “cybercop”; reference: arachnids, 363; classtype: bad-
unknown; sid: 636; rev: 3;)

In addition to the above three rules, we further assume that only the signature
“Amanda” has been matched. Therefore, we can construct the relevant four tables
(SNS, SCQ1, SCQ2 and MNS) as shown in Fig. 3. In particular, there are three signa-
tures in SNS but only one signature in MNS (which is based on our assumption). The
tables of SCQ1 and SCQ2 calculate the single character frequency in terms of SNS
and MNS respectively. Based on our selected Snort rules, there are five characters in
SCQ2 while up to twenty characters in SCQ1. The single characters in both SCQ1
and SCQ2 are organized in columns from left to right based on frequency.

For the exclusive signature matching, we assume that an incoming packet with
its payload string “Ameidetn”. If the signature “Amanda” is selected for the signa-
ture comparison. Our scheme will sequentially check the single character ‘n’, ‘m’,
‘d’, ‘A’, ‘a’ according to SCQ2 and we can find that the single character ‘a’ is not
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Fig. 3 Four major tables of SNS, SCQ1, SCQ2 and MNS in the running example.

contained in the payload string. Therefore, our exclusive signature matching is com-
pleted since the payload “Ameidetn” does not contain character ‘a’ that is contained
in the signature “Amanda”.

For another example, if the incoming payload string is “VERSION” and selected
signature is “VERSION|0A|”. In this case, our scheme can find that ‘A’ is contained
in this payload based on SCQ2 but cannot further find other single characters in
SCQ2. Therefore, our scheme, in terms of the decision algorithm, will search within
the table of SCQ1 and compare the single character ‘|’ with the payload string.
Fortunately, our scheme can quickly find that the single character ‘|’ is not contained
in the payload so that the exclusive signature matching is completed. The signature
and packet payload are not matched.

4 Evaluation

In this section, we construct an experimental environment to evaluate the initial
performance of our single character frequency-based exclusive signature matching
scheme. The environmental deployment is presented in Fig. 4.
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Fig. 4 Experimental environment with Snort and our scheme.

4.1 Experimental Methodology

As illustrated in Fig. 4, we deployed both the original Snort (version 2.9.0.5) and
our scheme in frond of an internal network (which consists of a sever and several
VM hosts). We implemented the default Snort rule set in both the Snort and our
scheme. The internal network can communicate with the external network (Inter-
net), therefore, all packets come from the external network to the internal network
have to pass through both the Snort and our scheme. In this case, we could evalu-
ate the performance of our scheme by comparing with the performance of Snort in
terms of completion time4 versus number of rules.

4.2 Evaluation Results

Following the experimental methodology, we launched our experiment and recorded
related experimental data for two weeks. As illustrated in Fig. 5, we show the per-
formance of our scheme compared to the performance of Snort in the experiment of
Week2 Monday. The entire experimental results are shown in Table 1.

Result analysis: As shown in Fig. 5, it is easily visible that the performance of
our scheme totally outperforms the performance of Snort. At the very beginning,
the completion time is hard to distinguish (i.e., when the number of rules is 50)
while our scheme gradually beats the Snort in the aspect of reducing the completion
time with the increase of Snort rules. For example, our scheme reduces the com-
pletion time by 25.8% when the number of rules is up to 2000. For the two-week
experiment, we present the average percentage of the completion-time reduction (or
called saving time) in Table 1. The average percentage scope of the saving time is
from 16.2% to 32.5%. This statistical data reflects that our scheme is feasible and
effective in improving the signature matching.

4 The duration time needed for completing the signature matching.
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Fig. 5 The example performance of Snort and our scheme in the experiment of Week2
Monday.

Table 1 The average saving time by using our scheme vs. Snort in the experiment for two
weeks.

Saving time (%)
Week Day Week1 Week2

Monday 20.0 32.5
Tuesday 27.7 21.6
Wednesday 16.2 20.8
Thursday 27.9 29.7
Friday 30.4 28.1
Saturday 28.5 30.2
Sunday 22.8 31.7

4.3 Discussion

In the experiment, we showed the initial performance of our scheme and presented
the positive results. Based on the above results, we find that our scheme performs
better than the original Snort since our scheme is designed based on the fact that
most packet payloads will not match any NIDS signature in most cases. Thus,
our scheme can quickly find a mis-match by using exclusive signature matching in
achieving less completion time. According to the results in Table 1, our scheme can
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achieve an encouraging reduction of completion time under a network environment
which shows that our scheme is promising in a real deployment.

When compared to the original exclusion-based signature matching algorithm,
our scheme is more easily to be implemented since only four tables need to be pre-
processed (the tables of SNS and SCQ1 can be calculated off-line). The use of oc-
currence bitmap in both ExB and E2xB is more computationally intensive than our
approach. What is more, the table of MNS in our scheme can adapt itself accord-
ing to different network environment so that we consider it as another advantage
of our scheme. Based on the results in work [12, 13], we point out that the original
exclusion-based signature matching algorithm can perform a similar statistical time-
reduction in signature matching as our scheme, but our scheme can achieve better
performance when deployed in real network environment since our scheme is adap-
tive (i.e., SCQ2 table will be updated with the change of matched NIDS signatures)
and is more simple for implementation.

5 Future Work

The initial performance of our single character frequency-based exclusive signature
matching scheme is encouraging. But there are still some issues that we can explore
and improve in future development. First, we can measure our scheme with more
parameters such as bit-string length, packet size and false match rate. To explore the
particular effect of these parameters on our scheme can lead us to better understand
the overall performance of our scheme. Second, we plan to directly compare our
scheme with the original exclusion-based signature matching to obtain more intu-
itive results. At last, we plan on using more datasets to evaluate our scheme and
implement our scheme in a high volume traffic environment to explore and analyze
its performance with the purpose of leading to further optimizations.

6 Conclusion

The poor performance of NIDSs under a high volume traffic environment is a big
problem to encumber its further development. The reason is that a NIDS will spend
most of its total processing time in comparing the input strings with its signatures.
To mitigate this issue, a more efficient signature matching algorithm is desirable
with the increasing number and complexity of NIDS signatures.

In this paper, we developed a scheme of single character frequency-based exclu-
sive signature matching which is based on the observation that most packet payloads
will not match any NIDS signature in most cases, aiming to improve the perfor-
mance of NIDSs under heavy traffic environment by reducing the consuming time
in signature matching. In particular, our scheme contains four tables and a decision
component in selecting the most appropriate single character for exclusive signature
matching. When a packet arrives, our scheme will choose the most appropriate sin-
gle character according to a decision algorithm. In the experiment, we implemented
our scheme in a network environment. The experimental results encouragingly show
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that our scheme outperforms the performance of original Snort by greatly reducing
the completion time in signature matching.
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Data Prefetching for Scientific Workflow  
Based on Hadoop 

Gaozhao Chen, Shaochun Wu, Rongrong Gu, Yongquan Xu, Lingyu Xu,  
Yunwen Ge, and Cuicui Song* 

Abstract. Data-intensive scientific workflow based on Hadoop needs huge data 
transfer and storage. Aiming at this problem, on the environment of an executing 
computer cluster which has limited computing resources, this paper adopts the 
way of data prefetching to hide the overhead caused by data search and transfer 
and reduce the delays of data access. Prefetching algorithm for data-intensive 
scientific workflow based on the consideration of available computing resources is 
proposed. Experimental results indicate that the algorithm consumes less response 
time and raises the efficiency. 

Keywords: Hadoop, data-intensive, scientific workflow, prefetching. 

1  Introduction 

In recent years, large-scale science and engineering calculation are first broken 
into multiple complex applications which are coded by many different fields and 
organizations. Those applications are organized into scientific workflow by 
particular logistic concern [1]. Along with the rapid development of computer and 
network technology, scientific data and knowledge such as geography, biology 
and environmentology are growing by exponential order, which has a further 
requirement raised on analytical and processing power of scientific workflow. 
How to improve the service quality of data-intensive scientific workflow has 
become an important issue. 
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Hadoop provides a good solution to the management and usage of massive 
data, its Mapreduce programming model is suitable for distributed parallel process 
large scale datasets [2]. The Hadoop Distributed File System (HDFS) is 
appropriate for operating in general hardware platform and has high fault-tolerant, 
it is a very effective control for deployment on cheap commodity hardware. HDFS 
can provide high-throughput data access. It is particularly suited for those 
applications which have large scale datasets [3]. Due to the effectiveness and high 
reliability of Hadoop, as well as the support for massive data processing, our task 
group designed a marine scientific workflow prototype system based on Hadoop 
platform through the full use of the marine information processing model and 
related resources. Through the integration of all aspects of resources, completely 
innovative, our task group’s goal is to ensure the marine researchers are able to 
customize personalized workflow, which can effectively analyze and process 
massive marine data.  

Based on the analysis and study of the marine data processing scientific 
workflow prototype system in Hadoop platform, with the background of mass data 
analysis and processing, a data prefetching for scientific workflow is given in this 
paper. It can be used to improve the data locality and I/O workloads of scientific 
workflow task on the environment of multi-user shared Hadoop cluster. The aim is 
to minimize the runtime of data-intensive scientific workflow task, thus further 
improving the service quality of the scientific workflow system.   

2  Related Works 

Scientific workflow derives from business workflow. Business workflow focuses 
on process and towards the control stream, while scientific workflow focuses on 
data and towards the data stream.  A remarkable characteristic of scientific 
computing is data integration. It requires frequent data manipulations during the 
calculation, scientific computing calls specific application to analyze, migrate, or 
store this data on distributed machines according to certain regulations and logical 
relations. Its dependence focuses on the data stream between the data creator and 
data consumer among the subtasks of the workflow task [4]. Meanwhile, scientific 
workflow has the characteristic of large-scale integration. Now, the data we 
collected reach TB level even PB level every day, especially in the fields of 
geography, biology, environics and etc. A slew of professional programs need to 
be combined to analyze and process these mass data. Figure 1 shows an example 
of scientific workflow DAG. 

In order to improve the service quality of workflow system, some scientific 
workflow system such as Pegasus, DAGMan and Taverna adopted performance-
driven scheduling to minimize the runtime of workflow task [5]. Scheduling 
algorithm for scientific workflow based on the consideration of available storage 
[6]. used data jobs to forecast the available storage of the compute node, then take 
the optimized tasks scheduling to minimum the runtime of data-intensive scientific 
workflow when the cluster have limited storage resource. SWARM [7] forecasted 
and filled missing data of target datasets by applying Bayesian probability 
inference, automatically improved the data quality of metabolic networks.  
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Fig. 1 An example of data-intensive scientific workflow DAG. 

This paper proposes a prefetching algorithm to improve the service quality of 
scientific workflow system. Prefetching is one of the key technologies to hide the 
overhead caused by data search and transfer and reduces the delays of data access. 
It is widely applied in all levels of traditional computer system. Prefetching is an 
active service strategy. The key thought is to fetch the data objects which may be 
accessed in the near future by making full use of  the idle periods of the system, 
now there are already many prefetching strategies to improve the system 
performance and user experience, such as Web prefetching[8], storage 
prefetching[9], disk array cache prefetching[10]. Most of their works focused on 
just file prefetching on local file systems, the applied research on distributed 
computing environment is still limited. This paper proposes a prefetching 
mechanism which applies to scientific workflow system based on Hadoop 
platform. In the execution of a scientific workflow task, the prefetching algorithm 
can prefetch the datasets which may be used in the near future, improve data 
locality of the applications inside the workflow task, reduce the time that the 
application spends waiting for data to return from the server and minimize the 
runtime of mass data analysis and processing scientific workflow task. 

3  The Architecture of the Workflow Service Prototype System 
Based on Hadoop Platform 

Figure 2 shows the architecture of the workflow service prototype system based 
on Hadoop platform. Here, the subtask and application of a workflow task is 
defined as model. The study of customizable composite model workflow has three 
components: visual modeling technique of customizable composite model service, 
workflow analysis and recombination, and workflow implementation based on 
distributed collaborative computing service. Through customizable composite 
model service, users can access all kinds of model service that the resource layer 
provides through the web service. 

Users customize related service based on their own needs by means of the 
visual modeling tool. The model service has good adaptivity which has been fully 
reflected in the customizing module. The users customize personalized model 
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service in the interactive visual interface, after normalization, the service will be 
delivered to the backdoor management system in the form of workflow. The 
backdoor management system selects an appropriate model based on the 
customer’s service request, and then creates an effective and reasonable workflow 
order form by the topological relation between each model. The visual modeling 
tool module offers interface for upper level service and lower workflow through 
the visual modeling language, builds the visual modeling platform, shows the 
model to the users in the form of document, graphic and pictures, describes the 
user order form in the form of visual modeling language described code, and then 
delivers the code to the Hadoop platform. 
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Fig. 2 The architecture of the workflow service prototype system based on Hadoop 
platform. 

The workflow analysis and recombination module are in charge of code 
analysis,  workflow organization and split, workflow checking and scheduling 
strategy. Workflow analysis module analyze each model and the relation between 
each model based on the code from front end, restore the customized workflow, 



Data Prefetching for Scientific Workflow Based on Hadoop 85
 

restructure the analysis result, analyze the predecessor and successor relation 
according to distributed collaborative computing, and form the execution order of 
workflow node. The strategy of node recombination determines the submit 
approach of workflow node. 

Workflow engine is in charge of drives and manages the workflow, and 
schedules the workflow task to the hadoop platform, coordinates serial and 
parallel execution of every model of a workflow task, checks the matching of 
model and data or whether the parameter between models is proper, and ensure the 
efficient and accurate execution of every model of a workflow task. 

The marine environment data and model, as well as the user model are stored 
in resource layer. Most of the data of the resource layer are stored in HDFS. The 
resource layer can search and locate data and model by calling related functional 
modules. 

4  Data Prefetching for Scientific Workflow Based on Hadoop 

Our prefetching strategy focuses on data locality of a computing, when a 
workflow task has been submitted to hadoop platform by workflow engine, some 
computation tasks are located away from the data they consume, we think those 
computations have bad data locality, the data needed by computation task can be 
pushed to the node of the computation or other location near the node to improve 
data locality. The aim is to minimize the runtime of mass data analysis and 
processing scientific workflow task. 

4.1  Description of the Problem 

The traditional workflow system commonly carries out within single–site 
organization, the real time information of resource in total organization can be 
obtained centrally, and the workflow task is easy to be carried out. But the 
dynamic, heterogeneity and dispersivity of resource on hadoop distributed 
computing environment must be considered. We designed the workflow system to 
analyze and process mass marine data according to the project. Each application 
or subtask in the workflow task is used for computing corresponding large data. 
There is a data steam between the data creator and data consumer. When a 
computation task is located near the data it consumes, the task has very high 
efficiency in the implementation [11]. It is hardly plausible that allocates each user 
enough physical resource. In fact, not only the resources are shared by multi users, 
but also the resources that a user can use are limited. It is difficult to ensure all the 
computation tasks have good data locality under such circumstances. When the 
cluster has a bad processing performance, the execution of whole scientific 
workflow task will be badly affected.  

The method given in this paper is used to improve data locality of computation 
task by prefetch the expected block replica to local rack, the prefetching runs in 
block level. The idea of the prefetching algorithm is shown in figure 3: when a 
workflow task has been submitted to the cluster, the cluster allocates a number of 
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computing resource within rack A for the task, the workflow task is broken down 
into a list of jobs that are composed of multiple subtasks. When a job in the list is 
going to run, the data the job need are D1, D2, D3, D4, D5 and D6, D1 and D3 are 
stored in Node 1, D2 and D4 are stored in Node 2 and D5, D6 are stored in node 
m of rack B. When D1, D2, D3 and D4 in local rack A have been processed, D5, 
D6 in rack B or their replicas must be acquired. There are additional overhead 
caused by data search and transfer when request data D5, D6. If the network 
conditions between the two racks are not ideal, the job will experience high delay 
that waiting for data to return from the server, and reduce the efficiency of process 
execution, consequently slow down the execution speed of the whole workflow 
task. Obviously, the data needed by the job can be prefetch before the execution of 
job, and fetch D5, D6 from rack B to local rack A ahead of schedule, make every 
subtask of the workflow task have good data locality, thus greatly increased 
performance. 

In order to meet the requirements of resource allocation on the environment of 
multi-user cluster, due to the high doncurrency between each subtask of a 
workflow task, In this paper, Hadoop fair scheduler is used to organize resources 
and schedule jobs, ensuring that the concurrent tasks obtain equal sharing 
resources. 

 

Fig. 3 The idea of prefetching algorithm that improve data locality. 

4.2  Dynamic Replica Selection 

The default method of replica selection is trying to selects closest replica for each 
block, this strategy causes “hot” DataNodes which frequently serve requests, 
causing high workload of the DataNodes. A novel dynamic replica selection 
algorithm is introduced in this paper. Table 1 lists the summary of notations used 
in the algorithm. 
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Table 1 Notations used in the dynamic replica selection algorithm 

Notation Description 

CopyDNSet 
The set of DataNodes where all replicas 

of a block locate 
sc The size of the data block , default is 64M 
d A DataNode in the set CopyDNSet 

d
PA

 
Processing power of the node, such as 

CPU capability, memory capability, etc. 

dWL
 

Workload of the node, including CPU 
availability, memory availability, etc 

dVL
 Read and write speed of disc in node d 

dBW
 

The available network bandwidth between 
the location of the data and data consumer 

 
The cost of obtain a replica from DataNode includes data block replica 

processing and transmission cost. COP represents the transmission cost per a unit 
of data. COT represents the processing cost per a unit of data, using a formula 
expressed as: 

[ ]0

0

           =

1 1
( )

P T
d d d

d d

d d d d

COST COST COST

S
COP sc COT t t

PA WL

S
COP sc COT sc t d CopyDNSet

PA WL BW VL

= +

+ +
−

⎡ ⎤
= + + + ∈⎢ ⎥− ⎣ ⎦

i i i

i i i i      
               (1) 

sc is the size of a data block replica of HDFS, t is data transfer time, including the 
time for reading data from disc and data transfer in network, S is a constant, 

0t is start-up time, considering the load balance of HDFS, we must choose the 

most suitable node and get the needed data replica from the node to minimize the 
total cost.  

{ }min ,dSCopy COST d CopyDNSet= ∈                   (2) 

When DataNodes join in the HDFS cluster, they will register their information 
with NameNode, including the processing power of the node, such as CPU 
capability, memory capability, etc. The available network bandwidth between the 
location of the data and data consumer, as well as the workload of a node must be 
obtained in real time. 

4.3  Prefetching Algorithm 

There is a need for data transmission when tasks are located away from the data 
they consume, which make the job experience high delay, it could even lead to 
failure. Those tasks need run again under the control of JobTracker, result in high 
runtime of the job and then slow the execution of the whole workflow task. 
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A workflow task is parsed to many serial jobs when it has been submitted to 
hadoop platform, a job consists of one or more subtasks, and multiple tasks in a 
job are highly parallelizable. The prefetching algorithm is running in the workflow 
engine, and prefetch the expected block replica which needed to the subtask to 
local rack, makes the data needed to the task near the TaskTracker, and reduces 
the time spent in the application waiting for data transmission when task run on 
TaskTracker. The key thought is to fetch the data objects which may be accessed 
in the near future by taking full advantage of the idle periods of system, and 
improves data locality of computation task. The algorithms are described in figure 
4 and figure 5. 

 

 

Fig. 4 The execution of a workflow task with prefetching 

In HDFS, the block information which constitutes a file can be obtained from 
Namenode by using Remote Procedure Calls (RPC). For each block, Namenode 
return the addresses of DataNodes which contains the block. The addresses of 
DataNodes which contains the block’s replica can be obtained by the triplets 
attribute of BlockInfo. The location information of all blocks and replicas of a data 
file is used to guide prefetch. 

The prefetching could not wholly perform its functions for being too 
conservative or too positive, real time workload of the cluster need to be 
comprehensively considered, we set an initial prefetching range, get the real time 
working condition of computing node from monitoring module of the workflow 
system. When real time workload is below the setting threshold, it increases the  
 

Input: a workflow task wt 

QuickRun(WorkFlowTask wt) 
{ 

Parse the users' workflow task wt, put all the subtasks into  
a job list JL, a subtask may be consisted of several tasks;  
Set the initial prefetch range m; 
For each job j in job list JL  

Run job j, in the mean time, activates  
the prefetch process, prefetch data for the following  
m jobs by using CrossRackPrefetch algorithm; 
If ( the job j has been completed)  

If (the current system workload is above the setting 
threshold)  
decreases the prefetch range m; 

else 
increases the prefetch range m;  
End if 

End if 
End for 

} 
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prefetch range; otherwise, it decreases the prefetch range. It ensures that the 
prefetching range is adequate by adjusting it dynamically and does no harm to the 
overall performance of the cluster.  

 
 
 

 

Fig. 5 Description of the prefetching algorithm 

5  Experiments and Analysis 

We design the experiments according to the proposed improvement. The test 
platform is built on a cluster of 8 PC servers and 3 switches. In each node, Ubuntu 
server 10.10 with the kernel of version 2.6.35-server is installed. Java version is 
1.6.27 and Hadoop version is 0.20.203. The size of HDFS blocks is 64 MB and 
the number of replicas is set to 3. 

In the experimental system, the process that user submit workflow task is 
shown in figure 6, the user customize the scientific workflow task through 
browser, the task is submitted to the web server, then through the request 
controller, the task is delivered to the workflow system and to be resolved. Finally, 
the task is distributed to the hadoop cluster, and a number of computing node is 
assigned to process the task. 

In order to analyze the effect of the algorithm combine the dynamic replica 
selection and prefetching, this paper takes three different approaches to schedule 
and execute a data-intensive scientific workflow task. 

 

Input: a list of jobs jlist 

CrossRackPrefetch(JOBLIST jlist) 
{ 

For each job j in jlist 
Get the all of block information which constitute the 
 input of a job, the information  is stored in DBL; 
For each data block d in DBL 

If (d and its replicas are not in local rack R) 
Choose a node N with enough space in the rack 

R; 
If (N. AvailableSpace< N.Length)   

break; 
End if 
According to formula(1) (2) mentioned above, 

choose the optimal node NB_min which contains d’s 
replica; 

Prefetch the data block replica from NB_min to 
N;  

N. AvailableSpace = N. AvailableSpace – 
N.Length; 

Update the list DBL; 
End if
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1) Algorithm A1: the algorithm which combined the default dynamic replica 
selection and without prefetching 

2) Algorithm A2: the algorithm which combined the default dynamic replica 
selection and prefetching 

3) Algorithm A3: the algorithm which combined the dynamic replica selection 
and prefetching 

A data-intensive scientific workflow task which contains 20 subtasks is used in 
these simulations, the task need to process two large test datasets, DS-1 and DS-2, 
the size of the datasets are 5G and 10G, and the prefetching range m are set to 1, 
2, 3 and 4, each workflow task will be executed twice in the same configuration, 
then record the average execution time. The datasets are distributed 
homogeneously in the cluster, and are evenly distributed to each subtask of the 
workflow task as input. Given the experimental comparison, the numbers of 
available computing nodes NA are set to 2 and 4. The runtime information of the 
scientific workflow task in different algorithm is shown in figure 7. 

 

 

Fig. 6 The process that user submit workflow task 

It can be seen from the figure 7 that the prefetching improves the efficiency of 
workflow task, and the larger the test dataset, the greater the effect. Meanwhile, 
the prefetch range settings also influence the runtime of task. When the system has 
enough available resources, the prefetch range is higher, and the runtime of the 
workflow task is shorter. Excessive prefetching will affect the ultimate 
performance of the system when the workload of system is too high. The dynamic 
replica selection algorithm also improves the efficiency of workflow task upon the 
basic of prefetching. 
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(a) The test dataset is DS-1, and NA=2       (b) The test dataset is DS-1, and NA=4 

 
(c) The test dataset is DS-2, and NA=2      (d) The test dataset is DS-2, and NA=4 

Fig. 7 The runtime information of the scientific workflow task in different algorithm. 

6  Conclusions 

In this paper, the prefetching with a combination of dynamic replica selection was 
introduced to the scientific workflow application system based on the Hadoop 
platform, it is a good way to improve the system efficiency and reduce the impact 
on efficiency due to the limited system resources. However, the efficiency of the 
algorithm depends on the initial setting of prefetching range. Further studies of the 
impact of prefetch range setting on the efficiency are needed. Furthermore, the 
timing of prefetching and continuity of data require further investigation. 
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An NMF-Based Method for the Fingerprint
Orientation Field Estimation

Guangqi Shao, Congying Han, Tiande Guo, and Yang Hao

Abstract. Fingerprint orientation field estimation is an important processing step
in a fingerprint identification system. Orientation field shows a fingerprint’s whole
pattern and globally depicts the basic shape, structure and direction. Therefore, how
to exactly estimate the orientation is important. Generally, the orientation images
are computed by gradient-based approach, and then smoothed by other algorithms.
In this paper we propose a new method, which is based on nonnegative matrix fac-
torization (NMF) algorithm, to initialize the fingerprint orientation field instead of
the gradient-based approach. Experiments on small blocks of fingerprints prove that
the proposed algorithm is feasible. Experiments on fingerprint database show that
the algorithm has a better performance than gradient-based approach does.

Keywords: NMF, base matrix, fingerprint orientation field, PSNR.

1 Introduction

Among many biometric recognition technologies, fingerprint recognition is most
popular for personal identification due to the uniqueness, universality, collectabil-
ity and invariance. A typical automatic fingerprint recognition system (AFIS) often
includes the below steps: fingerprint acquisition, image preprocessing (such as fin-
gerprint segmentation, enhancement and the orientation field estimation), fingerprint
classification, minutiae detection and matching [1]. See Fig.1 for the flowchart of
conventional fingerprint recognition algorithms.

As showed in the flow chart, fingerprint orientation field estimation is an impor-
tant processing step in a fingerprint identification system. Orientation field shows
the whole pattern of a fingerprint and globally depicts the basic shape, structure and
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Fig. 1 Flowchart of the Fingerprint Recognition System.

direction of a fingerprint. In a fingerprint identification system, orientation field is
very important and many other fingerprint processing steps are based on the ori-
entation field, such as fingerprint enhancement [2, 3], fingerprint segmentation [4],
singular point detection [5, 6], fingerprint classification [7]. Moreover, good orien-
tation field can improve the performance of a fingerprint recognition system.

Many methods for the fingerprint orientation field estimation have been devel-
oped due to its importance. There are gray-based approaches [8, 9], gradient-based
approaches [10, 11] and model-based approaches [12, 13]. The simplest and most
natural approach for extracting local ridge orientation is gradient-based method. It
is well known that the gradient phase angle denotes the direction of the maximum
intensity change. Therefore, the direction of a hypothetical edge is orthogonal to
the gradient phase angle. Based on the above idea, Rao [10], Ratha, Chen, and Jain
[11] proposed an effective method for computing the fingerprint orientation field.
Sherlock and Monro [12] proposed a so-called zero-pole model for orientation field
based on singular points, which takes zero and the delta as a pole in the complex
plane. Vizcaya and Gerhardt [13] improved the zero-pole model by using a piece-
wise linear approximation around singularities to adjust the zero and pole’s behav-
ior. They also proposed an optimization technique, based on gradient descent, to
determine the model parameters starting from an estimation of the orientation im-
age. In addition to the above methods, there are also filter-bank based approaches
[14], methods based on high-frequency power in 3-D space [15].
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In this paper, we propose a novel orientation field estimation method. In this
method, we use nonnegative matrix factorization (NMF) algorithm to train matrixes
from different orientations to obtain base matrixes. These base matrixes can be used
to estimate fingerprint orientation field. Process as follows: First, divide the finger-
print into small blocks. Factorize each block in all base matrixes. Different repre-
sentations of the block under different base matrixes are obtained. Second, recover
the block using these representations under these base matrixes. Third, calculate the
PSNR between the block and the recovered blocks. The orientation of the block is
the orientation of base matrix corresponding to the largest PSNR. The remainder of
this paper is organized as follows. Section 2 introduces the theory of NMF which
includes the origin of the NMF, the method of solving it. How to use NMF to obtain
the orientation field is presented in Section 3. The experimental results are exhibited
in Section 4. Finally, Section 5 draws some conclusions for this paper.

2 The Theory of Nonnegative Matrix Factorization

Nonnegative Matrix Factorization was first introduced by Tapper and Paatero in
[16]. But it is widely known by the works of Lee and Seung [17]. In that paper, they
give two algorithms, which are effective to learn parts of the faces and semantic
features. Since then, the NMF has been widely used in many fields, such as pattern
recognition, signal processing and data mining.

Given an m × n nonnegative matrix A(Ai j ≥ 0) and a reduced rank r(r ≤
min(m,n)), the nonnegative matrix factorization problem is to find two nonnega-
tive matrices U(U ∈ Rm×r

+ ) and V (V ∈ Rn×r
+ ) that approximate A as follows:

A ≈UV T (1)

There are many ways to measure the difference between the data matrix A and the
matrix UV T . But the most used measure is the Frobenius norm in the following:

F(A,UV T ) =
1
2
||A−UVT ||2F =

1
2

m

∑
i=1

n

∑
j=1

(Ai j − [UV T ]i j)
2 (2)

[UV T ]i j represents the element of matrix UV T in row i and column j .Therefore the
above problem can be written in the following style:

min
U∈Rm×r

+ ,V∈Rn×r
+

1
2
||A−UVT ||2F (3)

Moreover,the problem can be extended to include auxiliary constraints on U and V .
This can be used to enforce the desired properties in the solution. Penalty terms are
typically used to enforce the constraints, as follows:

min
U∈Rm×r

+ ,V∈Rn×r
+

1
2
||A−UVT ||2F +α1 f1(U)+α2 f2(V ) (4)
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Where f1(U) and f2(V ) are the penalty terms; α1 and α2 are parameters that balance
the trade-off between the main part and the constraints.

Generally, the objective function is non-convex on U and V . However, suppose
that U is fixed, the function 1

2 ||A−UV T ||2F can be seen as a composition of the
Frobenius norm and a linear transformation of V . Therefore, 1

2 ||A−UVT ||2F is con-
vex on V now. In the similar, if V is fixed, the function is convex on U .

Through it is difficult to obtain the global optimal solution; there are many meth-
ods to get the local optimal solution or stable point. Next, two of them are showed.

2.1 Multiplicative Update Rules

The most popular algorithm for the NMF problem is the multiplicative rules pro-
posed by Lee and Seung [17]. The multiplicative update rules run as follows:

Uk+1 =Uk ◦ [AV k]

[Uk(V k)TV k)]
(5)

V k+1 =V k ◦ [ATUk+1]

[V k(Uk+1)TUk+1]
(6)

The symbol” ◦ ” represents the Hadamard product, whose properties can be found
in [18].

[·]
[·] represents the Hadamard division.

Lee and Seung has proven that the 1
2 ||A−UV T ||2F is non-increasing under the

updating rules of the algorithm. However, the proof of the convergence was wrong
in the original paper [17]. Lin [20] has proof it using a projected gradient bound-
constrained optimization method.

2.2 Rank-One Residue Iteration

Rank-one residue iteration is a new algorithm proposed by Ngoc-Diep Ho in [19].
Let ui and v j be respectively the columns of U and V , and then the NMF problem
can be written as follows:

min
ui≥0,vi≥0

1
2
||A−

r

∑
i=1

uiv
T
i ||2F (7)

If we fix all the variables except for the single vector vt , the above problem will
become:

min
v≥0

1
2
||Rt − utv

T ||2F (8)

Where Rt = A−∑i�=t uivT
i

The detail of the algorithm can be seen in literature [19].
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Fig. 2 100 small blocks about 90 degree.

3 NMF-Based Method for Orientation Field Estimation

In this section, we will talk about how to use the NMF algorithm to calculate fin-
gerprint orientation field. The method we propose includes three parts: choose the
training set, train the fingerprints to get the base matrixes and calculate the orienta-
tion field.

3.1 How to Choose the Training Set

The local ridge orientation at a pixel is the angle that the fingerprint ridges, crossing
through a small neighborhood centered at the pixel, form with the horizontal axis.
The orientation of the fingerprint ranges from 0 to 180 degree.

There are two steps to obtain the training images. First, quantity the interval
[0, · · · ,180] , namely, divide the interval [0, · · · ,180] into K equal intervals. Each
interval be represented by an orientation. Second, cut the whole sample fingerprints
into small blocks. The orientation consistency of these small blocks is calculated.
For every interval, choose small blocks whose orientations lie in the interval and
have a higher orientation consistency. Every interval has the same number of small
blocks. Fig.2 shows 100 small blocks which are arrayed into an image. In the next
step, these small blocks will be trained.
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3.2 How to Get Base Matrixes

Because the structure information of images is based on the content of the images,
we can’t deal with them like common matrixes. Special treatments are needed. Sup-
pose the size of small blocks is s× t .For each interval, small blocks in the interval
are arranged into column vectors. These column vectors are put together. Then, a
matrix can be obtained as follows:

A = [A1,A2, · · · ,Am] (9)

Where Ai ∈ Rs×t,1
+ , i = 1, · · · ,m is obtained by arranging the ith small block into a

column and A ∈ Rs×t,m
+ .

The NMF algorithm is applied on the matrix A to get the base matrix L and
the coefficient matrix B = [B1,B2, · · · ,Bm], which satisfies the equation A≈ LB,L ∈
Rs×t,r
+ ,B ∈ Rr,m

+ . In fact, each column in L represents an image called base image.
After the factorization, r base images are obtained. For original small block Ai , it is
represented as LBi now.

For each interval, the similar operations are employed. Because there are K in-
tervals from section A, K base matrixes are obtained denoted by Li,L = 1, · · · ,K.

3.3 How to Calculate the Orientation Field

For a fingerprint, divide it into small blocks. For each block X and base matrix
Li, i = 1, · · · ,K, the following operations are done.

Yi = L+
i X (10)

X
′
= [LiYi]+ (11)

Where L+
i is generalized inverse Li; [·]+ is the operator that makes negative elements

become 0 while positive elements are unchanged.
The formula 10 is used to calculate the projection X on the ith base matrix Li.

The formula 11 recover X from X
′
. In order to measure the difference between the

original small block X and the recovery matrix X
′
, calculate the PSNR:

PSNR = 10log10
2552

MSE
(12)

MSE =
||X −X

′ ||2F
s× t

(13)

Because there are K intervals, K PSNR will be obtained. Choose the orientation
of the interval according to the largest PSNR as the orientation of the block. The
reason that we choose the orientation of the largest PSNR is that the base matrixes
of the similar images are most suitable for the block. In this way, we can obtain the
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orientations of all blocks. Therefore the orientation field of the input fingerprint is
obtained.

4 Experiment Results

In this section, we give the experiments of the proposed method. The experiment
includes two parts. The first part is used to prove the feasibility of the new algorithm.
The second is conducted on fingerprint database.

4.1 The Feasibility of the New Method

In this part, the proof that our thought is right is given. We only need to proof that
the orientation of the block corresponds to the orientation of the interval with the
largest PSNR between the original block and the recovered block.

1200 small blocks of fingerprints are produced. The interval [0,180] is divided
into four parts. There are 300 blocks for each interval. The size of every block is
32×32. In the experiments, we use the following multiplicative updates rules in the
learning for base matrixes.

Uk+1 =Uk ◦ [AV k]

[Uk(V k)TV k)]+ ε
(14)

V k+1 =V k ◦ [ATUk+1]

[V k(Uk+1)TUk+1]+ ε
(15)

where ε is a small number, in order to avoid the case that the denominator is 0.
The convergence condition is

||A−UVT ||2F ≤ 50 (16)

If the train is unfinished within 10000 iterations, the procedure stops. There are
many literatures about how to choose the initial base matrixes. For simplicity, the
initial base matrixes are set randomly. By training, four pairs of base matrixes are
obtained. Next, four groups of small blocks are tested.

Fig.3 shows a portion of training images about 45 degree. There are 100 small
blocks in Fig.3. These images are just a part of 300 small blocks. The base images
in Fig.4 are corresponding to the group showed in Fig.3.

An example is given. There are 25 blocks coming from 0 degree, as showed in
Fig.5. Fig.6 shows the recovered images. It is obvious that fig.6(a) is the best among
them. It is because that Fig.6(a) is recovered from the base matrix about 0 degree.
Table 1 reflects this point better. Test0, Test45, Test90 and Test135 represent the test
sets corresponding to 0 degree, 45 degree, 90 degree and 135 degree, respectively.
Base0, Base45, Base90 and Base135 represent the base matrixes corresponding to
0 degree, 45 degree, 90 degree and 135 degree, respectively. The numbers in the
table represent the mean of the PSNR. The red numbers show that the largest PSNR
corresponds to the base matrix of the correct orientation. So far, we prove that our
new method is correct.
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Fig. 3 100 small blocks of a training set.

Fig. 4 The base images corresponding to the orientation showed in fig 3.
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Table 1 The Results of the Experiment

PSNR Mean Base0 Base45 Base90 Base135

Test0 31.56 24.27 21.43 24.35
Test45 25.23 30.00 24.01 23.13
Test90 21.30 24.17 31.59 24.06
Test135 23.30 20.70 21.41 28.94

Fig. 5 25 small blocks from 0 degree

(a) (b)

(c) (d)

Fig. 6 6(a), 6(b), 6(c) and 6(d) show the images showed in Fig.6 recovered from the base
matrix corresponding to 0 degree, 45 degree, 90 degree and 135 degree, respectively.
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(a) (b)

(c) (d)

(e) (f)

Fig. 7 a and b are original images; c and d are the orientation images estimated by our
method; e and f are the orientation images estimated by the gradient-based method.

4.2 Results on the Fingerprint Database

We test the NMF-based method on FVC 2002. The size of the fingerprints is 300×
300. The size of small blocks is 20×20. We set r = 80 and K = 8 . The result shows
that the algorithm has a good performance in practice. Moreover, we compare our
method with the gradient-based method. The result reflects that our method handles
the fingerprints with bad quality better. Fig.7highlights this very well. In regions
with low quality, the orientation estimated by the gradient-based is wrong. However,
our method can calculate it correctly.
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5 Conclusion

In this paper we propose a new method for fingerprint orientation field estimation.
First, we give an introduction to NMF algorithm and how to use NMF to calcu-
late the orientation of fingerprint. In the main part, we firstly use NMF algorithm
to obtain base matrixes and segment fingerprint into small blocks. Then, factorize
the small blocks in all base matrixes and restore the factorized matrixes to calculate
the PSNR. The orientation of the small block is the orientation of base matrix cor-
responding to the largest PSNR. Two experiments are tested. Our proposed method
is not only feasible, but also has a good performance.

The future work will include the following aspects.

• In the training, different algorithms can be applied. Maybe there exists other kind
of NMF algorithm which is most suitable for the fingerprint orientation field
estimation. In the experiment, the initial matrixes are set by randomly. Though it
is simple, the base matrixes may not converge. In the future experiment, the way
how to choose the initial base matrixes should be studied.

• The method we propose is initiating the fingerprint orientation field. After the
orientation field is obtained, some post-processing should be done as other meth-
ods do, for some bad blocks may be assigned wrongly.

Acknowledgement. This work was supported by Innovation Program of CAS,
under Grant kjcx-yw-s7 and National Science Foundation of China, under Grant
No.10831006 and No.11101420.
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Symbolic Production Grammars in LSCs
Testing

Hai-Feng Guo� and Mahadevan Subramaniam

Abstract. We present LCTSG, an LSC (Live Sequence Chart) consistency testing
system, which takes LSCs and symbolic grammars as inputs and performs an auto-
mated LSC simulation for consistency testing. A symbolic context-free grammar is
used to systematically enumerate continuous inputs for LSCs, where symbolic ter-
minals and domains are introduced to hide the complexity of different inputs which
have common syntactic structures as well as similar expected system behaviors. Our
symbolic grammars allow a symbolic terminal to be passed as a parameter of a pro-
duction rule, thus extending context-free grammars with context-sensitivity on sym-
bolic terminals. Constraints on symbolic terminals may be collected and processed
dynamically along the simulation to properly decompose their symbolic domains
for branched testing. The LCTSG system further provides either a state transition
graph or a failure trace to justify the consistency testing results. The justification
result may be used to evolve the symbolic grammar for refined test generation.

1 Introduction

Formal modeling and specification languages, such as Sequence Charts in UML [20,
19], Message Sequence Charts (MSCs) [12] and Live Sequence Charts (LSCs) [4,
11], have been explored significantly to support the development of communication
and reactive systems. Effective and efficient methodologies using these modeling
languages in a formal testing environment [1, 14, 22] are urgently needed to sup-
port the large-scale system development. We present a formal testing tool for LSCs
because LSCs have been introduced as a visual scenario-based modeling and spec-
ification language for reactive systems, with more expressive and semantically rich
features compared to other alternatives [4, 8].
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Consistency checking [9, 22, 14] is one of the major and formidable problems
on LSCs. In a complicated system consisting of many LSCs, inconsistency may
be raised by inherent contradiction among multiple charts or due to inappropriate
environmental/external event sequences. The consistency of LSCs has been shown
in [9] to be a necessary and sufficient condition for the existence of its corresponding
object system. Ensuring consistency of LSCs is traditionally reduced to a problem
whether a satisfying object system, in a form of automaton, can be synthesized from
the LSCs. Most of the consistency checking work [22, 2, 15] has been aimed at per-
forming static analysis of LSCs using formal verification tools, and may suffer the
complexities caused by transformation itself, automata synthesis, or the exponen-
tially blowing size of transformed results [24, 10].

In this paper, we present an LSC consistency testing system, named LCTSG
1,

which takes LSCs and symbolic grammars as inputs and performs an automated sce-
nario simulation for consistency testing. A symbolic context-free production gram-
mar is used to systematically enumerate continuous inputs for LSCs, and symbolic
terminals and domains are introduced in grammars to hide the complexity of dif-
ferent inputs which have common syntactic structures as well as similar expected
running behaviors. Test generation using symbolic grammars has been shown effec-
tive for automatic test generation [16]. It is a compromise between enumerative and
symbolic strategies. The enumerative test generation [17, 21, 7] may be too large
and time consuming to complete, and often contain a huge number of redundant
tests with same running behaviors. The symbolic [3, 13, 25] test generation collects
symbolic constraints along the execution path, and uses a constraint solver to gener-
ate test inputs that satisfy the constraints; however, the constraint solving techniques
are often expensive and domain-specific. The test generation strategy using sym-
bolic grammar restricts a symbolic notation to apply only on terminals, while the
syntactic structures of tests are still defined in the grammar. Such a strategy avoids
unnecessary redundant tests and complicated constraint solving for automatic test
generation.

In this paper, we further extend the concept of a symbolic grammar by allowing
a symbolic terminal to be carried over as a parameter through a production rule.
This is an important and useful extension for software testing and test generation
because symbolic grammars provide users great power and flexibility to express test
cases, and the context-sensitive constraints defined over symbolic terminals can be
collected and handled at runtime.

The LCTSG System is an improved version of our previous work [6, 7], where
we introduced a logic-based framework to implement an automated LSC simulator
with practical user controls, and to test the consistency of an LSC specification with
a set of enumerative test inputs. The LCTSG system utilizes a memoized depth-first
testing strategy to simulate how a reactive system model in LSCs behaves, in term of
tree traversal, with infinite continuous test inputs. The computational tree is adapted
in such a way that symbolic terminals are handled dynamically during the scenario

1 The subscript SG means Symbolic Grammar.
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simulation. Constraints on symbolic terminals may be collected and processed along
the simulation to properly decompose their symbolic domains for branched testing.

The LCTSG system further produces either a state transition graph or a failure
trace, with branched testing and symbolic domain decomposition, if necessary, to
justify the consistency testing results. Test generation using symbolic grammars
provides an automatic and systematic way to produce a set of test cases. Combined
with the state transition graph, symbolic grammars can be potentially evolved for
refined test generation. Examples will be given to illustrate how grammar evolution
is possible for refined test generation.

The paper is structured as follows. Section 2 briefly introduces the syntax and
informal semantics of LSCs through a web order example. Section 3 presents the
architecture of the LCTSG system, a Java interface, logic programming backend LSC
consistency testing system. Section 4 introduces the concept of symbolic grammars
in automatic test generation, and shows how the symbolic terminals are defined and
passed as a parameter of production rules for supporting context sensitivity. Sec-
tion 5 illustrates how a running LSC reacts to the test events using a computational
tree, and how symbolic terminals are processed through a computational path with
domain decomposition and context sensitivity. Section 6 shows the supporting ev-
idence for LSC consistency testing and simulation, and how the evidence can be
further used to refine test generation. Finally, conclusions are given in Section 7.

2 Live Sequence Chart (LSC)

Live sequence charts (LSCs) [4, 11] have been introduced as an inter-object scenario-
based specification and visual programming language for reactive systems. The lan-
guage extends traditional sequence charts, typically sequence charts in UML [20]
and message sequence charts (MSCs) [12], by enabling mandatory behaviors and
forbidden behaviors specification. With mandatory behaviors, LSCs are able to
specify necessary system behaviors in a more semantically precise manner instead
of only posing weak partial order restriction on possible behaviors as in sequence
charts. On the other hand, a forbidden behavior specification further enriches the
LSCs with self-contained efficient scenario testing capability; it allows the LSCs
to specify the failure scenarios and to locate those failures at runtime by check-
ing reachability instead of testing failure conditions explicitly and blindly at every
running step.

The language introduces a universal chart to specify mandatory behaviors in a
more semantically precise manner. A universal chart is used to specify a scenario-
based if-then rule, which applies to all possible system runs. A universal chart typ-
ically contains a prechart, denoted by a top dashed hexagon, and a main chart,
denoted by a solid rectangle right below a prechart; if the prechart is satisfied, then
the system is forced to satisfy or run the defined scenario in the main chart. The ca-
pability of specifying such mandatory behaviors upgrades the LSCs from a formal
specification tool to an achievable dream of becoming a scenario-based program-
ming language [8], because mandatory behaviors precisely tell what to expect at the
system runtime.
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(a) RBC creates an order

(b) RBC aborts an order

(c) RBC receives an order confirmation

(d) RBC receives an abort confirmation

(e) RBC receive an abort denial

(f) STC receives an order

(g) STC confirms the order

(h) STC receives an “abort”

Fig. 1 An LSC specification for a symbolic web order system
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2.1 An Indexed Web Order Protocol

We adopt an indexed web order protocol as an example to illustrate how LSCs are
used to model a reactive system. Figure 1 shows eight universal LSCs for modeling
a web order protocol between a really big corporation (RBC) and a small T-shirt
company (STC). There are two types of orders created daily between RBC and
STC, and each order has a unique numeric index ID from 1 to 300. One is a regular
order with 1 ≤ ID ≤ 200, in which the buyer of RBC could abort as long as the
seller of STC has not confirmed the order; the other is a customized order with
200< ID≤ 300, in which once placed by the buyer, no abort action will be accepted.
The order index will be reset to 1 daily, and increased by 1 automatically for a new
order. For each order with an index ID, both RBC and STC has a state variable,
conf[ID], with the three possible values {false, true, abort} denoting whether the
order has been initiated, confirmed or aborted, respectively; and the initial values of
both state variables are true. We assume that there will be at most one active order at
any time; that is, a new order can be initiated only if all previous orders have either
been confirmed or aborted.

LSCs (a)(b)(c)(d)(e) illustrate scenarios for the RBC, and the rest LSCs describe
the scenarios for the STC. Buyer and Seller are the only external objects, denoted
by waved clouds, which send the external/user events, (order(Id), orderAbort(Id),
and orderConfirm(Id)), to the system model. The rest of events are called internal
events. Chart (a) shows if a buyer creates an order with an index ID, then the order
is initiated in RBC by setting RBC.conf[Id] false, forwarding an order message
to STC, and waiting for the acknowledgment. Chart (b) shows if the buyer wants to
abort the order, and at that point if the order has been initiated but not confirmed yet,
an abort message will be forwarded to STC, or otherwise, an appropriate message
on the order status will be issued to the Buyer. The three stacked rectangles within
the main chart is a multi-way selection construct, where each hexagon contains a
condition. Chart (h) says that if STC receives an abort request, and at that point
if the order has not been aborted or confirmed yet, and it is a regular order with
Id ≤ 200, it will set STC.conf[Id] to abort and send a confirmation message to
RBC; otherwise, an abort denial will be issued to the RBC. Explanation for other
LSCs are quite straightforward, therefore omitted here.

3 LCTSG: LSC Consistency Testing with Symbolic Grammar

The architecture of our LCTSG system, illustrated in Figure 2, shows an overview
of the interaction between the scenario-based programming tool, Play-Engine [11],
and a logic-based LSC simulator through a Java frontend interface.

The Play-Engine [11] is a supporting tool for creating LSCs by playing their
reactive behaviors directly from the system’s graphical user interface. The LCTSG

system complements the Play-Engine users [11] with an executable platform for
automatic simulation, debugging, consistency testing capabilities, which are criti-
cal to the early designs of trustworthy system development processes. The LCTSG
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Fig. 2 The architecture of LCTSG

system is a hybrid with a Java interface and a logic-based backend LSC simulator
using SWI-Prolog engine [23], where the communication between Java and Prolog
utilizes InterProlog’s Java API [5], calling any Prolog goal through a PrologEngine
object.

The LCTSG system, given an LSC-based model of a reactive system and a sym-
bolic grammar based specification of external event sequences, tests the consistency
of the LCS specification by simulating the running LSCs on each given external
event sequence. Our LSC simulator returns a truth value as well as its justification,
which provides simulation evidences so that PLAY-engine users can easily follow
the evidences to re-establish the simulation scenarios in an interactive way. The
LCTSG system further generates a state transition diagram, if the LSCs are consis-
tent, illustrating the whole system behaviors, property satisfiability, as well as nec-
essary domain decomposition for symbolic terminals. On the other hand, a graphical
failure trace is constructed for the inconsistency evidence. Guided by justification
results, LSC users can easily trace any particular system state or inconsistent sce-
nario in the Play-engine.

In this paper, we focus on the introduction of a symbolic grammar for automatic
test generation, how symbolic terminals affect the LSC testing, and how the sym-
bolic grammar could be potentially evolved for refined test generation. Both our
LCTSG system and the PLAY-engine [11] assume an input-enabled concurrency
model, where no two external events occur at the same time, and that before pro-
cessing a next external event, the simulated system always reaches a stable state,
where all enabled internal events have been processed.

4 Symbolic Grammars

A symbolic grammar Gs = (V,Σ ,Σs,W,P), where W is the main variable in V , ex-
tends the standard notation of a context-free grammar by the following additions:
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• It introduces symbolic terminals Σs and domains in the grammar to hide the
complexity of large redundant inputs which may have common syntactic pattern
and similar expected behaviors. A symbolic terminal in Σs is represented in the
form of {α : D}, denoting a symbolic terminal name α with its associated finite
domain D. The finite domain for a symbolic terminal can be represented as a list
of ordered items in a form of either Lower..U pper or a single value. For example,
[5..50,60,100..150] is a valid domain for a symbolic terminal.

• The latter occurrences of a same symbolic terminal {α : D} in the same produc-
tion rule may be simply specified in the form of {α} omitting the domain. It
raises a big difference between the proposed symbolic grammar and traditional
CFG that a same symbolic terminal and its finite domain may be carried over
within a production rule at runtime.

• A symbolic terminal {α : D} ∈ Σs can be used as a traditional terminal (e.g.,
{α : D}∈Σ ), a parameter of a terminal (e.g., t({α : D})∈Σ ), or even a parameter
of a non-terminal (e.g., X({α : D}) ∈ V ). It is very flexible to use a symbolic
terminal and its associated domain to shadow the complexity of different inputs
which share common syntactic structures. A symbolic terminal is allowed to pass
among production rules to carry over the context-sensitivity, which is very useful
to collect and solve those related constraints during the system simulation. Note
that only symbolic terminals are allowed to be passed as parameters of terminals
or non-terminals.

Example 1. Consider the following symbolic grammar G = (V,Σ ,Σs,W,P) as an
input of LCTSG testing the LSCs shown in Figure 1, where the non-terminal set
V = {W,X ,Y({id})}, the terminal set

Σ = {order({I}),orderCon f irm({I}),orderAbort({I})},

the symbolic terminal set Σs = {{id : [1..300]}}, and P is a set of symbolic produc-
tion rules defined as follows:

W → λ | XW (1)

X → order({id : [1..300]})Y ({id}) (2)

Y ({I}) → orderCon f irm({I}) (3)

Y ({I}) → orderAbort({I}) orderCon f irm({I}) (4)

This symbolic grammar would generate continuous inputs of orders, and each gen-
erated order is followed by either an order confirmation directly, or a combination of
an abort request and then an order confirmation. A symbolic terminal {id : [1..300]}
is used to replace the production of order IDs from 1 to 300. Two occurrences of
{id} in a same production rule (e.g., rule (2)) share the same domain, and are ex-
pected to share the same instantiation as well during the LSC simulation; that is, any
domain decomposition or instantiation of {id} in the event of order may be carried
over to the same {id} in the following event. The domain decomposition or instan-
tiation of {id} can be further passed into the rules (3) and (4) as an argument of the
non-terminal Y .
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The automatic test generation is done by simulating the leftmost derivation from
its main variable W . Consider the grammar defined in Example 1. If we ignore the
symbolic terminal, a valid leftmost derivation for the grammar would be:

W ⇒ XW ⇒ order(id : [1..300]) Y (id) W

⇒ order(id : [1..300]) orderCon f irm(id) W

⇒ order(id : [1..300]) orderCon f irm(id)

During the LSC consistency testing, a symbolic terminal may be instantiated as
a concrete value of its domain for a particular testing path, or its domain may
be decomposed for branch testing during simulation. In general, such a symbolic
grammar reduces several order-of-magnitude number of inputs to be enumerated.
Nevertheless, the generated test inputs with symbolic terminals have enough non-
determinism to symbolically explore all running paths of the LSC simulation. Users
could argue that a symbolic grammar does not expand the full syntactic structures of
inputs due to the involvement of domain representations. However, the uses of sym-
bolic terminals are perfect for system testing because it provides users great flexi-
bility to shadow certain trivial details and reduce unnecessary testing complexity;
at the same time, the introduction of symbolic terminals raises limited complexity
of constraint solving due to the fact that symbolic terminals are only allowed at the
leaf level of grammar.

5 Consistency Testing Using Symbolic Grammars

The LCTSG contains a running LSC simulator, which takes inputs an LSC specifi-
cation, Ls and a symbolic grammar G, to check whether the running Ls will react
consistently to any external event sequence w ∈ L(G). The computational seman-
tics of the LSC simulator extends the operational semantics defined in [11] with the
consideration of system object states, nondeterminism, and continuous environment
reaction.

5.1 Super States

Similar to the super-step phase mentioned in the PLAY-engine [11], we consider
super states only during the LSC simulation. Given an external event, the LSC sim-
ulator continuously executes the steps associated with any enabled internal events
until the running LSCs reach a stable state where no further internal or hidden events
can be carried out. A super state, defined as 〈Q,RL,B〉, is either an initial state or
a stable state after executing an external event, where Q is a set of system object
states, RL is the set of currently running copies of LSCs, and B indicates by True or
False whether the state is a violating one. Let Ss denote a set of all super states and
Σc a set of concrete external events without involving any symbolic terminals. We
introduce a notation
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∇ : Ss×Σc → S+s

to denote the super-step transition in [11], which takes a super state and a concrete
external event as inputs, and returns a set of all possible super states. Multiple next
super states are possible because the enabled internal events may contain interleav-
ing ones, which can be executed in a nondeterministic order.

5.2 Operational Semantics

We introduce a new succinct notation for describing the successive configurations
of the LSC simulator given the input of a symbolic grammar G = (V,Σ ,Σs,W,P)
denoting a set of external event sequences. A five-tuple

(Q,D,U,RL,B),

is introduced to describe the running state for the LSC simulator, where Q is a set
of current object states defined in the system, U is the unprocessed part of the sym-
bolic grammar in a sentential form, D is a set of symbolic terminals, associated with
their respective domains, which are currently used in Q, RL is a set of current run-
ning/activating LSCs, and a boolean variable B indicates by True or False whether
the state is a violating/inconsistent one. The running state completely determines
all the possible ways in which the LSC simulator can proceed, where the symbolic
terminal set D maintains the context sensitive information during the simulation.

A valuation θD for a symbolic terminal set D is an assignment of values to each
symbolic terminal in D from their associated domains; for any notation or expres-
sion e, eθD is obtained by replacing each symbolic terminal in e by its corresponding
value specified in the valuation θD. It needs to be clarified here that the five-tuple
running state, possibly involving symbolic terminals, is introduced to configure our
LSC simulation, while the super state, without symbolic terminals, is used to de-
scribe the operational semantics related to the PLAY-engine. The operational se-
mantics of our LSC simulator, in terms of running states, moves and a PLAY-tree,
is defined on the top of the underlying super states.

Definition 1 (Move). A move from one running state to another, denoted by the
symbol �, could be one of the following cases:

• if a ∈ Σ is a symbolic external event (a terminal possibly involving symbolic
terminals), and U ∈ {Σ ∪V}∗,

(Q1,D1,aU,RL1,B1) � (Q2,D2,U,RL2,B2)

is valid if

∀θD2 , (Q2,RL2,B2)θD2 ∈ ∇((Q1,RL1,B1)θD2 ,aθD2).

Such a move is called a symbolic terminal move.
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• if A ∈V is a nonterminal variable,

(Q,D1,AU,RL,B) � (Q,D2,E1 · · ·EnU,RL,B)

is valid if A → E1 · · ·En is a production rule in P, and D2 = D1∪{any new sym-
bolic terminals in E1 · · ·En}. Such a move is called a nonterminal move.

The validity of a symbolic terminal move is defined as that for each concrete instan-
tiation of symbolic terminals in D2, it has a valid corresponding super-step move
in the PLAY-engine. For each symbolic terminal β ∈ D, we use D(β ) to denote the
domain of β in the symbolic terminal set D. Thus, in a symbolic terminal move, we
have D2(β )⊆D1(β ) due to the possible branched testing or instantiation during the
simulation. A symbolic terminal may be removed from D1 after a symbolic terminal
move if the terminal does not occur in the unprocessed grammar part U . Different
symbolic terminal moves from a same running state are possible due to inherent
nondeterminism which could be caused by interleaving messages in an LSC, or the
nondeterminism caused by domain decomposition for a symbolic terminal.

A nonterminal move extends the leftmost nonterminal A with one of its matched
production rule; D2 may add new symbolic terminals involved in the production
rule. Different nonterminal moves from a same state are also possible due to possi-
ble multiple production rules from the same variable to represent different message
sequence composition.

A PLAY-tree is a derivation tree used to illustrate the continuous and alternative
configurations of a running LSC engine, where each derivation in the PLAY-tree cor-
responds to a valid nonterminal move or symbolic terminal move. In a PLAY-tree,
each parent-child edge represents a valid move. For clarity, we add labels for each
edge. For an edge of a symbolic terminal move, the label is in form of [a], where a
is a symbolic external event triggering the move; for an edge of a nonterminal move,
the label is a production rule A → E1 · · ·En, which triggers the move.

5.3 Testing the Web Order System

Consider the LSC simulation for testing the web order system in Figure 1 with an
input of the symbolic grammar shown in Example 1. Figure 3 shows a PLAY-tree in
the LCTSG system for the web order example, where the bold solid box and the bold
dashed one denote a leaf node and a variant node2, respectively. The object state of
the web order system is simply represented by the values of both RBC.conf[id]
and STC.conf[id], where id ∈ Σs is a symbolic terminal with an initial empty
domain. The abbreviations from S1 to S3 represent three different object states in
the PLAY-tree; and the abbreviations from D1 to D3 represent three different sets of
symbolic terminals.

Note that in each node of the PLAY-tree shown in Figure 3, the set of current
running LSCs is always /0. That is because in this web order system example, (i) no

2 A node is called a variant of another if both nodes have the same five-tuple running state
except the renaming of symbolic terminals.
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Fig. 3 A Play-Tree for Testing the Web Order System

LSCs are active initially; (ii) after receiving an external event and then processing
all enabled internal events, all the activated LSCs will be complete before receiving
a next external event. This is consistent to the simulation results in the super-step
mode using the Play-engine. Also, we choose this example particularly to leave the
details in [11] on how exactly the internal transition works. Now we highlight and
explain important features in Figure 3 as follows:

Consistency Testing via a Tree Traversal. The consistency of an LSC model is
defined in terms of a PLAY-tree. It is consistent if all the finite branches in the PLAY-
tree are success branches; otherwise, the LSC model is inconsistent if there exists a
failure branch in the PLAY-tree; and a prefix of failure trace can be easily located
along the failure branch. Even though the symbolic grammar G may contain infinite
sequences, for each finite sequence w ∈ L(G), there is a corresponding finite branch
in the PLAY-tree, along which if we concatenate all the labels of terminal moves
from the root, the result will be the finite event sequence w. The LSCs of the web
order system described in Figure 1 on the given symbolic grammar G is consistent
because for each finite sequence w ∈ L(G), there is a corresponding success branch
in the PLAY-tree in Fig. 3.

Memoized Depth-First Testing Strategy. Given an LSC model, the consis-
tency checking is a traversal of its PLAY-tree to see whether there exists any
failure branch. Due to the recursion nature of the symbolic grammar G and non-
determinism nature of LSCs, there may exist many infinite branches in the
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PLAY-tree, or the finite branch could be any long. Therefore, neither depth-first
nor breadth-first strategy is good enough for the completion of consistency check
over the PLAY-tree. We apply a memoized depth-first search strategy for traversing
a PLAY-tree from left to right, such that any variant nodes along the path seen later
will not be explored again because its running behaviors would be same as the pre-
vious one. A memoized depth-first strategy is an extension of standard depth-first
search where visited nodes along the path are recorded so that their later variant oc-
currences can be considered a cycle of moves, thus dramatically simplify the search
process. The variant nodes are shown in the dashed bold boxes in Fig. 3, where
renaming on symbolic terminals are allowed.

Leftmost Derivation with Context Sensitivity. Given a symbolic grammar G, the
LCTSG system produces every symbolic input sequence in L(G) by simulating the
leftmost derivation from its main variable W . During the derivation,

• if the leftmost symbol is a variable (e.g., the root node (S1,{},W, /0,False)), the
system takes a non-terminal move by applying a matched production rule (e.g.,
W → XW ).

• if the leftmost symbol is a variable (e.g., (S1,{},XW, /0,False)), and the matched
production rule contains a new symbolic terminal in its body (X → order({id :
[1..300]})Y({id})), the system adds id and its associated domain into the sym-
bolic terminal set (see the move in Figure 3). The latter occurrences of the same
id will apply their associated domain from the symbolic terminal set. The id and
its associated domain will be removed from the symbolic terminal set once both
order({id}) and Y ({id}) are completely processed. Each symbolic terminal has
a live scope during the derivation.

• if the leftmost symbol is a variable with a symbolic terminal as a parameter (e.g.,
(S2,D1,Y({id})W, /0,False)), the system takes a non-terminal move by applying
a matched production rule (e.g., Y ({I})→ orderCon f irm({I})), and the sym-
bolic domain will be kept same as D1.

• if the leftmost one is a terminal with a symbolic terminal as a parameter (e.g.,
(S2,D1,orderCon f irm({id})W, /0,False)), the system will find its corresponding
domain from the set D1, and continue its simulation. Once orderCon f irm({id})
has been processed during the LSC simulation, the id will be removed from the
symbolic domain.

In our web order example, we assume that there is at most one active order at any
time, and every new order comes independently from the previous orders.

Domain Decomposition for Branched Testing. In the LCTSG simulation, con-
straints on a symbolic terminal may be dynamically collected and processed to
properly instantiate the symbolic terminal or decompose its domains for branched
testing. As shown in the PLAY-tree of Figure 3, the symbolic terminal move from
the node (S2,D1,orderAbort({id})orderCon f irm({id})W, /0,False) split into two
branches, where the symbolic domain of id is decomposed into two sub-domains
[1..200] and [201..300]. The domain decomposition is caused by the related con-
straint “id<=200” defined in the LSC of Figure 1(h). Whether this constraint is
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satisfied or not leads to two different running states during the LSC simulation.
Our LCTSG simulator processes such a conditional constraint “id<=200”, com-
bined with the original domain id : [1..300], to reduce the domain to id : [1..200]
for further simulation. Once the simulation is done on this branch, the LCTSG auto-
matically backtracks to this conditional point to explore the branch with its negative
constraint “id>200”. This is a very important feature of using symbolic termi-
nals, avoiding unnecessary redundancy for testing each value in its domain, yet still
maintaining enough flexibility to explore non-determinism and alternatives.

6 Grammar Evolution Using Justification

Given an LSC specification and a symbolic grammar, the LSC system returns a
truth value of consistency as well as its justification [18], which provides evidences
so that users can easily follow the evidences to re-establish the simulation scenarios.
If the consistency is false, it returns a failure trace as a negative justification; while
if the result is true, it actually returns a state transition diagram (STD) as a posi-
tive justification, showing labeled transitions between states while processing each
external event. The LSC uses the graph visualization, Graphviz, to generate STD
diagrams automatically. Figure 4 shows a STD diagram as a positive justification
for the consistency testing of the web order system. Each node in the diagram repre-
sents a system state including the status of system objects; each transition is labeled
with an external event including symbolic terminals with associated domains. The
transition from nowhere indicates the initial state; and the ε-transition corresponds
to a system procedure where an symbolic terminal is removed from the symbolic
terminal set.

RBC.conf[id] = STC.conf[id] = abort ^ id:[1..200]

N1:

N3:
N4:
N5:
N6:

RBC.conf[id] = STC.conf[id] = true ^ id:undefined

N2: RBC.conf[id] = STC.conf[id] = false ^ id:[1..300]

RBC.conf[id] = STC.conf[id] = abort ^ id:undefined

RBC.conf[id] = STC.conf[id] = false ^ id:[201..300]

RBC.conf[id] = STC.conf[id] = true ^ id:[201..300]

N1

N2

 order({id:[1..300]})       orderConfirm({id:[1..300]})   

N3

 orderAbort({id:[1..200]})   

N5

 orderAbort({id:[201..300]})

 orderConfirm({id:[1..200]})   

N4

ε

 order({id1:[1..300]})    

N6

 orderConfirm({id:[201..300]})    

ε

Fig. 4 Justification with State Transition Diagram

The STD diagram is essentially a projection of the Play-Tree in Figure 3 on
the focus how the symbolic external events affect the web order system. The self-
loop transition, orderCon f irm(id : [1..200]) on state N3, tells that for any order
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id ∈ [1..200], if the order has been aborted, the following orderCon f irm message
is void. The diagram also shows how the symbolic domain may be passed along
the model-based simulation and may be partitioned for branched situational testing.
The orderAbort transitions from state N2 are branched due to the domain partition,
where the left branch corresponds to the satisfaction of the system constraint id ≤
200.

The LCTSG introduces a symbolic grammar for automatic test generation. The
STD diagram of justification may be used to evolve the symbolic grammar for re-
fined test generation. Consider the symbolic grammar in Example 1 and the STD
diagram in Figure 4. Three types of evolution could be potentially applied to refine
the symbolic grammar.

• The branched testing with domain partition in the STD diagram suggests that the
test generation on orderAbort may be separated as follows for different situa-
tional cases:

Y ({I}) → orderAbort({I : [1..200]}) orderCon f irm({I})
Y ({I}) → orderAbort({I : [201..300]}) orderCon f irm({I})

• The self-loop transition on State N3 denotes void external events, which should
be removed from the test generation for the reason of efficiency. Thus, The pro-
duction for Y({I}) can be further refined to

Y ({I}) → orderAbort({I : [1..200]})
Y ({I}) → orderAbort({I : [201..300]}) orderCon f irm({I})

• Based on the STD diagram, users can specify state properties serving as extra
test generation directives. For example, users would like to test those system
scenarios where the order will be eventually confirmed, that is,

RBC.con f [id] = RBC.con f [id] = true.

Thus, only the following production shall be included in the refined grammar:

Y ({I}) → orderAbort({I : [201..300]}) orderCon f irm({I})

Not only does the LCTSG provide an executable environment for formal simula-
tion and consistency testing, it also presents a new systematic way for model-based
test generation. The LCTSG system accepts two inputs, the LSCs as a formal model
of the software under test and a preliminary symbolic grammar as test generation
directives, and provides mechanisms to evolve the system grammar for refined test
generation. The preliminary symbolic grammar may describe the test cases indepen-
dently from the system requirement and design, while an evolved symbolic grammar
takes an executable system model into consideration for refined test case generation.
Detailed formalization on grammar evolution will be given in our future work.
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7 Conclusions

We presented the LCTSG, a Java interface and a logic-programming backend LSC
testing and simulation system. The LCTSG takes LSCs and symbolic grammars as
inputs and performs an automated LSC simulation for consistency testing. A test
generation using symbolic grammars avoids both unnecessary redundant tests and
expensive constraint solving techniques for automatic test generation. Our LCTSG

complements the Play-Engine system with an executable platform for automatic
simulation, debugging, and consistency testing capabilities. It provides great power
in a formal testing environment to support large-scale system development.

The LCTSG system further provides a state transition diagram to justify the con-
sistency checking results and evolve the grammatical input for refined test genera-
tion. We believe that an automatic LSC simulator as well as debugging, consistency
checking capabilities, automatic evolving test generation will play important roles
on designing trustworthy reactive distributed software processes.
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On the Need of New Approaches
for the Novel Problem of Long-Term
Prediction over Multi-dimensional
Data

Rui Henriques and Cláudia Antunes

Abstract. Mining evolving behavior over multi-dimensional structures is in-
creasingly critical for planning tasks. On one hand, well-studied techniques
to mine temporal structures are hardly applicable to multi-dimensional data.
This is a result of the arbitrary-high temporal sparsity of these structures
and of their attribute-multiplicity. On the other hand, multi-label classifica-
tion over denormalized data do not consider temporal dependencies among
attributes.

This work reviews the problem of long-term classification over multi-
dimensional structures to solve planning tasks. For this purpose, firstly, it
presents an essential formalization and evaluation method for this novel prob-
lem. Finally, it extensively overviews potential relevant contributions from
different research streams.

1 Introduction

New planning opportunities are increasingly triggered by the growing amount,
completeness and precision of temporal data. The integration of data in multi-
dimensional structures have been enabled through the world-wide adoption
of data warehouses. For this setting, the study of long-term prediction in
evolving contexts can increasingly provide additional value [6][34].

Applications may range from clinical prevention to several planning tasks
as in retail, educational, commercial, financial and social security domains
[26][6]. An example may be the long-term planning of hospital resources based
on underlying healthcare needs (for instance, seen as the need of a patient
get a specific treatment within upcoming years).
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The mining of temporal dynamics using multistep-ahead classifiers has
been mainly applied to temporal and sequential structures [48][11]. In prac-
tice, this body of knowledge is hardly applicable to multi-dimensional data
structures. Although mappings between these structures exist, the resulting
temporal event-sparsity and attribute-multiplicity claim for new research.
Additionally, although multi-label classifiers can be adopted by denormaliz-
ing multi-dimensional into tabular structures, they fail to deal with temporal
dependencies.

Further challenges of long-term prediction in evolving contexts include the
ability to deal with different time scales [1][7], advanced temporal rules [4] and
knowledge-based constraints for an accurate and efficient long-term learning
with minimum domain-specific noise [3].

When considering, for example, anhospital planning task,multi-dimensional
structures are centered in health-records (the fact) grouped by a tuple-
aggregator dimension, usually by patient. Health records may track measures
of interest related to monitoring, diagnostic, prescription or treatment dimen-
sions. This structure is not in the form of a temporal structure for the ready
application of existing well-studied predictors. Additional challenges include
the arbitrary sparse nature of patient visits and of measure recordings.

The document is structured as follows. Section 2 discusses the novelty of
this problem and introduces a case to illustrate its significance. Section 3
formulates the problem of long-term prediction over multi-dimensional struc-
tures. Section 4 discusses the key aspects for its correct assessment. Finally,
an overview of the relevant work in long-term prediction is synthesized and
existing contributions plugged as potential principles to address the problem.

2 Why a New Long-Term Prediction Formulation?

Consider a training dataset following a simple multi-dimensional structure,
a star scheme centered in one fact that track events unevenly spread across
time. In healthcare, a health record flexibly captures measures related to
standardized dimensions as laboratory results, prescriptions, treatments and
diagnostics. Health records can be used to learn a multi-step-ahead learner
that classifies a measure across multiple periods for planning tasks as, for
instance, the hospitalization length of a patient in the upcoming months.
Lower-level planning tasks (as the required number of a specific treatment),
or personalized tasks (as the prediction of evolving physiological states) can
be additionally consider.

Despite the relevance of this problem, to the best of our knowledge there is
not yet a dedicated research stream for its solution. Fig.1 gathers the existing
research streams that can provide important contributions to the develop-
ment of novel approaches for long-term prediction. These contributions may
be applied as-is or through mappings into tabular and temporal structures,
as illustrated in Fig.2. Next subsections synthesize their limitations.
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Fig. 1 Key areas for the definition of principles across different settings

Fig. 2 Structural mappings for an adapted multistep-ahead classification

2.1 Limitations of Multi-label Classifiers

A simple procedure to deal with prediction over multi-dimensional structures
is to denormalize these structures into a plain tabular structure and to apply
a multi-label classifier.

A first set of challenges appear as multi-label classifiers were developed
with a different purpose – categorization and multi-parameter diagnosis.
First, multi-label classifiers are not prone to label ordinal attributes, but to
label disjoint binary attributes. Labeling of nominal attributes requires the
mutual exclusive labeling of binary attributes. Second, attributes are con-
sidered to be independent. Temporal dependencies are not captured in the
learning process.

Additionally, two core and severe problems arise when adopting tabular
structures. First, when capturing each event occurrence as an attribute, the
size of the table may grow dramatically, which can significantly reduce the
efficiency of the learning process and the accuracy of the classifier. Second, its
viability strongly depends on the ability to capture the temporal dependencies
both among domain attributes and across the periods under prediction.
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2.2 Limitations of Sequence and Time Series
Predictors

Given a training dataset with series composed by n+h observations, multi-
step-ahead prediction over univariate series is the task of learning a model
to predict the h next observations of a n-length series, where h>1 is the
prediction horizon.

These series can either be sequences, as a genetic arrangement, or time
series, as a physiological signal. Research streams on these areas are important
if we want to work with one measure-of-interest. To deal with the multiple
measures captured in a multi-dimensional structures, one can treat these
measures as a multivariate sparse temporal structure. Let us assume that a
mapping between a dimensional and a temporal structure is possible. In this
way, the problem would be the prediction of multiple periods based on two
types of input: sparse multivariate time sequences derived from fact measures,
and static attributes derived from dimensions. With this formulation, three
challenges arise.

The first challenge is to adapt long-term predictors to deal with arbitrary-
high sparse time sequences. The rate of events’ occurrence per fact may vary
significantly across time. This happens within and among patients in health-
care systems, but may also occur with banking applications, genetic muta-
tions or almost every dynamic daily-life system. Structural sparsity results
from the alignment of events across time points. Sequential predictors can
solve this problem as they are focused on causalities [40]. However, since they
do not account for temporal distances among events, they are non-expressive
candidates.

The second challenge is to enrich long-term prediction in order to deal with
multivariate time sequences. For instance, determining if a patient is hospital-
ized across multiple periods is conditionally dependent on the patient clinical
history composed by multiple attributes as optional prescriptions, symptoms,
exams, treatments and diagnosis. These measures, if seen as multivariate time
sequence, can also be subjected to prediction.

The third challenge is to perform long-term prediction in evolving contexts.
The relevance of understanding evolutionary behavior in planning problems
through predictive rules is discussed in [26][22]. Both predictors with propen-
sity towards over-fitting or extensive smoothing fail to capture exclusive be-
havior of an instance under prediction. Predictors can either scan large or
local periods of a fact measure depending if the measure is considered to be
stationary or non-stationary. In the first case, cyclic behavior can be consid-
ered [26]. In evolving contexts, temporal partitions with a significant number
of occurrences must be selected. Challenges on how to deal with evolving
behavior depend on the adopted approach. In the second case, the under-
standing of evolving and calendric behavior may be used to complement the
supervised learning.
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2.3 Illustration

The challenges of mining temporal aspects in dimensional data centered in
health records are synthesized in Table 1.

Table 1 Requirements for long-term prediction over health records

Healthcare data challenges Requirement

Health records may define multiple measures of interest;
Strategies to deal with multivariate
structures

The number of health records can be significantly high
and its flexible nature may hamper the learning;

Background knowledge guidance to avoid
efficiency and domain-noise problems

Health records are irregularly collected due to an uneven
schedule of visits or measurements made;

Methods to deal with missing values and
event sparsity

Health record sampling grid varies both among and
within patients;

Efficient structural operations for record
alignment and time partitioning

Different measures can be recorded at distinct time
scales;

Calendric-mining and aggregation tech-
niques to deal with the different sampling
rate of health records

Evolving patterns, as the progress of a disorder or a
reaction to a prescription, are spread across many non-
relevant records;

Convolutional memory techniques and
pattern-based learning ability to detect
evolving health trends

3 Problem Formulation

This section formalizes the target problem. For this task, a formal review of
the underlying concepts is introduced.

3.1 Underlying Definitions

Def. 1. Consider a dataset of training instances, D = {x1, ...xn}, of the form
xi = (a,y), where a = {a1 ∈ A1, .., am ∈ Am} is a set of input attributes
and y = (y1, .., yh) ∈ Y h is a vector of either numeric or categorical symbols,
where h > 1 is the horizon of prediction. Given a training dataset, the task
of long-term prediction is to learn a mapping model M : A → Y h that
accurately and efficiently predicts y based on a particular x, i.e. y=M(x).

Given a training dataset D, the task of long-term prediction over tabular data
is to learn a model M : A → Y h, where the domain is described by a set of
alphabets, A = {Σ1, .., Σm}.
Although this problem is similar to a multi-label classification problem,
its definition explicitly considers conditional temporal-dependency among y
symbols and includes ordinal attributes.

Def. 2. Let Σ be an alphabet of symbols σ, and τ ∈ R be the sample interval
of a series of equally-distant time points, {θi | θi = τ0+iτ ; i ∈ N}. A sequence
s is a vector of symbols
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s=(ϕ1, .., ϕn), with ϕi=[ϕi,1, .., ϕi,d] ∈ (R|Σi)
d.

A time series t with regard to θi, is given by

t={(ϕi, θi)|ϕi=[ϕi,1, .., ϕi,d] ∈ (R|Σi)
d, i=1, .., n} ∈ T

n,d.

A time sequence w is a multi-set of events

w={(ϕi, θj)|ϕi=[ϕi,1, .., ϕi,d]∈ (R|Σi)
d; i=1, .., n; j∈N}.

s, t and w are univariate if d = 1 and multivariate if d > 1.

The domains of sequences is S
n,d, time series is T

n,d, and time sequences is
W

n,d, where n is the length and d the multivariate order.

Exemplifying, a univariate time series capturing monthly hospitalizations can
be y={(0, τ1), (3-5, τ2), (>5, τ3), (2, τ4)}, with y ∈ T

4,1. A multivariate time
sequence capturing two physiological measures from blood tests can be a =
{([2 21], τ2), ([3 19], τ3), ([2 20], τ5)}, with a ∈W

6,2.

Given a training dataset D, the well-studied task of time series long-term
prediction problem is to learn a mapping model M : A → Y h, where A =
T
m,1, and A and Y values are either numeric or share the same alphabet Σ.

Given a training dataset D, the task of long-term prediction over multivariate
and sparse temporal structures is to construct a mapping model M : A→ Y h,
where A = W

m,d.

Def. 3. Given a training dataset D with tuples in the form of (a={a1∈A1, ..,
am∈Am},y∈Y h), the task of long-term prediction over multi-dimensional
data is to construct a mapping model M : {A1, .., Am} → Y h, where a
attributes are either a symbol or a time sequence of l-length and multivariate
d-order (Xi = Σ |Wl,d), y is a vector of h symbols, and h > 1.

Exemplifying, an instance, ({x1, x2, x3}, y), can represent a patient, where x1

is his age, x2 and x3 are two multivariate time sequences capturing measures
from blood and urine tests, and y is his number of hospitalizations across
different periods. The goal is to learn a model, based on a training dataset, to
predict multi-period hospitalizations y for a patient based on health-related
data x.

3.2 Long-Term Prediction over Dimensional Data

In order to understand how to derive x from a multi-dimensional dataset,
some concepts are formalized below.

A multi-dimensional data structure, {(∪i{Dimi})∪ Fact}, is defined by a
set of dimensionsDimi and one fact Fact. Each dimension contains a primary
key, a set of attributes a, and no foreign keys. The fact contains one foreign
key for each dimension and a set of measures (b1, .., bd).

Two special dimensions, the time and select dimensions, need to be iden-
tified. The select dimension, the patient in the healthcare example, is used
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to group the multiple fact occurrences across time in n instances (x1, .., xn)
according to the primary keys in this dimension. The number of instances,
n, is given by the number of these primary keys.

Given a multi-dimensional dataset D, its mapping in a set of instances
of the form (a1, .., am) follows a three-stage process. First, using D select-
dimension, the set of all fact occurrences is grouped in n instances (x1, .., xn).
Second, the set of fact occurrences for each instance is mapped into a multi-
variate time sequence, b={(bi, θj)| ϕi=[bi,1, .., bi,d]; i=1, .., n; j∈N}, where the
order d is the number of fact measures. Third, the attributes from dimen-
sions are captured as one-valued attributes, aDimi=(ai,1, .., ai,|Dimi|). After
this three-step process the instances follow the form (a1, .., am), where ai at-
tribute is either derived from a dimension or a multivariate time sequence of
l-length derived from a fact (ai=b ∈W

l,d).

Illustrating, consider the multi-dimensional healthcare dataset
{Dimpatient= {id2, A1,1, A1,2}, Dimlab={id3, A2,1}, Dimtime, Facthr={fk1,
fk2, fk3, B1, B2}}. An example of a retrieved patient tuple is
(a1,1, a1,2, a2,1, {([b1,1 b1,2], θ1), ([b2,1 b2,2], θ4), ([b3,1 b3,2], θ5)}).

In real-world planning tasks, the training dataset may not be temporally
compliant with the instance under prediction. Two strategies can be used in
these cases: allowance of temporal shifts to the training tuples and/or tran-
sition from a pure supervised solution into an hybrid solution. For instance,
if we consider health records between 2005 and 2011, and we want to predict
the hospitalizations for a patient until 2014, the model can either rely on a
3-year temporal shift and/or the projection of cyclic and calendric patterns.

4 Evaluation

Long-term prediction requires different metrics than those used in traditional
single-label classification. This section presents the set of metrics adopted in
the literature, and proposes a roadmap to evaluate long-term predictors.

Predictor’s efficiency is measured in terms of memory and time cost for
both the training and testing stages.

The accuracy of a predictive model is the probability that the predictor
correctly labels multiple time points, P (ŷ = y). This probability is usually
calculated over a train dataset using a 10-fold cross-validation scheme. If
not, disclosure of the adopted sampling test technique (e.g. holdout, random
sub-sampling, bootstrap) needs to be present. Accuracy can be employed
using similarity or loss functions applied along the horizon of prediction.
Next sections review ways to translate horizon-axis plots of accuracy into a
single metric.
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4.1 Predictor’s Accuracy

First, we visit some metrics both from time series prediction and multi-label
classification research streams, required if someone wants to establish com-
parisons with these works. Second, we introduce key metrics to cover the
different accuracy perspectives for this problem.

Multistep-ahead Prediction

The simplest way of understanding the accuracy of a multistep-ahead pre-
dictor is to use the mean absolute error (MAE) or the simple mean squared
error (MSE), the mean relative absolute error (RAR) or the average normal-
ized mean squared error (NMSE), the ratio between the MSE and the time
series variance. The normalized root mean squared error (NRMSE) either
uses the series amplitude (when the attribute under prediction is numeric)
or the number of labels (when the target attribute is an ordinal) to nor-
malize the error. The accuracy is sometimes assessed through the symmetric
mean absolute percentage of error (SMAPE) [8]. The average SMAPE over
all time series under test is referred as SMAPE*. Other less frequent metrics,
as the average minus log predictive density (mLPD) or relative root mean
squared-error (RRMSE), are only desired for very specific types of datasets
and, therefore, are not consider.

In fact, every similarity function can be used to compute a normalized
distance error. A detailed survey of similarity-measures is done in [21].
Euclidean-distance, similarly to SMAPE, is simple and competitive. Dynamic
Time Warping treats misalignments, which is important when dealing with
long horizons of prediction. Longest Common Subsequence deals with gap
constraints. Pattern-based functions consider shifting and scaling in both
temporal and amplitude axis. These similarity functions have the advantage
of smoothing error accumulation, but the clear drawback of the computed
accuracy to not be easily comparable with literature results.

NMSE(y, ŷ)=
1
hΣh

i=1(yi−ŷi)
2

1
h−1Σ

h
i=1(yi−ȳ)2

NRMSE(y, ŷ)=

√
1
hΣh

i=1(yi−ŷi)2

ymax−ymin
∈ [0, 1]

SMAPE(y, ŷ)= 1
hΣ

h
i=1

|yi−ŷi|
(yi+ŷi)/2

∈ [0, 1]

To compute the predictor’s accuracy, the multiple correlation coefficient R2

is adopted. Both the average and the harmonic mean (minimizing the prob-
lems of the simple mean) are here proposed. A threshold for a set of testing
instances below 0.9 is consider non-acceptable in many domains.

Acci(y, ŷ)=1−(NRMSE(y, ŷ) ∨ SMAPE(y, ŷ))

Accuracy= 1
nΣ

n
j=1Acci(y

j , ŷj) ∨ n(Σn
j=1

1
Acci(yj ,ŷj) )

−1
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In sequence learning, additional accuracy metrics consider functions applied
to subsequences. The simplest case is of boolean functions that verify the
correct labeling of contiguous points. The variance of functions applied to
subsets of contiguous periods is key if the performance of the predictor dete-
riorates heavily across the horizon of prediction. This metric, here referred as
error accumulation, avoid the need of a visual comparison of accuracy across
the horizon.

Multi-label Classification

Multi-label classification metrics are relevant to compare results when the
class under multi-period prediction is nominal. Note that beyond the com-
mon intersection operator used to compute accuracy, additional functions are
broadly adopted to differentiated costs for false positives and true negatives
and to allow for XOR differences.

Accuracy= 1
nΣ

n
j=1

|yj∩ŷj |
|yj∪ŷj | [53]

HammingLoss= 1
nΣ

n
j=1

|yj XOR ŷj |
h [53]

Target Accuracy Metrics

When the class for prediction is numeric or ordinal, the accuracy of the long-
term predictor should follow one of the loss functions adopted in multistep-
ahead prediction. Preferably, NRMSE and SMAPE if the goal is to com-
pare with literature results. A similarity function that treats misalignments
should be complementary applied for further understanding of the predictor’s
performance.

If the class for prediction is nominal, the accuracy should follow the
adapted multi-label accuracy metric defined below, and be potentially com-
plemented with other loss functions to deal with temporal labeling misalign-
ments.

Acci(y
j , ŷj)= 1

hΣ
h
i=1 | y

j
i ∩ ŷji | ∨ 1−LossF(yj, ŷj)

Accuracy= 1
mΣm

j=1Acci ∨ n(Σn
j=1

1
Acci(yj ,ŷj) )

−1

Accuracy may not suffice to evaluate long-term predictors. Specificity, sensi-
tivity and precision can be evaluated recurring to a three-dimensional decision
matrix, where, for instance, an harmonic mean can be applied to eliminate
the temporal dimension.

In non-balanced datasets, as the target healthcare datasets, most of the
considered instances are in a non-relevant category. For instance, critical pa-
tients are just a small subset of all instances. A system tuned to maximize
accuracy can appear to perform well by simply deeming all instances non-
relevant to all queries. In the given example a predictor that outputs zero
hospitalizations for every patient may achieve a high accuracy rate. A deep
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understanding can be made by studying the sensitivity, fraction of correctly
predicted instances that are relevant, and specificity, the fraction of relevant
instances that are correctly predicted. F-measure trades-off precision versus
recall in a single metric. By default, α = 1/2, the balanced F-measure, equally
weights precision and recall.

To redefine these metrics, a boolean criteria T is required to decide whether
an instance is of interest. For example, relevant patients have average yearly
hospitalizations above 2. Table 2 presents the confusion matrix for the target
predictors, from which a complementary set of metrics were retrieved.

Table 2 Confusion matrix for long-term predictors

Relevant Non-relevant

Positive tp=Σn
j=1T (y)∧Acc(y, ŷ)≥β fp=Σn

i=1(1-T (y))∧Acc(y, ŷ)≥β

Negative fn=Σn
j=1T (y)∧Acc(y, ŷ)<β tn=Σn

i=1(1-T (y))∧Acc(y, ŷ)<β

Precision= tp
tp+fp=

Σn
j=1(T (yj)∧Acc(yj,ŷj)≥β)

Σn
j=1Acc(yj,ŷj)≥β

Recall= tp
tp+tn=

Σn
j=1(T (yj)∧Acc(yj,ŷj)≥β)

Σn
j=1T (yj)

FMeasure=
1

α 1
Precision+(1−α) 1

Recall

, where α ∈ [0, 1]

RoundAccuracy= tp+fp
tp+tn+fp+fn=

1
nΣ

n
j=1(Acc(yj, ŷj)≥β)

4.2 Other Relevant Metrics

Predictor’s error accumulation, the propagation of past prediction errors into
future predictions, can be expressed by a bias-variance for squared loss func-
tions as defined in [17].

Predictor utility defines the interestingness of long-term predictors based
on usefulness, novelty and understandability metrics. Usefulness concerns the
probability of an arbitrary instance to have their unlabeled multi-points clas-
sified according to a well-defined behavior. Novelty measures the contribution
of a predictive model to increase the knowledge of the domain. Finally, under-
standability refers to the ability of retrieving knowledge from the learner. This
work does not consider utility due to domain-driven multiplicity of usefulness
and novelty criteria [1] and as consequence of the increasing availability of
methods to achieve high understandability [43].

Finally, smoothness metrics [17] evaluate the ability of the predictor avoid
over-fitting when noise fluctuations are present.
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4.3 Data Properties

The repositories to test the target predictors may follow a multi-dimensional
structure, a multivariate temporal structure, a tabular structure denormal-
ized from a dimensional structure (i.e., implicitly contains temporality), or
an entity-relationship structure (easily mapped into multi-dimensional mod-
els for a specific mining goal). The domain and properties of the adopted
datasets (either multi-dimensional, relational or series-based) should be made
available. Variables include degree of sparsity, noise sensitivity, completeness,
length, degree of stationarity, presence of static features, discretization con-
straints, sensitivity to temporal shifts, and, in the case of temporal structures,
allowance for itemsets, multivariate order and alphabet amplitude.

5 Related Research

Work on active research streams, illustrated in Fig.3, have presenting impor-
tant results to constrain the solution space.

Fig. 3 Key areas for the definition of principles across different settings

5.1 Prediction Approach

A. Structural Dependency. A decision axis is whether to consider or not
dependencies among the periods under prediction. Conventional approaches
follow a multiple-input single-output mapping. In iterated methods [10][8], a
h-step-ahead prediction problem is tackled by iterating, h times, the one-step-
ahead predictor. Taking estimated values as inputs has an evident negative
impact in error propagation [46]. Direct methods perform the h-step-ahead
prediction by learning h models, each returning a direct forecast. Although
not prone to error accumulation [46], they require higher functional com-
plexity to model the stochastic dependencies between two non-similar series.
Additionally, the fact that the n models are learned independently, prevents
this approach from considering underlying dependencies among the predicted
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variables that may result in a biased learning [11]. In literature, successful
hybrids that combine both approaches exist [47].

Multiple-Input Multiple-Output (MIMO) methods learn one model that
preserves the stochastic dependencies for a reduced bias, although reduces
the flexibility and variability of single-output approaches that may result in
a new bias [11][8]. To avoid this, intermediate configurations can be imagined
by decomposing the original task into k = h/s tasks, each output with size s,
where s ∈ {1, ..., n}. This approach, Multiple-Input Several Multiple-Outputs
(MISMO), trades off the property of preserving the stochastic dependency
among future values with a greater flexibility of the predictor [52].

B. Learning Model. Independently of the structural dependency choice,
several learning paradigms exist. All of them, either implicitly or explicitly,
model the multivariate conditional distribution P (Y |A).

Learners can either follow linear or non-linear predictive models. Linear
models include simple, logistic or Poisson regression, as integrated recurrent
auto-regressions and feed-forward moving average mappings [34].

Non-linear long-term predictors can either define probabilistic or deter-
ministic models. Most are adaptations of traditional classifiers using tempo-
ral sliding windows. Probabilistic predictors include (hidden) Markov models
(HMM) [35], variable-memory Markov models [5], conditional random fields
[30], and stochastic grammars [16]. Deterministic predictors include recurrent,
time-delay and associate neural networks [25][31], multiple adaptive regres-
sion splines [36], regression and model trees [13][44], support vector machines
(SVM) [15], and genetic solvers [18].

C. Plugged Methodologies. Significant performance improvements are
triggered by plugged temporal methodologies that predictors may adopt [43].

C1. Structural Operations. Suitable dataset representations, similarity-
measures and time-partitioning strategies are required for a quick and flexible
learning. Criteria for temporal partitioning include clustering, user-defined
granularities, fuzzy characterization, split-based sequential-trees, domain-
driven ontologies and symbolic interleaving [42][40][1].

C2. Time-Sensitive Techniques. Strategies to enhance the performance
of long-term predictors for healthcare planning tasks are required to answer
the introduced requirements. Techniques to deal with data sparsity have been
proposed, for instance, in [38][27]. The goal is to avoid the exponential growth
of the target data structures and to correctly interpret empty time points.
Time windows and feature-based descriptions have been proposed to deal
with temporal granularity. [23] and [2] provide initial principles for hierarchi-
cal temporal zooming operations and calendars.

Techniques to deal with data attributes multiplicity have been addressed
in multivariate response prediction research streams. The task is to predict
a matrix of responses based for multivariate time series [14]. Due to the
complexity of this task, existing solutions are linear vector auto-regressions
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[32]. Although multivariate responses are useful to assist the prediction of
class-of-interest, content-temporal dependencies among the input attributes
are not considered.

Finally, covariance functions to deal with memory sampling, following ei-
ther a parametric or non-parametric approach for the selective retaining of
decisive events have been proposed in [50]. Strategies, as binary or exponen-
tially decaying weighted of an input function, set a trade-off between depth
(how far memory goes) and resolution (degree of data preservation).

C3. Evolutionary Behavior. The understanding of evolving behavior to
balance the smoothing and overfitting problems of long-term predictors is still
a youth research stream. Prediction rules, which specify a causal and tempo-
ral correlation between time points, have been used to assist the predictors
learning [43]. In [22], emerging or evolutionary patterns, patterns whose sup-
port increases significantly over time, are adopted.

C4. Background Knowledge. Finally, background knowledge is increas-
ingly claimed as a requirement for long-term prediction, as it guides the defi-
nition of time windows [42]; provides methods to bridge different time scales,
to treat monitoring holes and to remove domain-specific noise [6]; defines
criteria to prune the explosion of multiple-equivalent patterns [3]; and fos-
ters the ability to incrementally improve results by refining the way domain-
knowledge is represented [3]. A hierarchy of flexible content constraints, and
of taxonomical and relational time relaxations is given in [1]. Further model-
ing of domain-driven temporal dynamics is required [2].

5.2 Related Research Streams

Time series long-term prediction, sequence learning and multi-label classifi-
cation are the research streams with major relevant contributions.

Long-Term Prediction. Although traditionally applied over time series, it
can be extended to deal with time sequences.

In [17], a comparative study on the performance of iterated, direct and hy-
brid single-output approaches in terms of their error accumulation, smooth-
ness of prediction, and learning difficulty is done. Selected literature have
been provided different methods to define s-variable in MISMO approaches
(as cross-validation for different values or as a function of the current query
point). Experimental studies [52] show that the choice of s strongly varies
according to the case, with s=1 (Direct method) and s=n (MIMO method)
being good performers in less than 20% of the cases. Improvements have
been achieved in case of a large horizon h by adopting time series operators
as the total or partial autocorrelation in multiple-output approaches [52]. A
comparison of five multi-step-ahead prediction methods is done in [8].

Linear AIRMA models have been applied to deal with non-stationarity
by defining a separated model learning for each suitable temporal window
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assumed to be stationary. Alternatively, in [45], clustering is combined with
linear function approximation. In [17] a non-linear probabilistic predictor,
an hybrid HMM-regression, is evaluated using different regression orders
and predicting windows sizes. Regression trees [13] and model trees [44] are
adapted decision trees, where each leaf stores a linear predictor.

Evaluation of three multiple-output neural network predictors (simple
feed-forward, modular feed-forward and Elman) is done in [9]. In [39] tempo-
ral convolution machines use Gaussian distributions to learn a class of mul-
timodel distributions over temporal data and are implemented using three
recurrent neural network variants. In [12], Bayesian learning is applied to
deal with noisy and non-stationary time series.

In [11], multiple-output approaches are extended with query-based crite-
ria grounded on local learning. In [29], least-squares support-vector-machines
(LS-SVM) are adopted with a local criteria for input selection, mutual infor-
mation, to estimate dependencies according to Shanon entropy principle. In
[46], k-nearest neighbors selection and noise estimation are additional crite-
ria applied to select parameters to guide ARIMA and neural networks with
encouraging results.

Sequence Learning. Sequence learning methods are adopted when the min-
ing goal is sequence prediction, sequence recognition or sequential decision
making [48]. The sequence recognition problem can be formulated as a pre-
diction problem, ŷ = y where ŷ = M(a1, .., am). In the field of sequential
decision making, sequence elements represent system states and the goal is
to compose actions, Z, to reach a specific state P (ZA→Y |AY ) or to sat-
isfy a goal P (ZG=true|A) [48]. Only contributions to the sequence prediction
problem will be considered. Although sequence prediction only considers the
causal ordering of elements, it provides important principles to consider in
the solution space.

Unsupervised and reinforcement learning techniques from machine learn-
ing have been applied to sequence prediction, although still not scalable for
large data volumes. We will briefly cover these contributions as they define
important principles to solve the introduced problem. Additionally, learning
techniques as expectation maximization, gradient descendant, policy itera-
tion, hierarchical structuring or grammar training can be transversally ap-
plied to different implementations [30].

First, unsupervised learning are required in long-term prediction to avoid
a biased learning towards smoothing or overfitting, and to deal with tem-
porally non-compliant instances. Motifs, calendric rules, episodes, containers
and partially-ordered tones [1][43][40] may be patterns of interest to assist
prediction. Different approaches for their use within predictors exits. In [37],
patterns are translated into boolean features to guide SVMs and logistic re-
gressions.

Second, reinforcement learning [51] with two major types of predictors:
inductive logic predictors that learn symbolic knowledge from sequences in
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the form of expressive rules [33], and evolutionary computing predictors that
use heuristic-search over probabilistic models of pattern likelihood [41]. Both
methods are applied with temporal-difference methods [51]. These techniques
are the preference when one is not interested in a specific temporal horizon,
but rather in predicting the occurrence of a certain symbol or pattern. In
[20], sequence-generating rule models are defined to place constrains on which
symbol can appear. In [19], time series are discretized into feature vectors to
train trees by varying parameters as the width of the sliding window, from
which rules are retrieved and combined with logical operators.

A large spectrum of implementations are, in fact, hybrid predictors. Exam-
ples include the use of symbolic rules and evolutionary computation applied
to neural networks [49]. Although formal rule-based languages obtained by
induction can be used for long-term prediction, these methods have not been
extensively applied due to inference complexity [43].

Multi-label Classification. In [53] an overview of simple and hierarchical
multi-label classifiers is done. Multi-label learning provide basic principles
to deal with the long-term classification of nominal classes. Five methods
that transform the multi-label classification problem either into single-label
classification or regression problems are introduced. A set of classifiers and
predictors are adapted for multi-label data. Examples include a revised C4.5
with an adapted entropy calculation [53], a kNN lazy learner that includes
label-ranking probabilities [28], an extended AdaBoost and a novel proba-
bilistic generative model [24].

6 Discussion

This work formalizes the problem of long-term prediction over multi-
dimensional structures. It discusses the novelty and relevance of the problem
in real-world applications. Accuracy, error propagation, noise sensitivity and
complementary metrics to deal with non-balanced datasets were pointed as
critical and defined.

Limitations and potential contributions are detailed from the three re-
lated research streams – multistep-ahead prediction, sequence learning and
multi-label classification. Attribute multiplicity, conditional-dependency, and
occurrence-sparsity are key challenges to solve the target problem. Empirical
contributions, in the form of principles assessing one or more of these chal-
lenges, are the required next steps to promote an efficient learning of accurate
predictors.
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Mining Patterns from Large Star Schemas
Based on Streaming Algorithms

Andreia Silva and Cláudia Antunes

Abstract. A growing challenge in data mining is the ability to deal with complex,
voluminous and dynamic data. In many real world applications, complex data is not
only organized in multiple database tables, but it is also continuously and endlessly
arriving in the form of streams. Although there are some algorithms for mining mul-
tiple relations, as well as a lot more algorithms to mine data streams, very few com-
bine the multi-relational case with the data streams case. In this paper we describe
a new algorithm, Star FP-Stream, for finding frequent patterns in multi-relational
data streams following a star schema. Experiments in the emphAdventureWorks
data warehouse show that Star FP-Stream is accurate and performs better than the
equivalent algorithm, FP-Streaming, for mining patterns in a single data stream.

1 Introduction

In many real world applications, complex data is not only organized in multiple
database tables, but it is also continuously and endlessly arriving in the form of
streams. For example, in a real-time sales analysis problem, we need to handle a
fast stream of sales transactions, along with a much slower stream of customers
(news and recurring ones), and a mostly static stream of products (for long periods
of time). Consequently, processing and learning from multiple data streams have
become a very important data mining task.

Although there are some algorithms for mining multiple relations, as well as a
lot more algorithms to mine data streams, only few combine the multi-relational
case with the data streams case [8]. Multi-relational data stream mining, MRDSM,
is an emerging and inter-disciplinary area of data mining that encompasses both
problems.
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Multi-relational data mining (MRDM)[4] is a fairly recent area that aims for
learning from multiple tables, related somehow by foreign keys, in its original struc-
ture, i.e. without joining all the tables in one before mining. A commonly used struc-
ture for databases is a star schema, which is composed of a central fact table linking
a set of dimension tables. In a star schema, data is modeled as a set of facts, each
describing an event or occurrence, characterized by a particular combination of di-
mensions. In turn, each dimension aggregates a set of attributes for a same domain
property or constraint [9]. In recent years, the most common mining techniques for
a single table have been extended to the multi-relational context, but there are few
dedicated to star schemas ([2, 12, 14, 13]).

Frequent pattern mining over data streams [10] is also a very important area of
data mining that allows us to handle large amounts of data, which may arrive con-
tinuously and endlessly. Its main ideas are to avoid multiple scans of the entire
datasets, optimize memory usage, and use a small constant time per record. Exist-
ing techniques are able to avoid large amounts of data at a time, keeping only the
needed information in some summary data structure. Most of the existing algorithms
for mining data streams are designed for a single data table ([11, 6, 10]).

In this paper we describe a MRDSM method, Star FP-Stream, for finding fre-
quent patterns in multi-relational data streams modeled as a star schema (star
streams). The algorithm is an extension of the data streams’ algorithm FP-Streaming
[6] based on FP-Growth [7], and adopts the “mining before join” strategy of the
MRDM algorithm Star FP-Growth [13].

In section 2 we define the problem of mining frequent itemsets in star streams,
and then we present the related work, in section 3. The proposed method is de-
scribed in section 4. Experimental results are shown and discussed in section 5 and
section 6 concludes the paper with a discussion about the results achieved and some
guidelines for future work.

2 Problem Statement

Frequent pattern mining aims for enumerating all frequent patterns that conceptually
represent relations among discrete entities (or items). Depending on the complexity
of these relations, different types of patterns arise, with the transactional patterns
being the most common. A transactional pattern is just a set of items that occur
together frequently.

Let S be a tuple (D1, D2, . . . , Dn, FT ) representing a data warehouse modeled
as a star schema, with Di corresponding to each dimension table and FT to the fact
table.

Also, let I = {i1, i2, . . . , im} be a set of distinct literals, called items. In the context
of a database, an item corresponds to a proposition of the form (attribute, value),
and a subset of items is denoted as an itemset. T = (tid,X) is a tuple where tid is a
tuple-id (corresponding to a primary key) and X is an itemset in I. Each dimension
table in S, is a set of these tuples. Transactions on the fact table, from now on called
facts, are sets of n tids: tuples of the form (tidD1 , tidD2 ,... tidDn).
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The support (or occurrence frequency) of an itemset X , is the number of trans-
actions containing X in the database S. X is frequent if its support is no less than a
predefined minimum support threshold, σ . In a database modeled as a star schema,
where there are several tables, we must distinguish between the support considering
just a single table versus the support considering all the database:

The local support of an itemset X , with items belonging to a table Di, is the
number of occurrences of X in Di (Di.localSup(X)).

The global support (or just support) of an itemset X is the number of facts that
contain the tids of the dimensional tuples that contain X (given by tid(X)), as in
equation 1:

globalSup(X) =
tid(X)

∑
tid

FT.localSup(tid) (1)

The problem of multi-relational frequent pattern mining over star schemas is to mine
all itemsets whose global support is greater or equal than σ × |FT |, where |FT | is
the number of facts and σ ∈]0,1] the user defined minimum support threshold.

The previous definitions consider that the database is mined all together. Let us
now assume that the tables are data streams, where new transactions arrive sequen-
tially in the form of continuous streams. In this star stream, only the fact stream
connects the other tables / streams. Let the fact stream FS = B1 ∪B2 ∪ ...Bk be a
sequence of batches, where Bk is the current batch, B1 the oldest one, and each
batch is a set of facts. Additionaly, let N be the current length of the stream, i.e.
the number of facts seen so far. In this streaming case, we should only see one fact
and one batch at a time, and only once. Therefore, we have to store information
that allow us to keep track of all patterns, taking into account that current infrequent
itemsets may become frequent later, as well as current frequent ones may no longer
be, after mining the following batches. As it is unrealistic to hold all streaming data
in the limited main memory, and if we assume a deterministic approach (with no
probability of failure), data streaming algorithms have to sacrifice the correctness of
their results by allowing some counting errors. These errors are bounded by a user
defined maximum error threshold, ε ∈ [0,1], such that ε � σ . Thus, the support
calculated for each item is an approximate value, which at most has an error of εN.

The problem of multi-relational frequent pattern mining over star streams consists
in finding all itemsets whose estimated support is greater or equal to (σ − ε)×N.

3 Related Work

There are many stand-alone algorithms to mine different types of patterns in tradi-
tional databases (with no streaming data and only one table), with FP-growth [7]
one of the most efficient. This algorithm follows a pattern-growth philosophy that
adopts a divide and conquer approach to decompose both the mining tasks and the
databases. The algorithm represents the data into a compact tree structure, called
FP-tree, to facilitate counting the support of each set of items and to avoid expen-
sive, repeated database scans. It then uses a depth-first search approach to traverse
the tree and find the patterns.
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Some of the traditional algorithms have been extended to be able to mine several
tables, as well as to deal with data streams. In this work we will focus on the task of
frequent pattern mining (PM).

3.1 Multi-relational PM over Stars

The work on multi-relational pattern mining over star schemas has been increasing
in the last years. In order to deal with multiple tables, pattern mining has to join
somehow the different tables, creating the tuples to be mined. An option that allows
the use of the existing single-table algorithms, is to join all the tables in one before
mining (a step also known as propositionalization or denormalization). However,
there are several disadvantages, like the possible explosion of attributes and null
values, and the difficulty of this task when dealing with complex relations between
the tables. Research in this area has shown that methods that follow the philoso-
phy of mining before joining outperforms the methods following the joining before
mining approach, even when the latter adopts the known fastest single-table mining
algorithms [12].

The first multi-relational methods have been developed by the Inductive Logic
Programming (ILP) community about ten years ago (WARMR [3]) , but they are
usually not scalable with respect to the number of relations and attributes in the
database. Therefore they are inefficient for databases with large schemas. Another
drawback of ILP approaches is that they need all data in the form of prolog tables.

Few approaches were designed for frequent pattern mining over star schemas: an
apriori-based [1] algorithm is introduced in [2], wich first generates frequent tuples
in each single table, and then looks for frequent tuples whose items belong to differ-
ent tables via a multi-dimensional count array; [12] proposed an efficient algorithm
that mines first each table separately, and then two tables at a time to find patterns
from multiple tables; [14] presented MultiClose, that first converts all dimension
tables to a vertical data format, and then mines each of them locally, with a closed
algorithm. The patterns are stored in two-level hash trees, which are then traversed
in pairs to find multi-table patterns; StarFP-Growth, proposed in [13], is a pattern-
growth method, based on FP-Growth [7], that avoids the candidate generation pro-
cessing. Its main idea is to construct an FP-Tree for each dimension (DimFP-Tree),
accordingly to the global support of its items. These trees are compact representa-
tions of the patterns of the respective dimension. Then, the algorithm builds a Super
FP-Tree, combining the FP-Trees of each dimension, accordingly to the facts, and
at last calls the original FP-Growth with this tree to find multi-relational patterns.

3.2 Data Streams

In many real world applications, data appears in the form of continuous data streams,
as opposed to traditional static datasets. A data stream is an ordered sequence of in-
stances that are constantly being generated and collected. The nature of this stream-
ing data makes the mining process different from traditional data mining in several
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aspects: (1) each element should be examined at most once and as fast as possible;
(2) memory usage should be limited, even though new data elements are continu-
ously arriving; (3) the results generated should be always available and updated; (4)
frequency errors on results should be as small as possible. This implies the creation
and maintenance of a memory-resident summary data structure (also called synop-
sis data structure), that stores only the information that is strictly necessary to avoid
loosing patterns [10]. Hence, data stream mining algorithms have to sacrifice the
correctness of their results by allowing some counting errors. Existing approaches
are deterministic or probabilistic: an algorithm is deterministic if it only allows an
error in the frequency counts, and is probabilistic if it also allows a probability of
failure. In this work we will focus on deterministic algorithms, so that we can have
the guarantee that all existing patterns are found and returned.

The first algorithm for mining all frequent itemsets over all streaming data was
Lossy Counting [11]. It divides the data stream into batches with width �1/ε�, so
that the batch id exactly refers to the threshold εN (the maximum error). Each item-
set is associated with its estimated frequency and its maximum error. At each batch
boundary, all itemsets which frequency plus its maximum error is less than the cur-
rent batch are discarded. In the end, itemsets with frequency of at least (σ−ε)N are
returned, and all true patterns are guaranteed to be reported.

Reference [6] presented a novel algorithm, FP-Streaming, that adapts FP-Growth
[7] to mine frequent itemsets in time sensitive data streams. The stream is divided
into batches and the arriving transactions are stored in a new FP-tree structure. At
each batch boundary, the frequent patterns are extracted from that FP-tree by means
of the FP-Growth, and the pattern-tree structure (called FP-stream) is updated and
pruned. Each node in this tree represents a pattern (from the root to the node) and
its frequency is stored in the node, in the form of a tilted-time window table, which
keeps frequencies for several time intervals. The tilted-time windows give a loga-
rithmic overview on the frequency history of each pattern, allowing the algorithm
to address queries requesting frequent itemsets over arbitrary time intervals, rather
than only over the entire stream (called a landmark model). FP-Streaming returns
all patterns with an estimated frequency larger than (σ − ε)N, and guarantees, like
Lossy Counting, that all frequent itemsets in N are delivered.

Some other algorithms were proposed to mine frequent itemsets in data streams
(see [10] for a more exhaustive survey), but most of them are adaptations of the
strategies applied in the algorithms above.

3.3 MRDM over Data Streams

To the best of our knowledge, there are only two works on multi-relational frequent
pattern mining over data streams, both based on ILP.

In [5] SWARM, a Sliding Window Algorithm for Relational Pattern Mining over
data streams, is proposed. SWARM is a deterministic approach for data streams,
that iteratively generates and evaluates the candidates for each slide. It keeps the
patterns in a Set Enumerated tree that enumerates all possible patterns, and stores a
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sliding vector in each node with the support of the respective patterns for each slide.
New patterns lead to the expansion or update of the tree. When a new slide flows,
the support vector is shifted to remove the expired support and the tree is pruned to
eliminate unknown patterns. For dealing with multi-relational databases it is based
on WARMR [3], that needs all data in prolog form, composed with predicates of
variables and constants (atoms), each representing the relations in the database.

Finally, [8] presented RFPS (Relational Frequent Patterns in Streams), a prob-
abilistic approach based on period sampling, for finding relational patterns over a
sliding time window of a relational data stream. Since it is also based on WARMR
[3], it needs the database in prolog form. RFPS is an apriori-based algorithm[1] that
first generates and tests candidates with the help of a Patterns Joint Tree (with the
possible refinements of atoms), and then maintains frequent patterns in a virtual
stream tree, based on a periodical sampling probability.

4 Mining Star Streams

Star FP-Stream is a MRDM algorithm for mining multiple relational data streams. It
is able to find approximate frequent relational patterns in large databases following
a star schema, assuming that patterns are measured from the start of the stream up to
the current moment (landmark model). Star FP-Stream combines the strategies of
two algorithms: Star FP-Growth [13] (MRDM algorithm over star schemas) and FP-
Streaming [6] (data streaming algorithm), both based on the traditional algorithm
FP-Growth [7].

As referred in [9], dimensions are, by definition, smaller than the fact table.
Therefore, we assume that all dimension tables are kept in memory, and only the
fact table (the fact stream) is arriving in batches.

The fact stream is conceptually divided into k batches of �1/ε� transactions each,
so that the batch id (1..k) exactly refers to the threshold εN (the maximum error
allowed is k, one per batch).

All items that appear more than once in a batch are frequent with respect to that
batch, and potentially frequent (or subfrequent) with respect to the entire stream.
Items that appear just once in a batch can be discarded because they are infrequent,
and even if they reappear later in other batches and become frequent, the loss of
support will not affect significantly the calculated support (error is less than k).

To mine the star, the algorithm uses Star FP-Growth [13] techniques. The first
batch is processed separately with Star FP-Growth, so that we can fix the order
of frequent items for all next batches. For each new batch, the idea is to build the
DimFP-Trees for each dimension as new facts arrive, with the respective occurring
transactions (local mining step). When a batch is completed, the DimFP-Trees are
combined to form a Super FP-Tree (global mining step), which will contain the
itemsets of all dimension that co-occur in the current batch. To combine the DimFP-
Trees, we have to scan the facts of the batch a second time, otherwise we would not
know which paths of the different DimFP-Trees occur together. However, a fact is
just a set of tids, therefore this extra scan is not significant.



Mining Patterns from Large Star Schemas Based on Streaming Algorithms 145

These DimFP-Trees can then discarded, and the Super FP-Tree can be mined to
extract frequent itemsets. These patterns are maintained and updated in a pattern-
tree, which is a data structure based on the FP-tree [7] that maintains crucial, quan-
titative information only about patterns, instead of itemsets. Since there are often a
lot of sharing of frequent items among patterns, the size of the tree is usually much
smaller than having them in a list or a table, and therefore, searching for an itemset
in it is usually much faster.

In Star FP-Stream, each node in the pattern-tree stores a pattern (corresponding
to the path from the node to the root), its estimated frequency and its maximum error
(which is the batch id of its insertion in the tree, since it corresponds to the number
of times it could have been discarded). This information allows the algorithm to stop
mining super sets of infrequent itemsets and to prune of infrequent items from the
tree.

The Super FP-Tree is mined using FP-Growth algorithm, with 3 pruning strate-
gies: for each mined itemset, if it is in the pattern tree but its estimated frequency
plus its maximum error is less than or equal to the current batch id, it is infrequent
in N and it will be removed in the final pruning step, thus stop mining supersets
(type II pruning). If it is not in the pattern tree and appears only once, do not add
it to the pattern tree and stop mining its supersets (type I pruning), but if it appears
more than once, it is frequent in this batch, therefore insert it in the pattern tree and
continue mining. After mining the batch, all itemsets in the pattern-tree which esti-
mated frequency plus its maximum error is less than or equal to the current batch id
are discarded (tail pruning).

At any point in time, Star FP-Stream can be asked to produce a list of the frequent
itemsets along with their estimated frequencies, by traversing the pattern-tree and
delivering all itemsets which estimated frequency plus its maximum error is not less
than σN.

4.1 Strengths and Weaknesses

As a data streaming algorithm, Star FP-Stream gives the following guarantees (like
[11, 6]): All item(set)s whose true frequency exceeds σN are returned. There are no
false negatives; No item(set) whose true frequency is less than (σ−ε)N is returned;
And estimated frequencies are less than true frequencies by at most εN. As a multi-
relational algorithm for star schemas, Star FP-Stream mines the star directly, without
materializing the join of the tables, and all multi-relational patterns are returned.

Like any algorithm, Star FP-Stream also has some limitations: It has to scan
the facts twice, first to know which transactions of dimensions occur, and second to
combine them in the end of a batch. However, a fact is just a set of tids, therefore the
time needed for each scan and the memory needed to keep it, are not significant; The
pattern-tree tends to be very large, since it has to keep all frequent and subfrequent
patterns. Nevertheless, its size tends to be stable as the batches increase, and it is
able to return the patterns for every minimum support σ � ε , anytime.



146 A. Silva and C. Antunes

5 Performance Evaluation

This section presents the experiments conducted to evaluate the performance of our
data streaming algorithm. Our goal is to evaluate the accuracy, time and memory
usage, and to show that: (1) Star FP-Stream has a good accuracy and does not miss
any real pattern; (2) mining directly the star is better than joining before mining.

We assume that we are facing a landmark model, where all patterns are equally
relevant, regardless of when they appear in the data. Therefore, we test Star FP-
Stream over an adaptation of FP-Streaming for landmark models, which we will
call Simple FP-Stream, that stores only one counter in each node of the pattern tree
(instead of one per time window). Since Simple FP-Stream does not deal with stars
directly, it denormalizes each fact when it arrives (i.e. it goes to every dimension
and join all the transactions corresponding to the tids of the fact in question), before
mining it.

Star FP-Growth was also implemented so that we can run it on all data and com-
pare the returned patterns (the exact patterns) and evaluate the accuracy of Star
FP-Stream results (approximate patterns).

Experiments were conducted varying both minimum support and maximum error
thresholds (σ ∈ {50%,40%,30%,20%,10%} and ε ∈ {10%,5%,4%,3%,2%,1%,
0.5%}, respectively). A common way to define the error is ε = 0.1σ [10]. (Addi-
tionally, we use a larger error to see how worse the results are, and a smaller error
to see the improvements).

Note that the course of the mining process of streaming algorithms does not de-
pend on the minimum support defined, only on the maximum error allowed. The
support only influences the pattern extraction from the pattern-tree, which, in turn,
is ready for the extraction of patterns that surpass any asked support (σ � ε).

We tested the algorithms with a sample of the AdventureWorks 2008 Data
Warehouse (DW)1, a DW created by Microsoft, especially to support data mining
scenarios.

In this work we will analyze a sample of the star Internet sales, which contains
information about more than 60 thousand individual customer Internet sales orders,
from July 2001 to July 2004. Dimension tables were kept in memory and the fact
table is read as new facts are needed. We will consider four dimension tables: Prod-
uct, Date, Customer and SalesTerritory, so that we are able to relate who bought
what, when and where. The fact table has only the keys of those four dimensions
(other attributes were removed), and each dimension has only one primary key and
other attributes (no foreign keys). Numerical attributes were excluded (except the
year and semester in dimension Date) as well as translations, and other personal
textual attributes, like addresses, phone numbers, emails, names and descriptions.

The computer used to run the experiments was an Intel Xeon E5310 1.60GHz
(Quad Core), with 2GB of RAM. The operating system used was GNU/Linux
amd64 and the algorithms were implemented using the Java Programming language
(Java Virtual Machine version 1.6.0 24).

1 Available at http://sqlserversamples.codeplex.com/
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5.1 Experimental Results

The accuracy of the results is influenced by both error and support thresholds. The
resulting patterns of Star FP-Stream and Simple FP-Stream are the same (the algo-
rithms only differ in how they manipulate the data).

We know that as the minimum support decreases, the number of patterns in-
crease, since we require fewer occurrences of an item for it to be frequent. And as
the maximum error increases, the number of patterns returned also tends to increase,
because although we can discard more items, we have to return more possible pat-
terns to make sure we do not miss any real one. The precision measures the rate of
real patterns over the patterns returned by the streaming algorithm.

����

����

����

����

����

	����

���� 
��� ���� ���� 	���


��
�
��
��
�
�

��������

�����

���

���

	���

�������

Fig. 1 Precision variation per support

Fig. 1 presents the precision as the support varies. These results depend on the
data characteristics, namely in the number of hidden patterns and in the history of
occurrences of items across the batches processed. In this case of AdventureWorks,
we can state that for 40% of support the algorithm achieved better results (100%
of precision for errors between 1% and 5%). This may mean that patterns that ap-
pear more than 40% of the times are well defined and consequently are monitored
early during processing. We can also see that, as the error increases, the precision
decreases, for all support thresholds. In other words, the smaller the error, fewer non
real patterns are returned. The overall results show that precision is always above
69%.

The recall of Star FP-Stream (and Simple FP-Stream) is proved theoretically to
be 100% (there are no false positives, i.e. there are no real patterns that the algorithm
considers infrequent).

5.1.1 Time

Processing time was analyzed in terms of the time needed to process one batch
(update time). It consists on the elapsed time from the reading of a transaction to the
update of the pattern tree.
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Fig. 2 Average update time

Fig. 2 shows the average update time of both algorithms for all errors. For con-
sistency, we do not take into account the time needed to process the first batch, since
it is processed separately.

We can state that Simple FP-Stream demands, on average, more time than Star
FP-Stream. This demonstrates that, for star streams, denormalize before mining
takes more time than mining directly the star schema, corroborating our goal and
one of the goals of MRDM.

The update time is required to be constant and not depend on the number of trans-
actions. By analyzing in detail the time needed per batch, we verified that the update
time tends to be constant and does not increase as more batches are processed. In
the first batches, there are a lot of patterns in the pattern tree, and both algorithms
need more time to look for and to add patterns to the tree. Around the 5500 trans-
actions, the data allows the algorithms to prune almost half of the patterns stored in
the pattern tree, and then it keeps constant thereafter.

5.1.2 Memory

The space or memory used by the algorithms was also studied. It depends on the
intermediate structures used by the algorithms, and it is strongly related with the size
of the pattern tree (and therefore with the error bound). To analyze the maximum
memory per batch, we measured the memory used by the algorithms for each batch,
right before discarding the Super FP-Tree and doing the pruning step. We noted that
the algorithms perform very similar. Star FP-Stream needs a bit more memory per
batch than Simple FP-Stream, which was expected, since the first has to construct
the DimFP-trees for each dimension, while the second puts the denormalized facts
in just one FP-tree. Although Star FP-Stream needs, in average, a bit more memory
per batch than Simple FP-Stream, it needs less memory in the worst cases. Just as
in the time usage, the memory needed is higher in the first batches, and then it tends
to stabilize. In the first batches, Star FP-Stream performs better in terms of memory
than Simple FP-Stream, but later on, it tends to need a little more memory, for most
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errors. The explanation for the higher values in the first batches is the same as for
the time needed.

6 Conclusions and Future Work

In this paper, we propose a new algorithm for mining very large data warehouses,
modeled as star schema, by combining Star FP-Growth and FP-Streaming.

Experiments on Adventure Works allowed us to analyze the behavior of our al-
gorithm, comparing its performance for several errors and supports in terms of its
accuracy, time and memory needed. Results indicate that Star FP-Stream is accu-
rate, achieving a good precision and 100% of recall. The time and memory needed
by the algorithms tend to be constant and do not depend on the total number of
transactions processed so far, but only on the size of the batches and on the size of
the current pattern tree, which in turn depends on the characteristics of the data.

Star FP-Stream is the algorithm that performs better. Although it needs a bit more
memory per batch, it is not substantial, and it needs significantly less time to process
each batch, thereby overcoming the “join before mining” approach.

From this point, there are two issues to solve. First, it is important to be able to
deal with measures recorded in fact tables, for example by propagating their values
for influencing support. The second issue relates to degenerated dimensions, which
are just used for aggregating facts. In this case, it is necessary to redefine the notion
of support, since it may be different according to distinct aggregations.
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Frameworks for the Effective Information
Exchange on Mobile Devices

Haeng-Kon Kim and Roger Y. Lee

Abstract. Recently fast innovation of Internet technology causes lot of applica-
tion to change into mobile application and the technology trends of communica-
tion equipment are changed from mono-function to multi-functioned system. These
trends are part of changes which is caused by ubiquitous world and it is just begin-
ning of huge waves which is required to fit and change under the ubiquitous environ-
ments. In this paper, we focused on the Design and Implementation of Component
Objects that can be communicated effectively among various types of clients under
the Heterogeneous Client Server Environments and Material Management System
was chosen as the target of application. The key point to do that kind of affair is
using component objects for the enforcement of reusability and inter-operability
among and using XML mobile services that can communicate thru systems. Thus
the Components proposed in this paper could be reused effectively in case of devel-
oping similar applications.

Keywords: component, object, layers, XML, client, server, mobile service,
service.

1 Introduction

Recent years, most of the enterprises are forced to support various information to the
their customers and those enterprises must support the information not only using
their own developed software but also other information developed by third parties.
In these cases software and data to interface with other systems could be increased
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enormously and the methodology to communicate and sharing information with
other type of system is shown its head as important issue. These kind of problems
cannot be solved by the traditional development method. Conventional procedure-
oriented methodology that the enterprise applied causes lot of money comparing
with the estimated costs[1]. For the more, even though the development had been
finished, it requires much costs and time for the operation and maintenance of the
system. Those kind of problems should be reduced efficiently in the ubiquitous ages
because most of enterprises normally develop the products by the cooperation of
other groups not only by themselves and the interoperability of the products, infor-
mation might be more important for the growing various type of applications[2][9].
Instead of traditional methodology, CBD could be a good counter-proposal because
it strengthen the reusability and expandability. However mobile service function is
considered as the important methodology of internet application while business en-
vironments become more complicated and organized various type of heterogeneous
systems. Thus more compact and component oriented software should be developed
and applied to the business. This thesis is focused on the design and implementation
of the component objects which can communicate with other clients under the het-
erogeneous environment and we have chosen Material Information System as target
application area.

2 Related Works

The development process of software architecture covers a set of activities whose
nature and ordering depend on the particular system, on the designers’ skills, and on
the tools available. Some of these activities are performed by hand while dedicated
tools support others. In any case, the key activities in software architectural design
include: functional and modular decompositions, functions allocation to modules,
processes identification, mapping modules with processes and mapping processes
with processors. These activities bring to bear architectural design guides such as
software architecture reference models, architecture styles and patterns, and result
in the production of a conceptual architecture followed by an implementation archi-
tecture. Figure 1 shows the design process for software architecture ranging from
reference models to implementation architecture.

2.1 Layered Architecture

CBD concept was set up during 1990s decade and generally use layered architec-
ture in building business software construction. Basic architecture of client/server
was spread over the world in the beginning of 1990s and the concept of 3- layered
architecture like User Interface layer, Business Logic Layer, Database Layer be-
came the main trends after two layered architecture in the business industry[3][8].
Recently Business Logic Layer is apt to divided into Business Process Layer
and Data Access Layer. However the Business Logic Layer is much complicated
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comparing with other layers, thus, lot of developers are concerning to that layer
rather than others [4].

2.2 Middleware

After the end of 1990s, development of CBD is strengthen by the middleware above
all. COM+ of Microsoft and J2EE of SUN that are considered as main stream in
the business industry suggested MTS and EJB container as middleware. These mid-
dleware support the requirements of Business Component processed in server side.
For example DB connectivity, calling among components, TP monitoring, load bal-
ancing and so on. Especially COM+ support interoperability among components
without concerning to the language and J2EE support the implementation of com-
ponents in heterogeneous operating system [5].

2.3 Mobile Service

Recently technology of Mobile Service is upgraded rapidly and it is forecasted by
experts to affect revolutionary changes in the business industry. Mobile Service
could be defined Loosely coupled software component technology of which service
is supported by International standard technology like XML, SOAP and internet[6].
The outcome of Mobile Service make easy construction of information system and
strengthen merits of CBD. First of all, Mobile Service support complete interoper-
ability regardless platform type that is executing components and this approach is
much better than COM+ or EJB. That is because of the standard internet technology
like HTTP, SOAP, XML[7].

2.4 Modelling for Technical Design

The three approaches approaches presented above all provide methodological guid-
ance for turning the results of the modeling activities into a technical design. In this
sense, they build the aspects that have been modeled into the system. The process
modeling approach takes its point of departure in the way users work. This relates
more generally to a focus on this domain:

• Application domain : The individual persons or roles and the organization that
administrates, monitors, or controls a problem domain

The application domain is where the users are and do whatever they do when they
use the system. For an air traffic control system, the application domain is in the
control tower where the controllers perform their air traffic control. The controllers
monitor the traffic on the screen, decide on interventions, and direct the flights in
their air space. With the process modeling approach, the domain-dependent aspects
are elicited from the application domain and built into the system through the ac-
tivities in which the software functions are designed. The data modelling approach
takes a different point of departure by focusing on the data that people work with
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in the user organization. It has been argued that this was a much more stable foun-
dation for software design than the way in which the users worked [8]. The data
modeling approach relates more generally to a focus on this domain:

• Problem domain : The part of the context that is administrated, monitored or
controlled by a system.

The problem domain is part of what is outside the system (i.e., in the context). For an
air traffic control system the problem domain is that part of the context constituted
by flights, departures, aircrafts, aircrafts positions and trajectories, changed altitude,
changed speed, etc. Everything that the controller in the tower needs to know about
to control the air space effectively is in the problem domain. It is fundamental to
air traffic control that the controller watches the aircrafts positions and trajectories
on a large monitor displaying data from the radar system rather than looking out
the towers windows with a pair of binoculars. The system creates and maintains the
controllers view of their air space and it is there crucial that the model of the air
space (i.e., the problem domain) is in accordance with the controllers professional
language and competence. With the data modeling approach, the domain-dependent
aspects are elicited from the problem domain and built into the system through the
activities in which the database and the related software are designed. The object
modeling approach is more varied. Some of the methods, in particular the early
ones, are focusing on the problem domain[9]. The RUP methods is completely op-
posite as it departs from use cases which are descriptions of the application domain.
Rumbaugh[12] is the only classic object-oriented method that emphasizes both the
problem domain and the application domain. Two of the three fundamental models
are the class diagram, emphasizing the problem domain, and a description of func-
tions by means of data-flow diagrams from structured analysis, emphasizing the
application domain. This dual focus is an interesting and innovative approach. Un-
fortunately, the description of functions is not related to the object-oriented model.
System developers with experience using the Rumbaugh method also point out that
constructing the functional model is rarely worth while.

2.5 Software for Mobile Systems

The overview above illustrate that popular software engineering methods have a
strong focus on technical aspects and the representation of information in the sys-
tem. Yet they have very little in particular to offer in modelling context for mo-
bile systems. Rational Unified Process[10], for example, offers several principles of
which none address how to model the context of a mobile system. Microsoft So-
lutions Framework[11], as another example, offers a set of principles for software
engineering, but, again, has nothing in particular to say on modeling the context of
a mobile system. The literature on human-computer interaction has a stronger em-
phasis on the context of computerized systems. The basic literature deals with user
interface design from a general point of view. They provide extensive guidelines
and techniques for user interaction design but nothing specific on design of mo-
bile systems and very little on modelling of domain-dependent aspect as a basis for
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technical design. Some of the literature in human-computer interaction deals specif-
ically with user interaction design for mobile systems. There is a general textbook
on design of user interaction for mobile systems. There is some literature that deals
with technical design of context-aware systems. Lei and Zhang [12] apply the the-
ory of conceptual graphs to mobile context modelling. All items in the context are
monitored and the conceptual graphs model this as simple graphs associated with
rules and constraints. Baumeister et al. extend UML with mobile objects, locations,
and mobile activity. They formulate the extension in terms of stereotypes and end
by providing a modified metamodel for UML.

3 Design of Effective Information Exchange on Mobile Devices

3.1 Basic Structure

The basic structures of this design are divided into 3 tiers. Those are Presentation
Tier, Business Tier, and Data Tier. The Presentation Tier is divided into two type
of components; UI component which handle user interface like I/O forms and UI
Process Component which support the processing of UI Component. Business Tier
is also divided into two type of component; Service Interface which transfer the re-
quest received from UI Process Component to the Business Entity, and the Business
Entity perform the function of accessing Data Tier. All of the objects and output
from Business Tier are transformed into XML typed structure. Thus it can commu-
nicate with heterogeneous type of clients. Among those tiers Business Tier should
be examined carefully. Other tiers do not care the type of platform and the structure
but Business Tier itself cant be like others because it is dependant on the logic of ap-
plicaion. Thus this tier should be separated from other tiers and the process and data
coming from business layer is sent to the presentation layer via service interface as
the type of XML and the action is performed by Mobile Service. The structure of
all layers is shown in Figure 1.

3.2 Presentation Tier

In this Material Information System, The function of UI Components is using UI
Process Components sent and those UI Components can be one of type of mobile
page or PDA or window applications etc. The function of UI Process Components
is to assemble the similar type of input process like multi-button click, similar event
processing and then transfer the requests of UI Components to Business Tier. The
structure of UI Process Components is shown in Figure 2. UIPressWD Component
is used to get the information of goods in warehousing and delivery after calling
appropriate method of Service Interface.

UIPressInfo Component is used to get the basic information of product and is also
used to update the transaction after calling appropriate method of Service Interface.
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Fig. 1 Basic structure of Mobile component layers

Fig. 2 Software architecture reference models

3.3 Business Tier

The function of Service Interface Component is to transform the business logic into
service and mobile service will be included for the function. All the various type of
clients request the task to be needed to the exposed service. However the requested
task is sent back to the client after passing thru business logic and also transformed
into XML type results.

The structure of Service Interfaces and Business Entities is shown in Figure 3.
ServiceInfo component manages basic information of the products and
ServiceWarehousingDelive-ryM component is used to manage the delivery infor-
mation. The function of ServiceCommand component is to manage of ordering in-
formation and ServiceResourceM component is used to manage stock information.
ServicePlan component is used to manage requirement plan and ServiceCommon
component manages the material code. All the component in Service Interface ac-
cess the database in Data tier and return the information to the UIPress components
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Fig. 3 Component structure of Business Tier

as the type of XML. If there are some entities which depend upon the characteristic
of the application the data is transformed into the type of Business Entity object like
DeliveryPlan or ResourceWareHousing object.

3.4 Data Tier

During the progress of Business Tier there are many cases to access the data storage.
The data and structure are also changed frequently depending upon the environment.
It is efficient to construct data access logics separating from others. It helps to en-
force the system maintainability [5]. The example of data access logic components
in the material management application is shown in Figure 4.

This data access logic component is used in service interface components as men-
tioned previously.

3.5 Relationship among Components in Each Tier

The concept of the relationship among components in each tier is shown in
Figure 5. If one of application in UI Component causes specific event like
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Fig. 4 Example of data access components

Fig. 5 Relationship among components in each tier

button-click then it calls some method in UI Process Component or it calls some
method of Service Interface depending upon the characteristic of the application re-
quirements. The component in Service Interface that is requested from UI Compo-
nent access the Data Tier and return the results after getting the required information
from database.
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4 Implementation

As I mentioned in the design phase, implementation can be proceeded as follows.

1© : Various type of clients which belong to the UI Components request to UI Pro-
cess Components
2© : UI Process Component calls some method in Service Interface tier for the re-

quested process
3© : One of the component in Business Entity which was called by UI Process Com-

ponent creates the object to use after accessing the data storage in Data Tier
4© : It returns the object information to the Process Component by the Service In-

terface as the type of XML.
5© : Each client receive the XML typed object and then support the information to

the user after parsing and tuning to their own platform environments.

The provision stage before showing the result to the clients are shown in Figure 6
and Figure 7. Down load form of RFID driver and application software in mobile
environment is shown in Figure 6 and normally it is used by workers in warehouse.
Generally, the intellectual level of workers in warehouse is lower level comparing
with others. Thus if there are changes in the software or version, it may be difficult
to handle to them. However, this implementation is so helpful for them because they
can operate themselves easily in spite of the changes. What they have to do is just
following the menu of the device without concerning the type of device and changes.

Fig. 6 Down load form of RFID driver and application software in Mobile
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Fig. 7 Component Application selection form

The picture of component application menu that user want to process is shown
in Figure 7 and this is the result of transforming into XML typed form. The name
of component shown in Figure 7 is ServiceWarehousingDeliveryM and the client
can select one of applications in that component. We can see the application results
for each different type of clients after these provisional stage and these results are
shown from Figure 8 to Figure 11. These are implemented in different types of client
system.

We can see the form of RFID implementation in Figure 8 and it is used by worker
in warehouse. Window and mobile implementations on desktop are shown in Fig-
ure 9 and Figure 10. Finally Mobile device implementation is shown in Figure 10.
As we have seen several implementation pictures the designed components can be
communicated among each different type of clients.
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Fig. 8 Component Application selection form

Fig. 9 Window Implementation on desktop
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Fig. 10 Mobile Implementation on desktop

Fig. 11 Mobile Implementation
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5 Conclusion

In this paper, we suggests the methodology which communicate among components
objects under the heterogeneous environments and got the implementation results
after design the layered component structure. The trends of mobile service and lay-
ered architecture technology was surveyed and utilized as important design factors.
We could find the implementation has good results especially in the sense of inter-
operability. These kind of approach could be so efficient considering current and
future application like ubiquitous system because the trend of business environment
becomes more complicated and needs to be interfaced with other system more often
than before. Thus modular and reusable component will be used so frequently for
the most of application field. It could be more effective if design pattern is included
in the architecture design that is currently studying and this research shall be verified
in the sense of performance measurement in near future.
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A Optimal Scheduling Strategy for Data-Driven
Peer-to-Peer Streaming

Guowei Huang and Zhi Chen

Abstract. In recent years, the data-driven peer-to-peer streaming systems have
been extensive deployed in Internet. In these systems, the transfer of media blocks
among nodes involves two scheduling issues: each node should request the stream-
ing blocks of interest from its peers (i.e. block request scheduling), on the other
hand, it also should decide how to satisfy the requests received from its peers (i.e.
block delivery scheduling) given its bandwidth limitations. Intuitively, these two
scheduling issues are critical to the performance of data-driven streaming systems.
However, most of the work in the literature focused on the block request scheduling
issue, and very few concentrated on the latter. Consequently, the performance of the
system may be affected seriously due to an unsophisticated scheduling strategy. In
this paper, we analytically study the block delivery scheduling problem and model it
as an optimization problem based on the satisfaction degrees of nodes and the play-
back performance of the system. We then propose a scheduling strategy and prove
the optimality of the strategy to the optimization problem. Lastly, we illustrate the
effectiveness of the proposed strategy by extensive simulation.

Keywords: peer-to-peer, data-driven streaming, block delivery scheduling.

1 Introduction

Video streaming is part of the basic service that we expect in the current Internet.
There has been a number of studies on how to provide streaming service using the
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client-server architecture and how to engineer streaming servers so as to provide
the quality-of-service guarantees [1]. In recent years, the attention is on how to
provide a scalable streaming service to a large population of viewers. To this end,
IP multicast was proposed so that the server only needs to send a copy of video
file and routers along the distribution network will relay all packets to different end
users. However, due to security and deployment issues [2], IP multicast has not been
widely deployed. Instead, people are using application layer multicast to deliver the
video files to users.

Peer-to-peer (P2P) system is considered one form of application layer multicast.
In particular, the data-driven streaming built on P2P systems is shown to exhibit
good scalability property: the service rate of the data-driven based P2P streaming
system is proportional to the number of users. Therefore, Internet has witnessed a
rapid growth in the deployment of data-driven based peer-to-peer streaming systems
(such as UUSee [3], PPLive [4], Coolstreaming [5], etc.) in recent years. Measure-
ments on these systems report over 100,000 concurrent users on a single channel for
PPLive [6] and over 25,000 concurrent users on a single channel for CoolStream-
ing [7].

The basic idea of data-driven streaming protocol is very simple: the media con-
tent is divided into blocks and the transfer progress of blocks among nodes can
be characterized by a block scheduling issue: every node announces what blocks it
currently holds to its neighbors, then each node requests the blocks of interest from
its neighbors according to their announcements. Concretely, the block scheduling
issue can be further split into two components: block request scheduling and block
delivery scheduling. In the block request scheduling, every node should decide from
which neighbor to ask for which blocks, based on the block announcements received
from its neighbors. In the block delivery scheduling, on the other hand, every node
should decide how to satisfy the block requests which it receives from its neighbors,
given its bandwidth limitations. Intuitively, these two scheduling issues are critical
to the performance of data-driven streaming system.

To improve the performance of data-driven streaming system, most of the recent
papers concentrated on the block request scheduling issue [8, 9, 10, 11, 12, 13,
14, 15]. However, few research efforts have been made with respect to the block
delivery scheduling yet. Most of existing data-driven streaming applications [3, 4]
adopt the First Come First Serve (FCFS) strategy in the block delivery scheduling:
every node queues the requests that it received in increasing order of their arriving
time; and it preemptively satisfies the requests arriving earlier.

However, the shortcomings of FCFS-based scheduling strategy are obvious: the
feature of FCFS may cause large response time or even starvation for some re-
questers when the request queue is long, which leads to bad experiences of these
requesters. Furthermore, FCFS-based scheduling strategy ignores the potential in-
fluence of a desired block of a node on the streaming playback quality observed by
that node. As consequence, the strategy may result in the degradation of the play-
back performance of the streaming system. For a P2P streaming service provider, it
is vital to achieve both the high satisfaction degrees of users and the high streaming
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playback performance at the same time. Therefore, a more sophisticated scheduling
strategy should take these two factors into account.

Based on the above considerations, we present our analytical model and cor-
responding solution to tackle the block delivery scheduling issue in data-driven
streaming. First, we introduce the concepts of utility and playback quality weight,
to represent the importance of a block that a node has interest in to the individ-
ual satisfaction degree of that node and the playback performance of the system,
respectively. Second, we model the block delivery scheduling issue as an optimiza-
tion problem and propose a greedy-based scheduling strategy in the light of the
model. The strategy has linearithmic time complexity and we show that the output
of the strategy is optimal to the model. Simulation results shows the effectiveness of
our scheduling strategy in improving the satisfaction degrees of users as well as the
playback performance of the streaming system.

The remainder of this paper is organized as follows: The related work of this
paper is briefly reviewed in Sect. 2. Section 3 presents our model for the block
delivery scheduling issue, and proposes a greedy-based strategy based on the model.
In Sect. 4, we conduct simulations to evaluate the effectiveness of the proposed
strategy. Finally, we conclude this paper and give our future work in Sect. 5.

2 Related Work

Due to the importance of the block request scheduling to the performance of data-
driven streaming protocol, many research efforts have been made on this issue.
Chainsaw [8] uses a pure random scheduling strategy: each node assigns each de-
sired block randomly to a neighbor which holds that block, while DONet [5] adopts
the Local Rarest First (LRF) method: a block that has the minimum owners among
the neighbors will be requested first. Reference [9] proposes a probabilistic schedul-
ing strategy: the probability that a desired block will be requested in the scheduling
is inversely proportional to the playback distance between that block and the play-
back point of the requester. PPLIVE [4] adopts a mixed scheduling strategy: giving
the first priority to the sequential property of the desired block, and then the rarity
property. In [10], the desired blocks of a node are categorized into three classes ac-
cording to the emergent degrees of these blocks to the node, and the scheduling gives
the first priority to the most emergent blocks. Reference [11] deals with the neigh-
bor selection issue that a node should ask which neighbor for its desired blocks. It
suggests that the request of a node should be sent to the neighbor with the shortest
requesting queue, in order to guarantee the load balancing in the neighborhood of
the node.

There are also many researches which focus on analyzing the impact of the block
requesting scheduling strategy on the performance of the data-driven streaming pro-
tocol. Reference [13] analyzes the impact of different scheduling strategies (includ-
ing LRF strategy and sequential strategy) on the sequential progress and the startup
delay of the streaming system, based on the fluid model. References [9, 15] analyze
the impact of different request scheduling strategies on the throughput performance
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of the streaming system, based on the concept of entropy. Reference [14] models
the block request scheduling issue as a classical min-cost network flow problem,
and proposes both the global optimal scheduling scheme and distributed heuristic
algorithm to optimize the system throughput.

3 Block Delivery Scheduling: Problem Statement
and Formulation

3.1 Block Delivery Scheduling Problem

First of all, we briefly review some characteristics of the data-driven streaming pro-
tocol here. The idea of data-driven P2P streaming protocol is very similar to that
of Bit-Torrent protocol [16]. In such protocol, media content are partitioned into
blocks with the equal size, each of which has a unique sequence number. Every
node periodically announces what blocks it holds to all its neighbors. Due to the
announcement of the neighbors, each node periodically sends requests to its neigh-
bors for the desired blocks. Furthermore, each node plays the media blocks one by
one at the speed of streaming rate, according to the sequence numbers of blocks.
Therefore, the streaming playback quality of a node relies on the delivery timeliness
of its desired blocks: the block that a node is interested in should be delivered to that
node before the playback deadline of the block. Otherwise, a block delayed beyond
the deadline will lead to the degradation of the playback quality observed by the
requester.

In data-driven streaming protocol, each node determines how to satisfy the re-
quests received from its neighbors, according to the block delivery scheduling strat-
egy that it adopts. Therefore, the block delivery scheduling strategy plays an impor-
tant role in affecting the playback performance of the streaming system as well as
the satisfaction degrees of nodes with the block delivery service:

• From the perspective of a block requester, it always expects that it can receive
the desired blocks from its neighbors as many as possible. If a requester, on the
other hand, finds that it often obtains few or even none of desired blocks from its
neighbors, it will be disappointed with the block delivery and has no interest in
staying in the system any more.

• Intuitively, to guarantee the playback quality of the streaming system, the blocks
in danger of being delayed beyond their deadlines should be given more priority
in the block delivery scheduling.

However, in the FCFS-based scheduling strategy, whether a block request should be
satisfied or not by the scheduling node is entirely determined by the arriving time of
the request. Consequently, the scheduling results of the strategy may be suboptimal
from the views of the satisfaction degrees of requesters and the playback quality of
the streaming system.

Figure 1 gives an intuitive example of the block delivery scheduling problem.
The blocks close to node N1 and N2 illustrate the status in the block buffers of
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these two nodes: N1 holds block 3, 4, 5 and N2 holds blocks 4, 6, 7, 8, respectively.
Furthermore, the current playback points of N1 and N2 are block 3 and block 4,
respectively. Node Ns is a common neighbor of N1 and N2, and it holds all the
desired blocks of these two nodes. The upload bandwidth of Ns allows it to upload
only two blocks in one delivery scheduling period. Suppose that N1 decides to ask
Ns for blocks 6, 7, and N2 decides to get block 5 from Ns. Suppose a scenario in
which the requests of N1 arrive at Ns a little earlier than that of N2. According to the
FCFS-based strategy, Ns will only satisfy the requests of N1, while the request of N2

has to be delayed due to the exhaustion of upload bandwidth of Ns. However, such
scheduling strategy has the following shortcomings:

• First, the scheduling strategy leads to the extreme in terms of the satisfaction
degrees of N1 and N2: the satisfaction degree of N1 is maximized, since all the
requests of N1 are satisfied. On the other hand, N2 is totally dissatisfied with the
scheduling, since the scheduling brings it into the starvation status.

• Second, the scheduling strategy may cause the degradation in the playback qual-
ity of N2. Since block 5 is the next playback block of N2, the above scheduling
result will cause block 5 in danger of being delayed beyond its playback deadline
with high probability.

N1 N2

NS

Fig. 1 Illustration of block delivery scheduling problem

Compared with the above scheduling strategy, a better scheduling strategy is that
Ns satisfies the request of N1 for block 6 and the request of N2 for block 5, re-
spectively: such scheduling strategy maximizes the satisfaction degree of N2, while
avoiding to bring starvation to N1 and decreasing the degradation probability for the
playback quality observed by N2.
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3.2 Model and Solution

In this section, we discuss how a scheduling node, say Ns, implements a block deliv-
ery scheduling strategy to distribute its bandwidth resource among all the requests
received from its neighbors. The notations that we use in the following analysis
are shown in Table 1. To simplify the analysis, we assume that the block delivery
scheduling is performed in a periodic manner by each node: at the beginning of
its scheduling period, each node decides how to satisfy the block requests which it
received from its neighbors recently.

Table 1 Notations

Notations Descriptions

ui j The utility weight of a desired block j of node Ni
pi j The playback quality weight of a desired block j of node Ni

Ci The current playback point of node Ni
Hi j The number of node Ni’s neighbors that hold block j
S The set of the nodes which send requests to node Ns

Ri The set of desired blocks which node Ni wants to get from node
Ns

R The set of desired blocks which the nodes in S want to get from
Ns. Any two elements in R can be differentiated by their sequence
numbers and the identities of their requesters.

Bi The available end-to-end bandwidth from node Ns to node Ni
B The available upload bandwidth of node Ns

|M | The size of a set M
t The block delivery scheduling period
b The block size
r The streaming playback rate

We start with analyzing and representing the influence of block delivery schedul-
ing strategy adopted by Ns on the satisfaction degrees and the playback qualities of
its requesters, respectively. Based on the analysis, we then model the block delivery
scheduling issue as an optimization problem. In the light of the model, we propose
our scheduling strategy so as to improve the satisfaction degrees of nodes and the
playback quality of streaming system at the same time.

3.2.1 Satisfaction Degree of Nodes

Suppose node Ni is a requester of Ns. Let Ri denote the set of desired blocks that
Ni wants to obtain from Ns. Let xi = {xi j | j ∈ Ri} denote a set of decision variables
corresponding to Ri. Concretely, each elements of xi, say xi j ( j ∈ Ri), is a decision
variable denoting whether the desired block j of Ni will be delivered by Ns in the
scheduling: xi j = 1 implies that Ni will obtain block j from Ns, vice versa.
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From the perspective of requester Ni, its satisfaction degree with the block deliv-
ery service received from Ns is determined by how its desired blocks are delivered
in the scheduling, that is, the values of xi j. Since different scheduling strategies
adopted by Ns may result in different values of xi j, different strategies may make a
great difference in the satisfaction degree of Ni. To overcome the problem, we use
the concept of utility to represent the degree of satisfaction of a requester. Given Ri

and xi, the utility of Ni denoted by Ui(Ri, xi) is defined as follows:

Ui(Ri, xi) = ∑
j∈Ri

ui jxi j , (1)

where ui j (ui j ≥ 0) is the utility weight of block j to Ni, which reflects the importance
of block j to the satisfaction degree of Ni, compared with other desired blocks in Ri.

The utility function we consider in this work satisfies the following assumptions:

• Ui(Ri, xi) = 0, if all the elements of xi equals to 0.
• Ui(Ri, xi) = 1, if all the elements of xi equals to 1.

The justifications of the above assumptions are as follows. First, if a requester does
not get any desired blocks from Ns in the scheduling, the requester will not satisfy
with the block delivery service provided by Ns at all. On the other hand, if all the
requests of a requester are satisfied by Ns, the satisfaction degree of the requester
should reach the maximum. Second, the above assumptions normalize the utility of
all nodes so that we can compare the degrees of satisfaction of different nodes.

3.2.2 Playback Performance

As mentioned before, from the perspective of a node, the playback performance
provided by the streaming system is determined by whether it can receive its de-
sired blocks from the system in time. Intuitively, each scheduling node Ns should
preemptively deliver the blocks which are more significant to the playback qualities
of the requesters, to guarantee the playback performance of the system. Therefore,
we introduce the concept of playback quality weight of a desired block, to represent
the significance of the block to the playback quality of the requester. Two properties
of a desired block are considered in the definition of playback quality weight: the
emergent property and the rarity property.

First, the emergent degree of a desired block is one of the important factors which
influence the delivery timeliness of the block from the view of the requester: the
more emergent the desired block is (i.e. the closer the block is to the playback point
of the requester), the higher the probability that the block will be delayed beyond its
deadline is, which implies that the desired block is more important to guarantee the
playback quality of the requester.

Second, the delivery timeliness of a desired block for the requester is also closely
related to the rarity property of the block. Intuitively, the more copies of the block
there are in the requester’s neighborhood, the more likely the requester can get the
block from its neighbors. Therefore, the requests for the blocks with few holders
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should be satisfied preemptively. Furthermore, the previous empirical study [17]has
shown that “rarest-first” is very efficient strategy in data dissemination.

Consequently, the playback quality weight pi j of a desired block j ( j ∈ Ri) of
node Ni is defined as:

pi j = αPE( j−Ci)+ (1−α)PR(Hi j) (0 ≤ α ≤ 1) . (2)

The function PE(x) in the first item represents the emergency property and j−Ci

represents the remaining time of block j till its playback deadline. The function
PR(x) in the second item represents the rarity property and Hi j is the number of
node i’s neighbors that hold block j. Both functions should be monotonously non-
increasing. For emergency property, we hope that each desired block has different
priority in terms of their remaining time till playback deadline, so we set PE(x) =
109−b∗x/r, when b ∗ x/r ≤ 9; otherwise, PE(x) = 1. For Rarity property, we define
PR(x) = 109−x, when x = 1, . . . ,8; otherwise, PR(x) = 1.

3.2.3 Model

Our goal is to improve both the satisfaction degrees of nodes and the playback per-
formance of streaming system at the same time. To achieve this goal, naturally,
each scheduling node Ns should give priority to the desired blocks with high util-
ity weight or (and) high playback quality weight, given its bandwidth limitations.
Mathematically, we model such block delivery scheduling thought as the following
optimization problem:

max ∑
Ni∈S

∑
j∈Ri

ui j pi jxi j

s.t.

(a) ∑
j∈Ri

xi j ≤ Bit/b (Ni ∈ S) (3)

(b) ∑
Ni∈S

∑
j∈Ri

xi j ≤ Bt/b

Constraints (a) and (b) ensure the scheduling satisfy the bandwidth capacity limi-
tations of the scheduling node and the requesting nodes, respectively.

We call the above optimization problem a Block Delivery Scheduling with Utility
and Playback quality (BDS-UP for short). It is important to point out that BDS-UP
strategy implies that the delivery priority of a desired block in the scheduling is
equivalent to the product of its utility weight and playback quality weight.

3.2.4 Solution

In this subsection, we propose a greedy-based scheduling strategy for the above
optimization problem BDS-UP and prove the optimality of the output of the strategy.
The pseudo-code of the scheduling strategy for a scheduling node Ns is shown in
Fig. 2.
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1. for (each requester Ni in S)
2. for (each block j in Ri)
3. compute the delivery priority of the block
4. end for
5. end for
6. Sort the desired blocks in R, in descending order of delivery priority
7. for m = 1 to |R |
8. if the mth block in R is the block j requested by node Ni then
9. if (Bt−b)> 0 and (Bit−b) > 0 then
10. B← (Bt−b)/t
11. Bi ← (Bit−b)/t
12. xi j ← 1
13. else
14. xi j ← 0
15. end if
16. end if
17. end for

Fig. 2 Pseudo-code of the greedy-based scheduling strategy of node Ns for BDS-UP

According to the pseudo-code, the scheduling node first sorts the blocks in de-
scending order of delivery priority (Line 6). Then the scheduling node chooses the
block with the highest priority currently in each scheduling step (Lines 7–17), while
guaranteeing that the available bandwidth capacity limitations are satisfied (Line 9).
Note that the strategy has a time complexity of O(nlog(n)), where n is the size of R.
Therefore, the scheduling can be performed efficiently.

As shown in Fig. 2, to execute the strategy, the scheduling node Ns has to collect
enough information from its requesters, such as the information about the emer-
gency and rarity properties, the utility weights of the blocks desired by the re-
questers, the end-to-end available bandwidth from the scheduling node to each re-
quester. To achieve this goal, we require that each requester Ni should provide the
necessary information to the scheduling node Ns along with its requests. The infor-
mation includes the current playback point of requester Ni, the utility weights of its
desired blocks, the distributions of its desired blocks in its neighborhood and the
end-to-end bandwidth from Ns to Ni.

However, it is difficult for a requester Ni to know the exact end-to-end available
bandwidth from the scheduling node Ns, that is, Bi. For simplicity, we use a heuristic
way proposed by [14] for each requester to estimate the maximum rate at which
the scheduling node can send blocks to it. We let bi(k) denote the number of blocks
received by Ni from its neighbor Ns in the kth period. When Ni asks Ns for its desired
blocks, Ni use the average traffic received by Ni in the previous K periods to estimate
Bi in the (k+ 1)th period:

Bi = (1+θ )
k

∑
m=k−K+1

bi(m)/K , (4)



174 G. Huang and Z. Chen

where θ (named aggressive coefficient) is a small positive constant for the band-
width estimation. The purpose of the aggressive coefficient is to explore the possi-
bility that the end-to-end bandwidth from Ns to Ni may increase recently.

The following lemma and theorem prove that the output of the proposed strategy
is an optimal solution for the optimization problem BDS-UP.

Lemma 1. Let x = {xi j |Ni ∈ S, j ∈ Ri} be the output of the proposed strategy and
x′ = {x′i j |Ni ∈ S, j ∈ Ri} be an optimal solution of the optimization problem BDS-
UP, then we have

∑
Ni∈S

∑
j∈Ri

xi j = ∑
Ni∈S

∑
j∈Ri

x′i j . (5)

Proof. Assume that

∑
Ni∈S

∑
j∈Ri

xi j < ∑
Ni∈S

∑
j∈Ri

x′i j , (6)

then we can get:

• There must exist a node Ni such that ∑ j∈Ri
xi j < ∑ j∈Ri

x′i j. It implies that there
is at least one desired block of node Ni which is not satisfied after the execution
of the strategy, due to the exhaustion of the available upload bandwidth of the
scheduling node Ns.

• According to the constraint (b) of BDS-UP, the above assumption implies that
there is still enough available upload bandwidth of Ns to transfer one block after
the execution of the strategy.

Therefore, we have a contradiction. Let us further assume that

∑
Ni∈S

∑
j∈Ri

xi j > ∑
Ni∈S

∑
j∈Ri

x′i j , (7)

then we can get:

• There must exist a node Ni such that ∑ j∈Ri
xi j > ∑ j∈Ri

x′i j. It implies that there
exists at least one desired block of Ni is not satisfied in the optimal solution, due
to the exhaustion of the available upload bandwidth of the scheduling node Ns.

• According to the constraint (b), the assumption implies that there is still enough
available upload bandwidth of Ns to transfer one block in the optimal solution.

Therefore, x′ = {x′i j |Ni ∈ S, j ∈ Ri} is not the optimal solution.We have a contradic-
tion. � 

Lemma 1 implies that the number of desired blocks of requesters delivered by the
scheduling node in the output of the proposed strategy equals to that in the optimal
solution.

Theorem 1. The output of the proposed strategy is an optimal solution of the opti-
mization problem BDS-UP.
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Proof. Suppose node Ns is the scheduling node. Let R denote the set of desired
blocks which the neighbors of Ns want to get from Ns and D denote the size of R.
Let w = {w1,w2, . . . ,wD} be the set of the delivery priorities of the blocks in R,
and w is sorted in descending order. Let x = {xw1 ,xw2 , . . . ,xwD} be the output of
the proposed strategy corresponding to w and x′ = {x′w1

,x′w2
, . . . ,x′wD

} be an optimal
solution corresponding to w, respectively.

According to Lemma 3.2.4, the number of the elements which is equal to 1 in the
set x is the same as that in x′. Let n be the number of the elements which equals to
1 in x (or x′). Let fg(i) be the function which returns the index of the ith (1≤ i≤ n)
element which equals to 1 in the set x. Let fo(i) be the function which returns the
index of the ith (1≤ i≤ n) element which equals to 1 in the set x′.

To prove the theorem, we first prove that for any i (1≤ i≤ n), we have

wfg(i) ≥ wfo(i) . (8)

Assume that there exists an integer m (1≤m≤ n) such that wfg(m) <wfo(m). As w is
sorted in the descending order, then the assumption implies that fg(m)> fo(m). Let
Mfo(m) be the set of the requesters corresponding to {w1,w2, . . . ,wfo(m)}. Therefore,
there must exist a node Nt ∈Mfo(m) such that the number of the requests of node Nt

which is satisfied in {xw1 ,xw2 , . . . ,xw fo(m)
}, is smaller than the number of the requests

of node t which is satisfied in {x′w1
,x′w2

, . . . ,x′w fo(m)
}. This observation implies that

as least one desired block of Nt , whose delivery priority is larger than wfg(m), would
be delivered in {xw1 ,xw2 , . . . ,xw fo(m)

} in the proposed strategy instead of the block
corresponding to wfg(m). Therefore, we have a contradiction. As a result, we get that
for any i (1≤ i≤ n),

wfg(i) ≥ wfo(i) . (9)

As a consequence, we have that

∑
1≤i≤n

wfg(i)xw fg(i)
≥ ∑

1≤i≤n

wfo(i)x
′
w fo(i)

, (10)

which implies that the solution of the proposed strategy is the optimal solution to
the optimization problem. � 

4 Performance Evaluation

4.1 Experiment Setup

In our experiments, we implement a discrete event-driven simulator to evaluate the
performance of our scheduling strategy. For a fair comparison, all the experiments
use the same simple algorithm for overlay construction: each node independently
selects its neighbors randomly so that a random graph is organized. Moreover, to
evaluate the playback performance, we define the concept of timeliness ratio to rep-
resent the number of blocks that arrive at each node before their playback deadlines
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over the total number of blocks. The average timeliness ratio indicates the playback
quality of the whole system. On the other hand, we use the average utility which a
requester can get from one block delivery scheduling period to evaluate the satisfac-
tion degree of a node. In our experiments, all of nodes adopt the strategy proposed
by [4] in block request scheduling. The parameters and default values used in the
experiments are summarized in Table 2.

Table 2 Experiment parameters

Parameters Default values

Number of nodes 300
Streaming playback rate r 400 kbps
Scheduling period t 0.8 second
Block size b 1250 bytes
Weight coefficient α 0.4
Aggressive coefficient θ 0.5
Number of neighbors of each node 14
Upload bandwidth of the streaming source 2 Mbps

For node outbound and inbound bandwidth, we adopt the measurement results
derived from actual Gnutella nodes in [18]. In our experiments, there are three types
of nodes in terms of the bandwidth capacity by default: 20% nodes with outbound
bandwidth 128 kbps and inbound bandwidth 784 kbps, 50% nodes with outbound
bandwidth 384 kbps and inbound bandwidth 1.5 Mbps, 30% nodes with outbound
bandwidth 1 Mbps and inbound bandwidth 3 Mbps. Therefore, the default average
outbound bandwidth of nodes in the experiments is about 517 kbps. The reason that
we use such a distribution of node’s capacity is to account for the situation of node
capacity in the real: most of users in Internet are DSL/Cable users nowadays.

In our experiments, we use a simple configuration for the utility weights of de-
sired blocks of a requester Ni, that is, all the desired blocks of Ni have the same
utility weights: ui j = 1/|Ri|, ( j ∈ Ri).

Besides FCFS-based strategy, we also implement two simple strategies in our
experiments for the sake of comparison:

The first strategy is called Block Delivery Scheduling with Utility (BDS-U for
short). The feature of this strategy is that it only considers the influences of desired
blocks in the utility of nodes, regardless of the influences of desired blocks on the
playback performance. Therefore, The BDS-U strategy can be viewed as a special-
ization of BDS-UP strategy by setting pi j = 1 for all blocks.

The second strategy is called Block Delivery Scheduling with Playback quality
(BDS-P for short). Contrary to BDS-U, this strategy only considers the influences
of desired blocks on the playback performance. Therefore, The BDS-U strategy can
be viewed as a specialization of BDS-UP strategy by setting ui j = 1 for all blocks.
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4.2 Impact of the Weight Coefficient α

In this experiment, we record the performance of BDS-UP strategy by varying the
playback quality weight coefficient. Our goal is to demonstrate the impact of the
weight coefficient α on the performance of BDS-UP strategy and to find the reason-
able value for α .

Fig. 3 Timeliness ratio for different value of α

Figure 3 shows the timeliness ratio under different value of α ∈ [0,1]. We observe
a steep jump when the value of α changes from 0.0 to 0.2. It implies that the rar-
ity property of blocks is more important to improve the playback quality of nodes
compared to emergency property. Some similar results are also obtained in [19].
An explanation is that requesting more emergent blocks will impact the diversity
of blocks in the streaming system, which leads to the decrease of the chance that
a node can exchange blocks with its neighbors [17]. As shown in Fig. 3, BDS-UP
strategy achieves the highest timeliness ratio when α is equal to 0.4. Therefore, we
set α = 0.4 in all the other experiments.

4.3 Varying the Streaming Rate

The objective of this experiment is to evaluate the performance of each strategy by
varying the streaming rate of system. The experiment results are shown in Fig. 4.
We see that when the streaming rate is 100 kbps, all of four strategies achieve high
timeliness ratio and high average utility at the same time. The reason is that the av-
erage bandwidth capacity of streaming system is so sufficient that all the requests
of nodes can be satisfied with high probability. However, as the streaming rate in-
creases, the performances of each strategy shows a descending trend, due to the
deficit of bandwidth capacity. In particular, the playback performance of BDS-U
strategy and FCFS-based strategy goes down fast with the increase of streaming
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rate. On the other hand,the playback performance of BDS-UP strategy and BDS-P
strategy still keeps in a high level. The advantage of BDS-UP strategy over BDS-P
strategy lies in the satisfaction degree of nodes: at the rate of 450 kbps, BDS-UP
strategy outperforms BDS-P strategy by gains 12% in terms of average utility.

Fig. 4 (a) Timeliness ratio and (b) average utility for different streaming rates

4.4 The Impact of Nodes with High Bandwidth Capacity

In this experiment, we study the impact of nodes with high capacity on the perfor-
mance of the streaming system. We change the experiment configuration as follows:
10% nodes with inbound bandwidth 10 Mbps and outbound bandwidth 5 Mbps,
which correspond to Ethernet users in Internet. The remaining 90% nodes are also
classified according to the rule described in Sect. 4.1. The resulting average out-
bound bandwidth of nodes is about 942 kbps.

As shown in Fig. 5, the performance of each strategy is improved after adding the
nodes with high bandwidth capacity, compared with Fig. 4. The reason is that the
bandwidth capacity of streaming system gets richer due to the addition of the nodes
with high capacity. However, BDS-UP is still significantly outperforms FCFS-based
strategy and BDS-U strategy in terms of playback performance as the increasing of
streaming rate: at the rate of 450 kbps, BDS-UP strategy outperforms FCFS-based
strategy and BDS-U strategy by gains of 29% and 10%, respectively. On the other
hand, BDS-UP strategy still keeps significant advantage over BDS-P strategy in
terms of satisfaction degree of nodes: the gap between BDS-UP and BDS-P is 10%,
at the rate of 450 kbps.

4.5 Varying the Group Size

Figure 6 shows the performance of each strategy with respect to different group
sizes. We can observe that the curves of all the four strategies are flat, which implies
that the performance of each strategy remains almost the same when the group size
increases. This indicates that the group size has little impact on the performance of
data-driven P2P streaming system.
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Fig. 5 (a) Timeliness ratio and (b) average utility after adding nodes with high bandwidth
capacity

Fig. 6 (a) Timeliness ratio and (b) average utility for different group sizes

5 Conclusion and Future Work

In this paper, we analytically study the block delivery scheduling issue in the data-
driven peer-to-peer streaming system and model the issue as a optimization problem
mathematically. Moreover, we propose the optimal scheduling strategy based on the
analytical model, which is helpful to improve the satisfaction degrees of nodes and
the playback performance of the system. The effectiveness of our strategy is verified
by extensive experiments. For future work, we will evaluate the performance of our
strategy in the practical streaming system and improve the adaptivity of the strategy
to the real network environment. We also would like to study how to design a more
practical expression of the utility weight from the view of users in our strategy.
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IDES: Self-adaptive Software with Online Policy
Evolution Extended from Rainbow

Xiaodong Gu

Abstract. One common approach or framework of self-adaptive software is to in-
corporate a control loop that monitoring, analyzing, deciding and executing over a
target system using predefined rules and policies. Unfortunately, policies or utilities
in such approaches and frameworks are statically and manually defined. The em-
pirical adaptation policies and utility profiles cannot change with environment thus
cannot make robust and assurance decisions. Various efficiency improvements have
been introduced to online evolution of self-adaptive software itselfhowever, there
is no framework with policy evolution in policy-based self-adaptive software such
as Rainbow. Our approach, embodied in a system called IDES(Intelligent Decision
System) uses reinforcement learning to provides an architecture based self-adaptive
framework. We associate each policy with a preference value.During the running
time the system automatically assesses system utilities and use reinforcement learn-
ing to update policy preference. We evaluate our approach and framework by an
example system for bank dispatching. The experiment results reveal the intelligence
and reactiveness of our approach and framework.

1 Introduction

As the complexity of the software systems increases and the environment becomes
open and various, self-adaptive software is playing an increasingly important role
in software systems. The primary self-adaptations are implemented by embedding
some failure-handing code within the systems.However,this is not understandable
and can’t deal with complex and large amount of logics. Therefore, it is the most
practicable way to separate business logics from self-adaptive system and defining
external self-adaptive policies by users or experts. General approach for adapta-
tion today is to incorporate a feedback control loop to adjust target system through
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monitoring its context, detecting significant changes, deciding how to react, and act-
ing to execute such decisions with the addition of a shared knowledge-base[1].The
knowledge-base here mainly includes self-adaptive policies such as rules or strate-
gies implying how and what to do under self-adaptive demands.For the system adap-
tation, adaptive systems usually take real-time assessment called system utility for
target system.Meanwhile,the adaptive operations to the system will bring a certain
feedback called cost-benefit.

There are varieties of researches and practice about the policy-based self-
adaptation theories[1, 2, 3, 4]. Rainbow[3],presented by Garlan, et al is one of
the most outstanding self-adaptive software that uses architecture-based techniques
combined with control and utility theories. It not only provides a general, support-
ing mechanism for self-adaptation of different classes of systems but defines a lan-
guage, called Stitch, that allows adaptation expertise to be specified and reasoned
about [10]. Since the Rainbow system has made a great success, researchers have
concerned much of its improvements. For example, Rahul Raheja et al. gave a num-
ber of improvements such as conflict resolution of strategies and concurrently by
increasing the dimension of time delay [4]. Most of all, as Garlan himself pointed
in his later research[10], such adaptive software suffers the shortcoming of:

• Policy and Utility Stereotyped:
The utility preference profiles and cost-benefit attributes in the Rainbow’s stitch
language are statically determined that can’t change with external environment
once assumed, thus make the adaptation software unreactive when facing unex-
pected exceptions.

• Frail Decisions and Low Reaction Efficiency:
When in an exceptional case, the self-adaptive system cannot react timely. Thus
gives frail and non robust decisions.

He then introduced a concept named adapting adaptation which looked into deep
researches about online policy evolution for self-adaptation software itself.

To cope with the problems discussed above, FUSION[5] adds another control
loop that enables evolution of self-adaptive logics. However, since the adaptation
and evolution are based on system features which are domain dependent and not
easy for definitions, additions and deletions, FUSION’s evolution is not loose cou-
pling with adaptation domains in comparison to policy-based self-adaptive software
such as Rainbow[17]. Kim et. al presented concepts of off-line and on-line planning
for self-management software[6] that focus on self-management at runtime instead
of design state. They use reinforcement learning for adaptation, but their adaptation
methods are just for the target systems themselves, there are no corresponding so-
lutions and application examples for policy-based adaptive software evolution. Two
more reasons can motivate the development of an extension of Rainbow for policy
evolution:

• The policy-based self-adaptive software such as Rainbow is domain-independent
and is very good at policy definition, addition and deletion.

• There have not been any online evolution mechanism such as double control loop
for Rainbow, that is, the adapting adaptation problem in Rainbow is not solved.
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This paper presents a framework called IDES that extends the Rainbow and its stitch
language with policy evolution mechanism. First and foremost,we give some defi-
nitions about online evolution of self-adaptive software.

Definition 1. (Online Evolution of Self-adaptation)The online evolution of self-
adaptation evolution,also called self-adaptive software evolution, means the self-
adaptation logics or adaptation decisions itself can change with external environ-
ment in self-adaptive software.

Definition 2. (Online Policy Evolution of Self-adaptation)The online policy evo-
lution of self-adaptation evolution means the self-adaptation policies or strategies
defined for self-adaptation can change with external environment particularly in the
policy based self-adaptive software.

In the framework,we introduce a reinforcement learning based policy evolution
method. Instead of statically defining the adaptive policies and empirically defin-
ing the cost-benefit attributes at develop time, we provide online reassessments and
evolutions of policy preference, cost-benefit attributes, etc. Thus give more intelli-
gent and flexible decisions to target systems.

We elaborate on two key contributions of IDES :

• It gives a model free online evolution method for policy based self-adaptive soft-
ware systems.

• Some AI techniques are introduced such as the intelligent decision and the rein-
forcement learning to make itself-adaptation more intelligent and responsive.

The remainder of the paper is organized as follows. Section 2 motivates the prob-
lem with an example system that also serves as a case study in this paper. Section
3 presents our improvements in Rainbow. Section 4 provides an overview of IDES.
Respectively detail IDES’s policy-based model of adaptation and its learning mech-
anism. Sections 5 presents the case study and evaluation details of IDES. Section 6
briefly introduces some related work. Section 7 concludes with an overview of the
related work and future avenues of research.

2 Background and Motivation

2.1 The Original Rainbow Self-adaptive Software

The Rainbow framework uses the software architecture and a reusable infrastructure
to support self-adaptation of software systems[4]. Figure 1 illustrates its adaptation
control loop. Probes extract information from the target system. Gauges get the in-
formation and abstract them into architecturally relevant information. The architec-
ture evaluator checks constraints in the model and triggers adaptation if any viola-
tion is found. The adaptation manager, on receiving the adaptation trigger, chooses
the best strategy to execute, and passes it to the strategy executor, which executes
the strategy on the target system via effectors.
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Fig. 1 Rainbow framework [3]

2.2 A Motivational Example

We illustrate the motivation of policy evolution by an example of an Online Bank
Dispatch System (BDS) and its self-adaptation with Rainbow. The BDS is a simu-
lation system about a service scenario in a bank including customers and cashiers.
There are some cashiers each of whose service time is under the normal distribution
with mean = 8, 10, 12 min. If a customer found there are 6 or more people waiting
in line when arriving, he will leave with a probability of 0.3 while the rest continue
waiting. In order to improve the quality of service, the scheduling system need to
adjust the cashier allocation such as increasing the cashier or choose a more skilled
cashier when the queue is long enough. Figure2 shows its software architecture in
the traditional component-and-connector view. BDS aims to allocating cashiers to
minimize the average queue length thus gives the quickest service. The system is
required to attain a number of QoS goals, such as a short queue length, less quan-
tity of left persons.BDS needs to be self-adaptive to deal with QoS dissatisfactions,
such as too long queue length, too many persons left. For instance, adding cashiers
or replacing a cashier with a more skill one.

In Rainbow, we can define a number of strategies for this adaptation, for example:

• Strategy s1: if queue length>6 then replace a cashier with a more skill one. With
a cost-benefit of 10

• Strategy s2: if queue length>6 then add a cashier. With a cost-benefit of 5
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Fig. 2 Architecture of BDS

For strategy selection, we can assess each strategy by its long term utility in each
quality dimension. We firstly define utility profiles and preferences for each quality
dimension, as table 1 shows. Then, we define the cost-benefit attribute vectors for
each strategy, as table 2 showed.

Table 1 BDS utilities and preference in stitch language

quality dimension description utility preference

Uql queue length (short,1),(medium,0.5),(long,0) 0.8
Uaw average waiting time (short,1),(medium,0.5),(long,0) 0.2

Table 2 BDS cost-benefit attributes vectors and utility evaluation for applicable strategies in
stitch language

strategy Uql Uaw

S1 +2 +0.5
S2 +1 +0.01

strategy weighted utility evaluation

S1 U=0.8*2+0.2*1=0.18
S2 U=0.8*0.5+0.2*0.01=0.42

During running, Rainbow adaptation engine assesses the utility evaluation by
calculating utility evaluation for each strategy, as table 2 shows. Then, the strategy
S1 with the highest evaluation 0.18 will always be selected.
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As mentioned earlier, there are three problems associated with the construction
of adaptation logic:

• Policy and utility stereotyped:
The policies and cost-benefit of adaptation are defined before running, so the
adaptive decision is invariable all the time.

• Frail decision and low reaction efficiency:
When there is an exceptional case such as most of cashiers go for holiday, the
self-adaptive system cannot react on time. thus give frail decisions.

3 Policy Evolution Approach in IDES

In this section we will elaborate several improvements of Rainbow and its stitch lan-
guage. First of all, we model the common self-adaptation process in Rainbow with
MDP model[8], then work out some key issues on improving self-adaptive language
before evolution of adaptation policies. Finally we introduce a reinforcement learn-
ing based method for policy evolution online.

3.1 Markov Process Modeling of Policy-Based Adaptation

Definition 3. (markov decision process) A Markov Decision Process (MDP) is a
quadruple 〈S,A,R,P〉,where S is a state set, A is an action set, R:SA→R is a reward
function. P:SA→PD(S) is a state transfer function. P(s,a,s’) denotes the transfer
probability from state s to s’ via action a. The essence of MDP is that the probability
of next state transfer is depended only on the current state and action, rather than
historical states.

To formally use our reinforcement learning based method, we bring the MDP model
in the self-adaptive processes, S denotes a set of system states. A denotes a set
of adaptation policies. State transfer matrix P denotes the state transfer after an
adaptation process. R denotes the optimizing extent after an adaptation process.

3.2 Strategy Selection and Conflict Resolution

Strategy selection occurs in the common situation that more than one strategy could
be used for decision at one time,we should choose the best one that could lead to the
highest utility [11, 12]in the long run. For each strategy, we define a preference value
which represents the preference of selecting that strategy when there is more than
one strategy for current adaptation. The higher preference value, the more probabil-
ity of the strategy to be selected. We call this process strategy selection or conflict
resolution which give us an appropriate adaptation interface for online evolution of
adaptation logics. In stitch, strategy preferences are calculated by utilities and cost-
benefit values that are predefined empirically and stationary while our evolution
goal discussed in section 3.4 is to adapt the preference values for every strategies by
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learning so as to support the online evolution of self-adaptation. Equation 1 shows
the calculation of selecting a strategy

πt(s, t) = Pr(at = a|st = s) =
ep(s,a)

∑b⊆S′ ep(s,b)
(1)

where p(a) is the preference value for decision action a and S’ is a set of decisions
matching current condition.

3.3 Online Cost-Benefit Assessments

The premise of optimizing the decision is the evaluation we took on the target sys-
tem after executing the decision.We denote this evaluation as cost-benefit[3]. Typ-
ically in Rainbow, the cost-benefit is defined by users manually. However, in real
systems it is difficult for users to estimate the utility of a strategy beforehand. Be-
sides, the environment is changing all the time leading to the variability of utility.
An ideal solution of this estimation is to calculate the real utility based on the real
time condition. As a result,we use the variation of system utility to define the cost-
benefit value. Assume that the system utility during previous decision is Ut−1, and
is Ut currently, then the cost-benefit value respected to previous decision is

Rt+1 =

{
1, for Ut >Ut−1; (2)

−1, for Ut <Ut−1. (3)

3.4 Policy Evolution Method

To evolve the adaptive policies based on system utility online, we introduce a pol-
icy evolution method based on reinforcement learning [8].Reinforcement Learning
(RL) provides a promising new approach to systems performance management that
differs radically from common approaches making use of explicit system perfor-
mance models. In principle, RL can automatically learn high-quality management
policies without an explicit performance model or traffic model, and with little or
no built-in system specific knowledge [7]. We use a RL algorithm named actor-
critic[9]. It assumes that there is an actor who takes an action by a policy. A critic
evaluates the performance by the reward from environment and optimizes the policy
through updating the value functions. Our goal is to make a model correspondence
between them and bring the actor-critic algorithm in our evolution method. Table 3
illustrates this correspondence. After corresponding, the evolution method can con-
cluded as algorithm 1.

4 IDES Framework

Figure 3 illustrates the IDES framework. Like Rainbow, it is architecture based self-
adaptive software, but extending from it, strategies, utility profiles and cost-benefit
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Table 3 correspondences between actor-critic algorithm and self-adaptive software evolution
method

actor-critic algorithm Self-adaptive software evolution method
state S system condition
State-action value
Q(s,a)

The preference value of a strategy in current condition
P(condition,strategy)

Policy (S,a) The probability of selecting strategy S in condition c

Pr(srategy = s|condition = t) =
ep(s,a)

∑b⊆S′ ep(s,b)
(4)

Real time reward rt Cost-benefit of adaptation decision Rt =Ut −Ut−1

Algorithm 1. Policy optimizing method for self-adaptive software.

1: initiate preference value of each strategy as user defined;
2: select a strategy strategy0 according to the current system state;
3: while true do
4: execute strategy0observe the effect and get the reward vector Rt =Ut −Ut−1;
5: analyze system ,get a sub set S of strategies that can be used for current adaptation

decision;
6: update preference of current strategy strategy0 based on sub strategy set

δt ← Rt + γ max
s⊆S

P(s)−P(strategy0) (5)

P(strategy0)← P(strategy0)+αγt (6)

7: select the next strategy from sub strategy set S according to the probability calculated
by preference value

strategy0 = argmax
s⊆S

ep(s,a)

∑b⊆S′ ep(s,b)
(7)

8: end while

attributes in the IDES framework can be evolved online by updating the preference
of each policy during running time. It is implemented by two close control-loops.
One loop monitors the running system, analyzes the adaptive demand and experts
appropriate decision, another loop evaluates system utility and updates strategy pref-
erence using machine learning. Besides, it has an adaptation knowledge manage-
ment module for defining, interpreting and managing the adaptation knowledge.
The rest of this section further elaborates on the knowledge management model and
two control-loops.
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Fig. 3 IDES framework

4.1 IDES Adaptation Knowledge Management

As architecture based self-adaptive software, we firstly need some descriptions of
the target system’s architecture and some adaptation expertise. Therefore, we de-
sign an adaptive language to represent the adaptation knowledge using high-level
adaptation concepts. In Rainbow, the self-adaptive language is stitch which consists
of operators, tactics,strategies,quality dimensions, utility preferences and so on[3].
As for supporting of policy evolution, we extend some elements from the stitch
language and developed a self-adaptive language called ”SASGDL”(a General De-
scriptive Language for Self-Adaptive Systems) which consists of family, instance,
and system utility etc. We also make some descriptions of system operators and
adaptive strategies. Figure 4 is a highlight of some grammars of the adaptation de-
scription language.

Table 4 adaptation description language grammar highlights

System ::= family|instance|strategy|tactic|operator
|probe|gauge|systemutility

Family ::= properties|component|connector
Instance ::= properties|component|connector
Strategy ::= condition,referencePolicy
Tactic ::= condition,operator,effect
Operator ::= type,arguments,returnvalue
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(a) Analyzer (b) Reasoner

Fig. 4 Schematic of analyzer and reasoner

4.2 IDES Adaptation Cycle

In this section, we describe how to monitor, analyze, reason, and execute with the
concept model and adaptation policies to adapt a software system in IDES. As is
showed in figure 3, IDES consists of four parts which form the adaptation cycle.
They are probe, gauge, analyzer, reasoner and effector.

Probe and gauge. The probe and gauge act as monitor in our self-adaptive sys-
tem. The probe get variables of target system and the gauge calculate the
properties in architecture view. They provide system information for rea-
soning engine for further decisions.

Analyzer. As is illustrated in figure 4a, The analyzer gets the system information
from the gauge and analyzes latent adaptive demand by an expert engine
which runs the RETE algorithm [15].

Reasoner. As is illustrated in figure 4b, After analyzing, the reasoner gets the
adaptation requirements (tactics) derived from analyzer and also gets sys-
tem information from gauge. Then it reasons out concrete operators by an
expert engine which runs the RETE algorithm.

Executer. The executer gets the operators derived from the reasoner and executes
them through system operation module.

4.3 IDES Policy Evolution Cycle

In this section, we describe how to evaluate system utility and evolve policies by
our method in IDES. As is showed in figure 3, the evolution cycle include evaluator
and updater.

Evaluator. The evaluator get system information from gauge and calculate sys-
tem utility by the system utility file that user have defined. It gives the utility
value to updater for updating the current policies.
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Updater. The updater gets system utility value from evaluator, and then executes
the online policy evolution method discussed above to update the policies’ pref-
erence by historical policies and current system utility value.

5 Case Study

In order to adapt the bank scheduling system exemplified in section 2,we made a
simulation of target system - BDS and incorporate the IDES into it. During run-
ning,IDES monitors the BDS system and fetches some running information such
as queue length, analyzing adaptation demands and adapting them with a strategy
when the queue length is over a certain threshold. We use the same two strategies
(strategy1 and strategy2) as exemplified in section 2. To compare the policy evo-
lution technique with other original self-adaptation,we take experiments in three
conditions:

• Non Adaptive: To run the BDS without IDES.
• Adaptive without Policy Evolution: Run the BDS with IDES which doesn’t have

the updater modules,that is to say, the IDES’s functions are similar to Rainbow
that doesn’t have policy evolution mechanisms.

• Adaptive with Policy Evolution: Run the BDS with IDES which has the updater
modules,namely has the online policy evolution mechanism.

We should evaluate three aspects: 1. adaptation performance; 2. evolution perfor-
mance include self intelligent and effect on global adaptation; 3 evolution
effectiveness.

5.1 Adaptation Performance

The adaptation performance means the function of adaptation with target system.
To evaluate the basic self-adaptation capability, we executed the scenario mentioned
above both without any self-adaptation and with self-adaptation. Figure 5 shows the
queue length difference between both cases. Without adaptation, the queue length
will be persistently increasing while after adaptation it is kept fewer than 6 all the
while. This proves a prominent adaptation efficient of our IDES self-adaptive sys-
tem.

5.2 Intelligence and Evolution Effect

We define intelligence here as that the adaptive software can quickly reassessment
the pre-defined policies in case of unexpected or unusual changes in the environ-
ment thus make better decisions. To evaluate this ability, we add an exception during
adaptation that there are only 3 cashiers available, so strategy1 will make no sense in
this case. Figure6 shows the variation of two strategies’ preference value during the
experiment. As we can see in figure6a, without policy evolution, the self-adaptive
software is helpless when faced with the exception.As is indicated by the green line,
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Fig. 5 Result comparison between non adaptive and adaptive

the queue length of BDS keeps growing without policy evolution method,however,
when add online policy evolution, as figure6b shows, the queue length is drop down
to normal quickly after a short time of growth, which indicates that the policies
can change their preferences quickly when having detected exception and a better
strategy(strategy2) will be chosen , thus gives a more appropriate and robust adap-
tation and makes the BDS service more stable and reliable. This experiment shows
that while using our approach, the self-adaptive software is more intelligent. And
besides, it convicts effects of the online policy evolution mechanism when facing
abnormalities.

6 Related Work

Over the past decade, researchers have developed a variety of methodologies, tech-
nologies, and frameworks to construct self-adaptive systems [1][3]. We provide an
overview of the state-of-art in this area and compare them with IDES.

6.1 Architecture Based Self-adaptive Software

Architecture based self-adaptive software is to model the target system in an archi-
tecture view and to give self-adaptive during running time. An architecture model
provides a global perspective on the system and exposes the important system-level
behaviors and properties, thereby helping to the run time monitoring and adaptive
decisions [10]. The typical framework is Rainbow [3, 10], which not only provides a
general, supporting mechanisms for self-adaptation over different classes of systems
but defines a language called Stitch, that allows adaptation expertise to be specified
and reasoned about. However, the Stitch language has a drawback that both the poli-
cies and cost-benefit properties are manually predefined and cannot update online.
Our IDES adaptive system is mainly to address this problem. We realized the basic
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(a) queue length under exception(cashier insufficient) but without online policy optimiz-
ing

(b) Queue length under exception (cashier insufficient) with online policy optimizing

Fig. 6 Preference value and queue length of two strategies during the experiment

functional module of Rainbow and besides, we added the online policy evolution
mechanism for the evolution of self-adaptive system itself.

6.2 Online Evolving Self-adaptive Software

The online evolution of self-adaptive software has already been gained attentions
in the past years. Elkhodary et al. firstly introduced a double control-loop for self-
adaptation, one for adaptation and the other for self learning [5]. However, as dis-
cussed in section 1, their adaptation systems are feature based which is not easy for
definition, additions and deletions. Besides, its evolution method is based on feature
selection which is limited by feature space. The IDES we present can be viewed
as a practical improvement which not only has learning loop but has policy based
intelligent decisions where policies are easy for definition,addition and deletion.
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6.3 Reinforcement Learning Based Self-adaptive Software

Kim et al. firstly used reinforcement learning techniques for online self adaptation
on general self-management systems [6]. They pointed out the difference between
online update and offline update and verified the advantages of online update, how-
ever, their optimizing was just for the target system itself, there are no correspond-
ing solutions and application examples for policy-based adaptive software evolution
while reinforcement learning in our method is focused on policy evolution in policy-
based adaptive software.

Table 5 gives a comparison of some typical self-adaptive software. From a view
of adaptive target, IDES has a relatively general usage scope. As for adaptive ap-
proach, IDES is policy based that is more flexible for policy addition and deletion.
Most of all, It has the outstanding features of RL-based and online self-adaptation,
which make it more intelligent and reactive with the change of environment.

Table 5 the comparison of several self-adaptive software

adaptive target adaptive approach self-optimizing
ability

online or
offline

MAPE Architecture policy-based disable offline
Rainbow Architecture policy-based disable offline
FUSION Architecture feature-based able online
Kim et al.2009 Robot RL-based - online
IDES System policy-based RL-based online

7 Conclusion

Rainbow,as a self-adaptive software, provides reliable and stable services through
the monitoring, analyzing, decision-making and execution over target system in
variable environment but is not flexible with operating environment mutation or
system anomalies because their adaptive policies are statically specified at the de-
sign stage. We extend the Rainbow with a framework named IDES in which an
on-line policy evolution method based on reinforcement learning is presented to
solve problems about strategic choices, conflict resolution, cost-effective reassess-
ment and online policy evolution. A typical application scenario that we realized
with IDES verifies the feasibility and effectiveness of our approach. It also shows
the advantages of online evolution in policy-based self-adaptation.

Our future work includes the evolution on specific policy contents. Furthermore,
more AI techniques such as generic algorithms can be used to serve this purpose.
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Visualization of Logical Structure  
in Mathematical Proofs for Learners 

Takayuki Watabe and Yoshinori Miyazaki  

Abstract. This study focuses on the visual representation of mathematical proofs 
for facilitating learners’ understanding. Proofs are represented by a system of 
sequent calculus. In this paper, the authors discuss SequentML, an originally 
designed XML (Extensible Markup Language) vocabulary for the description of 
sequent calculus, and the visualization of mathematical proofs by using this 
vocabulary.  

Keywords: E-learning, mathematical proof, visualization, sequent calculus, 
MathML. 

1   Introduction 

This paper discusses a framework for visualizing mathematical proofs in order for 
learners to better understand these proofs. In the field of math education, there has 
been some previous research on the methodology of teaching how to solve proofs 
[1, 2], and our study primarily focuses on the logical structure of proofs. Proofs 
are usually written in natural languages, and this sometimes causes learners to face 
difficulty in understanding the logical structure of these proofs. The authors 
believe that learners do not comprehend the proofs or acquire the ability to 
describe proofs because they do not understand the logical structure of these 
proofs. In fact, [3] shows that the more structured proofs were presented to 
learners, the higher their scores were, in the course in propositional and predicate 
logic. Although formal languages help us to show rigidly the logical structure of 
proofs, grasping how to read these languages is not easy. Therefore, this study 
aims at the visualization of the logical structure of mathematical proofs. 
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It is desirable to use the expressions of proofs that show their logical structure 
in a rigid and clear manner, and have a high compatibility with visualization. In 
order to realize this, a system of sequent calculus is adopted. 

Sequent calculus expresses the proposition to prove by a style called sequent, 
and expresses proofs by showing the process in which the sequent is transformed 
into a relatively simple form. Because the method to express the transformation 
process of sequents as a type of diagram is already known, visualization is 
attempted so that even novice learners easily understand mathematical proofs. As 
one of the related studies, Smullyan [4] expressed proofs by using logical 
diagrams. 

For describing sequent calculus, we propose an originally designed XML 
(Extensible Markup Language) vocabulary called SequentML. MathML 
(Mathematical Markup Language), an XML vocabulary recommended by W3C 
(World Wide Web Consortium) as one of the XML vocabularies for expressing 
math, is also used, because proofs involve math expressions. A high usability 
between MathML and SequentML are expected because both are XML 
vocabularies.  

In section 2, MathML is introduced as one of the XML vocabularies for 
describing math expressions. Section 3 outlines the sequent calculus upon which 
representation of proofs is based in this research, and elaborates on the proposed 
SequentML to represent sequent calculus as XML data. In section 4, our method 
for visualizing proofs is presented with an example. Section 5 discusses the 
advanced functions of the proposed method. Section 6 presents the concluding 
remarks and plans for future work pertaining to this study. 

2   MathML 

MathML [5] is one of the XML vocabularies used for expressing math and has 
been released by W3C. There are two MathML syntaxes, which are Presentation 
markup and Content markup. The former affords complete control over the 
appearance of expressions, whereas the latter preserves the semantics of 
expressions. In this study, we use Content markup and we refer to it as MathML. 
Among the various tags defined in MathML, the <apply> tag, which represents 
application of a function or an operator, is central to MathML. Fig. 1 shows the 
MathML code for the expression , with the tags explained in Table 1. 
 
 

<math> 
    <apply> 
        <plus/> 
        <ci>a</ci> 
        <ci>b</ci> 
    </apply> 
</math> 

Fig. 1 Representation of  using 
MathML 

Table 1 Description of tags in Fig. 1 

Tag Description 

math encloses MathML elements 

apply applies the first child operator or 
function to other elements 

plus performs addition 

ci encloses identifiers (variables 
and names) 
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Specifically, the code in Fig. 1 is interpreted as “applying addition to identifiers 
a and b.” This notation also allows us to describe symbols used in set theory and 
logical operators such as 

•  “ ” (in), “ ” (subset), “ ” (intersection), “ ” (union) 
• “ ” (and), “ ” (or), “ ” (not), “ ” (implies), “ ” (equivalent), “ ” (for 

all), “ ” (exists). 

To use these symbols or operators, one has to replace only the <plus> tag in  
Fig. 1 with the corresponding tag from one of abovementioned tags. Likewise, one 
may describe differentiation, integration, or matrices (introductions omitted owing 
to space constraints). 

3   Sequent Calculus & SequentML 

This section outlines a system of sequent calculus [6] upon which representation 
of proofs is based in this research, and elaborates on the proposed SequentML,  
an originally designed XML vocabulary to represent sequent calculus as XML  
data. 

3.1   Sequent Calculus 

In sequent calculus, the propositions to prove are presented in a style called sequent. 
A sequent is of the form in Fig. 2, where , , , and  denote logical expressions. 
This sequent is intuitively interpreted as “if  and  then  or  (holds).” In other 
words, the arrow symbol and its left and right commas represent “IMP (logical 
implication),” “And (logical product),” and “Or (logical disjunction),” respectively. 
The form “ ” is also acceptable, and it simply means “to be .” 

The transformation of sequents, or inference, is represented as in Fig. 3. This 
shows “ ; therefore,  (holds).” It may be retold that the sequent above 
a line (“ ”) is simpler than that below (“ ”). There is also a case where 
there are multiple sequents above a line (Fig. 4). This implies that “ ” is 
proved if both “ ” and “ ” are shown. In this study, we consider the 
set theory for the examples given later.  

 

, ,  
 
 

 

   
 

Fig. 2 Example of sequent Fig. 3 Example of inference Fig. 4 Example of multiple 
sequents above a line 
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3.2   SequentML 

The authors developed an originally designed XML vocabulary to represent 
sequents. It is referred to as SequentML. SequentML enables us to write sequents 
and their transformations (or inferences). Table 2 presents a list of tags used for 
representing sequents. 

Table 2 List of tags used for sequent representation 

Tag Description 

sequent encloses sequent 

antecedent left proposition of “ ” 

succedent right proposition of “ ” 

Each proposition is expressed using MathML. Fig. 5 shows the SequentML 
codes for the sequent “ , .”  

<sequent> 
    <antecedent> 
        <math> 
            <apply> 
                <subset/> 
                <ci>A</ci> 
                <ci>B</ci> 
            </apply> 
        </math> 
        <math> 
            <apply> 
                <in/> 
                <ci>x</ci> 
                <ci>A</ci> 
            </apply> 
        </math> 
    </antecedent> 
    <succedent> 
        <math> 
            <apply> 
                <in/> 
                <ci>x</ci> 
                <ci>B</ci> 
            </apply> 
        </math> 
    </succedent> 
</sequent> 

Fig. 5 “ , ” by SequentML 
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A sequent is enclosed by the <sequent> tag. The logical expressions on the left 
of the arrow (antecedent logical expressions) are enclosed by the <antecedent> 
tag. Each logical expression is enclosed by the <math> tag, because they are 
written in MathML. When there are multiple logical expressions in the antecedent, 
each logical expression is described as a child of the <antecedent> tag. The logical 
expressions on the right of the arrow (succedent logical expressions) are also 
described in the same manner using <succedent> tag. 

Next, the tags for describing a proof as a series of sequents are explained. 
These tags are shown in Table 3. 

Table 3 List of tags used for representing inferences 

Tag Description 

sequentcalculus encloses sequent calculus 

deduction describes a single inference 

rule describes an inference rule 

Let S1 and S2 be sequents. Assume that the inference from S1 to S2 is made on 
the basis of the definition of subsets. Further, assume that S2 completes the proof 
due to Axiom, which we name as when a sequent has the form “ ”. Then, 
the proof in Fig. 6 is illustrated in Fig. 7 by using SequentML. 

The entire proof is enclosed by <sequentcalculus> tags. Each inference is enclosed 
by <deduction> tags. The first child of the “deduction” element is the “rule” element, 
representing an inference rule. The second child is a sequent applied by the inference. 
If the proof is completed by the inference, the third child is omitted. Else, the 
“deduction” element would be the third child. This is how a series of sequents in a 
proof is represented as a nested structure of “deduction” elements. 

S2 
S1 

Fig. 6 Example of proof 

<sequentcalculus> 
    <deduction> 
        <rule>definitions of subset</rule> 
        <sequent>S1</sequent> 
        <deduction> 
            <rule>Axiom</rule> 
            <sequent>S2</sequent> 
        </deduction> 
    </deduction> 
</sequentcalculus> 

Fig. 7 Description of inference using SequentML 
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In case where a series of sequents has a branch by the inference (Fig. 8), one 
only has to describe the “deduction” element of S2 (and S3) as the third (and 
fourth) child of the “deduction” element. 

S2           S3 
S1 

Fig. 8 Example of branched sequent series 

4   Visualization of Proofs 

In this section, we elucidate the visualization of mathematical proofs. When a 
proof is presented using sequent calculus, it usually comprises a series of 
sequents. A series of sequents is placed vertically, as shown above. The bottom 
sequent is the proposition to prove. The repetition of inferences for the relatively 
simple sequents leads to the completion of the proof if turned sufficiently 
simple, because of a series of transformations. This vertical placement of 
sequents is regarded as a type of visual representation. This representation, 
however, is not appropriate for learners who seek to take advantage of the 
visualized materials, because the description created using sequent calculus is 
highly formalized and representation is restrictive regarding the relation between 
sequents (or inference rules). 

In this section, we present a visualization method for overcoming the 
abovementioned limitations. As an example, we prove De Morgan’s laws 
pertaining to set theory. 

4.1   Diagram Structure 

The structure of diagrams in a visualized proof is introduced. In sequent calculus, 
a series of sequents is placed vertically with bars as separators. This makes it 
difficult to distinguish between the horizontally placed sequents. Further, there is a 
lack of considerable space for mentioning the relation between the vertically 
placed sequents. Considering these factors, the authors have devised a new 
diagram to enclose each sequent within rectangles and to connect the vertically 
placed sequents using lines. Furthermore, the vertical order of sequents is 
reversed. This is because in many proofs, steps are taken to gradually simplify the 
propositions to prove. An example of the visualization of an inference is shown in 
Fig. 9. 
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S2       S3 
S1 

 

Fig. 9 Example of inference visualization 

4.2   Sequents Replaced by Natural Language 

As one may tell, most of the general learners of math are probably not familiar 
with sequent calculus and its style. On the other hand, an aforementioned sequent 
can be interpreted as a proposition, regarding commas in the antecedent as the 
logical product, commas in the succedent as the logical disjunction, and an arrow 
symbol as the logical implication. In the visualization, sequents are interpreted as 
propositions. However, sequents, regarded as propositions and represented with 
logical operators, might not be comprehensible since they are considerably formal 
for learners who have not acquired the basic knowledge of formal logic. Hence, a 
set of simple rules is devised to replace the logical symbols with the expressions 
of a natural language. For the corresponding table, see Table 4. 

Table 4 Correspondence between logical operatorsand natural language 

Logical Operator Natural Language 

 and 

 or 

 not 

 if… then … 

 if and only if 

 for all 

 there exists 

4.3   Representation of Inference Rule 

Here, the representation of the relation between sequents, or inference rules, is 
discussed. A label is attached to the line connecting two sequents, and the content 
of the “rule” element is directly copied in the label. Fig. 10 shows an example of 
visualizing an inference connecting S1 and S2 with an inference rule “definition of 
subset.” 

After inferences continue until no further simplification is necessary, a line is 
drawn below the sequent, implying the end of the inference process. In this 
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occurrence, the reason for why no simplification is required is also provided. The 
content of the “rule” element of the “deduction” element having no third child is 
also given. Fig. 11 shows an example of a sufficiently simplified sequent. 

  

Fig. 10 Example of representation of 
inference rule 

Fig. 11 Example of representation of end of 
inference 

 

Fig. 12 Abbreviated representation of inference rule 

A display of all the inference rules causes the deterioration of the visibility and 
readability of the logical structure of proofs. In order to avoid this, inference rules 
are displayed only when a button placed between the sequents is clicked. Fig. 12 
shows a status where no inference rules are displayed. 

  A single inference rule is sometimes used multiple times in a proof. In order to 
make good use of this rule, a function that allows the referencing of inference 
rules by using the attributes of the <rule> tag is provided. There are two types of 
tags to help this function: one is the “id” attribute, and the other is the “href” 
attribute. The “id” attribute is added to the <rule> tag that describes an inference 
rule that is used more than once. 

<rule id="def-subset">definition of subset</rule> 

When the same inference rule is used, referencing is enabled by specifying the 
value of the “id” attribute of the <rule> tag with “#” as its prefix, as the value of 
the “href” attribute. 

<rule href="#def-subset"/> 

More generally, one may specify the URI as the “href” attribute. This suggests 
that the inference rules that are not found in the same file can also be  
referred. A similar notation is used in HTML + CSS and MathML. 
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4.4   Case Study 

Fig. 15 illustrates an example of a visualized proof. For the sake of comparison, a 
conventional proof by sequential texts and a diagram for the same proof created 
by using sequent calculus in which sequents are translated as logical expressions 
are shown in Fig. 13 and Fig. 14, respectively. The proposition to prove in this 
case study is the De Morgan’s laws belonging to the set theory. One may notice 
that the proposition to prove is placed at the top, and the propositions are 
simplified as they get closer to the bottom. The ground for simplification is filled 
in the label. The sequent at the bottom is sufficiently simplified, and the label for 
reasoning is attached. It is observed that the visibility and readability are improved 
by hiding labels. Each sequent is expressed by a natural language on the basis of 
the aforementioned replacement rule. 

 

 
 
 
 
 
 

Fig. 13 Proof of De Morgan’s laws by sequential texts (conventional) 

 

Fig. 14 Proof of De Morgan’s laws by sequent calculus and its representation 

 

Fig. 15 Visualization of the proof of De Morgan’s laws 

Showing     is equivalent to showing both   and . First, let     be shown. Since  does not hold, neither  nor  should 
hold. Hence, both   and   hold. Therefore, . Conversely, the 
proof for      follows. Since neither  nor  holds, 

does not hold. Therefore, .
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5   Discussion 

This section focuses on the advanced functions of the proposed method for future 
implementation. The one is, utilizing visualized proofs, a function allowing 
learners to input proofs by themselves. The other is concerning the similarities of 
proofs with their structures into considered. 

5.1   Describing Proofs by Learners 

Learning effectiveness will be enhanced if learners are provided with a tool to 
input mathematical proofs with this visual representation by themselves. One 
simple manner in which this can be achieved is to let the inference rules and a set 
of sequents be null first, and then to let the learners fill them in by using a natural 
language and have teachers grade them (a fill-in type of problem). On the other 
hand, if a framework is prepared to let users input formal descriptions in some 
way, the automatic grading of mathematical proofs will be enabled, taking 
advantage of the rigid structure by SequentML and MathML. Such an example of 
automatic verification software for mathematical proofs is MIZAR [7]. A related 
work is [8], which intended to formalize the nucleus of a MIZAR system using 
XML. An ideal setting is the automatic grading of natural language-based proofs. 
[9] presents a research on the analysis of documents which consist of math 
expressions and a natural language.  

5.2   Presenting Similarly Structured Proofs 

Another discussion is to consider the similarities between structures of proofs. By 
defining some index regarding the structure of each proof, it is expected to provide 
learners with proofs analogous to the ones they studied for better understanding. 
In addition, it will be made feasible to present the proof of which the learner is 
more familiar with the structure, in case there are multiple ways to prove the same 
proposition. In essence, SequentML has a mechanism to describe structures of 
proofs, sequents, and inference rules. Also, MathML is capable of storing 
semantic information of math expressions including logical expressions. 
Therefore, the proofs described by our method should have enough information 
for their characterization. On the other hand, it is not an easy task to define such 
an index for judging similarities of proofs, and thorough examination will be 
indispensable.  

6   Concluding Remarks and Future Work 

In this paper, the authors developed a framework to create a visual representation 
of mathematical proofs for math learners. Sequent calculus was adopted as a 
theoretical platform to describe such proofs. MathML was also used for 
expressing the math expressions. For the comprehensive data description of 
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sequent calculus, SequentML was designed as an XML vocabulary. Lastly but 
most importantly, a method was proposed to visualize SequentML-based data 
from the viewpoint of showing their logical structure clearly. 

Our plan is to primarily expand the data stipulated by SequentML and develop 
a tool to help create such data. In mathematical proofs, identical or similar 
inference rules are introduced. In this paper, we referred to the transformation 
rules of sequents as the inference rules, which included the application of 
theorems or lemmas. Then, the usability of SequentML is expected to be enhanced 
when the amount of SequentML-based data is increased.  

The secondary plan is to add an interactive function for manipulating the 
visualized diagrams that represent mathematical proofs. In visualized proofs, it is 
highly expected that the granuarity of the proof is controlled or adjusted 
depending on the level of the learners. For instance, when some theorem’s name is 
specified as an inference rule, presenting the details of the theorem is desirable if 
the user is not familiar with the theorem. As its reference, [10] introduced a 
function to refer to the definitions of mathematical notions or terms when they are 
clicked. In our method, sequents are displayed by using a natural language at 
present, while some learners might understand them more easily simply through a 
description made of logical symbols. A new mechanism will be demanded to vary 
the diagrams flexibly to the need of each learner. If this system may collaborate 
with software such as ActiveMath [11], which has learner management functions, 
it may be feasible to automatically figure out what should be displayed to each 
learner. 

Lastly, the shortcomings of our system have to be revealed. For example, the 
proof of De Morgan’s laws is shown in Fig. 15 in such a way that “if    then  ” and “if    then  ” are both 
proved. Another way is to lead to  by transforming and replacing the 
proposition with mathematically equivalent propositions, for a given . 
The latter way, however, cannot be represented by the visualization method 
presented in this study at present. Then, the next step to take, of course, is to 
pursue the alternative way to visualize such cases as well. 

The implementation will be made shortly based on the presented framework, to 
observe the effects of the method used in on-site classes.  

Acknowledgments. The authors wish to thank the referees for their helpful 
comments on an earlier version of this paper for deepening the discussions on  
advanced functions of our method. 
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Incremental Update of Fuzzy Rule-Based
Classifiers for Dynamic Problems

Tomoharu Nakashima, Takeshi Sumitani, and Andrzej Bargiela

Abstract. Incremental construction of fuzzy rule-based classifiers is studied in this
paper. It is assumed that not all training patterns are given a priori for training clas-
sifiers, but are gradually made available over time. It is also assumed the previously
available training patterns can not be used in the following time steps. Thus fuzzy
rule-based classifiers should be constructed by updating already constructed classi-
fiers using the available training patterns at each time step. Incremental methods are
proposed for this type of pattern classification problems. A series of computational
experiments are conducted in order to examine the performance of the proposed
incremental construction methods of fuzzy rule-based classifiers using a simple ar-
tificial pattern classification problem.

1 Introduction

Fuzzy systems based on fuzzy if-then rules have been researched in various fields
such as control [1], classification and modeling [2]. A fuzzy rule-based classifier is
composed of a set of fuzzy if-then rules. Fuzzy if-then rules are generated from a
set of given training patterns. Advantages of fuzzy classifiers are mainly two-folds:
First, the classification behavior can be easily understood by human users. This can
be done by carefully checking the fuzzy if-then rules in the fuzzy classifier because
fuzzy if-then rules are inherently expressed in linguistic forms. Another advantage is
nonlinearity in classification. It is well known that non-fuzzy rule-based classifiers
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are difficult to perform non-linear classification because classification boundaries
are always parallel to attribute axes in most cases. The nonlinearity of fuzzy classi-
fication leads to high generalization ability of fuzzy rule-based classifiers while its
classification behavior is linguistically understood.

A fuzzy rule-based classifier in this paper consists of a set of fuzzy if-then rules.
The number of fuzzy if-then rules is determined by the dimensionality of the classi-
fication problem and the number of fuzzy partitions used for each attribute. A fuzzy
if-then rules is generated by calculating the compatibility of training patterns with
its antecedent part for each class. The calculated compatibilities are summed up to
finally determine the consequent class of the corresponding fuzzy if-then rule. An
unseen pattern is classified by the fuzzy rule-based classifier (i.e. a set of generated
fuzzy if-then rules) using a fuzzy inference process.

In general, as the amount of information keeps growing due to the development
of high-performance computers and high-capacity memories, it is difficult for any
information systems to efficiently and effectively process a huge amount of data
at a time. This is because it takes intractably long time to retrieve whole data and
it is not possible to handle the intractably huge amount of data by just one infor-
mation system. Also, it is possible that training patterns are generated over time
and the designers of information systems have to handle the dynamically available
patterns in a manner of streaming process. This paper focuses on the latter case
in the construction process of fuzzy rule-based classifiers. In order to tackle with
such streaming data, fuzzy rule-based classifiers need to adapt themselves to newly
available training patterns. In this paper, incrementally constructing methods are
proposed for fuzzy rule-based classifiers. A series of computational experiments are
conducted in order to examine the generalization ability of the constructed fuzzy
rule-based classifiers by the proposed methods for a two-dimensional incremental
pattern classification problem.

2 Pattern Classification Problems

2.1 Conventional Pattern Classification

The standard type of pattern classification is explained in this subsection. Let us as-
sume that a set of training patterns is given before constructing a classifier. A train-
ing pattern consists of a real-valued input vector and its corresponding target class.
Consider, for example, an n-dimensional C-class pattern classification problem. It
is also assumed that m training patterns xp = (xp1,xp2, . . . ,xpn), p = 1,2, . . . ,m are
given a priori. The task then is to construct a classifier that correctly classify an
unseen pattern using the given set of the training patterns.

2.2 Incremental Pattern Classification

The incremental pattern classification problem in this paper is defined as the classifi-
cation task that involves an incremental process of obtaining training patterns. That
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is, the full set of training patterns cannot be obtained beforehand. Instead, a small
number of training pattens are gradually made available as the time step proceeds. It
is also assumed that classification of new patterns should be made during the course
of the incremental process of obtaining training patterns. Thus, a classifier should
be constructed using the training patterns that have been made available thus far.

Let us denote the available training patterns at the time step t as xt
p, p =

1,2, . . . ,mt , where mt is the number of training patterns that became available at
time t. The task at time T is to construct a classifier using ∑T

t=1 mt training patterns
xt

p, p = 1,2, . . . ,mt , t = 1,2, . . . ,T .

3 Fuzzy Rule-Based Classifier

In this paper, a fuzzy rule-based classifier proposed in [2] is used. It should be noted
that the idea of the classification confidence can be applied to any forms of fuzzy
classifiers if they are rule-based systems. An overview of the system in [2] is given
below.

3.1 Fuzzy If-Then Rule

In a pattern classification problem with n dimensionality and M classes, we sup-
pose that m labeled patterns, xp = {xp1,xp2, · · · ,xpn}, p = 1,2, · · · ,m, are given as
training patterns. We also assume that without loss of generality, each attribute of xp

is normalized to a unit interval [0,1]. From the training patterns we generate fuzzy
if-then rules of the following type:

Rq: If x1 is Aq1 and · · · and xn is Aqn

then Class Cq with CFq,
q = 1,2, · · · ,N,

(1)

where Rq is the label of the q-th fuzzy if-then rule, Aq = (Aq1, · · · , Aqn) represents a
set of antecedent fuzzy sets, Cq a the consequent class, CFq is the confidence of the
rule Rq, and N is the total number of generated fuzzy if-then rules.

We use triangular membership functions as antecedent fuzzy sets. Figure 1 shows
triangular membership functions which divide the attribute axis into five fuzzy sets.
Suppose that an attribute axis is divided into L fuzzy sets. The membership function
of the k-th fuzzy set is defined as follows:

μk(x) = max

{
1− |x− xk|

v
,0

}
,k = 1, · · · ,L, (2)

where

xk =
k− 1
L− 1

, k = 1, · · · ,L, (3)

and

v =
1

L− 1
. (4)
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Let us denote the compatibility of a training pattern xp with a fuzzy if-then rule Rq

as μAq(xp). The compatibility μAq(xp) is calculated as follows:

μAq(xp) =
n

∏
i=1

μAqi(xpi), q = 1,2, · · · ,N, (5)

where μAqi(xpi) is the compatibility of xpi with the fuzzy set Aqi and xpi is the i-th
attribute value of xp. Note that μAqi(xpi) is calculated by (2).

The number of fuzzy rules to be generated is Ln. That is, the number of rules
increases exponentially for the division number and the dimensionality.

3.2 Generating Fuzzy If-Then Rules

A fuzzy classification system consists of a set of fuzzy if-then rules. The fuzzy if-
then rules are generated from the training patterns xp, p = 1,2, . . . ,m. The number
of generated fuzzy if-then rules is determined by the number of fuzzy partitions for
each axis (i.e., L in (2)∼ (4)). That is, the number of generated fuzzy if-then rules is
the number of combinations of fuzzy sets that are used for attribute axes. Although
different numbers of fuzzy partitions can be used for different axes, in this paper we
assume that it is the same for all axes. In this case, the number of fuzzy if-then rules
is calculated as N = Ln where n is the dimensionality of the pattern classification
problem at hand. In this paper, it is supposed that all attributes are divided in the
same way (i.e., the same fuzzy partition).

The consequent part of fuzzy if-then rules (i.e., Cq and CFq in (1)) is determined
from the given training patterns once the antecedent part is specified. The conse-
quent class Cq of the fuzzy if-then rule Rq is determined as follows:

Cq = arg max
h=1,...,M

β q
h , (6)

Fig. 1 Triangular fuzzy sets.
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where
β q

h = ∑
xp∈Class h

μAq(xp). (7)

That is, the most matching class with the fuzzy if-then rule is selected considering
the given training patterns. If there is not any training pattern that is covered by
the fuzzy if-then rules, the consequent class is set as empty. Also, in the case where
multiple classes have the maximum value in (6), the consequent class is set as empty.
The confidence CFq is determined as follows:

CFq =
βCq − β̄

m

∑
h=1

β q
h

, (8)

where

β̄ =
1

M− 1 ∑
h �=Cq

β q
h . (9)

There are other formulations for determining the confidence. Interested readers are
referred to [2] for the discussion on the confidence calculation and the performance
evaluation.

3.3 Classification of Unseen Patterns

Generated fuzzy if-then rules in the previous subsections are used to assign a class
label to an unseen pattern which is not included in the set of training patterns. Let us
denote an n-dimensional unseen pattern as x = (x1,x2, . . . ,xn). The fuzzy inference
is employed to classify unseen patterns in the fuzzy classification system in this
paper. The class of an unseen pattern x is classified as Class C that is determined by
the following equation:

C = arg max
h=1,...,M

{αh}, (10)

where
αh = max

q=1,...,N
Cq=h

{μAq(x) ·CFq}. (11)

In the above equations, M is the number of classes and N is the number of fuzzy
if-then rules. In (10), if there are multiple classes that have the same maximum value
of αh, the classification of the unseen pattern is rejected.

4 Incremental Construction of Fuzzy Rule-Based Classifiers

Since not all training patterns are available at a time but are available over time,
it is necessary for already generated fuzzy if-then rules to adapt themselves to the



214 T. Nakashima, T. Sumitani, and A. Bargiela

training patterns that are newly made available. In this paper three methods for in-
crementally constructing fuzzy rule-based classifiers are proposed. The three meth-
ods update the summed compatibilities that are calculated in (7), but in different
manners.

Incremental method A: The summed compatibilities are updated so that the new
training patterns are considered equally as the previously
available training patterns.

Incremental method B: The summed compatibilities are updated so that the higher
weights are put for the new training patterns than the previ-
ously available training patterns.

Incremental method C: The summed compatibilities are updated so that

The following subsections explain the above incremental construction methods of
fuzzy rule-based classifiers.

4.1 Incremental Method A

Let us assume that at time T a fuzzy classifier has been already constructed. It is also
assumed that at time T +1 new training patterns xT+1

p , p = 1,2, . . . ,mT+1 are made
available. As in Subsection 3.2, each fuzzy if-then rule has a summed compatibility
β for each class.

The update procedure of the summed compatibilities is written as follows:
For each of new training patterns xT+1

p , p= 1,2, . . . ,mT+1, do the following steps:

Step 1: Calculate the compatibility μq(xT+1
p ) of xT+1

p with the j-th fuzzy if-then
rule Rq, q = 1,2, . . . ,N, where N is the total number of generated fuzzy
if-then rules.

Step 2: Update the summed compatibilities β q
h of the fuzzy if-then rule Rq for Class

h as follows:

β q
h ←

⎧⎪⎪⎨
⎪⎪⎩

nq
h ·β

q
h + μq(xT+1

p )

nq
h + 1

, if xT+1
p ∈ Class h

and μq(xT+1
p )> 0.0,

β q
h , otherwise.

(12)

The above procedure calculates the new summed compatibility as the weighted av-
erage of the previous summed compatibility and the compatibility with the new
pattern. The weight assigned for the summed compatibility is the number of train-
ing patterns that were previously available. Thus the new summed compatibility can
be seen as the summed compatibility for xp, p = 1,2, . . . ,mt , t = 1,2, . . . ,T +1 that
is calculated by the standard fuzzy rule-generation procedure in Subsection 3.2.
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4.2 Incremental Method B

The second method of incrementally constructing fuzzy rule-based classifiers does
not take into consideration of the number of training patterns that were used to cal-
culate the summed compatibilities. Instead, they are modified so that they approach
the compatibility of the new training patterns. The following steps explain the pro-
cedure:

For each of new training patterns xT+1
p , p= 1,2, . . . ,mT+1, do the following steps:

Step 1: Calculate the compatibility μq(xT+1
p ) of xT+1

p with the j-th fuzzy if-then
rule Rq, q = 1,2, . . . ,N, where N is the total number of generated fuzzy
if-then rules.

Step 2: Update the summed compatibilities β q
h of the fuzzy if-then rule Rq for Class

h as follows:

β q
h ←

⎧⎨
⎩

β q
h + γ ·δ q

h , if xT+1
p ∈ Class h

and μq(xT+1
p )> 0.0,

β q
h , otherwise,

(13)

where
δ q

h = ∑
xp∈Class h

μAq(xp)−β q
h , (14)

and γ is a positive constant in the closed interval [0.0,1.0].

4.3 Incremental Method C

The third incremental method considers the previously available training patterns
with decayed weights. In this method, the value β for each class and each fuzzy
if-then rule at time step T is calculated instead of (7) as follows:

β q,T
h =

T

∑
t=1

∑
xp∈Class h

μAq(xp) · γT−t ,

h = 1,2, . . . ,C,
q = 1,2, . . . ,N,

(15)

where γ is a positive constant called a decay rate in the range [0.0,1.0]. In this
equation, the latest training patterns available at time step T are not influenced by
the decay rate (i.e., γT−T = 1.0). The older the training patterns made available,
the weaker their weight becomes (i.e., γT−1 for the oldest training patterns that are
available at time step 1).

When new patterns are available, the value of β is updated using (15). Since the
calculation for the beta value in (15) is made for all the training patterns that are
made available so far, the computational cost for updating β ’s is intractably high.
Let us consider now the value of β for time step T + 1 as follows:



216 T. Nakashima, T. Sumitani, and A. Bargiela

β q,T+1
h =

T+1

∑
t=1

∑
xp∈Class h

μAq(xp) · γT+1−t

=
T

∑
t=1

∑
xp∈Class h

μAq(xp) · γT+1−t

+ ∑
xp∈Class h

μAq(xp) · γT+1−(T+1)

= γ ·
T

∑
t=1

∑
xp∈Class h

μAq(xp) · γT−t

+ ∑
xp∈Class h

μAq(xp)

= γ ·β q,T
h + ∑

xp∈Class h

μAq(xp). (16)

That is, it is not necessary to calculate the value of β from scratch but the previous
β can be used as a base for calculating the new vlaue of β . The new value of β is
calculated as the weighted sum of the previous β and the compatibility values for
new training patterns.

5 Computational Experiments

The performance of the proposed methods were examined for a static incremental
pattern classification problem. During the course of the experiments, the classifica-
tion boundaries remain unchanged. Figure 2 shows the problem that is used in this
subsection. A training pattern in this classification problem constitutes of a two-
dimensional input vector in the domain space [0.0,1.0]2 and a target output which
is one of four classes. The two diagonal lines in the two-dimensional pattern space
are the classification boundaries between the four classes.

 

0.0 1.0 

1.0 

Class 3 

Class 2 Class 4 x2 

Class 1 

x1

Fig. 2 A static pattern classification problem.
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A fuzzy rule-based classifier is constructed from training patterns that are tem-
porarily available. In the computational experiments, the number of temporarily
available training patterns at a single time unit is specified as 1, 5, 10, and 100. The
new training patterns are generated by first randomly sampling a two-dimensional
input vector according to the uniform distribution, then specify the target output
as the class in which the sampled vector falls. The procedure of generating new
training patterns was iterated for 100 times. Thus the total number of new training
patterns in a single run is 100, 500, 1000, and 10000 depending on the number of
generated training patterns at a single time step. For the purpose of examining the
generalization ability of the constructed fuzzy if-then rules, 10000 input patterns
are uniformly generated in the domain space [0,1]2. The target class of a test pat-
tern is determined by the area in which the pattern falls. For Incremental method B,
the value of the positive constant γ in (13) is specified as 0.0,0.1, . . . ,0.9, and 1.0.
The number of fuzzy sets for each attribute is specified as two, three, four, and five
(see Fig. 1). For each parameter specification, the computational experiments were
conducted ten times to obtain the average performance of the proposed methods.

The experimental results by Incremental method A is shown in Table 1. From
this table, it is shown that the classification performance becomes better when the
number of available training patterns is larger, which is quite natural as the training
classifiers is effective with more training patterns. The classification performance is
not very good when the number of fuzzy sets is two and four. This is because the
current setting of the triangular fuzzy partitioning is not suitable for the diagonal
classification boundaries when the number of fuzzy sets is even (not odd). As Incre-
mental method A eventually considers all training patterns equally at the end of the
process. This method should be better than Incremental method B which updates
fuzzy if-then rules in a smoothing manner with a positive constant γ .

Table 1 Experimental results by Incremental method A for the static problem. The number
in each entry shows the classification performance (%).

# of patterns
# of fuzzy sets 1 2 5 10 100

2 48.0 49.7 49.5 50.3 49.5
3 91.8 92.7 94.4 94.9 95.6
4 82.3 82.9 84.3 84.7 95.4
5 90.9 92.2 94.1 94.3 95.3

The results of the experiments by Incremental method B are shown in Fig. 3.
Figure 3 shows the classification performance of the constructed fuzzy rule-based
classifiers over time with the specified number of available training patterns and a
positive constant (i.e., γ). Obviously the classification performance by Incremental
method A is better than Incremental method B as the classification problem is static,
that is, they remain unchanged during the course of the experiments. As for the
specification of the positive constant, the classification performance is the best when
γ = 0.1 among the investigated values for any number of fuzzy partitions except two.
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As shown in the experiments for Incremental method A, it is difficult to achieve
the diagonal classification boundaries by two fuzzy sets for each axis. Thus the
classification performance in this parameter specification is rather unstable in the
low classification rates.

Fig. 3 Experimental results by Incremental method B for the static problem.

Figure 4 shows the results by Incremental method C where training patterns are
weighted so that old training patterns do not have much influence on the determi-
nation of the consequent class of fuzzy if-then rules. The similar discussion can be
made as to the case in Incremental method B. That is, when the number of fuzzy
partitions is two for each axis, the performance of the fuzzy rule-based systems is
not high dut to the limitation of classification ability with the coarse fuzzy partitions
for pattern classification with diagonal boundaries. For Incremental method C, the
classification performance increases as the value of γ increases. This is because the
classification problem is not dynamic but static. In this classification problem, the
information on all available training patterns should be preserved as they remain true
at any time steps. Once the classification problem becomes dynamic (i.e., the clas-
sification boundaries changes over time), the large value of γ would not be useful.
It would be necessary to find the optimal value for dynamic problems.
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Fig. 4 Experimental results by Incremental method B for the static problem.

6 Conclusions

Two incremental versions of fuzzy rule-based classifiers was proposed in this pa-
per: Incremental method A and B. The target classification problems are supposed
to give streaming training patterns that are made available over time. Fuzzy if-then
rules have to be updated according to the new training patterns. Through a series of
computational experiments, the performance of the proposed fuzzy rule-based clas-
sifiers was examined by two types of classification problems: static and dynamic.
The experimental results showed that Incremental method A performs better than
Incremental method B for the static problem. The analysis of computational cost
for the incremental learning should be also considered for the implementation of
the methods in real-world applications. The application of the proposed method to
real-world problems are also considered in our future works.
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Antunes, Cláudia 121, 139

Bajwa, Imran Sarwar 1
Bargiela, Andrzej 209
Bertok, Peter 15

Chen, Gaozhao 81
Chen, Zhi 165

Ge, Yunwen 81
Gu, Rongrong 81
Gu, Xiaodong 181
Guo, Hai-Feng 105
Guo, Tiande 93

Hameed, Kashif 1
Han, Congying 93
Hao, Yang 93
Henriques, Rui 121
Huang, Guowei 165

Kim, Haeng-Kon 151
Kwok, Lam-for 67

Lamo, Yngve 37
Lau, Raymond Y.K. 53

Lee, Roger Y. 151
Li, Wenjuan 67

MacCaull, Wendy 37
Mantz, Florian 37
Meng, Yuxin 67
Miyazaki, Yoshinori 197

Nakashima, Tomoharu 209

Rutle, Adrian 37

Shao, Guangqi 93
Silva, Andreia 139
Song, Cuicui 81
Song, Long 53
Subramaniam, Mahadevan 105
Sumitani, Takeshi 209

Wang, Xiaoliang 37
Watabe, Takayuki 197
Wu, Shaochun 81

Xu, Lingyu 81
Xu, Yongquan 81


	Title
	Preface
	Contents
	Generating Class Models Using Binary SpacePartition Algorithm
	Introduction
	Related Work
	Generating UML Class Diagrams from BSP Tree
	Parse XMI Representation
	Identifying Hierarchy of Classes
	Generating a BSP Tree
	Traversing the BSP Tree
	Drawing UML Class Model

	Tool Support
	XMI Parser
	BSP Tree Handler
	Diagram Generator

	Case Study
	Conclusions
	References

	Distributed Store for Ontology DataManagement
	Introduction
	Background
	Survey of the Web Ontology Model
	OWL 2
	Semantic Repositories

	Proposed Method
	Data Model of OWL 2 DL
	OWL Data Storage

	Implementation
	Conclusion
	References

	DPFWorkbench: A Diagrammatic Multi-LayerDomain Specific (Meta-)Modelling Environment
	Introduction
	Diagram Predicate Framework
	Tool Architecture
	A Metamodelling Example
	Creating Signatures
	Defining Metamodels
	Generating Specification Editors from Metamodels
	Conformance Checks
	Further Modelling Layers

	Related Work
	Conclusion and Future Work
	References

	Belief Revision for IntelligentWeb ServiceRecommendation
	Introduction
	An Overview of Intelligent Agent Based ServiceRecommendation
	Preliminaries of the AGMBelief Revision Logic
	Knowledge Representation and Reasoning
	Service Recommendation Situation SR1
	Service Matching and Recommendation
	Learning in Retrieval Situation SR2

	Experiments and Results
	Conclusions and Future Work
	References

	Single Character Frequency-Based ExclusiveSignature Matching Scheme
	Introduction
	Background
	Exclusion-Based Signature Matching Algorithm
	Related Work

	Our Proposed Method
	Snort Rule
	Our Proposal
	Running Example

	Evaluation
	Experimental Methodology
	Evaluation Results
	Discussion

	Future Work
	Conclusion
	References

	Data Prefetching for Scientific WorkflowBased on Hadoop
	Introduction
	Related Works
	The Architecture of the Workflow Service Prototype SystemBased on Hadoop Platform
	Data Prefetching for Scientific Workflow Based on Hadoop
	Description of the Problem
	Dynamic Replica Selection
	Prefetching Algorithm

	Experiments and Analysis
	Conclusions
	References

	An NMF-Based Method for the FingerprintOrientation Field Estimation
	Introduction
	The Theory of Nonnegative Matrix Factorization
	Multiplicative Update Rules
	Rank-One Residue Iteration

	NMF-Based Method for Orientation Field Estimation
	How to Choose the Training Set
	How to Get Base Matrixes
	How to Calculate the Orientation Field

	Experiment Results
	The Feasibility of the New Method
	Results on the Fingerprint Database

	Conclusion
	References

	Symbolic Production Grammars in LSCsTesting
	Introduction
	Live Sequence Chart (LSC)
	An Indexed Web Order Protocol

	LCTSG: LSC Consistency Testing with Symbolic Grammar
	Symbolic Grammars
	Consistency Testing Using Symbolic Grammars
	Super States
	Operational Semantics
	Testing the Web Order System

	Grammar Evolution Using Justification
	Conclusions
	References

	On the Need of New Approachesfor the Novel Problem of Long-TermPrediction over Multi-dimensional Data
	Introduction
	Why a New Long-Term Prediction Formulation?
	Limitations of Multi-label Classifiers
	Limitations of Sequence and Time SeriesPredictors
	Illustration

	Problem Formulation
	Underlying Definitions
	Long-Term Prediction over Dimensional Data

	Evaluation
	Predictor’s Accuracy
	Other Relevant Metrics
	Data Properties

	Related Research
	Prediction Approach
	Related Research Streams

	Discussion
	References

	Mining Patterns from Large Star SchemasBased on Streaming Algorithms
	Introduction
	Problem Statement
	Related Work
	Multi-relational PM over Stars
	Data Streams
	MRDM over Data Streams

	Mining Star Streams
	Strengths and Weaknesses

	Performance Evaluation
	Experimental Results

	Conclusions and Future Work
	References

	Frameworks for the Effective InformationExchange on Mobile Devices
	Introduction
	Related Works
	Layered Architecture
	Middleware
	Mobile Service
	Modelling for Technical Design
	Software for Mobile Systems

	Design of Effective Information Exchange on Mobile Devices
	Basic Structure
	Presentation Tier
	Business Tier
	Data Tier
	Relationship among Components in Each Tier

	Implementation
	Conclusion
	References

	A Optimal Scheduling Strategy for Data-DrivenPeer-to-Peer Streaming
	Introduction
	Related Work
	Block Delivery Scheduling: Problem Statementand Formulation
	Block Delivery Scheduling Problem
	Model and Solution

	Performance Evaluation
	Experiment Setup
	Impact of the Weight Coefficient
	Varying the Streaming Rate
	The Impact of Nodes with High Bandwidth Capacity
	Varying the Group Size

	Conclusion and Future Work
	References

	IDES: Self-adaptive Software with Online Policy Evolution Extended from Rainbow
	Introduction
	Background and Motivation
	The Original Rainbow Self-adaptive Software
	A Motivational Example

	Policy Evolution Approach in IDES
	Markov Process Modeling of Policy-Based Adaptation
	Strategy Selection and Conflict Resolution
	Online Cost-Benefit Assessments
	Policy Evolution Method

	IDES Framework
	IDES Adaptation Knowledge Management
	IDES Adaptation Cycle
	IDES Policy Evolution Cycle

	Case Study
	Adaptation Performance
	Intelligence and Evolution Effect

	Related Work
	Architecture Based Self-adaptive Software
	Online Evolving Self-adaptive Software
	Reinforcement Learning Based Self-adaptive Software

	Conclusion
	References

	Visualization of Logical Structure in Mathematical Proofs for Learners
	Introduction
	MathML
	Sequent Calculus & SequentML
	Sequent Calculus
	SequentML

	Visualization of Proofs
	Diagram Structure
	Sequents Replaced by Natural Language
	Representation of Inference Rule
	Case Study

	Discussion
	Describing Proofs by Learners
	Presenting Similarly Structured Proofs

	Concluding Remarks and Future Work
	References

	Incremental Update of Fuzzy Rule-BasedClassifiers for Dynamic Problems
	Introduction
	Pattern Classification Problems
	Conventional Pattern Classification
	Incremental Pattern Classification

	Fuzzy Rule-Based Classifier
	Fuzzy If-Then Rule
	Generating Fuzzy If-Then Rules
	Classification of Unseen Patterns

	Incremental Construction of Fuzzy Rule-Based Classifiers
	Incremental Method A
	Incremental Method B
	Incremental Method C

	Computational Experiments
	Conclusions
	References

	Author Index



