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Preface

Magnetized plasmas in the universe exhibit complex dynamical behavior over a
huge range of scales. The fundamental mechanisms of energy transport, redistribu-
tion, and conversion almost always occur in a multi-scale manner, while the driving
mechanisms often include energy accumulation, free energy excited relaxation
processes, dissipation and self-organization. The plasma processes associated with
energy conversion, transport, and self-organization, such as magnetic reconnection,
instabilities, linear and nonlinear waves, wave-particle interactions, dynamo pro-
cesses, turbulence, heating, diffusion, or convection, represent fundamental physical
ingredients of similar dynamical behavior occurring in the near-Earth space, at the
Sun, in the heliosphere, or in astrophysical environments.

The International Astrophysics Forum (IAFA 2011) held in “Europe’s most
beautiful flower village,” in the Tyrolean Alpbach in June 2011, reviewed the state of
the art of space and astrophysical plasma research and identified the key problems to
be addressed in the coming years. Merging new ideas in an interdisciplinary manner,
the IAFA 2011 conference also provided a forum for promoting future international
collaboration and research programs in theory, experiment, and numerical simula-
tions with regard to space and astrophysical environments. Science topics addressed
included the following:

• Magnetic field topology and reconnection
• Scaling and turbulence
• Wave-particle interactions
• Statistical physics and entropy approaches
• Shocks and nonlinear structures
• Multi-scale complexity, self-organization and relaxation
• Heliogeophysics

The scientific sessions were organized into a few consecutive reviews of related
principal topics, followed by a 15-min long informal forum discussion. The result of
these enthusiastic discussions is the IAFA 2011 Proceedings book. We warmly thank
all the participants of IAFA 2011 who contributed to the Proceedings or presented
their talks during the meeting.
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Finally, we appreciate the support provided by the International Advisory
Committee, the Local Organizing Committee, the numerous referees, and the
Management of Congress Center Alpbach for their valuable help.

Innsbruck, Austria Manfred P. Leubner
Zoltán Vörös
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Sweden

Youra Taroyan IMAPS, Aberystwyth University, Wales, UK

Astrid Veronig IGAM/Institute of Physics, University of Graz, Graz, Austria

Aline de Almeida Vidotto SUPA, School of Physics and Astronomy, University
of St. Andrews, North Haugh, St. Andrews, UK

Ethan T. Vishniac Department of Physics and Astronomy, McMaster University,
Hamilton, Canada

Zoltán Vörös Institute of Astro- and Particle Physics, University of Innsbruck,
Innsbruck, Austria

Peter H. Yoon Institute for Physical Science and Technology, University of
Maryland, College Park, MD, USA
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Magnetic Field Topology

and Reconnection



Field Line Topology and Rapid Reconnection

Eugene N. Parker

Abstract Consider a magnetic field extending through an infinitely conducting
fluid between end plates z D 0, z DL, with arbitrary interlacing of the field lines
throughout. The field is fixed in both endplates and is allowed to relax to an
equilibrium described by the force-free equilibrium equation r � B D ˛B. The
divergence of this field equation yields B � rd D 0, requiring that the torsion
coefficient ˛ be constant along each individual field line, and showing that the field
lines represent a family of real characteristics of the equilibrium field equation. So
the field line topology plays a direct role in determining the nature of the equilibrium
field. For an arbitrarily prescribed interlacing field line topology a continuous field
generally cannot provide an ˛ that is constant along field lines. Yet with the field
fixed at both ends it is obvious that every topology has an equilibrium. So there
must be a mathematical solution to the field equation for each and every topology.
This dilemma is resolved by the fact that the field lines represent a family of real
characteristics, so that surfaces of discontinuity (current sheets) can form along the
flux surfaces. In almost all field line topologies, then, the continuous field is cut up
by surfaces of tangential discontinuity between regions of continuous field.

1 The Force-Free Field Equation

The familiar force-free field equation

r � B D ˛B (1)

has both real and complex characteristics, providing unusual analytic properties,
as we shall soon see. In particular, the continuous solutions to Eq. (1) prove to be

E.N. Parker (�)
Department of Physics, University of Chicago, Chicago, IL, USA
e-mail: parker@oddjob.uchicago.edu

Parker, E.N.: Field Line Topology and Rapid Reconnection.
Astrophys Space Sci Proc. 33, 3–9 (2012)
DOI 10.1007/978-3-642-30442-2 1, © Springer-Verlag Berlin Heidelberg 2012
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4 E.N. Parker

incompatible with almost all field line topologies. This contradiction can be resolved
only through recognition that the family of real characteristics (the magnetic field
lines) provides for discontinuities. So the topology of the field lines dictates the
structure of the solutions of the equilibrium equation (1). The result is that for almost
all field line topologies, there are surfaces of tangential discontinuity partitioning off
regions of continuous field [1–3].

Note, then, that the curl of the field equation is

B � r˛ D r2B C ˛2B (2)

The Laplacian indicates two families of complex characteristics for this quasilinear
equation. The divergence of either Eq. (1) or (2) leads to

B � r˛ D 0 (3)

requiring that the torsion coefficient ˛ be constant along each field line. Obviously
the field lines represent a family of real characteristics. Hence the field line topology
plays a prominent role in determining the nature of the associated equilibrium field,
described by Eq. (1). The field line topology is invariant in the presence of an
infinitely conducting fluid, but the precise shape of the field lines can be determined
only along with the equilibrium solution B.

The torsion coefficient ˛.r/ at any point P represents the ratio of the magnetic
circulation

H
d s � B around any small closed contour circling B at P divided by the

magnetic flux
R
d s �B through that contour. Note then that the field equation is lin-

ear in B if ˛.r/ is specified. However, we are concerned here with the field extending
through an infinitely conducting fluid from z D 0 to z D L and anchored at both
ends. The field lines are subject to arbitrary interlacing throughout 0 < z < L,
so that the field line topology, but not ˛.r/, is known. The invariant topology of
the field lines is sufficient to provide a unique equilibrium B(r) and the related
˛ D B �r �B=B2. Thus the problem is not linear, because ˛ is an unknown function
related to B, and the precise field equation is not known ahead of its solution for a
specified topology.

2 The Generic Magnetic Field Problem

Consider an initial uniform magnetic field B0 extending in the z-direction between
the infinitely conducting plane boundaries z D 0 and z D L. The space 0 < z < L

is filled with an infinitely conducting incompressible fluid so that the field moves
precisely with the fluid. At time t D 0 the fluid and the upper end plate z D L are
set in the 2D incompressible motion

�x D C�kz
@ 

@y
; �y D ��kz

@ 

@x
; �z D 0; (4)



Field Line Topology and Rapid Reconnection 5

where  D  .x; y; kzt/ represents a bounded, smooth, continuous, differentiable
stream function. After a time t the magnetic field is given by

Bx D CB0 �kt
@ 

@y
; By D �B0 �kt

@ 

@x
; Bz D B0: (5)

We suppose that  represents a general chaotic swirling motion fed into the system
through z DL, while the footpoints at z D 0 are held fixed. The characteristic
transverse .x; y/ scale of the swirling is denoted by l.� L/. The fluid motion is
shut off at a time t D T , when the transverse field components Bx and By are
comparable in magnitude to the mean field B0 and there is a succession of L=l
uncorrelated eddies or swirls along any given field line. This interlacing topology
is determined by the function  .x; y; kzt/, and the field given by Eq. (5) is not in
equilibrium, i.e. not in the lowest available energy state for the given topology, of
course.

We wish to know the equilibrium field configuration for the specified topology.
The force free Eq. (1) is difficult to work with, so to facilitate the calculation, it is
convenient to stretch (dilate) the field in the z-direction by the large factor N.� 1/.
The upper end plate moves to z D NL, and the field described by Eq. (5) becomes

Bx D C
�
B0

N

�

�kT
@ 

@y
; By D �

�
B0

N

�

�kT
@ 

@x
; Bz D B0; (6)

where now  .x; y; kzT/ is replaced by  .x; y; kzT=N/. The field line topology
is preserved and the transverse field components are now small compared to the
longitudinal z-component by the factor 1=N .

The next step is to hold fixed the footpoints of the field at z D 0;Lwhile releasing
the fluid throughout 0 < z < L so that the magnetic field described by Eq. (6) can
relax to the lowest available energy state. A small viscosity is introduced into the
fluid so that the free energy of the field can be removed by viscous dissipation. The
end plates are assumed to maintain a uniform fluid pressure at both z D 0 and z D L,
which will generally involve fluid motion across the end plates. It is evident that a
final stable equilibrium exists because the field is held fixed at both ends and the
fluid pressure remains uniform. The system relaxes exponentially to the final static
equilibrium state, which conforms to Eq. (1). The boundary conditions during this
relaxation are Bz D B0 and �x D �y D 0 at z D 0;L. The final equilibrium state is
uniquely determined by the invariant field line topology.

Using the small ordering parameter � D O.1=N/�1, the final equilibrium state
can be written in the form

Bx D �B0bx; By D �B0by; Bz D B0.1C �bz/: (7)

The torsion is reduced by the expansion of the transverse components, so let

˛ D �a (8)
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The stretched field varies slowly in the z-direction, so write

@

@z
D �

@

@�
(9)

Thus @=@x; @=@y, and @=@� are all O.1=l/.
The components of the field Eq. (1) become

�
@bz

@y
� �2 @by

@�
D �2 abx; (10)

�2
@bx

@�
� �

@bz

@x
D �2 aby; (11)

�
@by

@x
� �

@bx

@y
D �a.1C �bz/: (12)

The divergence condition is

�
@bx

@x
C �

@by

@y
C �2

@bz

@�
D 0; (13)

and Eq. (3) reduces to

�2 bx
@a

@x
C �2 by

@a

@y
C .1C � bz/�

2 @a

@�
D 0: (14)

It is evident from Eqs. (10) and (11) that bz is small O.�/ compared to bx and by .
So Eq. (13) reduces to

@bx

@x
C @by

@y
D 0 (15)

upon neglecting terms second order in � compared to one. It follows that there exists
a function �.x; y; �/ such that

bx D C@�

@y
; by D �@�

@x
: (16)

It follows from Eq. (12) that

a D �
�
@2�

@x2
C @2�

@y2

�

; (17)

and Eq. (14) becomes
@a

@�
D @�

@x

@a

@y
� @�

@y

@a

@x
: (18)
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The equilibrium field is described by Eqs. (16)–(18). These equations are identical
in form to the vorticity equation for a 2D ideal incompressible inviscid fluid. For the
fluid analog replace bx and by by �x and �y , respectively, and the torsion a by the
vorticity !. The vorticity equation (18) has been studied at great length over many
years [4] and it can be shown that the entrophy cascades to large wave numbers and
the kinetic energy cascades to small wave numbers with the passage of time. That
is to say, a2 evolves along the z-direction to successively smaller transverse scales
while the magnetic energy b2xCb2y evolves into successively larger transverse scales.
That is the nature of the lowest available energy state of the interlaced field topology.
There are infinitely many different interlaced field line topologies providing the
vorticity-like evolution along the field. However this special evolution does not span
the topology of the general interlaced field, which has no such special evolution of
the topology along the field lines. To put it differently, the vorticity-like field Eq. (18)
admits a topological set of vortex fields with measure zero compared to all possible
interlaced field line topologies described by  .x; y; kzt/.

We are faced with a seeming contradiction. We know that a stable equilibrium
exists for all field line topologies, because the field is tied at both ends, z D 0 and
z D L. On the other hand, the field equation describing the equilibrium state admits
only vorticity-like equilibrium topologies – a set of measure zero.

3 Discussion and Conclusion

What is it, then, that constrains the solutions of the field equation so that they cannot
provide the equilibrium for the general interlaced field line topology? The difficulty
is expressed by Eq. (3), asserting that the torsion coefficient ˛ is constant along each
field line all the way from z D 0 to z D NL. Recall that almost all elemental flux
bundles writhe and twist on a transverse scale O.l/ through successive unrelated
interlacing patterns, with each pattern extending a distance O.N l/ along the field.
Each field line encounters O.L=l/ uncorrelated patterns on the way from z D 0 to
z D NL. The torsion must be adjusted so that any given flux bundle fits smoothly to
the surrounding field as it extends through each independent swirling pattern along
its length. In almost all interlacing field line topologies that cannot be accomplished
with a single value for the twist (the torsion coefficient ˛) along each elemental
flux bundle, so long as the field is everywhere continuous. It takes a very special
interlacing topology to make this possible, and the vorticity-like field Eq. (18) spells
out that special form of the topology for which Eq. (3) is satisfied and the field is
continuous throughout.

The general interlacing field line topologies built into the field by  .x; y; kzt/
generally do not conform to the special vorticity analog. So we expect that
the individual flux bundles do not all fit smoothly and continuously to-gether
everywhere throughout the field region z D 0 to z D L. The family of real
characteristics of Eq. (1) allows for exactly this condition, providing surfaces of
tangential discontinuity (current sheets) along flux surfaces in the magnetic field.
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The surfaces of tangential discontinuity represent flux surfaces across which the
direction of field changes discontinuously (i.e. the surface is a current sheet) while
the field magnitude (i.e. the magnetic pressure) is continuous. The essential point
is that the magnetic field is not defined on a surface of tangential discontinuity
(TD), nor is the torsion coefficient ˛ defined. So Eq. (3) is not applicable to a TD,
across which the shear or torsion is therefore unrestricted. In this way, each flux
bundle, with an ˛ that is uniform along the length of the flux bundle, may interlace
through any sequence of patterns along its length without fitting continuously into
the diverse local field patterns along the way. So, any field line topology introduced
by  .x; y; kzt/ can settle into equilibrium accompanied by a suitable array of TD’s.
It would appear that each successive independent swirl of the field would create its
own set of TD’s along the length of the field, suggesting that passage through L=l
uncorrelated swirls along the length L would provide L=l distinct sets of TD’s.
Indeed, it is not known whether a finite or an infinite number of TD’s is required for
equilibrium within a single swirl.

In summary, the field Eq. (18) represents the solutions that are everywhere
continuous. Such continuous fields exist only in the special vorticity-like interlacing
topology. For the general interlacing topology described by  .x; y; kzt/, Eq. (3) is
satisfied in regions between TD’s, and the TD’s take up the shear in the field that
would otherwise violate Eq. (3).

Note, then, that a TD can end only at the boundaries z D 0, z D NL, so a TD
re-quired for equilibrium in an independent region anywhere along the field extends
in both directions from the region to the boundaries, spreading out and becoming
less intense with distance along the field. Meeting TD’s from other uncorrelated
regions along the way, the TD’s form a complex and irregular honeycomb structure
with continuous field throughout each cell of the honeycomb [2]. It follows that
the continuous field within each cell is a solution of the vorticity-like equilibrium
Eq. (18) within the writhing boundaries of the cell.

Lacking a comprehensive analytic theory of field and field line topology, it
appears that a quantitative illustration of the discontinuous equilibrium solutions
might best be pursued through numerical methods. Simulations of the relaxation of
2D magnetic fields show the trend toward current sheets of declining thickness,
subject to the limitations imposed by magnetic Reynolds numbers limited to
103 [5, 6]. The 3D problem requires much greater computing capacity of course,
but it is essential for developing the theory in the physical world. A recent example
is a numerical simulation carried out by Wilmot-Smith et al. [7]. They use a
Lagrangian formulation to follow the initial braided magnetic field as it re-laxes
toward equilibrium. Their numerical experiment shows nothing that resembles a
direct evolution toward TD’s or current sheets, but shows a tendency for striations
in the current with thickness d diminishing exponentially, d � 10�n=2, with the
number n of braiding loops along the field. They remark, “It is possible, as with
any numerical relaxation experiment, that the force free-state of E3 has additional
properties not seen in the numerical approximation.” Here E3 refers to their braided
field of three pairs of positive and negative loops.
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This brings us back to the problem posed by an equilibrium field without inter-
nal discontinuities. The equilibrium field lacking discontinuities in any finite region
of space conforms to the vorticity Eq. (18) throughout that region. So if a numerical
result correctly relaxes to a continuous equilibrium configuration when stretched
out in the z-direction, that configuration must conform to Eq. (18). However, the
vorticity equation does not admit of continuous solutions with braided topology E3.
So if the numerical solution for the braided topology is relaxing toward a final
equilibrium while showing no signs of developing discontinuities, there must be a
problem with the numerical scheme, which brings us back to the concern expressed
by Wilmot-Smith et al. In particular, if it turns out that a single loop or swirl requires
a large number of TD’s for equilibrium, a numerical experiment with adequate
resolution becomes problematical even for a topology as simple as E3.
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Acceleration of Energetic Particles through
Reconnection of Weakly Stochastic
Magnetic Field

Alexandre Lazarian, Grzegorz Kowal, B. Gouveia dal Pino,
and Ethan T. Vishniac

Abstract Astrophysical media are turbulent and therefore reconnection should be
treated in the presence of pre-existing turbulence. We consider the model of fast
magnetic reconnection in Lazarian and Vishniac (Astrophys J 517:700–718, 1999)
which predicts that the rate of reconnection is controlled by the intensity and the
injection scale of turbulent motions. We provide new evidence of successful testing
of the model and argue that the model presents a generic set up for astrophysical
reconnection events. We study particle acceleration that takes place in volumes
of driven turbulence as well turbulent volumes in the presence of large scale
reconnection. We show that in the latter case the acceleration is of the first order
Fermi type thus supporting the model of acceleration proposed in Gouveia dal Pino
and Lazarian (Astron Astrophys 44:845–853, 2005)

1 Introduction

Astrophysical fluids are turbulent and this changes the physics of many processes.
It has been long accepted that this dramatically alters the nature of the cosmic
ray propagation and acceleration (see [32]), the research during the last decade
also testifies that the nature of the reconnection process is being radically changed
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Fig. 1 Left panel: Turbulence in the interstellar gas as revealed by electron density fluctuations.
“Big Power Law in the Sky” in Armstrong et al. [2] extended using WHAM data. The slope
corresponds to that of Kolmogorov turbulence (Modified from [5]). Right Panel: Sweet-Parker
model versus the model in LV99. Turbulence makes the outflow region much wider and
independent of resistivity (From Lazarian et al. [28])

([26], henceforth LV99, [18, 19]). Reconnection in turbulent media was invoked by
de Gouveia dal Pino and Lazarian ([8], henceforth GL05) in the model of the
first order Fermi acceleration of cosmic rays in reconnection sites. This paper
discusses new testings of the LV99 model as well as new results on energetic particle
acceleration in the regions of reconnection of weakly turbulent magnetic field.

Astrophysical turbulence, in general, is not caused by reconnection. Therefore,
while dealing with problems of reconnection and related particle acceleration it is
proper to treat the turbulence as pre-existing. For instance, it has been known for
decades that interstellar medium (ISM) is driven by violent supernovae explosions
(McKee and Ostriker 1977). By now it has been accepted that the ISM is turbulent
on scales ranging from AUs to kpc (see [2, 14, 24]. Figure 1 shows the turbulent
power density plotted against the inverse of the scale length, with data at large scales,
i.e. at small wavenumbers q expanded using the Wisconsin H˛ Mapper (WHAM)
data on electron density fluctuations [5]. Another example is turbulence is solar
wind (see [31]).

The problem of magnetic reconnection is a long standing one. It is generally
believed that a magnetic field embedded in a highly conductive fluid preserves its
topology for all time due to the magnetic fields being frozen-in (see [1]). At the
same time, although ionized astrophysical objects, like stars and galactic disks, are
almost perfectly conducting, they show indications of changes in topology [38],



Acceleration via Turbulent Reconnection 13

“magnetic reconnection”, on dynamical time scales (see [37]). Reconnection can be
observed directly in the solar corona [43], but can also be inferred from the existence
of large-scale dynamo activity inside stellar interiors [39]. Solar flares are usually
associated with magnetic reconnection. More recent research shows that � -ray busts
can also have a similar origin [27,44].1 At the same time, a lot of previous work has
concentrated on showing how reconnection can be rapid in plasmas with very small
collisional rates (see [12,13]). We feel that this substantially constrains astrophysical
applications of the corresponding reconnection models.

Magnetic reconnection presents a known example of flux freezing violation. but
it is conceivable that it was not taken seriously due to the unclear nature of fast
reconnection (see [46] and references therein). Indeed, for years it was considered
that fast reconnection required some special physical conditions and therefore “flux
freezing” is fulfilled everywhere apart from some special zones.

The understanding of flux freezing in turbulent astrophysical environments has
been challenged relatively recently and not all the consequences of this radical
change have been evaluated so far. LV99 identified magnetic field wandering,
which is the inherent property of magnetized turbulent plasma, as the cause of
fast, i.e. independent of resistivity, magnetic reconnection. They showed that in
turbulent fluids magnetic fields should undergo constant reconnection and change
their identity all the time. This implies that magnetic fields are not any more
frozen into a perfectly conducting fluid if this fluid is turbulent as was explicitly
stated first in Vishniac and Lazarain (1999). Later, the challenge to the concept
of “flux freezing” came from another side, i.e. from more formal mathematical
studies of turbulent magnetic fields (see Eyink et al. 2011). Eyink et al. ([15],
henceforth ELV11) showed the consistency of these two approaches and established
the equivalence of the LV99 treatment with that in more recent mathematical papers.

While the idea that turbulence can change the reconnection rates has been
discussed in a number of earlier papers, the LV99 model was radically different
from its predecessors. For instance, Mathaeus and Lamkin [35, 36] performed 2D
numerical simulations of turbulence and provided arguments in favor of magnetic
reconnection getting fast. However, the physics of the processes that they considered
was very different from that in LV99. For instance, the key process of field
wandering of the LV99 model was been considered in Mathaeus and Lamkin
[35, 36]. On the contrary, the components of their approach, e.g. X-point and
possible effects of heating and compressibility are not ingredients of the LV99
model. Other papers, e.g. [17,41] explore the changes of the microscopic properties
of the plasma induced by turbulence and consider how these changes can accelerate
magnetic reconnection. LV99 shows that the microscopic plasma properties are
irrelevant for their model of reconnection (see testing in [18] and more discussion
of plasma effects in ELV11).

1LV99 model of reconnection predicts the bursty character of reconnection when the initial state
of magnetic field is close to the laminar one.



14 A. Lazarian et al.

In what follows, we discuss the LV99 model in Sect. 2, present new numerical
tests of the LV99 model in Sect. 3, demonstrate the efficiency of energetic particle
acceleration in turbulent reconnection regions in Sect. 4. In Sect. 5 we present astro-
physical settings where we identified the acceleration of particles in reconnection
layers, in Sects. 6 and 7 we, respectively, provide the discussion and summary of
our results.

2 Reconnection of Weakly Turbulent Magnetic Field

To deal with strong, dynamically important magnetic fields LV99 proposed a model
of fast reconnection in the presence of sub-Alfvénic turbulence. It is important to
stress that unlike laboratory controlled settings, in astrophysical situations turbu-
lence is preexisting, arising usually from the processes different from reconnection
itself [6]. In fact, any modeling of astrophysical reconnection should account for
the turbulent state of fluids and in most cases the turbulence does not arise from
magnetic reconnection. The analogy here can be as follows: turbulence that is
experienced by the airplane does not arise from the airplane motion, but preexist
in the atmosphere.

LV99 identified stochastic wandering of the magnetic field-lines as the most
critical property of MHD turbulence which permits fast reconnection and obtained
analytical relations between the reconnection rate and the turbulence intensity and
the turbulence injection scale.

LV99 revealed a very intimate relation between turbulence and magnetic recon-
nection and this connection was deepened by later research (ELV11, [22]). First of
all, LV99 showed that reconnection was a necessary ingredient of MHD turbulence,
this was the process that made the currently accepted picture of MHD turbulence
in [16] self-consistent. Moreover, further research in ELV11 revealed that the
expressions of reconnection rate in LV99 can be obtained from the concept of
Richardson diffusion, which is the basic concept of fluid turbulence.

3 Numerical Testing of LV99 Model

Testing of LV99 model of reconnection was performed in [18,19]. Below we present
some of the results obtained. In Fig. 2 we see the results for varying amounts of
input power, for fixed resistivity and injection scale as well as for the case of no
turbulence at all. The line drawn through the simulation points is for the LV99
predicted scaling, i.e. Vrec � P1=2, where P is the power of injected turbulence.
We also see the results obtained with a new way of real space turbulence driving
(see more in [19]). This driving is different from the Fourier space in [18]. The
results with both types of driving support LV99 model. In addition, Kowal et al. [18]
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Fig. 2 New and old testing of LV99 model. Left Panel: The dependence of the reconnection speed
Vrec on Pinj . Blue symbols show models with new driving in which the eddies where injected in
magnetic field instead of velocity, as in the previous models (black symbols). A unique red symbol
shows the reconnection rates from model with new driving in velocity performed with higher
resolution (512 � 1024 � 512) and resistivity coefficient reduced to �u D 5 � 10�4. Right Panel:
The dependence of the reconnection speed Vrec on linj with additional models in which turbulence
was driven in a new way as we describe in the text. Error bars represent the time variance of Vrec.
The size of symbols corresponds to the error of Vrec (From Kowal et al. [19])

confirmed the predicted independence of the rate of reconnection on both Ohmic
and anomalous resistivities, supporting LV99 conclusion that the reconnection is
determined only by the properties of the turbulent flow.

4 Reconnection and Particle Acceleration

Magnetic reconnection results in shrinking of magnetic loops which induces the
charged particles entrained on magnetic loops to get accelerated (see Fig. 3). This
process was proposed in GL05 for the LV99 reconnection and then was adopted
for the collisionless reconnection in [13]. The physics of the acceleration is the
same although GL05 appealed to the 3D magnetic bundles (see Fig. 3), while [13]
considered 2D shrinking islands. The latter is an artifact of the constrained 2D
geometry. The difference in dimensions affects the acceleration efficiency according
to [20]. GL05 claimed that the acceleration is of the first order Fermi type. This
was confirmed in [21]. Below we descibe the numerical set up and the results of
calculations.

In order to integrate the test particle trajectories we freeze in time a data cube
obtained from the MHD models of reconnection in [18] and inject test thermal
particles in the domain with random initial positions and directions. For each
particle we solve the relativistic motion equation

d

dt
.�mu/ D q .E C u � B/ ; (1)
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Fig. 3 Left upper corner: Schematic of the first order Fermi acceleration in the process of
reconnecting turbulent magnetic field (From Lazarian 2005). Other panels. Numerical studies
of particle acceleration. Kinetic energy evolution of a group of 104 protons in 2D models of
reconnection with a guide field Bz D 0:0 and 0.1. In the right bottom panel a fully 3D model
with initial Bz D 0:0 is presented. The colors show how the parallel (red) and perpendicular
(blue) components of the particle velocities increase with time. The contours correspond to values
0.1 and 0.6 of the maximum number of particles for the parallel and perpendicular accelerations,
respectively. The energy is normalized by the rest proton mass energy. The background magnetized
flow with multiple current sheet layers is at time 4.0 in Alfvén time units (From Kowal et al. [20])

where m, q and u are the particle mass, electric charge and velocity, respectively,
E and B are the electric and magnetic fields, respectively, � 	 �

1 � u2=c2
��1

is
the Lorentz factor, and c is the speed of light. The electric field E is taken from the
MHD simulations E D �v�BC�J, where v is the plasma velocity, J 	 r �B is the
current density, and � is the Ohmic resistivity coefficient. We neglect the resistive
term above since its effect on particle acceleration is negligible [20].

In Fig. 3, we present the time evolution of the kinetic energy of the particles
which have their parallel and perpendicular (red and blue points, respectively) veloc-
ity components accelerated for three models of reconnection. The upper left panel
shows the energy evolution for a 2D model without the guide field. Initially, the
particles pre-accelerate by increasing their perpendicular velocity component only.
Later we observe an exponential growth of energy mostly due to the acceleration of
the parallel component which stops after the energy reaches values of 103–104 mp

(where mp is the proton rest mass energy). Further on, particles accelerate their
perpendicular component only with smaller linear rate in a log–log diagram. In
2.5D case, there is also an initial slow acceleration of the perpendicular component
followed by the exponential acceleration of the parallel velocity component. Due
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to the presence of a weak guide field, the parallel component accelerates further
to higher energies at a similar rate as the perpendicular one. This implies that the
presence of a guide field removes the restriction seen in the 2D model without a
guide field and allows the particles to increase their parallel velocity components as
they travel along the guide field, in open loops rather than in confined 2D islands.
This result is reassured by the 3D model in the bottom panel of Fig. 3, where no
guide field is necessary as the MHD domain in fully three-dimensional. In this case,
we clearly see a continuous increase of both components, which suggests that the
particle acceleration behavior changes significantly when 3D effects are considered,
where open loops replace the closed 2D reconnecting islands.

5 Reconnection and Acceleration: Astrophysical Examples

Lazarian and Opher [25] identified the origin of anomalous cosmic rays measured
by Voyagers as arising from magnetic reconnection in heliosheath. As magnetic
field lines of the magnetic spiral (arising from solar rotation) present in the solar
wind get closer together magnetic reconnection is expected. In view of solar wind
being turbulent, the LV99 model of reconnection is relevant.2

To explain the excess of the cosmic ray arrival from the direction towards
heliotail Lazarain and Desiati (2010) considered magnetic reconnection in heliotail.
The accumulation of magnetic flux of opposite polarities in heliotail arises from
solar magnetic field reversals within 11 year cycle. Magnetic fields in heliotail are
expected to be turbulent. The mechanism provides an attractive alternative to those
discussed in the literature.

Magnetic reconnection in clusters of galaxies present an interesting way of
accelerating energetic particles there (see Lazarian and Brunetti 2011). The large
scale reversals of magnetic fields in galaxy clusters are expected as a result of
accretion flows, instabilities and galactic jets. Acceleration in reconnection regions
may present an appealing alternative to the acceleration of cosmic rays by the
intracluster magnetic turbulence. Further work on the quantitative elaboration of
the predictions of this and other astrophysical models that appeal to the acceleration
of cosmic rays in reconnection sites are necessary [23].

6 Discussion

First of all, we would like to stress that the LV99 model is not in conflict with the
studies of magnetic reconnection in collisionless plasmas that have been a major
thrust of the plasma physics community (e.g. Daughton et al. [9]). Unlike latter

2Drake (2001) followed with a model appealing to the collisionless reconnection for which
turbulence is not directly involved.
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studies, LV99 deals with turbulent environments. It is demonstrated in LV99, the
local reconnection rates are influenced by plasma effects, e.g. kinetic effects of Hall
effects, but the overall or global reconnection rate, i.e. the rate at which magnetic
flux tubes reconnect, is determined by the turbulent broadening of the reconnection
region. Thus, in the turbulent astrophysical media the rate of reconnection is not
going to be affected by additional mechanisms.

Over the last decade, more traditional approaches to reconnection have changed
considerably. At the time of its introduction, the models competing with LV99
were modifications of the single X-point collisionless reconnection scheme first
introduced by Petschek [40]. Those models had point-wise localized reconnection
regions which were stabilized via plasma effects so that the outflow opened up
on larger scales. Such configurations would be difficult to sustain in the presence
of random forcing, which would be expected to collapse the reconnection layer.
Moreover, [7] argued that observations of solar flares were inconsistent with single
X-point reconnection.

In response to these objections, more recent models of collisionless reconnection
have acquired several features in common with the LV99 model. In particular, they
have moved to consideration of volume-filling reconnection, (although it is not
clear how this volume filling is achieved in the presence of a single reconnection
layer (see [13])). While much of the discussion still centers around magnetic islands
produced by reconnection, in three dimensions these islands are expected to evolve
into contracting 3D loops or ropes due to tearing-type instabilities in electron-
current layers [10, 11]. This is broadly similar to what is depicted in Fig. 1, at least
in the sense of introducing stochasticity to the reconnection zone. At the same time,
although the 3D PIC simulation studies are described as “turbulent”, they do not
exhibit the inertial-range power-law spectra observed in the magnetosphere and do
not take into account either the pre-existing turbulence found in many of its regions
(due to temperature anisotropy, velocity shear, Kelvin-Helmholtz instability, etc.) or
inertial-range turbulence generated as a consequence of reconnection itself [45].

The above remarks apply to the recent 3D PIC study [4], which observes micro-
turbulence in the electron current layer during reconnection. The authors identify
the source of this “turbulence” as a filamentation instability driven by current
gradients, very similar to a related instability in the Electron MHD (EMHD) model.
The key aim of this work was to identify the term in the generalized Ohm’s law
which supplies the reconnection electric field to break the “frozen-in” condition.
However, this study ignores the ambient inertial-range turbulence observed in
the magnetosphere and other astrophysical plasmas, which may strongly modify
laminar instabilities and reconnection process.

We believe that in most astrophysical situations one has to deal with the pre-
existing turbulence, which is the inevitable consequence of the high Reynolds
number of astrophysical fluids and for which abundant empirical evidence exists.
Such turbulence may modify or suppress instabilities, e.g. the tearing mode
instability invoked in many studies [3, 33]. At the same time, LV99 model induces
fast reconnection on dynamical time scales.
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Our study shows that the acceleration of energetic particles in LV99-type
reconnection layers provides first order Fermi acceleration first described in de
GL05. The studies in [19, 20] confirm the promise of this way of accelerating of
particles in various environments.

7 Summary

The results of our studies can be very briefly summarized as follows:

1. Advances in the understanding of magnetic reconnection in the MHD regime,
in particular, related to the LV99 model of turbulent magnetic reconnection
motivate the studies of whether the reconnection in this regime can accelerate
energetic particles. New higher resolution testing of the LV99 model as well as
simulations with a different type of driving confirm that the reconnection is fast.

2. Contracting magnetic loops in magnetic reconnection in 2D, in the MHD regime,
provide the acceleration analogous to that observed in PIC simulations, which
proves that the acceleration in reconnection regions is a universal process which
is not determined by the details of plasma physics. This confirms that the process
of acceleration in GL05 and Drake et al. (2006) has the same nature.

3. Acceleration of energetic particles in 2D and 3D shows substantial differences,
which call for focusing on realistic 3D geometries of reconnection. Our study
also shows that the first order Fermi acceleration dominates the second order
Fermi that is also present in turbulent reconnection layers.
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Dynamical Behaviors of the Solar
Chromosphere Observed with Hinode Dynamics
in Sunspot Light Bridges and Magnetic
Reconnection Processes

Toshifumi Shimizu and Shinsuke Imada

Abstract The Hinode’s Solar Optical Telescope has revealed that the solar chromo-
sphere is full of dynamical nature, which is much more dynamic than our thought.
Observations of chromospheric dynamics in sunspot light bridges provides a new
insight on the magnetic field topology for causing magnetic reconnection in the
solar atmosphere and the process to supply the twisted flux to the solar surface.

1 Hinode’s Chromospheric Observations

High spatial and cadence Ca II H observations carried out by Solar Optical
Telescope (SOT) [4, 12, 16, 17] onboard Hinode [7] have revealed that the solar
chromosphere is full of dynamical nature including transient brightenings and
plasma ejections [11]. The main driver for the chromospheric dynamics is believed
to be magnetic reconnection. However, we have not yet observationally determined
the field topology for reconnection events in the chromosphere and the process to
reach the topology.

In the paper, we focus on the field topology of reconnection events observed in
sunspot light bridges. The magnetic reconnection at the field topology suggested
by light bridge events may be called component reconnection and the similar
topology is also observationally suggested to other chromospheric dynamics, such
as penumbral micro-jets [5]. In the field topology suggested, the reconnection
process occurs between non-antiparallel fields, and unlike the reconnection for
exactly antiparallel fields, it is only the component of the field perpendicular to
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the separator (guide field) that actually reconnects. This type of reconnection is
sometimes referred to as component reconnection or component merging [15].

2 Chromospheric Dynamics in Sunspot Light Bridges

Light bridges are one of the fundamental magnetic structures in sunspots, which
separates dark umbra into two portions. The umbral fields at both sides of light
bridges have the same magnetic polarity. Magnetic fields in light bridges have
lower field strength and are sparser and more horizontal than in the neighboring
umbrae [9]. Recent observations have revealed that some types of light bridges are
accompanied by remarkable long-lasting plasma ejections or surge activities in the
chromosphere [1]. Moreover, a constant brightness enhancement may be observed
over light bridges in chromospheric images [2].

2.1 Magnetic Field Configuration Revealed with Hinode

Hinode SOT observations have for the first time provided high-resolution chromo-
spheric movies of light bridges with precise measurements of magnetic field vectors
at the photospheric level [13]. The chromospheric movie shows chromospheric
plasma ejections intermittently and recurrently for a fairly long duration (more
than 1 day in case of the light bridge in the well-developed large sunspot of active
region NOAA 10953 on April 30, 2007). The field vector measurement revealed
obliquely oriented magnetic fields with vertical electric current density higher than
100 mA m�2 along the light bridge (Fig. 1), suggesting that current-carrying highly
twisted magnetic flux tubes are trapped below a cusp-shaped magnetic structure
along the light bridge (Fig. 2). The presence of trapped current-carrying flux tubes
is essential for causing long-lasting chromospheric plasma ejections at the interface
with pre-existing vertically oriented umbral fields. A bidirectional jet was clearly
detected [13], suggesting magnetic reconnections occurring at very low altitudes,
i.e., upper photosphere and lower chromosphere.

Chromospheric plasma ejections are observed for a fairly long duration in a light
bridge, but it is a part of the entire life of the light bridge. We tracked how magnetic
and dynamical properties change with time for the entire life (3.5 days) [14].
The most significant change was observed in morphology; Photospheric G-band
intensity features morphologically changed from cellular or patchy to filamentary,
and ejections were dominantly observed in the period when cellular or patchy
features were dominantly observed. Note that there were only small changes in
the magnetic flux density and inclination at the photospheric level, when the
morphology changed from cellular or patchy to filamentary (1,000–1,200G vs.
1,500–1,600G and 130–140ı vs. 110–120ı). This observation demonstrates that
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Fig. 1 Observations of photospheric magnetic fields at a sunspot light bridge, which was accom-
panied by long-lasting chromospheric plasma ejections. From the left, chromospheric Ca II H
intensity, photospheric G-band intensity, magnetic field vectors, and vertical electrical current
density. The field of view is 11� 11 arcsec (Adapted from [13])

Current
loop field

Umbral field

chromospheric
ejections

Fig. 2 Magnetic field configuration of a sunspot light bridge inferred from Hinode observations.
A current-carrying helical magnetic flux tube is trapped below a cusp-shaped vertically oriented
umbral field

chromospheric activity is related to the change of morphology in the photosphere.
Chromospheric activity may be controlled mainly by dynamical properties at the
photosphere where the plasma ˇ is high.

2.2 Supply of Twisted Magnetic Flux to Light Bridges

One of questions is why plasma ejections are intermittently continued for a long
duration in light bridges. Observations have suggested twisted magnetic flux is
trapped along light bridges. With the magnetic field strength and dimension [14], the
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magnetic energy involved in the trapped flux is in order of 1029 ergs. The pitch angle
of the magnetic field lines in the twisted flux tube is 0.2–0.9 for the full 8 arcsec
length of the light bridge [13]. As suggested in Fig. 2, only a part of the trapped field
which is anti-parallel to the ambient umbral field is an energy source of explosions
for producing plasma ejections. Thus, the magnetic energy available for producing
plasma ejections may be slightly smaller than 1029 ergs. On the other hand, the
kinetic energy of each plasma ejection is roughly estimated to be 6 � 1026 ergs
on average, with observed upward speed (100 km s�1 on average) and the volume
(width and length of 1 arcsec) with an assumption of gas density (1014 cm�3, a value
at low chromosphere). This means only about 200 ejections can be produced with
the magnetic energy involved in the light bridge. Since much more than ejections
were observed in this light bridge, it should be required to supply the magnetic
energy to the light bridge.

We have not yet understood how helical twisted flux tubes are created along
light bridges. During light bridge formation, a lot of umbral dots are emerged
along the area where a light bridge will be formed, and the light bridge structure
rapidly intrudes from the leading edge of penumbral filaments into the umbra [6].
The highly inclined twisted fields in light bridges may be emerged from below
the photosphere. As a possibility, a mechanism for creating twisted flux might
be formed below the photosphere and a portion of sunspot umbral fields below
the photosphere may be used for creating twisted fields along the light bridge.
Otherwise, unknown mechanism at the surface may add twist to trapped fields.

2.3 Suggestion from Reconnection at Dayside Magnetopause

Three dimensional nature of magnetic fields has been measured in magnetosphere
observations, which may give theoretical ideas to the interpretation of dynamical
phenomena in the Sun. One remarkable example is flux transfer events (FTE) [10],
which changed concept of the dayside magnetopause reconnection from the tradi-
tional two-dimensional configuration to a specific three-dimensional one. Magnetic
field measurements in the vicinity of the magnetopause near local noon on a typical
pass when the magnetosheath field is southward clearly show evidence for patchy
impulsive reconnection. The magnetic field lines in a number of FTE flux tubes have
been found to be helical.

One of theoretical models for FTE, called multiple x-line FTE model, suggested
that FTEs can result from a tearing instability or simultaneous formation of multiple
x-lines in the dayside magnetopause current layer [8]. The reconnected field lines
in the multiple x-line reconnection are inherently helical when the y-component of
the interplanetary magnetic field is non-zero. Note that recent THEMIS spacecraft
observations show that an FTE was generated by multiple x-line reconnection [3].
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Fig. 3 Field discontinuity formed between differently inclined fields along the light bridge.
Reconnection along multiple X-lines creates the helical twisted field lines, which may appear along
the light bridge

2.4 A Scenario for Continuous Supply of Twisted Flux Tubes

The multiple x-line model can give a hint on the formation of helical twisted
magnetic flux appearing along sunspot light bridges. The current density map in
Fig. 1 tells that the umbra at the east-side of the light bridge is more twisted globally
than the umbra at the west-side. Two umbral flux tubes separated by the light
bridge may be tilted differently, forming a field discontinuity below the photosphere
(Fig. 3). If reconnection takes place at multiple positions in the discontinuity, the
reconnected field lines are helically twisted. Note that Fig. 3 shows reconnected
field lines when reconnection takes place along two X-lines. Twisted flux is emerged
toward the photosphere, maybe due to magnetic tension and buoyancy. This process
can continuously supply twisted and horizontally oriented flux to the light bridge.
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Signatures of Magnetic Reconnection
in Solar Eruptive Flares: A Multi-wavelength
Perspective

Bhuwan Joshi, Astrid Veronig, P.K. Manoharan, and Boris V. Somov

Abstract In this article, we review some key aspects of a multi-wavelength flare
which have essentially contributed to form a standard flare model based on the
magnetic reconnection. The emphasis is given on the recent observations taken
by the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) on the
X-ray emission originating from different regions of the coronal loops. We also
briefly summarize those observations which do not seem to accommodate within
the canonical flare picture and discuss the challenges for future investigations.

1 Introduction

Solar flares are the most striking explosive form of solar activity. A flare is
characterized by a sudden catastrophic release of energy in the solar atmosphere.
In tens of minutes energy in excess of 1032 erg is released. Mostly flares occur in
solar active regions; being more frequent at the locations where the active region is
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rapidly evolving [17]. The frequency and intensity of solar flare occurrence follow
the 11-year sunspot cycle [25, 26].

Flares manifest their signatures in a wide range of electromagnetic spectrum,
from radio to � -rays, and involve substantial mass motions and particle acceleration.
Emission in these wavelengths originates from the atmospheric layers of the Sun
extending from the chromosphere to the corona. In general, flares are not visible
in the photosphere except in some exceptionally high energy and impulsive events
known as white light flares. Now it is well known that the energy released during
flares is stored in the corona prior to the event in the form of stressed or non-potential
magnetic fields. Magnetic reconnection has been recognized as the fundamental
process responsible for the changes in the topology of magnetic fields, as well as the
rapid conversion of stored magnetic energy into heat and kinetic energy of plasma
and particles during a flare.

In Sect. 2, we provide an observational overview of solar flares and discuss
some key aspects of flare development which form the basis for the standard
flare model. With high resolution observations at temporal and spectral domains,
now we have a clearer view on these multi-wavelength flare components. Recent
observations, mainly inspired by Reuven Ramaty High Energy Solar Spectroscopic
Imager (RHESSI) [38], have further revealed many new multi-wavelength aspects
of flare emission which have changed our “standard” understanding on flares. These
new results are summarized in Sect. 3.

2 Overview of Multi-wavelength Phenomena

2.1 Confined and Eruptive Flares

The very early observations of solar flares in soft X-ray (SXR) wavelengths from
the Skylab mission in 1973–1974 established two morphologically distinct classes
of flares: confined and eruptive events [53]. The confined flares show brightening in
compact loop structures with little large-scale motion. They are generally modeled
in terms of energy release within a single static magnetic loop and are thus referred
to as single-loop, compact or point flares. The second category comprises the long
duration events (LDE) which are eruptive in nature. They are accompanied by an
arcade of loops and show more strong association with coronal mass ejections
(CMEs). It is worth to mention that the temporal evolution of CME and flare
signatures in eruptive events suggests that both phenomena have a strongly coupled
relationship but not a cause-effect one [82]. The H˛ observations reveal that eruptive
events are almost always associated with chromospheric brightenings in the form of
long, bright parallel ribbons. Therefore, LDE flares are also referred to as two-ribbon
flares. This two-element classification of solar flares is also broadly reflected in the
X-ray observations of stellar flares [54, 55].
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Fig. 1 Time evolution of a large eruptive flare of 2B/X2.7 class that occurred in active region
NOAA 10488 on November 3, 2003 at a location N10W83, i.e., close to the west limb of the
sun. The H˛ filtergrams, observed from ARIES Solar Tower Telescope, are overlayed by RHESSI
X-ray images at 10–15 keV (white contours) and 50–100 keV (black contours; only in the third
panel) (Figure adopted from [24])

2.2 Time Evolution of an Eruptive Flare

A solar flare is a multi-wavelength phenomenon. Therefore in order to have a
complete understanding of its temporal evolution we need to look at the time
profiles observed at different wavelengths. The time evolution of flare emission is
schematically presented in Fig. 1. However, it has been observed that there could be
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subtle activities at the flare location before its onset. In the following, we discuss
different aspects of flare evolution.

2.2.1 Pre-flare Activity and Precursor Phase

The pre-flare activity refers to the very earliest stage of flare which is elusive
to recognize even in SXRs [28]. The activities in this initiation phase can be
seen at longer wavelength such as H˛, ultraviolet (UV), and extreme ultraviolet
(EUV). The observations of subtle changes in the configuration of EUV loops and
localized brightenings at this early phase can provide important clues about the
triggering mechanism of the eruption [9, 28]. It has been suggested that the pre-
flare brightening may occur as a result of slow magnetic reconnection and provide
a trigger for the subsequent large-scale eruption [9, 49].

Many flares show slow and gradual enhancement in SXRs before the onset
of the impulsive energy release, referred to as the X-ray precursor phase [70].
This early phase mainly corresponds to small-scale brightening in UV to SXR
wavelengths [9, 28, 29]. The precursor flare brightening mostly occurs in the
neighborhood of the main flare location [12]. However, usually precursor and main
flare locations do not exactly coincide [13,80]. Some studies recognize the precursor
phase brightenings as the evidence for distinct, localized instances of energy release
which play a significant role in destabilizing the magnetic configuration of active
region leading to eruption and large-scale magnetic reorganization [9, 28].

2.2.2 Impulsive Phase

The primary energy release takes place during the impulsive phase which lasts
from tens of seconds to tens of minutes. This phase is marked by emission in hard
X-rays (HXR), non-thermal microwaves and in some cases also � -rays and white-
light continuum, showing evidence of strong acceleration of both electrons and ions.
These radiations are further supplemented by strong enhancement of emissions in
chromospheric lines (e.g., H˛), ultraviolet and extreme ultraviolet. The impulsive
phase is mainly characterized by the flare signatures at chromospheric layers where
the feet of magnetic loops are rooted at both sides of the polarity inversion line.
Morphologically, flare brightenings at this region are termed as “footpoints” or
“ribbons” detected in HXRs and H˛ observations, respectively. With the upward
expansion of the arcade of loops, the two parallel flare ribbons (or HXR footpoints)
separate from each other during the impulsive phase and later. The HXR emission
from the footpoints of flaring loops is traditionally viewed in terms of the thick-
target bremsstrahlung process in which the X-ray production at the footpoints of
the loop system takes place when high-energy electrons, accelerated in the coronal
reconnection region, come along the guiding magnetic field lines and penetrate
the denser transition region and chromospheric layers [6, 69]. During very high
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energetic events, the photospheric Doppler enhancements have been reported which
are co-spatial with H˛ flare ribbons [35, 74].

In the impulsive phase, the time evolution of the spectral index of the non-
thermal part of the photon spectrum and non-thermal flux show an interesting
pattern known as soft-hard-soft spectral evolution. The HXR spectra of flares
often initially show a steep spectral slope (soft), which flattens at the peak of
the flare (hard), and then becomes steeper again (soft) in the decay phase of
the flare [4]. With RHESSI data, the soft-hard-soft spectral evolution has been
determined with much better accuracy. RHESSI observations clearly recognize that
the spectral soft-hard-soft behavior in rise-peak-decay phase is followed not only in
overall flare development, but even more pronounced in sub-peaks [16]. This anti-
correlation between spectral index and flux is generally interpreted as a signature
of the acceleration process with each non-thermal peak representing a distinct
acceleration event of the electrons in the flare [16, 28]. Although the soft-hard-
soft spectral evolution is very common, it does not apply to all flares. Some flares
also exhibit soft-hard-harder patterns in which the spectrum continues to become
harder throughout the flare evolution [10, 30]. This pattern is more commonly seen
in microwave spectra than in HXR observations [61]. This is mainly reported in
gradual HXR events, in particular those which are associated with solar proton
events [10, 30, 59]. The soft-hard-harder pattern is attributed to extended phases
of acceleration in large flares. Some events of this class also exhibit the long-lived
high energy coronal sources [33].

2.2.3 Gradual Phase

The gradual phase of a solar flare is best described by SXR time profile. During
the impulsive onset of HXR emission (see Sect. 2.2.2), the SXR gradually builds
up in strength and peaks a few minutes after the impulsive emission. This implies
that the long-lived and gradual SXR emission is a delayed effect of the impulsive
onset of HXR radiation. This phase is characterized by the formation of loops (and
arcade of loops in large flares) which emit in SXRs and EUV, indicating the presence
of hot plasma (�10–20 MK) inside them. The process of filling of hot plasma in
coronal loops is termed as chromospheric evaporation [39, 47, 48, 51, 52, 78]. The
chromospheric plasma is rapidly heated and compelled to spread out in the coronal
loops primarily by the energy deposition of energetic electrons accelerated at the
magnetic reconnection site in the corona [39, 78]. Thermal conduction from the
corona may also play a role in heating the chromospheric plasma [1, 3, 81].
The flare loop system exhibits a gradient in temperature with outermost loops being
the hottest [14].

The Yohkoh/ SXT observations detected cusp-shaped structure above the hottest
outer loops in many LDE flares [14, 71, 72]. The soft X-ray arcades along with
the cusp resemble the general geometry of large-scale magnetic reconnection [71].
In the later stages, as the loops begin to cool, the arcade becomes visible in lower
temperature emissions such as EUV and H˛ [14, 60, 73, 79]. Both conduction and
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radiation may contribute to the cooling process which essentially depends on flare
loop length and plasma parameters [2, 11]. Another important observational feature
of gradual phase is the continual downflow of lower temperature plasma observed
in H˛ visible along the leg of arcade. This H˛ downflow (also termed as ‘coronal
rain’) is the result of draining of cool plasma due to gravity [5].

2.3 “Sigmoid-to-Arcade” Development

Sigmoids are S-shaped (or inverse S-shaped) coronal features, mainly identified
in SXR images, in the form of a region of enhanced emission [7, 45, 58]. In a
few studies, sigmoid structures have been reported in EUV [41, 42] and in one
of the events even in HXRs [23]. They are often composed of two opposite J-like
bundles of loops which collectively form an S-shape feature [7]. Sigmoid regions
are considerably more likely to be eruptive than non-sigmoidal sites [15, 19]. With
the onset of an eruptive flare, the region is enveloped by arcades or cusped loops (see
Sect. 2.2.3). Thus the “sigmoid to arcade” development is suggestive of large-scale
magnetic reconnection driven by the eruption [50, 64].

2.4 Standard Flare Model

The standard flare model, also known as CSHKP model, recognizes that the
evolution of flare loops and ribbon can be understood as a consequence of the
relaxation of magnetic field lines stretched by the ejection of plasma [8, 18, 31, 65].
The magnetic reconnection has been identified as the key process which releases
sufficient magnetic energy on short time scales to account for the radiative and
kinetic energies observed during an eruptive event [56]. In this picture, the rise
of the loop system as well as the footpoint (or ribbon) separation reflect the
upward movement of the magnetic reconnection site during which field lines,
rooted successively apart from the magnetic inversion line, reconnect. This picture
successfully explains the apparent motions of flare loops and ribbons along with
the multi-wavelength view of the loop system with the hottest one located at the
outermost region.

The discovery of the HXR source located above the soft X-ray flare loops (known
as “above-the-looptop” source) by Yohkoh was an important landmark in the history
of solar flare observations [46]. This new kind of HXR emission raised great interest
as it is believed to occur closest to the particle acceleration region associated with the
magnetic reconnection site. Essentially the Yohkoh discoveries of the HXR above-
the-looptop source along with the SXR cusp (see Sect. 2.2.3) confirmed the role
of magnetic reconnection in the standard flare model. Here it is worth mentioning
that the above-the-looptop source is still a rarely observed feature [20]. However,
due to high sensitivity and broad energy coverage of RHESSI, the HXR emission
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Fig. 2 Large scale contraction of coronal loops observed for �11 min in an M7.6 flare that
occurred in active region NOAA 10486 on October 24, 2003 at a location S19E72 [27]. The
contraction of coronal loops can be readily seen in TRACE EUV images at 195 Å (top panels)
and RHESSI X-ray images at 10–15 keV (bottom panels)

from the looptop has now become a well known phenomenon and coronal HXR
sources are detected in all phases of solar flares [32, 34]. In a few events, coronal
HXR sources are even observed before flare impulsive phase [40, 77]. RHESSI
observations have also identified a new class of coronal sources that show strong
looptop HXR emission without significant footpoint emissions [28, 75, 76].

3 Beyond the “Standard” Observations

3.1 Contraction of Coronal Loops

RHESSI observations have discovered that during the early impulsive phase of
the flare, coronal loop system undergoes an altitude decrease or contraction before
showing the “standard” behavior of apparent outward expansion. This phenomenon
of loop contraction or shrinkage, first reported in an M1.2 class flare on April 15,
2002 [66], has now been confirmed in several events of different classes [24, 57,
67,77]. Motivated by these RHESSI findings, the loop contraction was examined in
other wavelength images and similar kind of descending loop motion was detected
in EUV [27,37,43] and microwave images [36]. The study of an M7.6 class flare on
October 24, 2003: (Fig. 2) is perhaps the best example of the loop contraction which
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was observed for �11 min and identified in HXRs (up to �25–50 keV) and EUV
images [27]. Some observations also apparently imply that the contraction motion
of flaring loops may be the result of the relaxation of the sheared magnetic field [21].

3.2 Converging Motion of Footpoints

In some events, the converging motion of footpoint sources (i.e., decrease in
footpoint separation) has been observed at the early stage which temporally matches
with the phase of contraction of coronal loops [21,22,27,28]. A detailed analysis of
footpoint motions was carried out for X10 class flare on October 29, 2003 [44].
In this study it was found that the two conjugate footpoints first move toward
and then away from each other, mainly parallel and perpendicular to the magnetic
inversion line, respectively. Further the transition of these two phases of footpoint
motions coincides with the direction reversal of the motion of the looptop source.
An interpretation of this new kind of motions of looptop and footpoint sources is
proposed in terms of rainbow reconnection model [62] which essentially builds on
the idea of three-dimensional magnetic reconnection at a magnetic separator in the
corona during the phase of shear relaxation of coronal loops [27, 63].

3.3 Double Coronal Sources

The RHESSI observations of three homologous flares that occurred between April
14–16, 2002 revealed the appearance of a coronal X-ray source besides the
X-ray looptop emission [66, 67] which was formed at higher altitudes. Out of
these, one event clearly shows a cusp-shaped flare loop in the rise phase [66, 68].
When the impulsive rise in HXRs (>25 keV) began, the cusp part of the coronal
source separated from the underlying flare loop, forming two HXR emitting sources.
The two sources exhibit energy dependent structures with the emissions at higher
energies coming from the inner regions between them. These observations have
been interpreted as evidence for the formation of a current sheet between top of the
flare loops and the second coronal source located above the flare loop top [66, 68].
The imaging spectroscopy of the two coronal sources was conducted for an
M-class flare occurred on April 30, 2002 [44]. In this event, the HXR footpoints
were occulted by the limb thus making conditions favorable for the imaging of
relatively faint coronal sources. The parameters derived from X-ray spectroscopy
of the two sources reveal that the magnetic reconnection site lies between the top
of the flare loops and the second coronal source. The formation of double coronal
sources, one at each side of the reconnection site, has been viewed in the framework
of the stochastic acceleration model [44].
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4 Summary

The multi-wavelength observations have immensely improved our understanding
of various physical processes occurring in different atmospheric layers of the Sun
during a solar flare. The standard flare model has been successful in broadly
recognizing these physical processes as the consequence of large-scale magnetic
reconnection in the corona. However, the advancement in the observational capabil-
ities has also led to several new aspects of the flare evolution that deviate from the
standard flare model. Although flares have been observed over the past 150 years,
but still our understanding about them is incomplete. We have yet to understand
several basic elements pertaining to pre-flare magnetic configuration, triggering
mechanism, energy release site (e.g., current sheet dimensions), conversion of
magnetic energy into heat and kinetic energy, particle acceleration, etc. These
outstanding issues pose challenges for future investigations.
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78. A. M. Veronig, J. Rybák, P. Gömöry, S. Berkebile-Stoiser, M. Temmer, W. Otruba, B. Vršnak,
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Loops in a Two-Ribbon Flare. Solar Phys., 234:273–299, April 2006.

80. H. P. Warren and A. D. Warshall. Ultraviolet Flare Ribbon Brightenings and the Onset of Hard
X-Ray Emission. Astrophys. J., 560:L87–L90, October 2001.

81. D. M. Zarro and J. R. Lemen. Conduction-driven chromospheric evaporation in a solar flare.
Astrophys. J., 329:456–463, June 1988.

82. J. Zhang, K. P. Dere, R. A. Howard, M. R. Kundu, and S. M. White. On the Temporal Rela-
tionship between Coronal Mass Ejections and Flares. Astrophys. J., 559:452–462, September
2001.



Energy Cascades in Large-Scale Solar Flare
Reconnection

Miroslav Bárta, Jan Skála, Marian Karlický, and Jörg Büchner

Abstract Very fast energy release is sometimes observed in large-scale current
layers formed in astrophysical plasmas. Solar flares represent a clear example. The
dissipation and changes of the magnetic field topology in the almost collision-
less plasmas are inherently related to plasma-kinetic processes in very thin current
sheets (CSs). Question arises, how the originally thick current layer is efficiently
fragmented into these small-scale dissipative CSs. We investigated this question by
means of high-resolution MHD simulations. In addition to the earlier considered
chain plasmoid instability we identified other elementary process for energy
transport from large to small scales – fragmenting coalescence of plasmoids. This
result changes so far basically 1D picture of energy cascade in a large scale
magnetic reconnection and reveals multi-dimensional nature of the fragmentation
process. At the same moment it shows that plasmoid coalescence contributes – quite
surprisingly – to the direct energy cascade.

1 Introduction

Magnetic reconnection is accepted as the key mechanism for energy release in
solar flares and other eruptive events in astrophysical plasmas. However, direct
application of magnetic-reconnection theory to the physics of flares (and other
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large-scale phenomena) faced a crucial issue for a long time: All known
micro-physical processes leading to the change of magnetic field topology (i.e. the
reconnection) require very thin current sheets (�1 m in the solar corona). On
the other hand, the typical flare current-layer width estimated from observations
[6] is about six orders of magnitude larger. This duality is reflected also in the
flare observations which exhibit both coherent large-scale (107 m) dynamics and
signatures of the micro-scale, chaotic energy release, at the same moment [1].
In order to overcome this huge scale-gap [9] suggested the concept of fractal
reconnection. Nevertheless, this ad hoc suggested scheme had no support in
the analytical theory of magnetic reconnection neither has been similar effects
convincingly observed in numerical experiments, and thus this interesting approach
was for a quite long time mostly ignored. However, quite recently [8] discovered
missed solution in the Sweet-Parker’s analysis of the current-sheet stability and
they found that each CS with sufficiently high aspect ratio is linearly unstable to the
formation of plasmoids (plasmoid instability). Later on, Uzdensky et al. [10] have
developed analytical theory of the chain plasmoid instability, related closely to the
original Shibata’s and Tanuma’s idea [9].

As the analytical theory has a limited scope we focus in our paper at the research
of the anticipated tearing-mode cascade in fully non-linear regime using numerical
simulations. At the same moment we are looking for other mechanisms of direct
energy cascade (fragmentation/filamentation) in magnetic reconnection.

2 Model

We are interested in processes of filamentation of the originally thick current layer
to smaller structures. The range of scales in which these processes should operate
is still far from the scales where other terms of generalised Ohm’s law (from which
the largest is the Hall-scale) operate. The evolution of magnetized coronal plasma
can be thus adequately described by a set of compressible resistive one-fluid MHD
equations, including gravity. For details of the model used see [2]. The set of MHD
equations is rewritten into its conservative form and numerically integrated. In order
to see anticipated filamentation of the current density the AMR technique (see, e.g.,
[3]) is implemented into our numerical code. The mesh is refined whenever the CS
typical width drops below certain number of grid cells. The initial state has been
chosen in the form of a vertical generalized Harris-type CS with the magnetic field
slightly decreasing with height – see [2] for details. Calculations are performed in
a symmetric box with line-tying boundary condition (BC) at the bottom and free
BCs otherwise. We assume translational symmetry in the current density direction
(y) and presence of the guide field By in this direction. Anomalous resistivity � is
switched-on whenever the current (measured by current-carrier velocity) intensifies
above some threshold [2, 5]; � D 0 otherwise. The threshold for the resistivity
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Fig. 1 Current density (color scale) and magnetic field structure at t D 300�A. Increasing
zoom reveals subsequently smaller plasmoids separated by correspondingly thinner CSs (tearing
cascade)

onset leads to the minimum width of the CSs at the order of couple of cells at the
highest resolution. As the ratio between the largest and smallest resolved scales in
the simulation is �104, the Lundquist number is of the order �108. The model
parameters used are the same as in [2].

3 Results

Results of our modelling are shown in Figs. 1 and 2. The figures display magnetic
field structure on the background of the current density. Figure 1 shows the situation
at t D 300�A (�A being the Alfvén transit time – see [2]). Subsequent zooms
from panels (a) to (c) reveals smaller and smaller plasmoids formed by the tearing
instability. The plasmoids are separated by consecutively thinner CSs. This picture is
in line with the chain plasmoid instability [10]. Figure 2 shows formation of the CS
between two merging larger plasmoids at t D 365�A. As the CS become sufficiently
long and thin, plasmoid instability takes place again and a new plasmoid is formed
in this transversal CS. Situation is better visible in Fig. 2d which represents a
projection of Fig. 2c into plane y D 0.
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Fig. 2 Current density and magnetic field structure at t D 365�A. Panels (a)–(c): Increasing zoom
shows the micro-plasmoid formed in the CS between two merging larger plasmoids (fragmenting
coalescence). Panel (d): 2D projection of panel (c) into plane y D 0. Red and green lines represent
locations of Bx D 0 and Bz D 0, respectively, ‘x’ and ‘o’ symbols show locations of X- and
O-type null lines. Note the anisotropic scales on x- and z-axis

4 Discussion and Conclusions

The huge gap between energy input and dissipation scales in large systems like
solar-flare current layers represents a big challenge for application of magnetic-
reconnection theory to energy release in such large-scale phenomena. The idea
of fractal reconnection [9] that recently developed into theory of chain plasmoid
instability [10] clearly addresses this issue. Nevertheless, its convincing confirma-
tion by numerical experiments was not available until recently (e.g., [2, 7] and
references therein). The reason why earlier numerical simulations met difficulties
with finding this predicted process most likely lies in the limited resolution of
previous experiments. Thanks to the AMR technique used in our simulation the
domain of simulated scales spans over almost five decades. Such a wide scale-
range enables investigation of the scaling law for the cascading process. In [2] the
authors found for 1-D scaling of magnetic energy density along the CS the power-
law EM.k/ / ks with s � �2:14. Under some plausible assumptions it can be
compared with the scaling found in analysis by Uzdensky et al. [10] for number of
plasmoids of size L:

N.L/ / L�2 : (1)

Assuming (for simplicity) that the magnetic field strength is linearly increasing from
the null-point in the center of the plasmoid towards its edge, where its reaches a
typical value B0
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B.x/ D B0
x

L
(2)

we get for magnetic energy in a circular-shaped single plasmoid of size L

ESP
M .L/ D

Z

plasmoid

B2.x/

2	o
dV D 1

2	o

Z L

0

B2
0

x2

L2
2
xdx D 


4	o
B2
0L

2 : (3)

Since for magnetic energy at scale L holds

dEM.L/ D ESP
M .L/N.L/dL D EM.k/dk ; (4)

taking into account scaling law in Eq. (1) and applying relations between scale and
corresponding wavenumber k D 2


L
, dk D � 2


L2
dL, we finally arrive to power

spectrum for magnetic energy density in the form

EM.k/ / k�2 : (5)

The scaling law for magnetic energy density is power-law, again, with the spectral
index s D �2 quite close to that found in our simulated data (s D �2:14).

Moreover – and above all – our high-resolved simulations revealed the signifi-
cance of the opposite process – the plasmoid coalescence – for further fragmentation
of the current structures. We have found that the coalescence is accompanied by for-
mation of intense, thin CSs between the merging plasmoids that may later become
unstable to further plasmoid formation. Although the coalescence eventually leads
to the formation of a single larger structure from the two smaller, this process is
inherently connected with further fragmentation in the CS between the merging
plasmoids. Consequently, also this process contributes – quite unexpectedly – to
the energy transport towards small scales (direct cascade). Since these CSs are
transversal to the original large-scale current layer the simulation reveals truly 2D
nature of the turbulent cascade towards small scales. Similar process has been
recently observed also in kinetic (PIC) simulations [4].
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Plasmoids in Solar Flares and Their Radio
and X-ray Signatures

Marian Karlický and Miroslav Bárta

Abstract This review summarizes our recent results connected with the theoretical
and observational aspects of plasmoids in solar flares. We show that the plasmoids
play a very important role in the primary flare process – in the magnetic field
reconnection. It is shown how the plasmoids are formed, how they move and
interact, and how the flare current sheet is fragmented due to these processes.
Furthermore, we present a successive merging of the plasmoids, which not only
very efficiently accelerate particles, but also it can produce large plasmoids which
are sometimes observed in the X-ray emission. Considering the plasmoids the radio
drifting pulsating structures (DPSs), narrowband dm-spikes and the above-the-loop-
top hard X-ray sources are interpreted. Some interesting radio spectra, relevant to
this topic, are added.

1 General Description of Plasmoids

The importance of plasmoids in solar flares was recognized for the first time in [1].
They studied an ejection of the plasmoid, observed during the 1992 October 5 flare
in X-rays by Yohkoh. The same flare was studied also in [2] and it was shown that
this plasmoid was associated with the drifting pulsating structure (DPS) (see Fig. 1).
Similar observations were described in [3]. The model of this radio emission was
proposed and further developed in [4–8]. This model assumes the vertical current
sheet formed below the rising magnetic rope (Fig. 2 right side). In the current sheet,
due to tearing and coalescence processes the plasmoids (in 3-D magnetic ropes) are
formed and particles, especially electrons are very efficiently accelerated [9–14].
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9:25:14 UT 9:25:34 UT 9:25:54 UT
a

b

Fig. 1 (a) The X-ray plasmoid (black blob above the limb flare, see the arrows) ejected during the
the 5 October 1992 flare, as observed by SXT/Yohkoh [1]. (b) The simultaneous radio spectrum
of the drifting pulsating structure (DPS) [2]. The small white circles with the error bars correspond
to the plasma frequency in the plasmoid as derived in [1]. These circles show an agreement between
radio and plasma frequencies as expected in the plasma emission mechanism generating DPS

Some of the electrons are then trapped in the plasmoids (in semi-closed magnetic
field structures – O-type in 2-D), where they generate Langmuir waves, which
through a wave transformation to electromagnetic waves produce DPSs. The DPS
is generated in the limited range of frequencies due to a limited range of plasma
densities (frequencies) inside the plasmoid. In dependance on the magnetic field
in the flare atmosphere the plasmoids move upwards or downwards or even stay
at some height of the flaring atmosphere [7, 15] (Fig. 3). Due to a preference of
divergent magnetic field lines in the upward direction, most of the plasmoids move
upwards and corresponding DPSs drift towards lower frequencies. In some cases
the plasmoids move downwards and interact with the underlying flare arcade, see
Fig. 4 and [16, 17].

All these processes can be considered as a fragmentation of the flare current
sheet. Two types of the fragmentation was suggested: (a) fragmentation due to
stretching of the current sheet and the tearing-mode instabilities in narrower
and narrower current sheet (cascading reconnection) [18], and (b) fragmentation
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shock

plasmoid

(electron  beams)

secondary
plasmoids

H−alpha

flare loop

DPS  radio sources

Fig. 2 Left: The 0.04–4.5 GHz radio spectrum observed during the 12 April 2001 flare by the
Potsdam (0.04–0.8 GHz range, courtesy by A. Klassen) and the Ondřejov radiospectrographs (0.8–
4.5 GHz), showing the DPS at 10:17:20–10:22:00 UT in the 0.45–1.5 GHz range and the type II
radio burst (generated by shock wave) at 10:17–10:33 UT in the 0.04–300 GHz range. Right: Flare
scenario: The rising magnetic rope (the uppermost plasmoid) generate vertical current sheet, where
the further plasmoids (magnetic ropes) are generated due to the tearing-mode instability. Above this
main rope the shock, producing type II radio burst, is generated; compare this scenario with the
radio spectrum in the left part of the figure, for details, see [5]

between two merging plasmoids in generated current sheets in smaller and smaller
spatial scales [19–21]. This concept was theoretically developed in [22, 23] as
the theory of the chain plasmoid instability. The multi-scale magnetic islands was
observed in the Earth’s magnetotail [24] as well as in solar flares [5]. An advantage
of this concept is that it explains how very narrow current sheets with high current
densities (requested for the anomalous resistivity generation and fast reconnection)
are generated. Moreover, many magnetic X-points in this model give sufficient
volume for an acceleration of particles.

2 Successive Merging of Plasmoids

We simulated this process using a 2.5-D fully relativistic electromagnetic particle-
in-cell model [6, 25, 26] with free boundary conditions. The system size was
Lx � Ly D 600� � 4; 000�, where �.D 1/ is a grid size. We took the Harris
current sheet along the line x D 0� with its half-width 10�. We considered the
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Fig. 3 Two rows show an upward-moving and downward-moving plasmoid as the result of
numerical simulations of reconnection, tearing and coalescence processes in the vertical current
sheet [15]

electron-proton plasma with the proton-electron mass ratio mp=me D 16. In each
numerical cell located far from the current sheet, we initiated n0 D 60 electrons and
n0 D 60 protons. In the current sheet the initial number density was enhanced just
to keep the pressure equilibrium. The initial electron temperature was taken to be
the same in the whole numerical box as T D 10 MK and the temperature of protons
was chosen the same as electrons. The plasma frequency is !pe�t D 0:05 (�t is
the time step which equals to 1), the electron Debye length is �D D 0:6 �, and the
electron and proton inertial lengths are de D 10 � and di D 40 �, respectively.
We initiated a cosine perturbation of the electric current density in the sheet for a
formation of ten plasmoids along the current sheet. Then we studied an evolution
of this system which is shown in Fig. 5. As shown there the plasmoids started
to interact and merge successively into one large plasmoid (Fig. 5f). During this
process the mean energy of electrons increases 6.5 times comparing with that in the
initial state. Figure 6 shows details of this evolution as well as the distribution of
numerical electrons (points), having the energy greater than 40 keV, at four different
times: at !pet D 5;200 (a), at !pet D 5;600 (b), at !pet D 8;000 (c), and at
!pet D 9000 (d). As can be seen here, in each merging process electrons are
very efficiently accelerated – see an increase of the number of numerical electrons



Plasmoids in Solar Flares 53

Fig. 4 Coalescence of downward moving plasmoid (source MVS) with the loop-top kernel (LTK)
observed in X-rays by SXT/YOHKOH [16]; compare with the bottom row in Fig. 3

a b c d e f

Fig. 5 Magnetic field lines and corresponding current densities, obtained by the PIC simulations,
in the x � y computational plane at six different times: at the initial state (a), at !pet D 1; 800

(b), at !pet D 3; 500 (c), at !pet D 5; 000 (d), at !pet D 6; 500 (e), and at !pet D 8; 000 (f).
The reddish and blue areas mean current densities with the initial and opposite orientation of the
electric current, respectively. The x and y coordinates are expressed in grids [26]

(points) in dependence on time. Then we computed electron distribution functions in
all three coordinates in the whole computational box. The most energetic electrons
are accumulated between merging plasmoids. At some regions and for short times
during the coalescence process the distributions deviated from the thermal ones, but
very soon these distributions were thermalized by fast wave-particle processes.
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Fig. 6 The detailed view on magnetic field lines in the x�y computational plane and distribution
of numerical electrons (points) having the energy greater than 40 keV at four different times: at
!pet D 5; 200 (a), at !pet D 5; 600 (b), at !pet D 8; 000 (c), and at !pet D 9; 000 (d). The
white cross, located at (d) x D �100, y D 150, shows the region where the X-ray spectra (Fig. 7b)
were computed. The x and y coordinates are expressed in grids [26]

3 X-ray and Radio Signatures of Plasmoids in Solar Flares

3.1 The Above-the-Loop-Top Hard X-ray Sources

The above-the-loop-top hard X-ray sources belong to the most discussed topics in
recent years [27–30]. A very interesting example was published recently in [31].
They presented the hard X-ray source (with the energy up to �80 keV) which was
located 6 Mm above thermal flare loops. They derived the upper limit of the plasma
density and source volume as ne � 8�109 cm�3 and V � 8�1026 cm3, respectively.
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a b

Fig. 7 The X-ray spectra (a, b) (the full line for the source density ne D 109 cm�3, and the dashed
line for ne D 1010 cm�3) computed in the whole computational box (a) and at the location shown
in Fig. 6d by the particle integrating method. The X-ray spectra in (b) (the dashed-dot line for the
source density ne D 109 cm�3, and the dashed-dot-dot-dot line for ne D 1010 cm�3) computed at
the location shown in Fig. 6d by the thermal method for the temperature 118.7 MK. For comparison
the X-ray spectrum (dotted line) observed during the December 31, 2007 flare [31] is added [26]

They concluded that these hard X-ray sources have to be close to the acceleration
region and the distribution function of electrons emitting hard X-rays is strongly
non-thermal or the plasma in the source is very hot (up to Te � 200 MK). We
used the model of successive merging of plasmoids, as presented above, and we
computed the X-ray spectra using two methods (for details, see [26]) and compared
with that observed (Fig. 7). We found a good agreement between them and thus we
proposed that the process of successive merging of plasmoids generates the observed
above-the-loop-top hard X-ray sources.

3.2 DPSs and Narrowband dm-Spikes

As described above, on the dynamic radio spectra the most distinct signatures
of plasmoids are DPSs. Usually, the DPSs are observed at the beginning of the
impulsive phases of strong eruptive flares. In some cases even several DPSs were
recorded indicating several plasmoids in the flare current sheets, see e.g. two
positively drifting DPSs shown in Fig. 8 right part.

Besides these DPSs, there are so called the narrowband dm-spikes [32–40]
which were also proposed to be connected with plasmoids. There are arguments
that between two merging plasmoids many small plasmoids are generated due to
a fragmentation process. These plasmoids then interact, accelerate electrons which
produce plasma waves in each plasmoids, and thus generate a cloud of narrowband
radio bursts – dm-spikes as observed, see e.g. Fig. 8 right part. Searching for
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Fig. 8 Left: Fragmentation of the current sheet. Right: The radio spectrum observed during the
28 March 2001 flare by two Ondřejov radiospectrographs (0.8–2.0 and 2.0–4.5 GHz). It shows the
DPSs (radio signatures of large plasmoids) which drift towards narrowband dm-spikes (signatures
of the interaction of fragnented plasmoids), compare both parts

a characteristic bandwidth of individual spikes [41,42] it was found that the Fourier
transform of the dynamic spectra of spikes have a power-law form with power-
law indices close to �5=3. Based on these results it was proposed that the spikes
are generated in turbulent reconnection outflows [43]. The global scenario of these
processes are shown in Fig. 8 left part. This scenario summarizes several aspects
of the fragmentation of the flare current sheet. Due to a stretching of the current
sheet by the rising main magnetic rope (see Fig. 2) and simultaneous tearing-mode
instability the plasmoids are formed. These plasmoids move and generate DPSs in
the turbulent reconnection plasma outflows. The plasmoids are accumulated above
the flare arcade, where they start to interact. During these interactions they are
fragmented and generate the narrowband dm-spikes, compare this scenario with the
DPSs and dm-spikes shown in Fig. 8 left part.

4 Conclusions

The present paper summarizes all our previous results explaining the plasmoid
formation, their ejection, and corresponding DPSs. We propose that the above-the-
loop-top hard X-ray source is large and stationary plasmoid, which is sufficiently
dense and with a sufficient amount of energetic electrons. This model is in
agreement with the conclusions in [31] that the acceleration region is close to
the hard X-ray source. Namely, it enables to re-accelerate energetic electrons.
Furthermore, the model can explain not only the above-the-loop-top hard X-ray
sources, but also the loop-top sources because the arcade of loops is, in principle,
the ‘plasmoid’ fixed in its half height at the photosphere. Considering all aspects
of the associated fragmentation process (power-law spatial scales of plasmoids,
effective acceleration of electrons, trapping of electrons in plasmoids, location in
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the reconnection plasma outflow) we also propose that these processes explain the
narrowband dm-spikes. It can be supported by the statistical finding that more than
70% of all groups of the narrowband dm-spikes are observed during the GOES-
rising-flare phases [44]. However, the generation of the DPSs and narrowband
dm-spikes is a very complex process, depending on many specific conditions. Thus,
these bursts can be observed only in specific flares. Furthermore, in some flares
these bursts can be covered by strong radio continua or some continua are in reality
formed by a superposition of many narrowband dm-spikes.

Acknowledgements This research was supported by the grants P209/12/0103, P209/10/1680
(GA CR), and the research project AV0Z10030501 of the Astronomical Institute AS.
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Occurrence of Magnetic Reconnection
in the Deep Magnetotail: ARTEMIS Results

Zoltán Vörös, Andrei Runov, and Alexander Kendl

Abstract Using two-probe ARTEMIS magnetic field and plasma measurements we
have accomplished a survey of the occurrence of magnetic reconnection signatures
in the distant magnetotail between October 2010 and June 2011. We have considered
highly accelerated electron and fast bulk plasma flow events during ARTEMIS
tail crossings. Our findings suggest that the deep-tail region between �60RE <

X.GSM/ < �40RE is rather active. Fourteen events have been found exhibiting
signatures of magnetic reconnection occurrence during 29 days of plasma sheet
crossings. Comparisons with mid-tail surveys of reconnection statistics indicate that
the deep-tail region can play a significant role in global magnetosphere dynamics.

1 Introduction

Magnetic reconnection (MR) represents a multi-scale physical process in laboratory,
space and astrophysical plasmas. It is associated with large-scale (system- and fluid-
scale) reorganizations of the magnetic field topology and localized kinetic (ion- and
electron-scale) processes, leading to particle energization, intense energy bursts and
flows [1]. MR plays a crucial role in understanding the non-steady interaction of
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solar wind with the Earth’s magnetosphere and in explaining the bursty response
of magnetosphere-ionosphere system during magnetospheric storms and substorms.
On the basis of previous statistical studies (e.g. [2–4]) it is suggested that, MR is
preferentially initiated in the mid magnetotail (between X D �15 and �30RE ,
where RE is the Earth’s radius). This region and the near-Earth magnetosphere
represent key areas of energy accumulation, release and transport during substorms.
However, the tail region beyond �30RE is much less explored. Occasional deep-tail
observations of the Geotail probe have revealed an unsteady magnetotail beyond
X � 30RE as well. It was found, that at X � �60RE , the tailward progression
and retreat of MR associated activity is highly dynamic, turbulent, characterized
by complex 3D structures, multiple X-lines, appearance and dynamical evolution
of acceleration centers [5]. In this paper we provide a preliminary analysis of
ARTEMIS two-probe mission data (former THB and THC satellites of THEMIS)
between October 2010 and June 2011. The probes were crossing the deep-tail
between X � �45 and �75RE . Here we investigate electron acceleration and bulk
flow signatures between 10RE > Y.GSM/ > �10RE . Altogether, the two probes
were inside of this region more than 29 days. We show that the occurrence of MR
signatures in this deep-tail region is comparable to that in the mid-tail.

2 Electron Acceleration Signatures

Since MR is associated with particle acceleration, it is justified to evaluate the
observed energy ranges of particle populations. In this paper electron acceleration
signatures will be considered. We use the magnetic data from the Flux-Gate
magnetometer [6]. Particle data are provided by the Electrostatic Analyzer (ESA,
[7]), which measures electron energies over the range of 0–30 keV and by the
Solid State Telescope (SST, [8]), which measures electron energies over 30 keV.
As an example, Fig. 1 shows 8 h of magnetic field BX and speed VX data in GSM
coordinates, and electron flux data observed by THB and THC probes on February
19, 2011. For this time period, the SST electron data are available from THC only.
The magnetic field BX component shows that both probes move from the southern
hemisphere of the plasma sheet to the northern hemisphere between 06:30 and
08:15 UT. The neutral sheet crossing is accompanied by tailward – Earthward flow
reversals (˙VX , second panel in Fig. 1) and bursts of energetic electrons observed
by SST and ESA instruments (the bottom three panels for THC and two panels
for THB in Fig. 1, respectively). The accelerated electrons and bulk flow signatures
are associated with MR. The MR event on February 19, 2011 was accompanied
by correlated flow and field reversals, Hall-effect signatures, MHD and ion-scale
turbulence [9]. The bottom panels of THC and THB electron flux subplots in Fig. 1
show the time series of 5 keV and 1 keV electrons. Except for the time period of MR
occurrence between 06:30 and 08:00 UT, the flux of 5 keV electrons (eflux[5 keV])
is lower than the flux of 1 keV electrons (eflux[1 keV]). It also remains valid for
the fast Earthward flow dominated interval between 00:00 and 01:00 UT, where
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Fig. 1 ARTEMIS data on February 19, 2011; Top: BX and VX GSM components of magnetic
field and plasma bulk speed for THB and THC probes; Bottom: THC and THB electron data; the
color code and eflux data are in EFU units [eV=cm2:s:sr:eV ]. Magnetic reconnection signatures
has been observed between 07:00 and 08:00 UT [8]

local MR signatures were not observed. In fact, statistical analysis has shown that
the ratio r = eflux(5 keV)/eflux(1 keV) can serve as a proxy for the occurrence of
highly accelerated electrons and MR, providing that r > 1:5 [3]. Although this
criterion was based on low-energy electron fluxes (1–5 keV), it was good enough
to find all MR and highly accelerated electron events in a larger GEOTAIL data set
of 209 tailward flows between 1995 and 2003 [3]. Figure 2 shows the distribution
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of the ratio r observed during the 29 days while ARTEMIS probes were within
10RE > Y.GSM/ > �10RE in the deep tail. The threshold r = 1.9 separates two
different distributions of r values. Therefore, for finding highly accelerated electron
events in ARTEMIS data, the criterion r > 1:9 will be used.

The observed distribution of the ratio r together with the threshold r = 1.9
between the distances �75RE < X.GSM/ < �40RE is depicted in Fig. 3a.
Figure 3b is showing the X(GSM) distribution of those Earthward (+VX ) and
tailward (-VX ) flow events for which the plasma ˇ > 1. This criterion guaranties that
plasma sheet bulk flows are selected [10]. The vertical boxes contain the correlated
highly accelerated electron and high speed bulk flow events. The corresponding MR
sites (triangles) together with the trajectories of THB and THC probes in X(GSM)-
Y(GSM) coordinates are depicted in Fig. 3c. The MR sites on February 19 (Fig. 1)
observed by THB and THC are indicated by filled circles. The Earthward-tailward
flows are rather symmetrically distributed between �60RE < X.GSM/ < �40RE .
There were no highly accelerated electrons beyond �60RE , however, there were
three tail-crossings only during the considered time period. The observed high speed
flows can be associated by remote driving sources.

3 Conclusions

Previous statistical studies suggest that MR occurs in the mid-tail, preferentially
beyond �17RE [2–4]. Although the location of MR depends on solar wind
conditions [3], the occurrence rate of tailward/Earthward flows is increasing towards
�30RE (GEOTAIL apogee) [4]. This indicates that, in terms of MR associated
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and the position of the observed reconnection signatures (triangles) in XGSM - YGSM coordinates.
Filled circles indicate the reconnection event in Fig. 1

flows, the poorly explored region immediately beyond �30RE can be rather active
as well. Although in this paper we present a limited number of ARTEMIS tail
crossings (nine double crossings between October 2010 and June 2011), the number
of highly accelerated electron or MR events reaches 14 (Fig. 3c). Some of these
events (e.g. in February 2011) were observed by both THB and THC. Between
1995 and 2003, during winter and spring seasons, GEOTAIL observed 34 highly
accelerated electron events [3]. The different orbital characteristics, solar wind
conditions and the uneven survey of the plasma sheet do not allow a precise
comparison of these statistics. However, the large number of MR associated highly
accelerated electron events beyond �30RE (ARTEMIS), in comparison with mid-
tail occurrences (GEOTAIL), suggests that the deep-tail region is rather active and
can play an important role in global magnetospheric physics.
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Plasma Relaxation and Heating



Relaxation and Heating Triggered by Nonlinear
Kink Instability: Application to Solar Flares
and Coronal Heating

Philippa K. Browning, Michael R. Bareford, and Mykola Gordovskyy

Abstract Energy release and particle acceleration in kink-unstable twisted coronal
loops are discussed. If the magnetic field in a coronal loop is sufficiently strongly
twisted, it may become unstable to the ideal kink instability. We present results of
3D MHD simulations which show that in the nonlinear phase of the instability,
current sheets form in which magnetic reconnection rapidly dissipates magnetic
energy. In the later phase, the current sheet fragments. The energy release is well-
modelled by a helicity conserving relaxation to a minimum energy state. We exploit
this in order to calculate a distribution of energy-release events, and show how this is
relevant to the solar coronal heating problem. Using test particle approach coupled
with 3D MHD simulations, we also show how the electric fields associated with
the fragmented currents sheet can efficiently accelerate charged particles. This has
implications for the origin of high-energy particles in solar flares.

1 Introduction

Surprisingly, the temperature of the solar corona is of the order 1 MK, much hotter
than the surface temperature (around 6,000 K). The corona is both highly struc-
tured and dynamic, as demonstrated by recent observations from Solar Dynamic
Observatory and other space telescopes, and is strongly magnetised. Two major
unsolved astrophysical problems, the high coronal temperature and understanding
solar flares, may be resolved by the process of magnetic reconnection. As first
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suggested by Parker [17], coronal heating may arise through the combined effect of
many nanoflares, each consisting of a release of magnetic energy through magnetic
reconnection. The effectiveness of this mechanism relies on nanoflares occurring
sufficiently frequently; since determining the occurrence rate for nanoflares obser-
vationally has proved inconclusive so far, it is of interest to predict this theoretically.

Solar flares are dramatic releases of stored magnetic energy, almost certainly
enabled by magnetic reconnection, manifested through complex signatures across
the electromagnetic spectrum [4]. An important question is to explain the origin
of the large numbers of high-energy non-thermal charged particles, which carry
a significant fraction of the energy released [16, 19]. Electrons are observed
through hard X-ray emission as they impinge on the dense chromosphere as well
as (sometimes) as coronal loop-top sources, and through microwave and radio
emission, whilst ions can be detected via gamma ray nuclear line emission; particles
produced at a flare may also be an observed as Solar Energetic Particles in
space.

We present here an overview of recent results concerned with energy-release
and particle acceleration in twisted coronal loops, which are ubiquitous in the solar
corona.

2 Single Heating Events and Event Distributions

We first discuss a single energy-releasing event. The coronal field is stressed by
slow photospheric footpoint motions, evolving through a series of nonlinear force-
free fields (j � B D 0 or r � B D ˛.r/B); this then undergoes helicity-conserving
relaxation towards a minimum energy state [18], the constant-˛ field (r �B D ˛B),
releasing energy to heat the corona [14]. Browning and Van der Linden proposed
that a trigger for this relaxation could be the onset of ideal instability, such as the
kink mode in a twisted loop [8] in the nonlinear phase, current sheets form and
multiple reconnections cause the field to undergo Taylor relaxation [6].

This process is investigated by considering an initially force-free cylindrical loop
equilibrium, with piecewise-constant ˛.r/ profile (˛1 in the inner part of the loop,
˛2 in the outer), embedded within a potential field. The magnetic field, continuous
at all boundaries, can be expressed in terms of Bessel functions [2, 3, 6]. The linear
stability threshold (a curve in the 2D parameter space .˛1; ˛2/) is determined using
the CILTS code [6, 7], accounting for line-tying at the photospheric boundaries of
the loop (the planes z D 0;L). In order to investigate how the relaxation occurs,
and the validity of the Taylor model, 3D MHD simulations were undertaken
[7, 15] using the Lagrangian Remap code LARE3D [1]. The initial state is a
force-free equilibrium, just inside the linearly-unstable region. A stepwise current-
dependent resistivity profile, with an enhanced value above a critical current density,
representing anomalous resistivity, is usually used.

The loop initially deforms helically. A helical current ribbon forms at the quasi-
resonant surface in the nonlinear phase of the instability, as misaligned fieldlines are



Relaxation and Heating Triggered by Nonlinear Kink Instability 71

pushed together, in which fast magnetic reconnection dissipates magnetic energy.
The current sheet stretches and breaks up, producing a fragmented current structure
with multiple reconnection sites throughout the loop volume [7, 11, 15]. This
distributed reconnection causes ˛ to become more uniform, giving relaxation to the
minimum energy state [15]. Furthermore, in the zero net-current case, the twisted
field lines reconnect with the surrounding axial field, causing apparent radial loop
expansion.

The loop is effectively heated throughout its volume, with intermittently-
distributed regions of hot plasma up to 108 K (this would then cool due to radiation
and conduction, not included in our simulations). Such an event may be observed
as a confined microflare, in which a low-lying, almost horizontal loop transiently
brightens without eruption.

3D numerical MHD simulations can only be performed for a few initial field
profiles; in order to build up a distribution of events, we therefore use relaxation
theory. If a loop is twisted by random photospheric motions, magnetic energy builds
up until the kink instability threshold is reached, triggering relaxation and heating.
The twisting persists, and the process thus repeats, leading to a sequence of heating
events of different magnitudes (dependent on where threshold is reached). This
is modelled using a Monte Carlo approach both for loops with and without net-
current [2,3]. In order to model the latter, representing twisting by footpoint motions
localised within the loop cross-section, the equilibrium field model is extended to
incorporate an outer current-neutralising layer with locally-constant ˛ D ˛3; ˛3
is determined by the requirement that the azimuthal field vanish at the loop edge
(R3). The linear stability threshold for line-tied loops with these profiles in shown
in Fig. 1a, for a range of aspect ratios L=R3.

The effect of slow photospheric footpoint motions is modelled as a random walk
through equilibrium space .˛1; ˛2/, until the stability threshold is reached, where
the energy release is calculated by assuming a helicity-conserving relaxation. In the
zero net-current case, the stability threshold does not form a closed curve and we
thus cut off the evolution if the axial field Bz reverses. The process repeats, with
a new random starting equilibrium after each relaxation. Both spatially-correlated
and uncorrelated random walks have been considered [3]; for the latter case, a broad
distribution of energy-release sizes is produced, with smaller events being more
frequent (Fig. 1b). This is a power law distribution, of the form f .E/ � E�� , where
the index � is slightly larger than the critical value (2) required for effectiveness of
nanoflare heating (see [3]). If the footpoint motions have strong spatial correlation
across the loop radius, the values of ˛1 and ˛2 will not evolve independently, and
crossing of the instability threshold tends to occur always in the same place: a
much narrower distribution of energy-releases is produced. In future, the properties
of the random walk through current profiles could be better constrained by using
observations of photospheric footpoint motions.

The coronal heating rate can be estimated by taking the average energy release,
and dividing by the typical time for the loop to be twisted until it is unstable. Heating
is more efficient if the footpoint motions have a long temporal correlation, so that the
loop reaches instability quickly rather than undergoing a many-step random walk.
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Fig. 1 (a) The linear stability threshold for ideal kink instability with line-tying, for zero net-
current equilibria with piecewise constant ˛ profile and a range of aspect ratios L=R3. (b) The
frequency distribution of heating events for different loop aspect ratios (L=R3 D 10; 20; 30),
assuming an uncorrelated random walk and relaxation of the full loop volume [3]

For typical coronal parameters, this gives a value of 3 � 107 erg cm�2 s�1 [3],
adequate for Active Region heating.

3 Accelerated Particles

We now consider the acceleration of charged particles in unstable twisted loops, in
order to understand the origin of high-energy particles in solar flares. It is likely that
the strong electric fields associated with magnetic reconnection should accelerate
charged particles. However, in the standard flare model with a localised acceleration
site, there are some difficulties [5]: notably, how to accelerate a very large number
of particles, and the extremely strong currents which would be associated with
charged particle beams. A distributed acceleration site – which naturally arises if
acceleration occurs in a fragmented current sheet – ameliorates these problems.

A time-dependent test particle approach is used, in which the trajectories of
charged particles are integrated using the relativistic guiding-centre equations, in
evolving background fields from the above MHD simulations. The local fields
at a particle position are obtained by interpolation in the 4D grid of data in
space and time [9, 10]. Test particles are injected into the fields of an unstable
twisted loop, initially with a Maxwellian energy distribution and uniform spatial
distribution. The particles undergo stepwise energy gain, with intervals of almost
constant energy interspersed with short acceleration episodes when a current sheet
is encountered. As a result, the loop quickly fills with high-energy protons and
electrons. The results are described in more detail in [11, 12], where various initial
fields are considered as well as different resistivity profiles and particle boundary
conditions.
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Fig. 2 (a) The fieldlines and current isosurfaces during the nonlinear phase of the kink instability
from 3D MHD simulations of an unstable twisted loop with field line convergence, at successive
times. (b) Energy spectra of electrons on the unstable loop at successive times

Recently, we have investigated reconnection in unstable twisted loops with
field convergence towards the chromospheric footpoints, generated numerically
by twisting footpoint motions applied to an initially untwisted flux tube with
convergence. The field disrupts if sufficiently twisted, and forms a fragmented
current sheet similar to the analytical, straight-loop model described in Sect. 2
(Fig. 2a); due to the convergence, there are stronger current concentrations near the
footpoints [13].

These fields have been used as a basis for test particle simulations. Time-
dependent energy spectra of both protons and electrons are calculated, which
quickly develop hard non-thermal power-law tails as particles are accelerated by the
electric fields within the reconnecting current sheets (Fig. 2b). Since acceleration is
mainly by parallel electric fields, the pitch angle distribution of high-energy particles
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is strongly collimated parallel to the magnetic field. The region of high-energy
particles at the loop ends, which should correspond to observed Hard X-ray sources,
expands radially as the event proceeds (due to the reconnection of the loop field with
the surrounding axial field). The distribution of particles impinging on the footpoints
also depends to some extent on the initial loop current profile.

Test particle models are limited in validity due to the neglect of the electro-
magnetic fields generated by the particles. Therefore, in future, we propose to
develop self-consistent models of particle acceleration using gyro-kinetic or other
approaches. Nevertheless, the effects of fields generated by the energetic particles
are likely to be less significant in the models presented here (compared with
localised reconnection sites) due to the almost-uniform volumetric distribution of
high-energy ions and electrons – though exact current neutrality is still unlikely. The
significance of the particle feedback on the fields depends also on the efficiency of
the acceleration (the fraction of the energy transferred to the non-thermal particles),
which depends quite strongly on the model parameters [12].

We have shown that kink-unstable twisted loops can develop fragmented current
sheets in which fast magnetic reconnection dissipates magnetic energy and the
field relaxes towards a lower-energy equilibrium. Reconnection heats the plasma
and generates non-thermal ion and electron populations which fill the loop. Such
a process may explain the origin of the large number of high-energy charged
particles observed in (small) solar flares. If a loop is continually twisted by footpoint
motions, the process repeats, giving a sequence of heating events of various sizes.
In a simple cylindrical loop, a power-law distribution of event sizes (a nanoflare
distribution) can result, whose combined heating effect is sufficient to explain the
high temperature of the solar corona.
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Plasma Relaxation in Hall
Magnetohydrodynamics

Bhimsen K. Shivamoggi

Abstract Parker’s formulation of isotopological plasma relaxation process in
magnetohydrodynamics (MHD) is extended to Hall MHD. The torsion coefficient ˛
in the Hall MHD Beltrami condition turns out now to be proportional to the potential
vorticity. The Hall MHD Beltrami condition becomes equivalent to the potential
vorticity conservation equation in two-dimensional (2D) hydrodynamics if the Hall
MHD Lagrange multiplier ˇ is taken to be proportional to the potential vorticity as
well. The winding pattern of the magnetic field lines in Hall MHD then appears to
evolve in the same way as potential vorticity lines in 2D hydrodynamics.

1 Introduction

A significant class of exact solutions of the equations governing magnetohydrody-
namics (MHD) emerges under the Beltrami condition – the local current density
is proportional to the magnetic field – the force-free state (Lundquist [1], Lust
and Schluter [2]). These Beltrami solutions turned out to correlate well with real
plasma behavior (Priest and Forbes [3], Schindler [4]). Parker [5–7] showed that,
in certain plasma relaxation processes, the Beltrami condition is indeed equivalent
to the vorticity conservation equation in two-dimensional (2D) hydrodynamics (and
the Lagrange multiplier ˛ turned out to be proportional to vorticity).

In a high-ˇ plasma, on length scales in the range de < ` < di , where ds is
the skin depth, ds 	 c=!ps , s D i; e (i and e referring to the ions and electrons,
respectively), the electrons decouple from the ions. This results in an additional
transport mechanism for the magnetic field via the Hall current (Sonnerup [8]),
which is the ion-inertia contribution in Ohm’s law. The Hall effect leads to the
generation of whistler waves whose,
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• Frequency lies between ion-cyclotron and electron-cyclotron frequencies !ci
and !ce , respectively,

• Phase velocity exceeds that of Alfvén waves for wavelengths parallel to the
applied magnetic fields less than di .

Further, the decoupling of ions and electrons in a narrow region around the
magnetic neutral point (where the ions become unmagnetized while the electrons
remain magnetized) allows for rapid electron flows in the ion-dissipation region
and hence a faster magnetic reconnection process in the Hall MHD regime (Mandt
et al. [9]).

The purpose of this paper is to extend Parker’s [5–7] considerations to Hall MHD.

2 Beltrami States in Hall MHD

The Hall MHD equations (which were formulated by Lighthill [10] following his
far-sighted recognition of the importance of the Hall term in the generalized Ohm’s
law) are (in usual notations),

@˝ i

@t
D r � .vi � ˝ i / (1)

@A
@t

D 1

c
vi � B � 1

nec
J � B (2)

where n is the number density of ions (or electrons) and ˝ i is the generalized
vorticity,

˝ i 	 !i C !ci ; !i 	 r � vi ; !ci 	 eB
mic

: (3)

Here, we have considered an incompressible, two-fluid, quasi-neutral plasma and
have neglected the electron inertia.

A significant class of exact solutions of the Hall MHD Eqs. (1) and (2) emerges
as the end result of the isotopological energy-lowering Beltramization process. The
Hall MHD Beltrami state is characterized by (Turner [11], Shivamoggi [12]),

1

c
.J � nevi / D �.1/B (4)

and

minvi D �.2/˝ i : (5)

Combining (4) and (5), we obtain

mi

e
r � B �

�

�.1/
mi

e
C e

mic
�.2/

�

B D �.2/!i : (6)
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3 Plasma Relaxation in an Applied Uniform Magnetic Field

Consider now, following Parker [5–7], a plasma in an applied uniform magnetic
field B0 D B0Oiz and confined between two infinite parallel planes z D 0 and L,
which relaxes1 isotopologically toward the lowest available energy state described
by Eq. (6) written in the form

r � B D ˛B C ˇ!i : (7)

The MHD Lagrange multiplier ˛ may be interpreted as the torsion coefficient
while ˇ is the Hall MHD Lagrange multiplier.

Suppose this process exhibits slow variations in the z-direction, characterized by
the slow spatial scale,

 	 �z; � � 1: (8)

Let the magnetic field involved in this process be given by

B D h�B0bx; �B0by; B0 .1C �bz/i (9)

and the Lagrange multipliers ˛ and ˇ be given by

˛ D �a; ˇ D �b: (10)

Using (8)–(10), Eq. (5) may be written as

vx D � .c1�bx C !x/ (11a)

vy D �
�
c1�by C !y

�
(11b)

vz D � Œc1 .1C �bz/C �!z� : (11c)

The out-of-plane (or toroidal) ion flow .vz 6D 0/ is peculiar to Hall MHD. Here,
� and c1 are appropriate constants. Equation 7 leads to

@bz

@y
� �

@by

@
D �abx C �b!x (12a)

�
@bx

@
� @bz

@x
D �aby C �b!y (12b)

@by

@x
� @bx

@y
D a .1C �bz/C �b!z (12c)

1In this process, the magnetic field lines extending between the planes z D 0 and L are wrapped
around and intermixed by the motion of their foot points on these planes (Parker [5–7]).
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and the divergence-free condition on B leads to

@bx

@x
C @by

@y
C �

@bz

@
D 0: (13)

On the other hand, taking the divergence of Eq. (7), we obtain

B � r˛ C !i � rˇ D 0 (14)

which, on using (8)–(10), leads to

bx
@a

@x
C by

@a

@y
C .1C �bz/

@a

@
C !x

@b

@x
C !y

@b

@y
C �!z

@b

@
D 0: (15)

Equations 12a and 12b imply,

bz � O .�/ : (16)

Using (16), Eq. (13) leads to, to O .1/,

bx D @ 

@y
; by D �@ 

@x
(17)

for some magnetic flux function  D  .x; y/.
Using (17), we obtain from (11), to O .�/,

@vx
@y

D �

�

c1�
@2 

@y2
C �

@2vz

@y2

�

(18a)

@vy
@x

D �

�

�c1� @
2 

@x2
� �

@2vz

@x2

�

(18b)

and hence,

!z 	 @vy
@x

� @vx
@y

D ��� �c1r2 C r2vz
�

(19)

where,

r2 	 @2

@x2
C @2

@y2
:

Next, using (17), Eq. (12c) leads to, to O .1/,

a D �r2 : (20)
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Using (19), and putting

!z 	 ��c1! (21)

Eq. (20) leads to

a D q 	 ! C 1

c1
r2vz (22)

implying that the torsion coefficient ˛ is proportional to the “potential vorticity” q
in Hall MHD.

On the other hand, using (11) and (22), Eq. (15) leads to, to O .�/,

��c1
@q

@
C vx

@q

@x
C vy

@q

@y
C �� Œ.q � c1b/ ; vz� D 0 (23)

where,

Œf; g� 	 @f

@x

@g

@y
� @f

@y

@g

@x
:

If we take the other Lagrange multiplier b also to be proportional to the “potential
vorticity” q, i.e.,

b D 1

c1
q (24)

Eq. (23) becomes the “potential vorticity” conservation equation in 2D hydrody-
namics (on identifying  with t),

��c1
@q

@
C vx

@q

@x
C vy

@q

@y
D 0: (25)

Thus, the Beltrami condition (7) in Hall MHD becomes equivalent to the “potential
vorticity” conservation equation in 2D hydrodynamics if the Hall MHD Lagrange
multiplier ˇ is taken to be proportional to the “potential vorticity” q as well.2

Equation 22 then implies that the winding pattern of the magnetic field lines in Hall
MHD evolves in the same way as “potential vorticity” lines in 2D hydrodynamics.

4 Discussion

In this paper, we have extended Parker’s [5–7] formulation of isotopological plasma
relaxation process in MHD to Hall MHD. The torsion coefficient ˛ in the Hall MHD
Beltrami condition turns out now to be proportional to the “potential vorticity.”

2Equation 24 is sufficient but not necessary to obtain Eq. (25).
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The Hall MHD Beltrami condition becomes equivalent to the “potential vorticity”
conservation equation in 2D hydrodynamics if the Hall MHD Lagrange multiplier ˇ
is taken to be proportional to the “potential vorticity” as well. The winding pattern
of the magnetic field lines in Hall MHD then appears to evolve in the same way as
“potential vorticity” lines in 2D hydrodynamics. The analogy between a smooth,
continuous magnetic field in Hall MHD and 2D hydrodynamics as in ordinary
MHD (Parker [7]) implies that the current sheets seem to have the same role in
the development of Hall MHD equilibria as they do in the MHD case.
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Alfvén Waves in Dusty Proto-Stellar
Accretion Disks

Aline de Almeida Vidotto and Vera Jatenco-Pereira

Abstract The magneto-rotational instability (MRI) is believed to be the mechanism
responsible for a magneto-hydrodynamic (MHD) turbulence that could lead to the
accretion observed in proto-stellar accretion disks. A minimum amount of ionization
in this medium is necessary for the MRI to take place. In this work we study the
role of MHD waves as an additional source of heating in disks. As dust is present
in this medium, we suggest that the Alfvén waves are damped by the dust-cyclotron
mechanism of damping. We present a disk model with two heating mechanisms:
the “anomalous” viscosity considered in terms of the ˛-parameterization and the
damping of Alfvén waves. We show that the waves can increase the temperature of
the disk and can reduce the quiescent region.

1 Introduction

The magneto-rotational instability (MRI, [1]) is probably the mechanism responsi-
ble for a magneto-hydrodynamic (MHD) turbulence that leads to disk accretion: it
provides a necessary torque for the disk’s particles to lose angular momentum and
to move towards the central object. Gammie [4] proposed the concept of a quiescent
layer (called dead zone), not enough ionized, making difficult the operation of the
MRI in an accretion disk.
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In this work we propose a new mechanism of ionization: the damping of Alfvén
waves as an additional heating mechanism in the disk. Although this non-thermal
heating mechanism was already suggested by Vasconcelos et al. [13], it was not
considered in the context of the presence of a dusty plasma.

In this work we concentrate at an early phase of disk formation. We assume
grains and gas well mixed and disk in stationary state. In Sect. 2, we describe the
˛ disk model used to make the initial set up of the disk structure and the ˛ disk
model with Alfvén waves. We also describe the mechanism responsible for the wave
damping. In Sect. 3 we present our results and the conclusion of this work.

2 Model

In a magnetized and turbulent media as found in star formation sites it is feasible
that MHD modes can arise. Several works study the propagation of Alfvén waves
in astrophysical media (e.g. [3, 5, 7]). Here, we analyze the damping mechanism
caused by the interaction of the waves with charged grains.

2.1 ˛ Disk Model

To make the initial set up of the disk structure we adopt the Shakura and Sunyaev’s
model [10] with appropriate changes for a cold ambient: we neglect the radiation
pressure term in the equation of state and we also admit that the opacity is
suitable for this medium. The disk model assumptions are vertically isothermal,
geometrically thin, optically thick, axisymmetric and in Keplerian rotation.

The ˛-prescription [10] suggests that the viscosity is set by the interaction of
turbulent eddies: the maximum size of a turbulent cell cannot exceed the disk scale
height (H ) and its velocity is less than the sound speed (cs). Hence the maximum
kinematic viscosity is then �max D Hcs . Using the ˛ parameterization, we have
� D ˛Hcs , where ˛ 
 1.

Following [13], the viscous dissipation provides an energy flux of

Fv.H/ D 3˝2
K

PM
8


"

1 �
�
Ri

r

�1=2#

; (1)

where ˝2
K D GM?=R

3
? is the Keplerian rotation velocity, M? and R?, the stellar

mass and radius, PM , the mass accretion rate, Ri , the internal disk radius and r the
radial coordinate of the disk.

If we consider a disk irradiating like a black-body, we obtain its effective
temperature by setting the equilibrium between the energy flux liberated by the
viscous dissipation (Fv) and the black-body energy flux (�T 4eff)
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�T 4eff D 3˝2
K

PM
8


"

1 �
�
Ri

r

�1=2#

: (2)

2.2 ˛ Disk Model with Alfvén Waves

Considering an additional source of energy for the disk the equilibrium between
energy gained and energy dissipated (blackbody) is not given anymore by Eq. (2).
Instead, we should use

Fv.H/C FA.H/ D �T 4eff ; (3)

where FA.H/ is the energy flux dissipated by the Alfvén waves and it is given by

FA.H/ D
Z H

0

˚A

L
d z : (4)

Here ˚A D �vA is the wave energy flux that is damped along the vertical direction
z with a damping length L, � is the volumetric wave energy and vA the Alfvén
velocity.

As the wave energy flux ˚A is an unknown quantity, we parameterize it in terms
of �. Considering � D hıB2i=.4
/, where ıB is the amplitude of the magnetic field
perturbation, we write

phıB2i D fB; that means that the perturbation is a fraction
f of the magnetic field intensity. This is a free parameter of the model. Hence, we
have

˚A D �vA D f 2B2vA=.4
/ D f 2v3A� : (5)

To evaluate the damping length, L, in Eq. (4) we considered the dust-cyclotron
damping mechanism.

The presence of grains in disks is doubtless as shown by many observations
(e.g. [9]). The Alfvén waves can have their properties modified in a dusty medium
[8, 11, 14]. Especially, charged grains will acquire a circulation motion around the
field lines that is defined by the cyclotron frequency. The dust cyclotron resonance
occurs in low frequencies and it can be an important damping mechanism for the
Alfvén waves. When the waves and the grains experience the same frequency, a
resonance that leads to the damping of the waves occurs. If a distribution of grain
sizes is considered, then we obtain a band of resonance frequencies going through
the minimum !min to the maximum dust-cyclotron frequency !max. We considered
a distribution of grain size given by Mathis et al. [6] for the interestellar medium.

The dispersion relation of the Alfvén waves, with frequencies smaller than the
ion cyclotron frequency, considering constant charged dust particles in a neutral and
cold dusty plasma, is given by Cramer et al. [2]

k2z D u1 ˙ u2 ; (6)
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where u1 and u2 are function of size grain distribution, the angular wave frequency,
!, the ion cyclotron frequency,˝i , the maximum dust cyclotron frequency (i.e., for
the smallest dust grain with mass mmin and charge qmin), !max D qminB=.mminc/,
the Alfvén speeds of the ions vAi and dust, vAd , respectively, and the speed of light.

Following [14], the right-hand polarized wave (positive sign in Eq. 6) is the mode
damped by the dust resonance. In the case of !min < ! < !max, the integral in the
particles radii has singularities, whose residues give the complex part of the wave
number (kz 	 kR CikC ) and that leads to the dust-cyclotron damping of the waves,
with damping length L 	 L.!/ D 2


kC .!/
:

Writing ˚0
A! as the initial wave energy flux per frequency range, we have

˚0
A D

Z !max

!min

˚0
A!d! ; (7)

where !min and !max set the limit of the spectral range. We also adopt a power-law

for the wave spectrum ˚0
A! D ˚0

A!0

�
!
!0

��ˇ
, where we set ˇ D 0:6 [12].

As˚0
A 	 �0v3A0f depends on the local conditions of the disk, we have to evaluate

it for each position r . For a given f (assumed constant for the entire disk), there is a
frequency-integrated energy flux˚0

A associated. This total energy flux is spread over
the frequencies accordingly to Eq. (7). However, the spectral range will depend on
the dust-cyclotron frequencies !min and !max that depend linearly on the magnetic
field. As the magnetic field intensity is a function of r , at each position, the total
energy flux will be spread in a different spectral region, although the ratio!max=!min

is always the same for the entire disk. Also, it is important to note that the total initial
flux ˚0

A / �0v3A0 decreases with the distance r .

3 Results and Conclusion

Here we describe the results obtained for a protostar characterized by M? D
0:7 Mˇ, R? D 2:5 Rˇ, and PM D 10�7 Mˇ yr�1, and its disks whose mean molec-
ular weight is � D 2:33 and internal radius Ri D 2 R? using the ˛ prescription
= 10�2. Our models stop running at the position where the disk becomes optically
thin where our assumptions are no longer valid. For the model with Alfvén waves
(M-2–M-4 in Table 1) we assume that the gas and dust are always mixed. We fixed
the minimum and maximum grain size in amin D 0:001 �m and amax D 0:25 �m,
respectively. In Table 1 we present the results for the effective temperature Teff (K)
for three different locations of the disk ([r1 D 0:1.AU /], [r2 D 1.AU /] and
[r3.AU /] the final distance of models’s validity) as a function of the parametrized
initial flux of Alfvén waves f .

As can be seen in Table 1, the increase in the initial wave energy flux causes the
temperature rise in the regions farther from the central star. It is interesting to note
that due to this temperature raising, the model breaks shift to higher r as f increase.
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Table 1 Results for the effective temperature Teff (K) for three different locations in the disk as a
function of the parametrized initial flux of Alfvén waves [˚A D f 2v3A�]

Model f Teff (K) [r1.AU /] Teff (K) [r2.AU /] Teff (K) [r3.AU /]

M-1 � 660 [0.1] 130 [1] 11 [31]
M-2 0.05 690 [0.1] 150 [1] 12 [35]
M-3 0.10 750 [0.1] 170 [1] 14 [39]
M-4 0.20 900 [0.1] 210 [1] 18 [42]

We present a model that suggests that Alfvén waves, present in the quiescent
region in proto-stellar accretion disks, can transfer energy to the disk while they
propagate and are damped by the interaction with charged dust. We show that the
increase in the initial wave energy flux causes a higher temperature in the entire disk
due to the wave dissipation, reducing the size of the dead zone.
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Turbulent Equilibrium and Nonextensive
Entropy

Peter H. Yoon

Abstract The Boltzmann-Gibbs (BG) entropy has been used in a wide variety
of problems for almost 130 years. It is well known that BG entropy is extensive.
However, for systems dictated by long-range forces, such as plasmas, the entropy
must be non-extensive. Over the years, attempts were made to generalize BG
entropy to non-extensive systems. Of these, Tsallis entropy characterized by the
q parameter (q D 1 being the BG limit) has gained popularity. However, unless q
is determined from microscopic dynamics, the model remains a phenomenological
tool. To this date very few examples have emerged in which q can be computed
from first principles. The present paper demonstrates that for electrons in dynamic
equilibrium with steady-state Langmuir turbulence, the q parameter may be com-
puted on the basis of plasma equations. It will also be shown that the steady-state
electrons are characterized by a kappa-like velocity distribution, which resembles
the most probable state in the Tsallis thermostatics. This strongly suggests that the
quasi-equilibrium between Langmuir turbulence and electrons may be characterized
by non-extensive entropy concept.

1 Introduction

The celebrated Boltzmann-Gibbs (BG) definition for the entropy S D �kPW
iD1 pi

lnpi , where pi is the probability of the system being in a particular microstate,
labeled i , has long been used by scientists in a variety of problems for almost
130 years. Here,W represents the combinatorial number of all possible miscrostates
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of a system, be it classical or quantum mechanical. The constant k is taken as the
Boltzmann constant kB for thermostatistics, and unity for information system, in
which case, it is known as the Shannon entropy. However, it is not too well-known
that this definition is not universal. That is, while the definition is eminently suitable
for an ideal gas and systems dictated by short-range interactions, for systems
interacting through long-range forces, such as the plasma, the applicability of BG
entropy has been doubted by a number of scientists, including Boltzmann himself,
Einstein, Fermi, and others.

One of the characteristics of BG entropy is that it is additive, i.e., the entropy of
the total system is equal to the sum of entropies of subsystems. If A and B represent
two subsystems and ACB the total system, then S.ACB/ D S.A/CS.B/. Over
the past many years a number of attempts were made to generalize BG entropy to a
non-extensive situation, but the 1988 paper by Tsallis [1] seems to have triggered a
recent interest in the non-extensive thermostatics. Tsallis put forth a model entropy

of the form Sq D �k.1 � q/�1
�
1 �PW

iD1 p
q
i

�
as a generalization to BG entropy.

It can be shown that Sq.A C B/ D Sq.A/ C Sq.B/ C .1 � q/ Sq.A/ Sq.B/=k.
Here, the parameter q is a measure of how far the system deviates from the BG
statistics (for which q D 1). It should be noted, however, that Tsallis was not
the first to suggest this particular functional form. As Tsallis acknowledges in his
recent book [2], a number of scientists already entertained such a functional form
for the generalized entropy [3]. The crucial issue is that unless q can be determined
from microscopic dynamics, Tsallis’ model is at best, a phenomenological tool. To
this date, very few examples have emerged that lend themselves to a self-consistent
determination of q based on microscopic dynamics [4]. In the present paper, we shall
demonstrate that the q parameter in the case of space plasmas may be calculated
from microscopic physics.

2 Nonextensive Versus Turbulent Equilibria

Since the 1960s when in situ spacecraft measurements of the charged particle
distributions were first made, it was realized that the space plasma did not behave
according to the Maxwell-Boltzmann statistics, but instead, the measured distribu-
tions typically featured energetic, or superthermal, component [5]. Vasyliunas [6]
introduced the phenomenological kappa distribution, f .v/ � .1 C v2=�v2T /

�.�C1/
to model the observation, where vT D .2kBT=m/

1=2 is the thermal speed, T and m
being the temperature and mass of the charged particles, respectively, and � is a free
fitting parameter. When � ! 1 the model reduces to the Maxwellian-Boltzmann
(MB) distribution, f .v/ � exp.�v2=v2T /.

The kappa model had no justification except that it worked, but later it was
realized that it corresponds to the most probable state in Tsallis nonextensive
thermostatistics [7]. For a continuous system such as in plasmas, BG entropy can be
written as S D �kB

R
dx
R
dv f .v/ lnf .v/. Upon minimizing the Helmholtz free
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energy, F D U � TS , where U D R
dx
R
dv .mv2=2/ f .v/ is the total energy,

we find that the Maxwell-Boltzmann distribution naturally emerges as the most
probable state. In contrast, upon making use of the continuous version of the Tsallis
entropy, to wit,

S D � kB

1 � q
Z
dx
Z
dv ff .v/� Œf .v/�qg; (1)

the solution
f .v/ � �

1C .1 � q/ v2=v2T
	�1=.1�q/

(2)

emerges as the most probable state. Upon defining � D 1=.1 � q/, it is straight-
forward to see that this solution is almost the kappa distribution, except that the
asymptotic velocity power-law index � C 1 is replaced by �. (Note that in the
modified Tsallis thermostatics defined in terms of the so-called “escort” entropy,
the most probable state is the true kappa distribution with the velocity power-law
index � C 1.)

In this paper, we shall present a theory in which the � (or q) parameter
can be calculated from microscopic dynamics. We put forth a theory in which
quasi-stationary Langmuir turbulence and superthermal electrons are treated in a
self-consistent manner as a turbulent quasi-equilibrium. The set of steady-state
Langmuir turbulence-electron system is given by Yoon [8]
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where fe is the electron distribution function (normalized to unity,
R
dv fe D 1),

e and me are unit charge and electron mass, respectively, Ik D ˝jEkj2˛, represents
the Langmuir turbulence spectral intensity, Ek being the electrostatic field vector
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associated with the Langmuir wave, whose dispersion relation is given by!k � !pe ,
(where !pe D .4
ne2=me/

1=2 is the plasma frequency, n being the ambient
density), and k and v are the wave vector and electron velocity, respectively.

The particle kinetic equation is given by the Fokker-Planck form with the drag
(Ai ) and velocity space diffusion (Dij ) terms, while the wave kinetic equation
for the Langmuir turbulence intensity is given in terms of the linear wave-particle
resonance term dictated by the delta function ı.!k � k � v/ and nonlinear wave-
particle resonance term with the delta function condition ıŒ!k � !k0 � .k � k0/ � v�.

In a recent pair of works [8], the present author showed that the formal solution
for the electron distribution function is given in terms of the reduced distribution,
Fe D 2


R1
0
dv? v? fe , where v? and vk are velocity components perpendicular

and parallel to the implicit ambient magnetic field, respectively, by
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where C D const. In the above we have defined the reduced turbulence intensity
I .k2k/, where

H .k2k/ D 2


Z 1
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k2

; H .k2k/I .k2k/ D 2


Z 1

0
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: (5)

Here, k? and kk are wave vector components perpendicular and parallel to the
implicit B field. Reference [8] also shows that the formal steady-state turbulence
intensity can be constructed on the basis of the requirement that the spontaneous
and induced emissions (linear wave-particle resonance) as well as spontaneous
and induced scattering processes (nonlinear wave-particle resonance) individually
balance each other,
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After a number of steps that involve certain approximations, Ref. [8] demon-
strates that the following set of velocity distribution function fe and Langmuir
turbulence intensity emerge as the self-consistent steady-state solution (i.e., turbu-
lence equilibrium):
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� D 13

4
D 3:25; �0 D Ti

Te
.� � 1/: (8)

The mathematical proof is quite involved, but interested readers may refer to
Ref. [8].

The important point to emphasize is that the above solution not only shows that
the electron distribution corresponds to a kappa-like state, but also that the values of
� (as well as the associated �0) are specifically determined. Consequently, if one may
view the turbulent equilibrium between the superthermal electrons and Langmuir
waves as representing a nonextensive quasi-equilibrium, then one may argue that
the Tsallis q parameter is known.

3 Conclusion and Discussion

To conclude and summarize the essential findings, we have demonstrated through
an example involving superthermal electrons and Langmuir turbulence that non-
extensive parameter q can be determined on the basis of the plasma turbulence
theory. Even though we did not invoke the concept of nonextensive entropy in
obtaining the turbulent equilibrium solution, we may argue on the basis of similarity
between the kappa-like electron distribution and the most probable state associated
with the Tsallis thermostatics, that the turbulent equilibrium may indeed correspond
to the nonextensive thermostatistical state. We also note that the plasma with its
long-range interaction must, by definition, be nonextensive in nature. On these basis,
we have henceforth argued for the equivalence between turbulent and nonextensive
equilibria.

We note that there have been previous attempts to provide physical justification
for a power-law or kappa-like velocity distribution functions. Most notable work
is Ref. [9] in which it was shown a kappa distribution may result from enhanced
diffusion due to photon-induced Coulomb-field fluctuations. However, such works
do not solve for self-consistent wave kinetic equation, but instead model fluctuation
is simply assumed.

In the present discussion the � or q parameter has a specific value. Observations
in space plasmas, however, indicate that a range of the kappa values may be realized
depending on the solar-terrestrial activity level (see, e.g., Fig. 1 in Ref. [10]). It may
be that the varying � values in nature may simply be an indication that the space
plasmas are not in strict turbulent equilibrium, but for true turbulent equilibrium
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condition, the present prediction may be close to the observed value. As a matter
of fact, it was brought to the author’s attention that the quiet-time solar electrons near
1 AU possess a power-law tail known as the superhalo, with v�5 to v�8 dependence
with a mean value of v�6:9. This is close to the present prediction of asymptotic
distribution f � v�2� D v�6:5 for � D 3:25 (R.P. Lin, private communications).

Finally, the present discussion focuses on the electron velocity distribution and
the Langmuir turbulence. We believe that a similar consideration for ions may give a
similar kappa distribution as well. However, in order to prove this, one needs a self-
consistent kinetic theory of low-frequency (Alfvénic) turbulence, which at present
does not exist.
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Modeling Space Plasma Dynamics
with Anisotropic Kappa Distributions

M. Lazar, V. Pierrard, S. Poedts, and R. Schlickeiser

Abstract Space plasmas are collisionpoor and kinetic effects prevail leading
to wave fluctuations, which transfer the energy to small scales: wave-particle
interactions replace collisions and enhance dispersive effects heating particles and
producing suprathermal populations observed at any heliospheric distance in the
solar wind. At large distances collisions are not efficient, and the selfgenerated
instabilities constrain the solar wind anisotropy including the thermal core and
the suprathermal components. The generalized power-laws of Kappa-type are the
best fitting model for the observed distributions of particles, and a convenient
mathematical tool for modeling their dynamics. But the anisotropic Kappa models
are not correlated with the observations leading, in general, to inconsistent effects.
This review work aims to reconcile some of the existing Kappa models with the
observations.

1 Introduction

Direct in-situ measurements in the solar wind and terrestrial magnetosphere indicate
that the velocity distribution functions (VDF) of space plasma particles are quasi-
Maxwellian up to the mean thermal velocities (the core component), while they
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exhibit non-Maxwellian suprathermal tails (the halo component) at higher energies
(see recent reviews of Marsch [1] and Pierrard and Lazar [2], and references
therein). Processes by which the suprathermal particles are produced and acceler-
ated [3–8] are of increasing interest for applications in astrophysics and laboratory
or fusion plasma devices where they are known as the runaway particles decoupled
from the thermal state of motion. The solar wind generally appears to involve an
abundance of suprathermal electrons and ions observed to occur in the interplanetary
medium, and their analysis provides valuable information about their source,
whether it is in the Sun or outer heliosphere.

Accelerated particles (including electrons, protons and minor ions) are detected
at any heliospheric distance in the quiet wind as well as in the solar energetic
particle (SEP) events associated to flares and coronal mass ejections (CMEs) during
solar maximum (see reviews by Lin [9] and Pierrard and Lazar [2]). A steady-state
suprathermal ion population is observed throughout the inner heliosphere with a
VDF close to �v�5 [10], and, on the largest scales, the relativistic cosmic-ray gas
also plays such a dynamical role through the galaxy and its halo [11].

2 Wave Instability Constraints of the Suprathermal
Anisotropy

Nonthermal features and kinetic anisotropies like temperature anisotropies, heat
fluxes or particle streams are also a characteristic of the solar wind and near the
Earth’s magnetosphere [1]. At low altitudes in the solar wind, velocity distributions
of plasma particles regularly show an excess of kinetic energy transverse to the local
mean magnetic field (T? > Tk, where ?, and k denote directions with respect to
the magnetic field) most probably due to the compression exerted by the strong
guiding magnetic field near the Sun. At larger heliospheric distances, the anisotropy
is controlled by the Chew-Goldberger-Low mechanism: the adiabatic expansion of
the poorcollision plasma increases the pressure and temperature along the magnetic
field leading to Tk > T? (Fig. 1). In more violent interplanetary shocks resulting
after solar flares and coronal mass ejections (CME), injection of particle beams into
the ionized interplanetary medium creates additional anisotropy [1, 9].

The high rate of occurrence of an excess of perpendicular temperature (T? > Tk)
in measurements at large distances [13, 14] is a proof that other mechanisms
of acceleration, namely, the wave-particle interaction, must be at work there
dominating the adiabatic expansion. Indeed, large deviations from isotropy quickly
relax by the resulting wave instabilities, which act either to scatter particles back to
isotropy, or to accelerate lower energetic particles (Landau or cyclotron heating) and
maintain a suprathermal abundance because thermalization is not efficient at these
scales [1].

None of these processes is well understood, mostly because these plasmas are
low-collisional and require progress in modeling the wave turbulence, going beyond
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MHD models to use a kinetic and selfconsistent description. In such plasmas
transport of matter and energy is governed by the selfcorrelation between particles
and electromagnetic fields, which can, for instance, convect charged particles in
phase space but are themselves created by these particles. Thus, the suprathermal
populations involve selfconsistently in both processes of wave turbulence generation
and particle energization, and the resulting Kappa functions that elegantly describes
distributions measured in the solar wind [2], represent therefore not only a conve-
nient mathematical tool, but a natural and quite general state of the plasma [15].

While the thermal core in the solar wind is less anisotropic, the superthermal halo
has in general a pronounced temperature anisotropy (T? ¤ Tk) with respect to the
local magnetic field [1, 2]. Deformations of the VDFs observed in the solar wind
are not as strong as one would expect from a free motion of particles [14, 24, 25].
Because collisions are not effective, any increase of kinetic anisotropy is limited
by converting the excess of free energy into electromagnetic fluctuations, and
pitch-angle diffusion [26]. Modeling the VDF with a bi-Maxwellian, the instability
thresholds shape precisely the core (Fig. 2, left) but show regularly an important
departure from to the halo limits (Fig. 2, right). While the whistler instability limits
the perpendicular temperature to grow (T? > Tk), the firehose instability constrains
any excess of parallel temperature (T? < Tk). Suprathermal particles cannot fit
into a Maxwellian approach (� ! 1), but must be modeled with an appropriate
Kappa function. A bi-Kappa (or bi-Lorentzian) function has extensively been used
to model gyrotropic distributions and their dispersion/stability properties [16, 17]
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However, this model does not provide the expected better fits to the observations.
For instance, both instabilities of interest for the electron populations, the whistler
and the firehose, are inhibited and threshold constraints do not approach but rather
depart from the measured limits of the halo [18, 19, 21, 22]. Marginal conditions of
the firehose instability are illustrated in Fig. 3 (left) showing the need for a larger
temperature anisotropy and a larger plasma ˇk 	 8
nkBTk=B2

0 to produce the
instability in Kappa distributed plasmas (low values of � ! 3=2). By comparison
to a bi-Maxwellian (� ! 1), the growth rates are in general reduced and restrained
to small wavenumbers (Fig. 3, right) [19, 22]. The same tendency is observed in
the evolution of the whistler instability (Fig. 4): by comparison to a bi-Maxwellian
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thresholds do not depart much, but the growth rates decrease significantly for lower
values of the index � (Fig. 4, right) [18, 21].

3 Product-bi-Kappa Model

It is evident that a novel Kappa function is needed to model kinetic anisotropies and
to incorporate the excess of free energy expected to exist in suprathermal anisotropic
plasmas providing better fit to the observations. Recently a new approach has been
proposed [20, 21, 23] based on the anisotropic product-bi-Kappa function [16]
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By contrast to the bi-Kappa function (1), which seems to be less realistic because
the two degrees of freedom are coupled and controlled by the same power index �,
the new product-bi-Kappa function shows an advanced flexibility in modeling
gyrotropic VDFs with two distinct temperaturesTk; ? and two distinct power indices
�k;?. Thus, a new concept for the particle anisotropy can be introduced by including
both anisotropies of the temperatures Tk ¤ T? and the Kappa indices �k ¤ �?. The
analysis becomes therefore more relevant but complicated and this is probably the
reason this model was only occasionally invoked (after Summers and Thorne [16]
proposed it), merely in a simplified Maxwellian-Kappa form [17]
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The distribution function (2) reduces to distribution function (3) in the limit of very
large values of �? ! 1. Thus both forms of the new model represented by the
general distribution function (2) or by the particular form (3) reduce to the same
bi-Maxwellian in the limit of very large power indices (�k;? ! 1).

Contour plots in velocity plane are illustrated in Fig. 5 showing no visible excess
of asymmetry of the bi-Kappa (dotted-dashed lines) by comparison to the bi-
Maxwellian (solid lines), but a prominent asymmetry and anisotropy of the new
product-bi-Kappa distribution function (dashed lines) by comparison to both the bi-
Maxwellian and bi-Kappa distribution functions, even for the same temperatures
Tk D T?, and the same �k D �? D � [20, 21]. However, the new distribution
model and its dispersion properties and stability must directly be confronted to the
observations in the solar wind and terrestrial magnetosphere.

Thus, contours of the electron distribution functions measured at different
heliospheric distances in a high speed solar wind (see Figs. 6 and 7) show such
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Fig. 7 Contours and one-dimensional cuts of unusual double-strahl distribution function observed
by Helios (After Pilipp et al. [28])

skewed, highly anisotropic tails along the magnetic field direction [27, 28], which
look quite similar to the product-bi-Kappa contours in Fig. 5. In Fig. 6, skews of
the electron distributions are asymmetric being produced by the magnetic field
aligned strahl population, which is highly energetic (suprathermal) and antisunward
moving [27]. The presumable origin of the strahl electrons is in the energetic ejecta
from the coronal holes, and radial evolution show a decreasing with distance from
the Sun in the favor of the halo population, which is enhancing [29]. The strahl
component is the main driver of the (electron) heat flux, and the main contributor
to the anisotropy of suprathermals, apparently a manifestation of the adiabatic
focusing.

The quite-time distribution in the fast solar wind (Fig. 6) is modeled by the
product-bi-Kappa function only on one side, namely, the outward direction (vk>0),
while semicontours in the backward direction are similar to a bi-Kappa (low
anisotropic) model. Analytically one can combine the Eqs. (2) and (3) to form

F4.vk; v?/ D HŒ�vk� CL
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where HŒx� is the Heaviside function, and CL;R are normalization constants.
Contour plots are similar to the one-sided strahl observations in Fig. 6. Hence the
immediate effect would be a corresponding asymmetric spectrum of the selfgener-
ated wave fluctuations, which are expected to dominate the outward direction. The
future work should explore the stability of this new model and correlate with the
observations.

Electron distribution functions (see Fig. 7) with an unusual double strahl have
been observed on rare occasions in the solar wind by Helios probes [28]. Contours
plots of these distribution function are illustrated in Fig. 7 (left) and show a strong
symmetric bidirectional anisotropy very similar to the product-bi-Kappa model
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in Fig. 5. Double-strahl distributions would be observed if the spacecraft was
fortuitously near the outer end of a magnetic loop connected to the Sun, and
electrons coming from both foot points have traveled roughly the same distance
and thus may form a symmetric distribution with a counterstreaming strahl aspect.
A similar distribution is expected in the observations if the spacecraft was at the
outer end of a disconnected large scale loop [28].

Another important confirmation should come from the resulting electromagnetic
fluctuations which constrain particle velocity anisotropy to grow [14, 24]. Some
preliminary analysis have indeed shown that the whistler instability growth rates
(see Fig. 4, right) calculated for the general product-bi-Kappa model are enhanced
(dashed line) by comparison to those obtained for a bi-Maxwellian (solid line) or a
bi-Kappa model (dotted line), and the instability thresholds illustrated in Fig. 4 (left)
tend to approach better the limits of the electron halo in Fig. 2 (right) [21]. Unlike
the bi-Maxwellian or bi-Kappa distributions, the product-bi-Kappa anisotropy
can be stable against the excitation of the low-wavenumber whistler waves,
the critical wavenumber kc '˝=.�k

p
�kA/ is vanishing only for �k ! 1

(Maxwellian plasma). Moreover, it was shown the instability of an asymmetric
Maxwellian-Kappa distribution without an effective temperature anisotropy
(T? DTk) against the excitation of the whistler waves propagating obliquely to
the magnetic field [30], most probably due to the same asymmetry of contours in
velocity space (Fig. 5). Thus, the new product-bi-Kappa model seems to incorporate
the excess of free energy expected to exist in anisotropic suprathermal plasmas.
For the opposite case (Tk>T?), the firehose instability is currently under active
investigations, and, according to the preceding discussion, we expect that a product-
bi-Kappa model will enhance the growth rates and provide better agreement of the
marginal stability with the observed limits of the halo (Fig. 2, right).

Generation of such asymmetric distribution profiles is also supported by the
anisotropic turbulence of the solar wind, where the acceleration is expected to occur
either perpendicular (cyclotron damping) [5] or in direction (Landau damping) [6]
of the interplanetary magnetic field. The nonlinear wave-wave and wave-particle
couplings involving intense low-frequency Alfvén waves or electrostatic Langmuir
and ion sound (weak) turbulence driven by the beam-plasma instabilities can also
be responsible for the acceleration in the corona, solar wind and magnetosphere
[4, 7]. However, these models do not provide much guidance on a full 3D evolution
of the distribution function and its nonthermal features, like suprathermal tails and
kinetic anisotropies, in the acceleration process. This task is still complicated, but
will, hopefully, make the object of the next investigations.

4 Conclusions and Perspectives

A large variety of nonthermal features like temperature anisotropies, heat fluxes
or particle streams are permanently observed in the solar wind and near the Earth’s
magnetosphere [1,2]. These do not grow indefinitely, but tend to regulate themselves
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since they contain sufficient free energy to drive plasma instabilities and micro-
turbulence [25]. Plasma wave turbulence provides the main dissipation mechanisms
maintaining a fluid-like behavior of the plasma in spite of the fact that collisional
free paths become comparable to the large scales of the heliosphere. Bi-Maxwellian
models have extensively been used to describe particle distributions and their
dynamics in the solar wind, but the observations clearly indicate the relevance of
Kappa distribution functions which incorporate both the quasithermal core and the
suprathermal halo. Because the anisotropic Kappa functions are not correlated, in
general, with the observations, here we have reviewed these models, and established
their direct or indirect confirmations by the observations.

The nondrifting distribution functions used to describe the temperature
anisotropy of the different plasma components (with respect to the magnetic field),
are the bi-Kappa and product-bi-Kappa functions. The bi-Kappa function seems
less realistic because the two degrees of freedom parallel and perpendicular to the
magnetic field are coupled and controlled by the same power index k. Instead, the
new product-bi-Kappa function shows more flexibility in modeling the gyrotropic
VDFs with two distinct temperatures Tk;? and two distinct power indices �k;?.
A simple comparison of the contours plots show indeed a significant excess of
anisotropy of the product-bi-Kappa by comparison to both the bi-Kappa and bi-
Maxwellian models.

A further comparison with the contours plots of the measured distributions
indicates two important results of our analysis. First, the bi-Kappa model is
appropriate to describe particle distributions in the quiet and slow solar wind
with a minimum strahl influence and, in general, small deformations of the halo.
Secondly, the product-bi-Kappa (including the Maxwellian-Kappa) function seems
to be adequate for modeling particle distributions in the fast solar wind with a
prominent strahl component in the direction of magnetic field. Moreover, a double-
strahl distribution looking just like the product-bi-Kappa contours can be observed
near the magnetic large scale loops with electrons counterstreaming from both foot
points.

The selfgenerated wave spectra originating from the Kappa models exhibit
different properties. Thus, the wave instabilities constrains calculated for a bi-Kappa
model do not fit with the halo limits in a slow solar wind as was expected, but
those resulting from a product-bi-Kappa model seem to shape the halo electrons
for any slow or fast solar wind. This suggests that the new product-bi-Kappa
model incorporates in a proper way the excess of free energy expected to exist
in anisotropic suprathermal plasmas. Assuming that the same wave fluctuations
are the most plausible mechanism of acceleration and formation of suprathermal
populations, we conclude pointing out the relevance of our study by the fact that an
appropriate Kappa model enables a powerful selfconsistent analysis as it should be
itself a product of particle acceleration by the selfexcited fluctuations.
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Waves, Shocks and Turbulence



Magnetohydrodynamic Waves in Partially
Ionized Prominence Plasmas

Roberto Soler and Jose Luis Ballester

Abstract Prominences or filaments are cool clouds of partially ionized plasma
living in the solar corona. Ground- and space-based observations have confirmed
the presence of oscillatory motions in prominences and they have been interpreted
in terms of magnetohydrodynamic (MHD) waves. Existing observational evidence
points out that these oscillatory motions are damped in short spatial and temporal
scales by some still not well known physical mechanism(s). Since prominences are
partially ionized plasmas, a potential mechanism able to damp these oscillations
could be ion-neutral collisions. Here, we will review the work done on the effects
of partial ionization on MHD waves in prominence plasmas.

1 Introduction

Quiescent solar filaments are clouds of cool and dense plasma suspended against
gravity by forces thought to be of magnetic origin. High-resolution H˛ observations
([1, 2]) have revealed that the fine structure of filaments is apparently composed by
many horizontal and thin dark threads (see [3], for a review). The measured average
width of resolved thin threads is about 0.3 arcsec (�210 km) while their length is
between 5 and 40 arcsec (�3,500–28,000km). The fine threads of solar filaments
seem to be partially filled with cold plasma [1], typically two orders of magnitude
denser and cooler than the surrounding corona, and it is generally assumed that
they outline their magnetic flux tubes [1, 4–8]. This idea is strongly supported by
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observations which suggest that they are inclined with respect to the filament long
axis in a similar way to what has been found for the magnetic field ([9–11]).

Small amplitude oscillations in prominences and filaments are a commonly
observed phenomenon. The detected peak velocity ranges from the noise level
(down to 0.1 km s�1 in some cases) to 2–3 km s�1. The observed periodic signals
are mainly detected from Doppler velocity measurements and can therefore be asso-
ciated to the transverse displacement of the fine structures [12]. Two-dimensional
observations of filaments [13, 14] revealed that individual threads or groups of
threads may oscillate independently with their own periods, which range between
3 and 20 min. Furthermore, [15] have shown evidence about traveling waves
along a number of filament threads with an average phase velocity of 12 km s�1,
a wavelength of 400 (�2,800 km), and oscillatory periods of the individual threads
that vary from 3 to 9 min.

Observational evidence for the damping of small amplitude oscillations in
prominences can be found in [16]. Observational studies have allowed to obtain
some characteristic spatial and time scales. Reliable values for the damping
time have been derived, from different Doppler velocity time series by Terradas
et al. [17], in prominences, and by Lin [5] in filaments. The values thus obtained
are usually between 1 and 4 times the corresponding period, and large regions of
prominences/filaments display similar damping times.

Finally, small amplitude oscillations in quiescent filaments have been interpreted
in terms of magnetohydrodynamic (MHD) waves [18] and, in many cases, theoret-
ical works studying the damping of prominence oscillations have studied first the
effect of a given damping mechanism on MHD waves in a simple, uniform, and
unbounded media before to introduce structuring and non-uniformity. This is the
approach that we will follow in this paper.

2 MHD Waves in Unbounded Partially Ionized
Prominence Plasmas

Since the temperature of prominences is typically of the order of 104 K, the
prominence plasma is only partially ionized. The exact ionization degree of promi-
nences is unknown and the reported ratio of electron density to neutral hydrogen
density [19] covers about two orders of magnitude (0.1–10). Partial ionization brings
the presence of neutrals in addition to electrons and ions, thus collisions between
the different species are possible. Because of the occurrence of collisions between
electrons with neutral atoms and ions, and more importantly between ions and
neutrals, Joule dissipation is enhanced when compared with the fully ionized case.
A partially ionized plasma can be represented as a single-fluid in the strong coupling
approximation, which is valid when the ion density in the plasma is low and the
collision time between neutrals and ions is short compared with other time-scales
of the problem. Using this approximation it is possible to describe the very low
frequency and large-scale fluid-like behaviour of plasmas [20].
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Partial ionization affects the induction equation, which contains additional terms
due to the presence of neutrals and a non-zero resistivity [21]. These additional
terms account for the processes of ohmic diffusion, ambipolar diffusion, and Hall’s
magnetic diffusion. Ohmic diffusion is mainly due to electron-ion collisions and
produces magnetic diffusion parallel to the magnetic field lines; ambipolar diffusion
is mostly caused by ion-neutral collisions and Hall’s effect is enhanced by ion-
neutral collisions since they tend to decouple ions from the magnetic field while
electrons remain able to drift with the magnetic field [22]. Due to the presence of
neutrals, perpendicular magnetic diffusion is much more efficient than longitudinal
magnetic diffusion in a partially ionized plasma. It is important to note that this is
so even for a small relative density of neutrals.

2.1 Homogeneous and Unbounded Prominence Medium

Several studies have considered the damping of MHD waves in partially ionized
plasmas of the solar atmosphere [23–26]. In the context of solar prominences, [21]
derived the full set of MHD equations for a partially ionized, one-fluid hydrogen
plasma and applied them to the study of the time damping of linear, adiabatic
fast and slow magnetoacoustic waves in an unbounded prominence medium. This
study was later extended to the non-adiabatic case, including thermal conduction
by neutrals and electrons and radiative losses [27]. Forteza et al. [21] considered a
uniform and unbounded prominence plasma and found that ion-neutral collisions
are more important for fast waves, for which the ratio of the damping time to the
period is in the range 1–105, than for slow waves, for which values between 104

and 108 are obtained. Fast waves are efficiently damped for moderate values of
the ionization fraction, while in a nearly fully ionized plasma, the small amount of
neutrals is insufficient to damp the perturbations.

In the above studies, a hydrogen plasma was considered, although 90% of
the prominence chemical composition is hydrogen while the remaining 10% is
helium. The effect of including helium in the model of [27, 28] was assessed by
De Pontieu et al. [23]. The species present in the medium are electrons, protons,
neutral hydrogen, neutral helium (He I) and singly ionized helium (He II), while the
presence of He III is neglected [29].

The hydrogen ionization degree is characterized by Q	H which is equivalent to the
mean atomic weight of a pure hydrogen plasma and ranges between 0.5 for fully
ionized hydrogen and 1 for fully neutral hydrogen. The helium ionization degree
is characterized by ıHe D HeII

HeI
, where HeII and HeI denote the relative densities

of single ionized and neutral helium, respectively. Figure 1a–c displays �D=P as a
function of the wavenumber, k, for the Alfvén, fast and slow waves. In this Figure,
the results corresponding to several helium abundances are compared for hydrogen
and helium ionization degrees of Q	H D 0:8 and ıHe D 0:1, respectively, and it can
be observed that the presence of helium has a minor effect on the results.
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a

c

b

d

Fig. 1 Wave damping by ion-neutral effects in a uniform medium. (a)–(c) Ratio of the damping
time to the period, �D=P , versus the wavenumber, k, corresponding to the Alfvén wave, fast wave
and slow wave, respectively. (d) Damping time, �D , of the thermal wave versus the wavenumber, k.
The different linestyles represent the following abundances: HeI D 0% (solid line), HeII D 10%
(dotted line) and HeI D 20% (dashed line). In all computations, Q	H D 0:8 and ıHe D 0:1.
The results for HeI D 10% and ıHe D 0:5 are plotted by means of symbols for comparison.
The shaded regions correspond to the range of typically observed wavelengths of prominence
oscillations. In all the figures shown, the angle, � , between the wavevector and the magnetic field
is 
=4 (From De Pontieu et al. [23])

The thermal mode is a purely damped, non-propagating disturbance (!r D 0),
so only the damping time, �D , is plotted (Fig. 1d). We observe that the effect of
helium is different in two ranges of k. For k > 10�4 m�1, thermal conduction is
the dominant damping mechanism, so the larger the amount of helium, the shorter
�D because of the enhanced thermal conduction by neutral helium atoms. On the
other hand, radiative losses are more relevant for k <10�4 m�1. In this region, the
thermal mode damping time grows as the helium abundance increases. Since these
variations in the damping time are very small, we again conclude that the damping
time obtained in the absence of helium does not significantly change when helium
is taken into account. Therefore, the inclusion of neutral or single ionized helium
in partially ionized prominence plasmas does not modify the behaviour of linear,
adiabatic or non-adiabatic MHD waves already found by Forteza et al. [21] and [27].
On the other hand, in Fig. 1c we can observe that in the case of slow waves, and
within most of the interval of observed wavelengths in prominence oscillations,
the ratio between the damping time and the period agrees with the observational
determinations, which is due to the joint effect of ion-neutral collisions and non-
adiabatic effects ([23, 27, 28]).
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3 Magnetohydrodynamic Waves in Prominence Threads

In this Section, we summarize the results of papers which investigate the damping
of MHD waves in partially ionized prominence thread models. For simplicity,
early investigations neglected the variation of density along the thread and took
into account the variation of density in the transverse direction only. Subsequent
works incorporated longitudinal inhomogeneity in addition to transverse inhomo-
geneity.

3.1 Longitudinally Homogeneous Thread Models

The first papers that studied partial ionization effects on wave propagation in a
longitudinally homogeneous prominence thread model were [30–32]. These authors
investigated linear MHD waves superimposed on a straight magnetic cylinder of
radius R, representing the thread itself, and embedded in a fully ionized and
uniform coronal plasma. Gravity was neglected and the magnetic field was taken
constant along the axis of the cylinder. Soler et al. [30] considered an abrupt jump
of density in the transverse direction from the internal (prominence), �p, to the
external (coronal), �c, densities at the thread boundary, while [31, 32] replaced
the discontinuity in density by a continuous variation of density in a region of
thickness l . For l D 0 the equilibrium of [31, 32] reverts to that of [30]. Hence the
ratio l=R indicates the inhomogeneity length-scale in the transverse direction. In
both papers the prominence plasma was assumed partially ionized with an arbitrary
ionization degree, while the external coronal medium was fully ionized. The single-
fluid approximation was adopted and Ohm’s, Hall’s, and Cowling’s terms were
included in the induction equation. Thus, the equilibrium configuration is similar to
the classical straight flux tube model investigated by, e.g., [33,34], with the addition
of partial ionization. A sketch of the model is displayed in Fig. 2.

In this model the observed transverse oscillations of prominence threads can
be interpreted in terms of transverse (Alfvénic) kink modes. Because of their
observational relevance, here we discuss the results for transverse (Alfvénic) kink
waves only. The interested reader is refereed to the original papers [30–32] where
the results of other waves are explained in detail. It is well known that for l ¤ 0

the kink mode is resonantly coupled to Alfvén continuum modes in the region
of transversely non-uniform density. As a consequence the kink mode is damped
by resonant absorption. In addition, the kink mode is also damped by magnetic
diffusion effects due to partial ionization. In the fully ionized case, the ideal resonant
damping of the kink mode in prominence threads was investigated by Engvold [6],
Arregui et al. [35] and Soler et al. [36], while partial ionization does not affect
the mechanism of resonant absorption, which is an ideal process independent of
dissipation by ion-neutral collisions. This has been shown by Soler et al. [37] using
multifluid theory.
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Fig. 2 Sketch of the longitudinally homogeneous prominence thread model used in [30] with
l D 0 and in [31, 32] with l ¤ 0. In this Figure a denotes the radius of the cylinder while in the
text we use R (Adapted from Soler et al. [32])

Soler et al. [30, 31] studied temporal damping of standing waves. By neglecting
the effects of Ohm’s and Hall’s diffusion in comparison to that of Cowling’s diffu-
sion, approximate expressions for the period, P , and for the ratio of the damping
time, �D, to the period of the kink mode can be obtained in the long-wavelength
limit, i.e., �=R � 1, where � is the wavelength. The long-wavelength limit is a
reasonable approximation since wavelengths typically observed in prominences are
roughly between 103 and 105 km (see [18]) while the observed widths of the threads
are between 100 and 600 km (see [3]). The expressions for P and �D=P are

P D �

vA

s
� C 1

2�
; (1)

�D

P
D 2




�
l

R

� � 1
� C 1

C 22n
1 � n

!k

�in

��1
; (2)

where vA is the prominence Alfvén velocity, � D �p=�c is the density contrast,
!k D 2
=P is the kink mode frequency (with P given by Eq. (1)), n is the fraction
of neutrals, and �in the ion-neutral collision frequency. n D 0 for a fully ionized
plasma and n D 1 for a neutral medium. To perform a check, we take � D 104 km,
vA D 50 km �1, and � D 200. Equation 1 gives P � 2:4min, which is consistent
with the observed periods.

Regarding damping, the first term within the parenthesis of Eq. (2) is due to
resonant absorption and the second term is due to Cowling’s diffusion. Note that
the original expression of �D=P given in [31] involves Cowling’s diffusivity, �C.
In the present discussion we have replaced �C by its expression in terms of n

and �in (see the expression of �C in, e.g., [30]). Our purpose is to show that the
term related to Cowling’s diffusion is proportional to the ratio !k=�in. To perform a
simple order-of-magnitude estimation of the importance of Cowling’s diffusion, let
us take a period of 3 min and compute �in using n D 0:5, a prominence density of
5 � 10�11 kg m�3, and a prominence temperature of 8; 000K (see the expression of
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a b

Fig. 3 (a) �D=P vs. kza for the kink mode in a longitudinally homogeneous thread with l=a D 0

(dotted), l=a D 0:1 (dashed), l=a D 0:2 (solid), and l=a D 0:4 (dash-dotted). The shaded zone
denotes realistic wavelengths (Adapted from Soler et al. [31]). (b) �D=P vs. Lp=L for the kink
mode in a longitudinally inhomogeneous thread with l=a D 0:05 (dotted), l=a D 0:1 (dashed),
l=a D 0:2 (solid), and l=a D 0:4 (dash-dotted). Symbols are the result from Eq. (2) with l=a D
0:2. In this Figure a denotes the radius of the cylinder while in the text we use R (Adapted from
Soler et al. [38])

�in in [30]). The result is !k=�in � 2:38 � 10�4. This estimation indicates that the
effect of Cowling’s diffusion is negligible unless the prominence is almost neutral,
i.e., n � 1, which is an unrealistic limit. Therefore, resonant absorption dominates
the kink mode damping and the second term within the parenthesis of Eq. (2) can be
dropped. Hence, for � D 200 and l=R D 0:2 we obtain �D=P � 3:22, which again
is consistent with the observations.

Soler et al. [31] also obtained results beyond the long-wavelength approximation
by means of full numerical solutions. They included Ohm’s and Hall’s terms along
with Cowling’s diffusion. Soler et al. [31] computed the kink mode �D=P as a
function of the parameter kzR, where kz D 2
=� (see Fig. 3a). They concluded
that Hall’s term is always negligible in prominence conditions, Ohm’s diffusion
is only important for extremely long wavelengths (very small values of kzR), and
Cowling’s diffusion is only relevant for short wavelengths (large kzR). For realistic
wavelengths, i.e., 10�3 < kzR < 10

�1, resonant absorption determines the damping
rate of the kink mode and the analytical formula given in Eq. (2) is very accurate.

Subsequently, [32] used the same model as [31] to study spatial damping of kink
waves. The results of [32] are qualitatively equivalent to those of [31], i.e., resonant
damping dominates for realistic frequencies whereas Cowling’s diffusion is efficient
for high frequencies only.

3.2 Longitudinally Inhomogeneous Thread Models

A longitudinally homogeneous cylinder is a crude representation of a prominence
fine structure. High-resolution observations of prominences (see [3]) suggest that the
cool and dense material of the threads only occupies a small part of longer magnetic
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Fig. 4 Sketch of the longitudinally inhomogeneous prominence thread model used in [38]. In
this Figure a denotes the radius of the cylinder while in the text we use R (Adapted from Soler
et al. [38])

flux tubes, with the rest of the magnetic tube probably filled with hot coronal plasma.
The observed length of the threads is believed to be only a small percentage of the
total length of the magnetic tube, whose feet are rooted in the solar photosphere [39,
40]. This observational evidence may be omitted to study propagating waves in the
dense part of the magnetic tube if the wavelengths are much shorter than the length
of the threads. For this case the longitudinally homogeneous models discussed in
Sect. 3.1 may be appropriate. However, in the case of standing modes, the associated
wavelengths are of the order of the total length of magnetic field lines. Therefore the
longitudinal structuring of the prominence magnetic tube cannot be neglected when
standing modes are investigated.

This observational evidence has been taken into account in some works which
studied ideal, undamped kink modes in the fully ionized case (see, e.g., [25, 41–
43]). The first paper that incorporated the effects of damping by Cowling’s diffusion
and resonant absorption on standing kink modes in longitudinally inhomogeneous
threads was [38]. These authors used the model displayed in Fig. 4. It is composed
of a straight magnetic cylinder of length L and radius R whose ends are fixed at
two rigid walls representing the solar photosphere. The magnetic field is constant.
The cylinder is composed of a region of length Lp and density �p, representing
the prominence thread, surrounded by two regions of density �e representing the
evacuated part of the tube. The external coronal density is �c and for simplicity it
is set �e D �c. The prominence thread is transversely inhomogeneous in a region of
thickness l where the density continuously varies from �p to �c. The prominence
plasma is partially ionized while the coronal and evacuated plasmas are fully
ionized.

To investigate standing kink modes analytically, [38] used the thin tube approx-
imation, i.e., R=L � 1 and R=Lp � 1. To check this approximation we take the
values of R and Lp typically reported from the observations (see [3]) and assume
L � 105 km, so that R=Lp and R=L are in the ranges 2 � 10�3 < R=Lp < 0:1

and 5 � 10�4 < R=L < 3 � 10�3, meaning that the use of the TT approximation is
justified. Arregui et al. [44] have shown that the results of [38] remain valid beyond
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the thin tube approximation. Soler et al. [38] derived approximate expressions for
P and the ratio �D=P . The expression for P is

P D 


vA

s
� C 1

2�

q�
L � Lp

�
Lp; (3)

where here vA is the Alfvén velocity of the dense, prominence plasma only, and
� D �p=�c is the density constrast as before. In Eq. (3) it is assumed that the
prominence thread is located at the center of the magnetic tube (a general expression
is given in [38]). A direct comparison of Eq. (1) and (3) shows that the effect of the
longitudinal structuring of the tube is to select a particular value of the wavelength,
�, which depends of the relation between L and Lp. Regarding the damping rate,
the expression for �D=P is not explicitly given here because it is exactly the same
as that in Eq. (2), where now !k D 2
=P has to be computed using the period from
Eq. (3). Thus, as happens for kink modes in longitudinally homogeneous threads,
the effect of Cowling’s diffusion is negligible for realistic values of the period when
compared to that of resonant absorption.

Figure 3b shows the ratio �D=P numerically computed by Soler et al. [38] as a
function ofLp=L. Remarkably, the damping ratio is independent of the length of the
thread and only depends on the transverse non-uniformity length scale l=R. These
means that the expression of �D=P for longitudinally homogeneous (Eq. (2)) tubes
also applies when longitudinal structuring is included.
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Alfvén Amplifier in the Solar Atmosphere

Youra Taroyan

Abstract Since their discovery, Alfvén waves have been studied in relation to the
formation of spicules, the acceleration of the solar wind and the heating of the
solar atmospehre. It is shown that under certain conditions magnetic flux tubes
become amplifiers of Alfvénic disturbances that are generated at their footpoints
through random convective motions. The amplification mechanism can be explained
in terms of over-reflection of incompressible Alfvénic disturbances in compressible
plasma flows. The process does not require flow shear or super-Alfvénic speeds. The
implications of these results will be discussed in the context of recently observed
large nonthermal velocities and associated blue-shifts.

1 Introduction

Magnetohydrodynamic (MHD) instabilities play a key role in a number of processes
occurring in the Sun and in the solar-terrestrial environment: small perturbations
become exponentially amplified leading to large scale changes in the system.
Well-known examples include the Rayleigh-Taylor and the Kelvin-Helmholtz insta-
bilities.

Since their discovery in the 1940s Alfvén waves have been studied in relation
to the heating of laboratory plasmas and the solar atmosphere, the formation of
spicules, and the acceleration of the solar wind. Recently, an MHD instability
associated with the amplification of incompressible Alfvénic disturbances in com-
pressible plasma flows has been found [1]. We elaborate on the implications of this
new instability in the context of nonthermal velocities and outflows observed in the
solar atmosphere (e.g. [2–4]).
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Fig. 1 A cartoon of an expanding flux tube. The tube is gravitationally stratified and permeated by
a field-aligned smooth mass flow u0. The s D 0 level represents the photospheric footpoint shaken
by convective motions
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Fig. 2 Equilibrium quantities along the flux tube. The tube is semi-infinite (0 < s < 1), however,
only a finite segment between s D 0 and s D 2 is shown. In the left panel, u0.L/ D 0:8, and in
the right panel, u0.L/ D 0:2

2 Unstable Flux Tubes

We analyse the stability of an axis-symmetric magnetic flux tube in a steady state
(Fig. 1). The flux tube is gravitationally stratified and permeated by a field-aligned
isothermal mass flow u0. The flow may accelerate or decelerate upwards in different
sections of the tube. Small-amplitude perturbations are launched from the footpoint
by a photospheric driver representing random convective motions. The evolution of
torsional perturbations is analysed. In the following analysis we identify solutions
that grow exponentially in time, for a range of smooth flow profiles. The details
of the treatment and numerical setup are presented in [5]. Figure 2 shows various
equilibrium profiles. The flux tube is divided into uniform and nonuniform parts.
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In the nonuniform part (0 < s < L), the flow remains sub-Alfvénic but can be either
subsonic or supersonic. In the uniform part (L < s < 1), the flow is constant. The
decrease in the Alfvén speed is due to the presence of gravity. Length and speed
are normalised with respect to the length of the nonuniform layer, L, and the sound
speed, respectively. The solid, dotted, dashed and dot-dashed curves represent the
flow speed, u0, the Alfvén speed, cA, the cross-sectional area of the tube, A, and
density, �0. The difference between the left and right panels is the flow speed in
the uniform layer (u0 D 0:8 and u0 D 0:2). In both panels, the scale height, �D 1.
The variation of the eigenmode frequencies with the flow speed in the uniform part
is plotted in Fig. 2. Both the real and imaginary parts are shown for the first four
eigenmodes. Positive and negative values of the imaginary frequency correspond to
growth and decay. The mode indicated with a dotted curve is amplified for relatively
low values of u0.L/. The modes become damped when u0.L/ increases.

3 The Mechanism Behind the Alfvén Instability

In the case of the Kelvin-Helmholtz instability of incompressible plasmas, com-
pressibility may either stabilise or destabilise the steady state depending on the
density jump and the velocity shear. A magnetic field aligned with the flow
introduces a threshold flow speed below which the instability is suppressed. In
contrast to the Kelvin-Helmholtz instability, the Alfvén instability presented here
only arises in the presence of a compressible flow and a magnetic field. As an
example we have considered an expanding flux tube permeated by a moderate sub-
Alfvénic flow. No high speed flows or shear are required.

The Alfvénic perturbations travelling from the footpoint are over-reflected back
and transmitted forward as the decelerating plasma flow reduces their propagation
speed. Over-reflection represents reflection with a coefficient greater than one. From
Fig. 2 it is clear that the deceleration of flow corresponds to more rapid expansion of
the tube. According to Fig. 3, the instability requires deceleration of the flow. Thus
the region of rapid expansion acts as an amplifier for the perturbations, where the
flow provides the required energy. Figure 4 compares stable and unstable tubes with
accelerating and decelerating flows.

4 Implications

Observations of bright network regions suggest that two types of magnetic structures
coexist: small closed loops in the chromosphere and funnels that are connected to the
corona. The second type is usually associated with blue-shifts representing outflows
and enhanced line-widths [2]. These enhanced line-widths are best interpreted as
nonlinear Alfvén waves passing through the funnel. A number of recent observa-
tional studies of chromospheric and transition region lines have found evidence for
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Fig. 3 The real and imaginary parts of the eigenmode frequencies are plotted in the top and bottom
panels, respectively. Different modes are indicated by different linestyles

Fig. 4 Comparison of three tubes. The first two remain stable. The third tube is unstable due
to rapid expansion in a marked section. The derivative of the flow velocity with respect to the
coordinate along the background field is denoted by u0

the presence of Alfvén waves or non-periodic nonthermal velocities (e.g., [3]) and
outflows in magnetic structures of the solar atmosphere (e.g. [3,4]). Estimates of the
energy flux carried by these waves indicate that they could accelerate the solar wind
and heat the corona.

According to our results (Fig. 4), a funnel shaped flux tube permeated by
outflowing plasma may be unstable. The funnel acts as an amplifier of Alfvénic
disturbances which could then be seen as periodic or non-periodic line-width
enhancements. As the amplitudes increase the energy of the disturbances will
eventually be converted into heating or acceleration through some dissipative
process, e.g., shock heating due to non-linear mode conversion.



Alfvén Amplifier in the Solar Atmosphere 127

5 Conclusions

Expanding isothermal flux tubes with smooth flow profiles can be unstable with
respect to linear torsional perturbations. This is a new ideal MHD instability: a
funnel shaped fraction of the tube becomes an amplifier of Alfvénic disturbances.
The obtained results could explain the non-thermal broadenings associated with
outflows in magnetic regions of the lower solar atmosphere. However, further
work is required to establish the dynamic and energetic implications of the Alfvén
instability in the solar atmosphere.
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Alfvénic Solitary and Shock Waves in Plasmas

Padma Kant Shukla, Bengt Eliasson, and Lennart Stenflo

Abstract We present a review of nonlinear Alfvénic solitary and shock waves in a
magnetized electron-ion plasma. The dynamics of these nonlinear dispersive Alfvén
waves is governed by the two-fluid equations, coupled with Faraday’s and Ampère’s
laws. First, we demonstrate the existence of large amplitude compressional Alfvénic
solitary and shock waves propagating across the external magnetic field in a warm
electron-ion magnetoplasma. It is found that these nonlinear structures can exist in
well defined speed ranges above the Alfvén speed, and their widths are several times
larger than the electron skin depths. Second, we study the formation of nonlinear
slow magnetosonic solitary (SMS) waves propagating almost perpendicular to the
external magnetic field direction. The propagation speed of the SMS waves is
below the Alfvén speed and their width is a few ion skin depths in a collisionless
magnetoplasma. The nonlinear dispersive Alfvén waves, as discussed here, can be
associated with localized electromagnetic field excitations in magnetized laboratory
and space plasmas that are composed of magnetized electrons and ions.
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1 Introduction

The Alfvén wave [1] is the most fundamental normal mode of a magnetized plasma.
The restoring force for the wave comes from the magnetic field tension and pressure,
and the ion mass provides the inertia to sustain the non-dispersive Alfvén wave [2].
In their classic paper, Adlam and Allen [3] presented a theoretical study of large
amplitude nonlinear dispersive Alfvén waves [4] that propagate across the external
magnetic field direction in a cold collisionless electron-ion plasma. They used
the two fluid equations for the electrons and ions together with Ampère’s and
Faraday’s laws for the Alfvén wave fields to predict the existence of large amplitude
compressional Alfvénic solitary (CAS) pulses. The latter arise due to a balance
between the Alfvén wave dispersion and the nonlinearities associated with the
harmonic generation [5]. By using the reductive perturbation method and stretched
variables for space and time, Nairn et al. [6] derived a Korteweg-de Vries (KdV)
equation [7–9] that governs the dynamics of small amplitude nonlinear CDA waves
in a cold magnetoplasma. The KdV equation admits stationary solutions in the form
of solitary and periodic wave trains that move with super-Alfvénic speeds. Finite
temperature and collisions have been included in the model for a study of small
amplitude compressional Alfvén shock waves by Shukla et al. [10]. Furthermore,
large amplitude CDA solitary and CDA shock waves [11] propagate with supersonic
Alfvén speed, and their widths are several times the electron skin depth (=the ratio
between the speed of light c in vacuum and the electron plasma frequency !pe).

Besides the CDA waves propagating across the external magnetic field direction,
there are obliquely propagating coupled inertial Alfvén waves, the slow and fast
Alfvén waves [12, 13], the electromagnetic ion-cyclotron Alfvén wave and the
kinetic Alfvén wave [14–16] in a uniform magnetoplasma. About a decade ago,
McKenzie and Doyle [17] analytically solved the nonlinear governing equations for
non-MHD Alfvén waves [16] in a warm magnetoplasma, and predicted the existence
of sub-and super-magnetosonic solitary pulses associated with the fast and slow
magnetosonic waves. Stasiewicz et al. [18] reported the first observations of slow
magnetosonic solitary (SMS) pulses that are detected by the fleet of four Cluster
space crafts at the magnetopause boundary layer. The SMS pulses are composed of
an extremely large amplitude inverted bell-shaped magnetic field cavity that traps a
considerably enhanced density hump distribution. The observed width of the SMS
pulses is several times the ion skin depth, and they move with the speed below the
Alfvén speed. Thus, the features of the SMS pulses are different than those of the
CDA solitary pulses.

In this paper, we review the underlying physics of linear and nonlinear CDA and
SMS pulses in a uniform electron-ion magnetoplasma. We focus special attention on
the finite amplitude theories for nonlinear CDA and SMS waves that are propagating
across and obliquely to the ambient magnetic field direction, respectively. The
relevance of our investigation to localized dispersive Alfvén waves in magnetized
space and laboratory plasmas is pointed out.
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2 Governing Nonlinear Equations

Let us consider a uniform, warm electron-ion magnetoplasma in the presence of the
low-frequency (in comparison with the electron gyrofrequency) nonlinear dispersive
electromagnetic (DEM) waves. The external magnetic field is (OzB0), where Oz is
the unit vector along the z-axis in a Cartesian coordinate system, and B0 is the
strength of the magnetic field. The dynamics of the DEM waves is governed by the
continuity equation

duj
dt

C njr � uj D 0; (1)

the momentum equation

njmj

duj
dt

D nj qj




E C 1

c
.uj � B/

�

� rpj C Rj ; (2)

Faraday’s law

@B
@t

D �cr � E; (3)

Ampère’s law

r � B D 4
e

c
.niu � neue/; (4)

Poisson’s equation

r � E D 4
e.ni � ne/; (5)

together with r � B D 0. Here d=dt D .@=@t/C uj � r, nj and uj are the number
density and the fluid velocity of the particle species j (j equals e for the electrons,
and i for the ions), mj the mass, qj the charge (qe D �e and qi D e, with e being
the magnitude of the electron charge), E and B the electric and magnetic fields,
respectively, pj the scalar pressure, and Rj D P

˛ Rj˛ represents the momentum
gained by the j th species through collisions with the ˛th species. We note that the
displacement current has been neglected in Eq. (4) by assuming that the phase speed
of the DEM waves is much smaller than c.

3 Large-Amplitude CDA Solitary and Shock Waves

In this section, we present a theory for large amplitude CDA solitons [11] that are
propagating in a warm electron-ion plasma across a uniform magnetic field OzB0.
The restoring forces on the CDA waves comes from the magnetic pressure, whereas
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the ion mass provides the inertia to sustain the CDA waves [19]. The CDA wave
dispersion is due to the electron polarization drift (or the electron inertial effect) in
the wave electric field E? D OxEx C OyEy , where Ox and Oy are the unit vectors along
the y and y axes, respectively. The CDA wave magnetic field Bz is aligned along
the z-axis. In a quasi-neutral plasma with ne D ni 	 n, the x components of the
electron and ion fluid velocities are equal (viz. uex D uix 	 u), whereas the x and y
components of the electron fluid velocities differ owing to the electron polarization
drift. The electrons carry currents only along the y-direction. The CDA waves
compress the magnetic field-lines without bending them, and are accompanied by
density perturbations.

The nonlinear propagation of one-dimensional CDA waves along the x-axis in
our quasi-neutral magnetoplasma is thus governed by the ion continuity equation

dn

dt
C n

@u

@x
D 0; (6)

and the x-components of the electron and ion momentum equations, which are,
respectively,

me

du

dt
D �eEx � e

c
ueyB � kBTe

nn20

@n3

@x
; (7)

and

mi

du

dt
D eEx C e

c
uiyB � kBTi

nn20

@n3

@x
; (8)

where d=dt D @=@t C u@=@x, uey .uiy/ is the y-component of the electron (ion)
fluid velocity,B the sum of the ambient and compressional wave magnetic fields, kB
the Boltzmann constant, Te (Ti ) the electron (ion) temperature,me (mi ) the electron
(ion) mass, and n0 the equilibrium plasma number density. In Eqs. (7) and (8), we
have adopted the adiabatic pressure laws [viz. pj D pj0.n=n0/

3, where pj0 D
n0kBTj ].

Eliminating Ex from (8) by using (7) we obtain

du

dt
D e

mic
uyB � C2

s

nn20

@n3

@x
; (9)

where uy D uiy � uey is the relative speed between the electrons and ions, and
Cs D ŒkB.Te C Ti/=mi �

1=2 the effective ion-acoustic speed. From the y-component
of Eq. (4) we have

@B

@x
D �4
en

c
uy; (10)

which can be used to eliminate uy from Eq. (9), obtaining [11]

du

dt
C B

4
nmi

@B

@x
C C2

s

nn20

@n3

@x
D 0: (11)
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From the z-component of Eq. (3) we have

@B

@t
D �c @Ey

@x
; (12)

whereEy is determined from the y-component of the electron momentum equation

Ey D uB

c
� me

e

duey
dt

� me

e
�eiuy; (13)

where �ei is the constant electron-ion collision frequency. The third term in the right-
hand side of Eq. (13) represents the momentum exchange between the electrons
and ions due to collisions. Equation 13 reveals that the electron Lorentz force, the
linear and nonlinear electron inertial forces along the y-axis, and the electron-ion
momentum exchange due to collisions are the key players in maintaining the CAW
electric field along the y-axis.

Eliminating Ey from Eq. (12) by using Eqs. (13) and (10), we obtain [11]
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�
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n

@B

@x

�

D 0; (14)

where we have used miduiy=dt D eEy � euB=c, the contribution of which is
smaller by a factor me=me � 1, and therefore neglected in Eq. (14).

Equations 6, 11 and 14 are the governing equations for the nonlinear CDA
waves [11] in a warm collisional magnetoplasma.

3.1 Linear Waves

Letting n D n0 C n1 and B D B0 C B1, where n1 � n0 and B1 � B0, in
Eqs. (6), (11) and (14) we linearize them and combine the resultant equations to
obtain the wave equation

�

1 � �2e
@2

@x2

��
@2

@t2
� C2

s

@2

@x2

�

B1 � C2
A

@2

@x2
� �ei�2e

@3B1

@t@x2
D 0; (15)

which can be Fourier transformed by supposing that B1 is proportional to
exp.�i!t C ikx/, where the frequency ! and the wavenumber k are related
by Shukla et al. [11]

! D �i �
2

˙ 1

2
.4˝2 � � 2/1=2; (16)

where � D �eik
2�2e=.1 C k2�2e/ and ˝ D .3k2C 2

s C ˝2
A/
1=2, with ˝A D kCA=

.1Ck2�2e/
1=2. Here �e D c=!pe is the electron skin depth, !pe D .4
n0e

2=me/
1=2

the electron plasma frequency, and CA D B0=
p
4
n0mi the Alfvén speed.
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Equation 16 reveals that the CDA waves are damped due to collisions in a
magnetized electron-ion plasma. In the absence of collisions (viz. �ei D 0), we
have from (16), ! D ˝ , which in a cold magnetoplasma gives [19] ! D ˝A.
Furthermore, in the limit �ei D 0 and k2�2e � 1, Eq. (16) depicts the frequency of

the propagating lower-hybrid wave, viz. ! D �
!2LH C 3k2C 2

s

�1=2
, where !LH D

.!ce!ci /
1=2 is the lower hybrid resonance frequency and !ce D eB0=mec (!ci D

eB0=mic) the electron (ion) gyrofrequency.

3.2 Nonlinear Stationary Waves

Let us next normalize n by n0, B by B0, u by CA, t by !LH and x by �e 	 CA=!LH
in Eqs. (6), (11) and (14), to obtain

dn

dt
C n

@u

@x
D 0; (17)

du

dt
C 1

2n

@B2

@x
C ˇ

n

@n3

@x
D 0; (18)

and
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@t
C @.uB/

@x
� @
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d

dt

�
1

n

@B

@x

��

� ˛ @
@x

�
1

n

@B

@x

�

D 0; (19)

where ˇ D 4
n0kBT=B
2
0 and ˛ D �ei=!LH .

We now seek stationary nonlinear solutions of Eqs. (17)–(19) in the moving
frame  D x � Mt , where M D U=CA is the Mach number and U the constant
propagation speed of the nonlinear structures (e.g. solitary pulses and shock waves).
Assuming that n, u and B are functions of  only, we have u D M.n � 1/=n, and

M2

�
1

n
� 1

�

C 1

2
.B2 � 1/C ˇ.n3 � 1/ D 0; (20)

and
@

@

�
1

n

@B

@

�

� ˛

M

@B

@
� B C n D 0; (21)

where we have imposed the boundary conditions u D 0, n D 1, B D 1 and
@B=@ D 0, supposing that the plasma is unperturbed at jj ! 1. In the
unperturbed state far away from the solitary pulse and shock waves, we have
@=@ D @2=@2 D 0 in Eq. (21) so that B D N . Inserting the latter into Eq. (20)
we obtain

M2

�
1

B
� 1

�

C 1

2
.B2 � 1/C ˇ.B3 � 1/ D 0; (22)
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Fig. 1 The spatial profiles of the magnetic field and plasma density for ˛ D 0:1, exhibiting
oscillatory shock structures for M D 1:3 and ˇ D 0 (solid curves), M D 1:1 and ˇ D 0

(dashed curves), and M D 1:3 and ˇ D 0:1 (dash-dotted curves) (After Ref. [11])

which exhibits the existence diagram for M versus B for given values of ˇ. At
 D 1 we have B D n D 1, while for  D �1, we have from (22), which by
eliminating a common factor .B � 1/ can be expressed as

M2

B
� 1

2
.B C 1/� ˇ.B2 C B C 1/ D 0: (23)

The solution of Eq. (23) gives the amplitude of B at  D �1. For a cold
magnetoplasma, viz. ˇ D 0, Eq. (23) yields M2 D B=2.1 C B/, which reveals
that the nonlinear structures have super Alfvénic speed for B > 1.

Equations 20 and 21 have been numerically solved, and the spatial profiles of
the magnetic field and the plasma number density for different values of M , ˇ and
˛ are displayed in Figs. 1–3. In Fig. 1, we used ˛ D 0:1, which leads to oscillatory
shock structures. The amplitudes of the structures increase with increasing values of
M , while they decrease significantly even for small values of ˇ. On the other hand,
for a larger value of ˛ D 1:5, we see in Fig. 2 that the shock structures are more or
less monotonic, while their amplitudes depend on M and ˇ in the same manner as
in Fig. 1. For vanishing ˛, the shock structure will dissolve into a train of solitary
CDA waves, as seen in Fig. 3. The amplitudes of the solitary waves increase with
increasingM , while they decrease with increasing values of ˇ.
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Fig. 2 The spatial profiles of the magnetic field and plasma density for ˛ D 1:5, exhibiting
monotonic shock structures for M D 1:3 and ˇ D 0 (solid curves), M D 1:1 and ˇ D 0

(dashed curves), and M D 1:3 and ˇ D 0:1 (dash-dotted curves) (After Ref. [11])
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Fig. 3 The spatial profiles of the magnetic field and plasma density for ˛ D 0, exhibiting trains
of solitary waves for M D 1:3 and ˇ D 0 (solid curves), M D 1:1 and ˇ D 0 (dashed curves),
and M D 1:3 and ˇ D 0:1 (dash-dotted curves) (After Ref. [11])
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4 Slow Magnetosonic Solitary (SMS) Pulses

Next, we turn our attention to large amplitude SMS pulses that propagate obliquely
to the external magnetic field direction in an electron-ion plasma. In our quasi-
neutral (ne D ni ) magnetoplasma, the dynamics of the SMS pulses is governed
by the Hall-MHD equations composed of the ion continuity and ion momentum
equations, respectively,

Dni

Dt
C nir � ui D 0; (24)

mini
Dui
Dt

D �kBTerni � kBTi

n20
rn3i � .r � B/ � B

4

; (25)

and Faraday’s law

@B
@t

D r �

�

ui � cr � B
4
eni

�

�B
�

�n0�2er �



Dte

�r � B
ni

� 4
eui

c

��

C�r2B;

(26)
where Dte D D=Dt � .c=4
eni /Œ.r � B/ � r�, D=Dt D .@=@t/ C ui � r, and
� D �ei�

2
e the plasma resistivity. In deducing (25) and (26), we have used the

electron momentum equation and Ampère’s law. Furthermore, we also used
the isotropic pressure law for the electron and ion fluids.

4.1 Linear Waves

Letting n D n0 C n1 and B D OzB0 C B1, where n1 � n0 and jB1j � B0, we
first linearize the system of Eqs. (24)–(26), Fourier transform them by supposing
that n1 and B are proportional to exp.�i!t C ik � r/, where k is the wave vector,
and combine the resultant equations to obtain the dispersion relation for obliquely
propagating DEM waves in a collisionless (� D 0) magnetoplasma [13]

.˝2�k2zC2
A/Œ˝

2.!2�k2V 2
s /�k2C 2

A.!
2�k2z V 2

s /� D !2

!2ci
k2z k

2C 4
A.!

2�k2V 2
s /; (27)

where ˝2 D !2.1 C k2�2e/, V
2
s D .Te C 3Ti/=mi , and kz .k?/ is the component

of k along and across Oz. The right-hand side of (28) represents the Hall current or
finite-!=!ci effects. It emerges that the latter provides a linear coupling between
the magnetic field aligned inertial Alfvén wave, the modified (by the electron skin
depth effect) fast and slow magnetosonic waves, the kinetic Alfvén wave and the
electromagnetic ion-cyclotron Alfvén waves. For k2�2e � 1, one can neglect the
electron inertial effects, and Eq. (27) reduces to that given in Ref. [16].
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4.2 The SMS Pulses

Let us now discuss the features of the SMS pulses in a warm collisionless
magnetoplasma, by neglecting the electron inertial and collisional effects. For this
purpose, we chose the external magnetic field as B0 D .Bx0; 0; Bz0/, and normalize
ni by n0, the wave electric field E and the wave magnetic field B (DOyBy C OzBz)
by Bz0, ui by CA, and the time and space variables by !�1

ci and �i D CA=!ci , and
rewrite Eqs. (24)–(26) as [22]

Dni

Dt
C nir � ui D 0; (28)

Dui
Dt

� 1

ni
.B � r/B C 1

2ni
rB2 C ˇe

ni
rni C ˇi

ni
rn3i D 0; (29)

and
@B
@t

� r � .uiH � B/ D 0; (30)

where ˇe D 4
n0Te=B
2
0 , ˇi D 3.Ti=Te/ˇe, uiH D vi � vH , and vH D r � B is

the normalized Hall-velocity associated with the Hall current. In deducing Eqs. (29)
and (30), we have used the normalized electric field

E D �CA
c

�

uiH � B C ˇe

ni
rni

�

; (31)

which comes from the inertialess electron momentum equation, Ampère’s law, and
ne D ni .

The nonlinear solutions of the governing equations for one-dimensional non-
dispersive magnetohydrodynamic waves(without the Hall current) have been pre-
sented by Stenflo et al. [20] in the cold-plasma limit (viz. ˇ D 0), and by Shukla
et al. [21] in the warm plasma limit (viz. ˇ ¤ 0).

In the following, following McKenzie and Doyle [17], we outline solutions of
Eqs. (28)–(30) in the form of the localized SMS pulses (of the form F.x � Mt/)
propagating along the x-axis, in an oblique magnetic field .Bx0; 0; Bz0/, where
M D U0=CA is the Mach number and U0 the constant speed of the solitary pulse.
The wave magnetic field is .0; By; Bz/. In the stationary frame, we have from
Eqs. (28)–(30), the relations u D M.1� 1=ni/, together with

M u 	 M2

�

1 � 1

ni

�

D 1

2
.B2

y C B2
z / � 1

2
� ˇe.ni � 1/� ˇi .n3i � 1/; (32)

where the wave magnetic fields are determined from

@2Bz

@x2
CM2

A.Bz � 1/CM2
A.1C Bz/

�

1 � 1

ni

�

D 0; (33)
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Fig. 4 The spatial profiles of
the normalized plasma
number density n D ni=n0
and normalized magnetic
field b D jBj=B0 for
ˇe � 0:25, Ti=Te D 0:1,
M D 0:1, and cos.˛/ D 0:13

(After Stasiewicz et al. [18])

and
@By

@x
� By @

@x

�
1

ni

�

CMA.Bz � 1/ D 0: (34)

HereMA D M2= cos2 ˛ and cos˛ D Bx0=Bz0. Furthermore, in deducing (32)–(34)
we have imposed the appropriate boundary conditions for localized SMS pulses
(viz. ni D 1, Bz D 1, and @Bz=@x D 0) in the unperturbed region jxj ! 1.
Equations 32–34 have to be numerically solved to obtain the profiles of the
SMS pulses.

In Fig. 4, we display the profiles of the SMS pulses for M D 0:1 and ˇ � 0:25.
It is seen that the SMS pulse profile is composed of an extremely large amplitude
wave magnetic field hole which traps enhanced electron density perturbations.
The propagation speed of such a SMS pulse is one tenth of the Alfvén speed and
the SMS pulse width is a few times the ion skin depth. The features of the SMS
pulses are consistent with the Cluster observations of localized SMS pulses that
were reported by Stasiewicz et al. [18] at the magnetopause boundary layer in the
Earth’s magnetosphere.

5 Summary and Conclusions

In this paper, we have presented a review of linear and nonlinear theories for CDA
solitary and shock waves, which propagate perpendicular to the magnetic field
direction in collisionless and collisional magnetoplasmas, respectively, as well as
for obliquely propagating SMS pulses in a collisionless magnetoplasma. The CDA
solitary and shock waves move with super-Alfvén speed and their widths are several
times larger than the electron skin depths. Thus, the electron inertial effect plays
an important role in the formation of CDA solitary waves. On the other hand,
the SMS pulses move with sub-Alfvénic speed and their width is several times
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the ion skin depth. Here, the Hall current plays an important role. Physically, the
formation of the CDA solitary waves and SMS pulses is attributed to the balance
between the harmonic generation nonlinearities and the wave dispersion arising for
the electron inertial effect appearing in the CDA wave dynamics and the Hall current
appearing in the SMS wave dynamics. Furthermore, the formation of the CDA
shock waves is due to the balance between the harmonic generation nonlinearities
and dissipation arising from either electron-ion collisions or collisions caused by
turbulent electrostatic fields in a uniform magnetoplasma. The CDA shock wave
pressures might be responsible for the cross-field proton acceleration/energization
over the electron skin depth in a collisional magnetoplasma. The physics of
collisionless shocks in collisionless plasmas in terms of wave-particle interactions
has been discussed by Moiseev and Sagdeev [23]. Furthermore, the theory for
large amplitude obliquely propagating SMS waves in a collisionless magnetoplasma
reveals that the SMS pulses are composed of an inverted bell shaped extremely
large amplitude magnetic hole/cavity and a bell shaped finite amplitude density
perturbations that move with the sub-Alfvénic speed.

The results presented in this review paper should be useful for understanding the
salient features of solitary and shock-like compressional magnetic field structures
encountered in observational data from very low-ˇ magnetoplasmas in laboratory
and space plasmas [24, 25]. Furthermore, we stress that the SMS pulses have been
observed [18] by the fleet of the Cluster spacecrafts at the magnetopause boundary
layer in the Earth’ magnetosphere. In conclusion, we must also explore new
aspects of nonlinear Alfvén waves and their role with regard to electron and ion
acceleration in magnetic confinement fusion devices and in small-scale laboratory
plasma discharges [26] that have been build for studying the nonlinear physics of
dispersive Alfvén waves in a controlled fashion.
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Recent Progress in the Theory of Electron
Injection in Collisionless Shocks

Takanobu Amano and Masahiro Hoshino

Abstract The injection problem in diffusive shock acceleration theory is discussed
with particular focus on electrons. The following issues are addressed: Why it has
been considered to be so difficult, what is the required condition, and how it can
be resolved. It is argued that there exists a critical Mach number above which
the electron injection is achieved. Above the threshold, back-streaming electrons
reflected back upstream by the shock front can self-generate high-frequency whistler
waves, which can scatter themselves as required for subsequent acceleration. The
theoretical estimate is found to be well consistent with in-situ measurements,
indicating this could provide a possible solution to the long standing problem in
the diffusive shock acceleration theory.

1 Introduction

The acceleration of charged particles at collisionless shocks has been a subject
of great interest in connection with the early conjecture that cosmic rays are
produced in association with Galactic supernovae. A more concrete theoretical
background was given by the theory of diffusive shock acceleration (DSA) proposed
in the late 1970s by several independent research groups (see [1] for review). It is
actually the most successful theory in that it naturally predicts a power-law type
energy spectrum, which is close to the source spectrum inferred from cosmic-ray
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measurements on the earth. Indeed, there is direct observational evidence for
the presence of relativistic electrons in young supernova remnants (SNRs) as
observed by radio and X-ray synchrotron emission. These cosmic-ray electrons can
therefore be used as an important probe to investigate the properties of the particle
acceleration sites. It is, on the other hand, also known that the shock acceleration
of electrons is rarely observed in the heliosphere [2, 3]. These shocks are generally
weaker than astrophysical shocks which are radiating strong synchrotron emission.
Protons or other heavier nuclei seem to be accelerated rather efficiently even by such
relatively weak shocks, although there are many events showing no evidence for
the ion acceleration as well. Identification of the astrophysical proton acceleration
sites is of significant importance, because it is this component that constitutes a
large fraction of cosmic rays. It is, however, still difficult even with present-day
observation facilities due to their intrinsic low radiation efficiency.

The difficulty for the detection of the proton component is to some extent related
to a theoretical flaw. The DSA theory can predict the spectral index of accelerated
particles, but does not tell anything about the fraction of accelerated particles
(or the normalization factor),—the issue known as the injection problem. The
injection fraction seems to depend on particle species and parameters of the shock
as implied by observations. This actually makes it difficult to identify cosmic-ray
protons, because the expected radiative signature of protons in the � -ray spectrum
is contaminated by electron contributions with unknown amount. It is important to
give a theoretical constraint for the number of accelerated electrons and protons
independently, to reduce this ambiguity as much as possible. To do so, we must
address the injection problem, in particular, for electrons. Because in contrast to
relatively well understood ion injection, the electron injection is known to be much
more difficult [4, 5]. In this review, we outline the basic concept of the injection
problem, and describe the difficulty of the electron injection. We then introduce our
recent idea in which the electron injection is achieved by exploiting high-frequency
whistler waves. A future perspective on the theory of electron injection is also
discussed.

2 The Injection Problem

The DSA theory, as its name suggests, is based on the assumption that the transport
of energetic particles around the shock is described by the diffusion process. Since
the medium is a highly ionized collisionless plasma, the particles have to be
scattered by waves so that they diffuse in space otherwise their transport would
be ballistic. Assuming the isotropy of the distribution function as a result of strong
scatterings, energetic particles will diffuse in the local fluid rest frame. The diffusive
transport makes it possible for them to propagate against the downstream flow and
cross the shock front. This means that the energetic particles are essentially confined
in the vicinity of the shock before being advected far away by the downstream
flow (escape toward upstream can be ignored under this assumption.) Across the
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shock, there exists a compression of the flow, indicating converging motion of
scattering centers. This converging motion brings the particle energy gain during
their confinement around the shock, just like a fluid adiabatically heated by the
compression. As is evident from the above consideration, the scattering by waves is
crucial for the confinement and acceleration of particles. The required conditions for
the injection are therefore summarized that the energetic particles (1) should have
velocities large enough to travel for a long distance to repeatedly cross the shock
front, and (2) need to be scattered by waves so that the transport becomes diffusive.
Below, we discuss these conditions in more detail.

2.1 Shock Internal Structure

Since one must consider the dynamics of thermal and/or suprathermal particles to
understand the injection, the internal structure of the shock determined primarily
by low-energy particles needs to be taken into account. Nevertheless, we will not
go into details of rich variety of collective phenomena associated with collisionless
shocks, and look for the simplest possible explanation essential for understanding
the injection.

Consider upstream particles penetrating into a thin shock transition layer whose
scale length comparable to the ion inertial length. Because of the inertial difference
between ions and electrons, electrons are easily decelerated at the leading edge of
the shock front, while ions are not. As a result, an electrostatic potential is produced,
which has to be large enough to decelerate upstream ions otherwise the shock would
not form. Although the actual value of the potential is difficult to determine, it is
estimated to be 10�20% of the upstream bulk ion energy by in-situ measurements
of the bow shock [6], which is more or less consistent with kinetic numerical
simulations. The structure of the shock depends strongly on upstream parameters,
in particular, Alfvén Mach number MA D V1=vA (V1 and vA are the shock and
Alfvén speeds), and the shock angle �Bn defined as the angle between the shock
normal and the upstream magnetic field. It is known that, whenever the Alfvén
Mach number exceeds a few, a fraction of ions are reflected by the shock front
and then dominate the shock structure. Conventionally, shocks with �Bn . 45 and
�Bn & 45 are respectively called quasi-parallel and quasi-perpendicular shocks, and
have different characteristics.

2.2 Escape Condition: Thermal Leakage

Since particles have to cross the shock front many times to be accelerated signif-
icantly, the lower limit for the threshold energy is obviously characterized by the
condition that particles can traverse the shock almost freely. Here, we consider the
condition that downstream thermal particles can escape toward upstream.
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A particle in the downstream region whose velocity parallel to the magnetic field
line denoted by vk can travel toward the shock when vk � V1

r

p
1C r2 tan2 �Bn,

where r is the shock compression ratio. Assuming Maxwellian distributions and
strong shocks, the downstream particle velocity is characterized by the thermal
velocity determined by Rankine-Hugoniot relations (or roughly �V1). Then, it is
easy to confirm that the downstream thermal particles can escape toward upstream
when �Bn . 30, while the threshold energy becomes higher as increasing the
shock angle. Although this simple argument gives a rather good estimate for the
escape condition of ions, one must take into account the effect of the electrostatic
potential for electrons. Since the potential develops so as to decelerate the upstream
ions, it actually prevents the downstream electrons from escaping upstream. If
the downstream temperature is determined solely by the conversion of the bulk
energy into the thermal energy and there is no energy transfer between ions and
electrons, the thermal velocities of electrons and ions would be the same. In
this case, the downstream electron kinetic energy �meV

2
1 =2 is not enough to

overcome the potential of the order of � �miV
2
1 =2, where � D 0:1�0:2 is the

normalized electrostatic potential, and mj is the mass of particle species j . In
reality, the energy conversion from ions to electrons is known to occur, although
the efficiency, especially the dependence on upstream parameters, is not known
very well. Nevertheless, in-situ measurements have shown that the temperatures
of downstream electrons are mostly less than several tens of percent of the ion
temperature, i.e., of the order of the electrostatic potential energy. This indicates
that the escape condition of electrons is more or less similar to that of ions. One
thus finds that the thermal leakage is possible for both electrons and ions at quasi-
parallel shocks, while it is not in quasi-perpendicular shocks unless the downstream
distribution develops into one which possesses a high energy tail. Note that, as
mentioned earlier, there exist ions that are directly reflected by the shock in the
upstream, which can also be considered as a seed population. Qualitatively, however,
the condition for ion injection is not so much different, while the processes become
much more complicated.

2.3 Resonance Condition

Suppose there exist back-streaming particles in the upstream region. In the absence
of upstream waves, these particles would just stream away freely and never get
back to the shock. For a self-consistent description of the injection process, one
has to consider waves generated by these back-streaming particles themselves
through beam instabilities. Since they are streaming along the ambient field line, the
condition for instability may qualitatively be analyzed by considering the cyclotron
resonance! D kVb�˝j (Vb is the beam velocity and˝j is the cyclotron frequency
of particle species j ) with a normal mode .!; k/ of a magnetized plasma.
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Fig. 1 Schematic dispersion diagram of circularly polarized electromagnetic waves propagating
parallel to the ambient magnetic field. Positive and negative frequencies correspond to the
right-hand (R-mode) and left-hand (L-mode) circular polarization. The negative velocity for the
cyclotron resonance condition indicates a particle propagating away from the shock

Figure 1 shows schematic dispersion relations of circularly polarized electromag-
netic waves propagating parallel to the ambient magnetic field. The solid straight
lines in the figure showing the cyclotron resonance condition of electrons and ions
intersect with the normal modes. There are actually two intersection points for each
species, while only one of them becomes unstable. This can be easily understood by
invoking the momentum conservation law. Through the excitation of an instability,
the momentum of back-streaming particles are partially transferred into the wave.
Therefore, the generated wave should propagate in the direction of the beam, i.e.,
away from the shock (!=k < 0 in Fig. 1). Consequently, the ion (electron) beam
will be unstable against the excitation of a wave on the R-mode Alfvén/whistler
(L-mode Alfvén/ion cyclotron) branch.

In reality, one must also consider the effect of cyclotron damping by thermal
particles. Waves with which thermal particles can satisfy the cyclotron resonance
condition are actually strongly damped, and thus cannot be recognized as the normal
modes of the plasma. Since high frequency waves are more strongly damped, the
velocity of back-streaming particles needs to be large enough so that the interaction
occurs at sufficiently low frequencies. More specifically, the cyclotron resonance
condition defined by using the thermal velocity ! D ˙kvj �˝j (where vj denotes
the thermal velocity) may be used to estimate the strongly damped regions (shaded
regions in Fig. 1).

First, let us consider the case of back-streaming ions that are leaked from the
downstream. Since they have upstream directed velocities in the shock frame, their
streaming velocities in the upstream rest frame is larger than the Alfvén speed at
least by a factor of MA. For MA greater than a few, the interaction will occur
well within the magnetohydrodynamics (MHD) regime, so that the ion cyclotron
damping is virtually negligible. The back-streaming ions can thus easily excite
Alfvén waves. The excitation of low-frequency Alfvén waves in the upstream region
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(the foreshock) and associated pitch-angle scattering of ions have been confirmed
both by numerical simulations and in-situ observations.

On the other hand, the situation for electrons is completely different. The back-
streaming electrons would typically interact with the ion-cyclotron wave in high
frequency regime (!�˝i ) where the ion cyclotron damping is significant unless
the electron velocity is extremely large. More specifically, the required condition
that the electrons interact with low-frequency MHD waves (kvA=˝i . 1) may be
written as ˇ

ˇ
ˇ
ˇ
Vb

vA

ˇ
ˇ
ˇ
ˇ &

ˇ
ˇ
ˇ
ˇ
˝e

˝i

ˇ
ˇ
ˇ
ˇ : (1)

In the typical interstellar or interplanetary media, the electron velocity should be
of the order of the speed of light Vb� c to satisfy the above condition. This is
the reason why the electron injection has been believed to be so difficult. For
instance, the electron temperatures downstream of young SNR shocks are estimated
to be �1 keV, which are far too small for the injection. These shocks, on the other
hand, are radiating radio and X-ray photons by synchrotron emission from ultra-
relativistic electrons. This apparent contradiction has not yet been resolved so far.

In order to achieve the electron injection, one must have a pre-acceleration
mechanism that energizes thermal electrons to mildly relativistic energies. Several
possible mechanisms have been proposed so far that could accelerate to the required
energies involving microinstabilities in the shock transition region [7–13]. Or, alter-
natively, there must be a mechanism that produces high-frequency whistler waves
that can scatter low-energy electrons [14]. In any case, there has been no general
consensus about what would be the most probable mechanism for the electron
injection. In the following section, we discuss our recent work on the electron
injection problem, which is found to be consistent with existing observations.

3 Electron Injection Mechanism: Recent Progress

3.1 Shock Drift Acceleration

We have seen that the thermal leakage does not provide sufficient energies for the
electron injection. It is known that electrons can also be directly reflected by the
shock front, as in the case of ions, and thus be energized more efficiently. Shock
drift acceleration (SDA), or a fast Fermi process, is known as an adiabatic magnetic
mirror reflection process in the Hoffmann-Teller frame (HTF) [15,16]. The HTF can
be defined as the frame where the motional electric field vanishes. Because of the
absence of electric fields, the particle energy measured in this frame is a conserved
quantity. An upstream electron traveling toward the shock will be reflected by the
shock acting as a magnetic mirror if the particle pitch-angle defined in the HTF
is large enough (Fig. 2). Notice that, however, a finite electrostatic potential at the



Recent Progress in the Theory of Electron Injection in Collisionless Shocks 149

Fig. 2 Schematic particle distribution function in the Hoffmann-Teller frame (HTF). Incoming
particles (positive v

k

) above the solid curve are reflected by the shock acting as a magnetic mirror.
The electrostatic potential � measured in the HTF enlarges the loss cone at low energies

shock enlarges the loss cone angle at low energies, while it has little effects on
sufficiently high-energy particles.

When the particle energy is measured in the upstream rest frame, it will actually
increase as a result of the reflection. The average velocity of the reflected beam in
the upstream frame is given by Vb ' 2V1= cos �Bn (see [15,16] for detail), which is
larger than that of a thermal leakage population by a factor of �2= cos �Bn (strictly
speaking, this holds only for low-energy electrons having gyroradii much smaller
than the shock thickness). Therefore, this effect alone can to some extent help the
situation in quasi-perpendicular shocks. The condition that the reflected electron
beam resonates with low-frequency Alfvén waves at kvA=˝i . 1may be written as

MA & cos �Bn
2

mi

me

: (2)

This condition may be satisfied, for instance, at the very beginning of supernova
evolution with moderate shock angles. However, typical SNR shocks with a speed
of a few 1,000 km/s require a rather severe condition cos �Bn � 1.

3.2 Generation of Whistler Wave

The electron beam generated by the SDA process provides another source of free
energy because the distribution is expected to possess a loss cone in velocity space.
This is an inevitable consequence of a mirror reflection process, and is actually
frequently observed in the upstream region of the bow shock. It is known that a
loss-cone type velocity distribution tends to be unstable against the excitation of
whistler waves, unlike the case of a Maxwellian beam in which an instability on this
branch is prohibited. The reason why the loss-cone type distribution can generate
whistler waves is that electrons will be scattered by waves so as to fill the loss
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Fig. 3 Critical Mach number
as a function of the shock
angle. Upper and lower solid
lines indicate Eqs. (2) and (3)
(ˇe D 1), respectively.
Typical Mach numbers of
SNR shocks and the bow
shock are also indicated

cone (because of a positive slope of the distribution function along the diffusion
curve). Therefore, the momentum of electrons decreases (notice for the sign) on
average as a result of scattering. Consequently, a whistler wave propagating toward
the shock (having positive momentum) can be excited. It is noted that electrostatic
waves possibly excited by the electron beam will scatter the electrons primarily in
the parallel direction, but not fill the loss cone. Thereby the result will qualitatively
be the same even taking into account the effect of electrostatic instabilities.

Again, the instability must overcome the electron cyclotron damping. It is easy
to confirm that the beam instability even in the presence of a loss cone has the
maximum growth rate around the point where the cyclotron resonance condition
! D kVb � ˝e is satisfied. One can thus avoid significant electron cyclotron
damping when the beam velocity is larger than the electron thermal velocity Vb & ve ,
which leads

MA & cos �Bn
2

r
mi

me

ˇe; (3)

where ˇe is the electron thermal pressure to magnetic pressure ratio. Notice for
the different dependence on the mass ratio between Eqs. (2) and (3) (see also
Fig. 3). One can see that the required condition is now much less stringent. In
particular, the bow shock can be super-critical in the quasi-perpendicular regime.
This actually gives a firm theoretical background for a statistical analysis of bow
shock measurements done by Oka et al. [17], who found an almost the same
dependence. According to them, the spectral index of energetic electrons in the
shock transition region becomes systematically harder when an approximately
(within a factor of �2) the same condition to Eq. (3) is satisfied. (More specifically,
they claimed the dependence on the so-called whistler critical Mach number [18],
which happens to have a similar form. However, since it has a different theoretical
background, the authors of [17] could not find any reasonable explanations.) Based
on the observational fact, we believe that it is actually this condition that determines
the electron acceleration efficiency in the bow shock. This also explains naturally
the reason why strong SNR shocks are efficient electron accelerators as opposed
to weaker heliospheric shocks. A more detailed numerical investigation of the
instability given in [19] basically confirmed this argument.
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3.3 Non-adiabatic Effects

We have discussed the process by which the electron injection is achieved. However,
we still do not know the fraction of electrons being injected into the acceleration
cycle. Answering this question probably needs understanding of nonlinear collective
plasma phenomena occurring around the collisionless shocks. This is because the
adiabatic theory is not necessarily a good description for the dynamics of suprather-
mal electrons being considered. This does not mean that the adiabatic description
is totally wrong; rather, we think that non-adiabatic corrections to SDA need to
be taken into account for quantitative discussion. Furthermore, the situation will
increasingly become complicated with increasing the Mach number of the shock.

As seen in Fig. 2, the SDA operates only for electrons having sufficiently
large initial pitch angles because otherwise they would be just transmitted to the
downstream. The required threshold particle velocity (defined in the upstream
rest frame) is roughly proportional to V1= cos �Bn. The condition for the injection
Eq. (3), on the other hand, can be rewritten as V1= cos �Bn & ve (apart from a factor
of order unity). Taking this literally, the reflection of thermal particles will hardly
occur for strong shocks well above the critical Mach number such as SNR shocks.
This implies the need for taking into account non-adiabatic effects that could lead
to a non-negligible electron injection rate.

Indeed there have been a lot of discussion on plasma instabilities in the vicinity
of the shock. In the regime V1= cos �Bn � ve , one can actually expect stronger
instabilities in the shock transition region driven by the reflected ion beam [7, 20].
These plasma waves can play a role for the acceleration of thermal electrons above
the threshold energy so that the electron injection rate is dramatically increased
even in a highly super-critical regime. We have actually demonstrated by using
particle-in-cell (PIC) simulations that such can actually occur in high Mach number
quasi-perpendicular shocks [12], although there is still much work to be done to
understand quantitatively the complicated electron injection process dominated by
nonlinear plasma phenomena, particularly dependence on the Mach number and
multidimensional effects. Large scale kinetic numerical simulations of high Mach
number shocks will further improve our understanding in the future.

4 Discussion

We have presented a possible mechanism for the electron injection, which is proven
to be consistent with in-situ measurements of the bow shock. We believe this
resolves, at least qualitatively, the observational discrepancy found between shocks
associated with high-energy astrophysical objects and those directly measured in
the heliosphere. One might have concern about the possibility of back-streaming
electron scattering toward the shock because the instability is fed by the scattering
of electrons away from the shock. In the steady state, however, we anticipate that the
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pitch-angle distribution of electrons will become closer to isotropic. This indicates
there will also be back scattering of electrons as well, so that the diffusion approx-
imation is justified. This needs to be clarified in relation to issues discussed below.

Our discussion has been restricted to the linear stability analysis, which indicates
that the growth rate of the instability is so large that the acceleration of electrons
can occur within the thin shock layer. This idea is consistent with the fact that
the observed energetic electrons associated with quasi-perpendicular shocks are
typically confined within the shock [17, 21]. Nevertheless, the acceleration process
will probably be modified by the inhomogeneity, affecting the propagation of
whistler waves (through refraction and mode conversion), and the transport of
electrons by the lowest order mirror force.

It is particularly important to mention that the electron injection will be influ-
enced by the ion injection when the latter is so efficient that the upstream medium
is strongly disturbed. Although the local electron injection rate is likely to be
determined only by local shock parameters, the total number of injected population
will be affected by the global modification of the shock. Comprehensive under-
standing of the whole process is needed for elucidation of cosmic-ray acceleration
in astrophysical shocks.
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Superdiffusive Transport at Shocks in Space
Plasmas

Gaetano Zimbardo and Silvia Perri

Abstract Superdiffusion is characterized by a nonlinear growth of the mean square
deviation with time. Superdiffusive transport can be interpreted in terms of a Lévy
random walk, a stochastic process where a power-law distribution of free path
lengths is allowed. Considering particles accelerated at interplanetary shocks, it is
found that their intensity profile is a power-law in time in the case of superdiffusion,
while it is an exponential decay for normal diffusion. Analysis of energetic particle
fluxes from the Ulysses spacecraft at about 5 AU and from the Voyager 2 spacecraft
at the solar wind termination shock shows that superdiffusive transport is found.

1 Introduction

The propagation of energetic particle in space plasmas is an important problem,
which is relevant for the heat transport in solar coronal loops, for the propagation
of solar energetic particles in the heliosphere, and for the propagation of particles
accelerated at corotating interaction regions to high heliographic latitudes [4,11,13].
The transport properties and the value of the diffusion coefficient are also important
for understanding particle acceleration at shocks by diffusive shock accelera-
tion [1–3, 17]. In either weakly collisional or collisionless plasmas, the transport
is influenced by wave particle interactions, which cause pitch angle scattering and
transverse particle drifts, and by low frequency magnetic fluctuations, which cause
a field line random walk [4]. However, the strength of these effects varies with the
particle species and energy and with the properties of turbulence, so that a large
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number of different transport regimes can be obtained, as shown by independent
numerical simulations [12,15,18]. We can divide these regimes in normal diffusion
regimes, for which the mean square deviation grows as h�x2i D 2Dt , i.e., linearly
with time, and anomalous diffusion regimes, for which h�x2i / t˛ , with ˛ ¤ 1. In
this chapter we give some basic ideas on superdiffusive transport, i.e., when ˛ > 1,
and we indicate how superdiffusive transport regimes can be deduced from data
analysis.

2 Main Properties of Superdiffusion

In the case of normal diffusion, for times much longer than the collision time, the
mean square displacement can be written as

h�x2i D 2Dt (1)

where D is the diffusion coefficient. Let us follow the particles which are subject
to the random walk: for a particle moving with velocity vx we have �x.t/ DR t
0

vx.t 0/dt 0; for a statistically homogeneous and stationary system, we can obtain
the so-called Green-Taylor-Kubo formula for the running diffusion coefficient [14]:

D.t/ D
Z t

0

hvx.0/vx.t
0/idt 0 (2)

where the angle brackets denote the ensemble average. The integrand represents the
Lagrangian velocity autocorrelation function; if this goes to zero sufficiently fast,
as in the case of an exponential decay, a correlation time � can be defined such that
hvx.0/vx.t/i is negligible for t � � . In such a case the upper integration limit can
be extended to infinity, and at the same time the integral can be estimated as

D D
Z 1

0

hvx.0/vx.t/idt � v2x�: (3)

Considering that the mean free path �D v� is given by the mean collision (or
correlation) time � times the velocity v D .v2x C v2y C v2z /

1=2, we can estimate the

diffusion coefficient as D ' 1
3
v2� D 1

3
�v.

On the other hand, if the Lagrangian velocity autocorrelation function does not go
to zero fast, as for instance in the case that it has power-law tails like hvx.0/vx.t/i �
t�ˇ with ˇ < 1, the above integral is diverging, so that no time asymptotic diffusion
coefficient and no mean free path can be defined. This divergence is related to long
range correlations in the velocity, i.e., to a non Markovian, non local process. If
D.t/ grows indefinitely with time, the mean square deviation in Eq. (1) will exhibit
a superdiffusive growth. Also, the divergence of D implies that � is diverging, too,
since the particle velocity is finite.
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The divergence ofD and of � requires a new, non Gaussian approach to transport:
one such approach is based on a probabilistic description involving a Lévy random
walk, which is a random walk characterized by a power law distribution of the free
path, or jump, lengths. In one dimension, the probability  of a random walker
making a free path of length ` (forward or backward) in a time t is given as [5]

 .`; t/ D A j`j�	 ı.` � vt/; j`j > `0 (4)

where it is essential to have a coupling between jump length and jump duration, as
expressed by the delta function, in order to ensure the conservation of energy. It is
readily verified that for 	 < 3 the mean square value of `, and hence the mean free
path �, is diverging,

h`2i D
Z
`2  .`; t/ d`dt ! 1 	 < 3 (5)

which means that the central limit theorem, which leads to normal diffusion, is not
applicable. Therefore, the jump probability distribution in Eq. (4) for 	 < 3 opens
the gate to anomalous transport. This can be described by introducing the probability
densityP.x; t/ of being at position x at time t—the propagator. It can be shown that
the transport regime depends on the index	 of the jump probability distribution, and
that superdiffusion with ˛ D 4 � 	 is obtained for 2 < 	 < 3 [5]. In addition, the
solution for the propagator OP .k; s/ in Fourier-Laplace space can also be obtained
from the Montroll-Weiss equation [19]; the analytical inversion of OP .k; s/ is not
known in general, but it can be obtained in limiting cases. One such case is that of
short distances x compared to the typical width of the bell-shaped part of P.x; t/,
which is given by �x D .k	t

2=.	�1//1=2 [19], where k	 is a scale parameter with
dimensions of a length squared over a time to the power 2=.	 � 1/. In such a limit
x � .k	t

2=.	�1//1=2 the Fourier-Laplace inversion of OP .k; s/ yields [19]

P.x; t/ D A0

t1=.	�1/ exp

�

� x2

k	t2=.	�1/

�

: (6)

In the opposite limit of the distance x much larger than the typical width of P.x; t/,
i.e., for x � .k	t

2=.	�1//1=2, the following expression is obtained [19]

P.x; t/ D A1
t

x	
; x < vt; (7)

with the propagator being zero for x > vt because of the causality relation imposed
by the ı function in Eq. (4). Above, A, A0 and A1 are normalization constants. As
can be seen, the long distance propagator has a power-law form, sharply different
from the normal Gaussian propagator.
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3 Superdiffusion from Energetic Particles Upstream
of Shocks

How to detect anomalous transport from observations? An important example is
that of particles accelerated at shock waves in the solar wind: the energetic particles
reach energies of order of 1–10 MeV, and are clearly distinguishable from the
background plasma. We notice that particles are accelerated continuously by the
shock, that is, the injection is not pointlike, whence the omnidirectional distribution
function of particles of energyE , f .x;E; t/, measured by a spacecraft at .x; t/ can
be expressed in integral form as

f .x;E; t/ D
Z
P.x � x0; t � t 0/qsh.x

0; E; t 0/dx0dt 0: (8)

In this expression we consider a one dimensional planar shock at .x0; t 0/, therefore
only the dependence on the x coordinate, which is normal to the shock, is retained,
and qsh.x

0; E; t 0/ represents the source of particles of energyE emitted at the shock.
For a moving shock, this can be modelled as [7, 8]

qsh.x
0; E; t 0/ D q0.E/ı.x

0 � Vsht
0/ (9)

where q0.E/ represents the number of particles emitted per unit time, and Vsh is
the shock speed as seen from the observer at x. Assuming that the shock is coming
from x < 0 and that the observer is at x D 0, and using the Gaussian propagator as
appropriate for normal diffusion, the following time profile is obtained [8]

f .0;E; t/ / q0.E/ expŒ�Vsh.Vsw C Vsh/t=D� (10)

that is an exponential decay, which is in agreement with the well known result of [6].
On the other hand, in the case of superdiffusion the propagator has the power-law
shape in Eq. (7), appropriate at some distance upstream of the shock,

P.x � x0; t � t 0/ D A1
t � t 0

.x � x0/	
(11)

Using this expression the double integration in Eq. (8) yields, for x D 0 and t < 0

(i.e., upstream of the shock) [7, 8]

f .0;E; t/ / .�t/2�	 D .�t/�� (12)

In other words, a power-law time profile for energetic particles upstream of the
shock with slope � D 	 � 2 < 1 is the signature of superdiffusion with anomalous
diffusion exponent ˛ D 4 � 	 D 2 � � > 1.
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Using this technique as a diagnostic tool, [7–9] have shown that electron transport
upstream of the shocks associated with corotating interaction regions (CIRs)
detected by the Ulysses spacecraft in the solar wind at 4–5 AU is superdiffusive,
with ˛ ' 1:1–1:7. Also, ion transport upstream of CIR shocks is found to be normal
in most cases, although a slightly superdiffusive case with ˛ D 1:13 is found at a
CIR shock detected by Voyager 2 at 6.9 AU. The more decidedly superdiffusive
behaviour of electrons has been ascribed to the fact that electrons have smaller
gyroradii then ions, and therefore the resonant interaction with turbulence happens
at larger wavenumbers, where the wave power is less: this favours weak pitch angle
scattering and hence superdiffusion [7,8]. On the other hand, analyzing the Voyager
2 data of low energy particles, [10] have shown that ion transport upstream of the
solar wind termination shock at 84 AU is superdiffusive, too, with ˛ ' 1:3. Perri and
Zimbardo [10] have interpreted this result as due to the decrease of the turbulence
level with the distance from the sun, so that weak turbulence corresponds to weak
pitch angle scattering.

Nevertheless, recently [16], using ACE data and the approach outlined above,
have found that proton transport upstream of a coronal mass ejection driven shock
at 1 AU is superdiffusive, too, with ˛ ' 1:3. A careful selection of the events has
been done by Sugiyama and Shiota [16] in order to be sure that the shock could be
considered planar and with constant velocity. They also point out that the level of
magnetic fluctuations is not so small for the considered event (at variance with what
can be assumed for the termination shock at 84 AU), therefore pitch angle scattering
should not be so weak. Sugiyama and Shiota [16] propose that superdiffusion is
due to the fact that the wave particle interaction falls into a nonlinear regime, where
the quasilinear pitch angle diffusion coefficient no longer applies (in other words,
quasilinear theory overestimates the pitch angle diffusion rate). So we can see that
the observation of superdiffusion gives information on the wave particle interactions
in the nonlinear regime, too.
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Inversion of Physical Parameters in Solar
Atmospheric Seismology

Iñigo Arregui

Abstract Magnetohydrodynamic (MHD) wave activity is ubiquitous in the solar
atmosphere. MHD seismology aims to determine difficult to measure physical
parameters in solar atmospheric magnetic and plasma structures by a combination
of observed and theoretical properties of MHD waves and oscillations. This
technique, similar to seismology or helio-seismology, demands the solution of
two problems. The direct problem involves the computation of wave properties of
given theoretical models. The inverse problem implies the calculation of unknown
physical parameters, by means of a comparison of observed and theoretical wave
properties. Solar atmospheric seismology has been successfully applied to different
structures such as coronal loops, prominence plasmas, spicules, or jets. However, it
is still in its infancy. Far more is there to come. We present an overview of recent
results, with particular emphasis in the inversion procedure.

1 Introduction

The term solar atmospheric seismology refers to the study of the physical conditions
in solar atmospheric magnetic and plasma structures by the study of the properties
of waves in those structures. The aim is to increase our knowledge about the
complicated structure and dynamics of the solar atmosphere. The reason why solar
atmospheric structures can be probed from their oscillations is that the properties
of these oscillations are entirely determined by the plasma and magnetic field
properties. This remote diagnostics technique was first suggested by Uchida [27]
and Roberts et al. [20], in the coronal context, and by Roberts et al. [21] and
Tandberg-Hanssen [24] in the prominence context. Solar atmospheric seismology
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Fig. 1 The method of MHD seismology

has experienced a great advancement in the last decade, made possible by the
increase in the quantity and quality of wave activity observations obtained from
space-borne observatories (TRACE, Hinode, SDO), and the refinement of theoreti-
cal MHD wave models.

The method of MHD seismology is displayed in Fig. 1. Observations of solar
coronal magnetic and plasma structures provide us with information that can be used
to construct theoretical models. Observations also provide us with measurements of
certain wave properties, such as periods, damping times, or additional parameters,
such as mass flow speeds. By analyzing the wave properties of given theoretical
models (direct problem) these can be compared to the observed wave properties,
and difficult to measure physical quantities can be obtained (inverse problem).

This paper presents an overview of recent results obtained from the application
of MHD seismology techniques to infer physical properties in solar atmospheric
structures. Some representative examples are selected. Our emphasis will be on the
different inversion techniques that have been used.

2 Seismology Using the Period of Oscillations

Quickly damped transverse coronal loop oscillations where first reported by
Aschwanden et al. [7] and Nakariakov et al. [18]. They are interpreted as the
fundamental MHD kink mode of a magnetic flux tube. Using this interpretation
[17] performed the first modern seismology application, determining the magnetic
field strength in a coronal loop. Their analysis was based on the observational
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determination of the period (P ) of the oscillation and length (L) of the loop, that
lead to an estimate of the phase speed

!

k
D 2L

P
; (1)

with ! the frequency and k the longitudinal wavenumber. Theory for standing kink
waves in the long wavelength approximation tells us that the phase speed can be
approximated by the so-called kink speed, ck, which in terms of the physically
relevant quantities reads

!

k
� ck 	 vAi



2�

1C �

�1=2
: (2)

In this expression, vAi is the Alfvén speed in the loop and � D �i=�e the
ratio of internal to external densities. Notice that both quantities are unknown,
hence no unique solution can be obtained from the observed period alone. Further
progress with algebraic relation (2) requires the consideration of the density contrast
a parameter, to obtain the Alfvén speed. Then the magnetic field strength is
determined as B D .4
�i /

1=2vAi. By considering loop number densities in the
range [1–6]�109 cm�3, magnetic field strengths in between 4 and 30 G are obtained.
The method outlined by Nakariakov and Ofman [17] for single mode seismology
of coronal loops has been subsequently employed using better observations and
more accurate data analysis techniques. Some relevant analyses can be found in
[30, 36, 40].

Prominence fine structures also display transverse oscillations. A recent study
by Lin et al. [16] follows the same inversion procedure as [17] applying it to
propagating transverse thread oscillations. A fundamental difference with respect
to the coronal loop case is that, in the limit of high density contrast typical of
prominence plasmas, the ratio �i=�e is very large and the ratio c2k=v2Ai is almost
independent from it. The kink speed can then be approximated by

ck � p
2vAi: (3)

Reference [16] assumed that thread oscillations observed from the H˛ sequences
were the result of a propagating kink mode, which implies that the measured phase
velocity, cp, is equal to the kink speed. Then, the prominence thread Alfvén speed
(vAp) can be computed from

vAp � cpp
2
: (4)

The inferred values of vAp for ten selected threads show that the physical conditions
in different threads were very different in spite of belonging to the same filament.
Once the Alfvén speed in each thread was determined, the magnetic field strength
could be computed when a value for the thread density was adopted. For the
analyzed events, and considering a typical value for the prominence density, �i D
5 � 10�11 kg m�3, magnetic field strengths in the range 0.9–3.5 G were obtained.
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The widespread use of the concept of period ratios as a seismological tool
(reviewed by Andries et al. [3]) has been remarkable in the context of coronal loop
oscillations. The idea was first put forward by Andries et al. [1] and Goossens
et al. [12] as a means to infer the coronal density scale height using multiple
mode oscillations in coronal loops embedded in a vertically stratified atmosphere. In
coronal loop seismology, the ratio of the fundamental mode period to twice that of its
first overtone in the longitudinal direction (P1=2P2) mainly depends on the density
structuring along magnetic field lines. It is equal to unity in longitudinally uniform
tubes, but is smaller than one when density stratification is present (magnetic field
stratification has the opposite effect as we discuss in Sect. 5). It can therefore be
used as a diagnostic tool for the coronal density scale height, since there is a one-
to-one relation between density stratification and period ratio. Using observational
estimates for two simultaneous multiple mode observations by Verwichte et al. [39]
and Andries et al. [1] find that both observations are consistent with an expected
scale height of about 50 Mm. For the second case a reasonably confined estimate
for the density scale height in between 20 and 99 Mm is calculated. For a different
event and following the same method, [29] obtain a value of 109 Mm, which is about
double the estimated hydrostatic value.

The period ratio approach has also been followed by Dı́az et al. [9] to obtain
information about the density structuring along prominence threads. These authors
showed that the dimensionless oscillatory frequencies of the fundamental kink mode
and the first overtone are almost independent of the ratio of the thread diameter to its
length. Thus, the dependence on the length of the tube and the thread Alfvén speed
can be removed by considering the period ratio,

P1

2P2
D F.W=L; �p=�c/: (5)

Equation (5) can be used for diagnostic purposes, once reliable measurements of
multiple mode periods are obtained. From an observational point of view, there seem
to be hints of the presence of multiple mode oscillations in observations by Lin
and Engvold [15], who reported on the presence of two periods, P1 D 16 and
P2 D 3:6min in their observations of a prominence region. Reference [9] used the
period ratio from these observations to infer a value of vAp � 160 km s�1 for the
prominence Alfvén speed.

3 Seismology Using the Damping of Oscillations

Soon after transverse coronal loop oscillations were discovered a number of physical
mechanisms were proposed to explain their quick time damping. We concentrate
here on resonant absorption [13, 22]. Damping is another source of information for
plasma diagnostics and seismology using resonant absorption enables us to infer
information about the transverse density structuring in magnetic flux tubes. The
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a b

Fig. 2 (a) Inversion curve for a coronal loop oscillation with P D 272 s and �d D 849 s
in the parameter space of unknowns. (b) Application of the same inversion technique to a
prominence thread using different lengths. The observed period and damping time are 20 and
60 min, respectively, and L D 105 km

period and damping ratio of kink oscillations in the thin tube and thin boundary
limits can be expressed by the following analytic approximations

P D �Ai

p
2

�
� C 1

�

�1=2
and

�d

P
D 2




� C 1

� � 1

1

l=R
: (6)

These equations express the period, P and the damping time, �d, which are
observable quantities in terms of the internal Alfvén travel time, �Ai, the density
contrast, � D %i=%e, and the transverse inhomogeneity length scale, l=R, in units
of the radius of the loop. By only considering the damping ratio, [22] estimated
a transverse inhomogeneity of l=R D 0:23, for an event observed by Nakariakov
et al. [18] after assuming a density contrast of 10. The determination of transverse
density structuring in a set of observed coronal loop oscillations was performed
by Goossens et al. [13] and values of the transverse inhomogeneity length-scale in
between 0.15 and 0.5 were obtained. Eigenmode computations and comparison to
observations for highly inhomogeneous loops were performed by Van Doorsselaere
et al. [28] and Aschwanden et al. [8].

The first seismology inversions that used the observational information on both
periods and damping times in the context of resonant damping in a consistent
manner were performed by Arregui et al. [4] and Goossens et al. [14]. Their
important finding is that when no further assumptions are made on any of the
unknown parameters, the inversion gives rise to a one-dimensional solution curve
in the three-dimensional parameter space (see Fig. 2a). Although there is an infinite
number of solutions that equally well reproduce observations, the internal Alfvén
travel time is constrained to a narrow range. Further information on coronal loop
seismology using resonantly damped oscillations can be found in the review by
Goossens [11].
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Prominence thread oscillations also display damping [16] and damping by
resonant absorption provides a plausible explanation [6]. The period and damping
time of thread oscillations are seen to depend on the length of the thread (Lp=L)
in units of the length of the magnetic tube [5, 23], but the damping ratio P=�d

is almost insensitive to this parameter. When applying the period and damping
inversion technique to prominence threads, one inversion curve is obtained for each
value of the length of the thread. The solutions obtained by Soler et al. [23] for
a set of values for Lp are shown in Fig. 2b. Because of the insensitiveness of the
damping ratio with density contrast (�p=�c), in prominence plasmas, the obtained
solution curves display an asymptotic behavior for large values of density contrast
that enables us to obtain precise estimates for the thread Alfvén speed and the
transverse inhomogeneity length scale.

Seismology inversions using the damping of oscillations have also been per-
formed by interpreting the damping of vertically polarized kink oscillations in
coronal loops by wave leakage. Fast waves with frequencies above the external
Alfvén frequency cannot be trapped and radiate energy away the structure. Refer-
ence [37] obtain, from the observed oscillation period, damping time and relative
intensity amplitude, the values for the loop density contrast, the local slope of
the Alfvén frequency, and the Alfvén speed at the loop axis self-consistently. A
shortcoming of the curved slab model is that it predicts a wave leakage that is too
strong to explain the observations.

4 Seismology in the Presence of Flows

The first seismological application of prominence seismology using Hinode obser-
vations of flowing and transversely oscillating threads was presented by Terradas
et al. [25], using observations obtained in an active region filament by Okamoto et al.
[19]. The observations show a number of threads that flow following a path parallel
to the photosphere while they are oscillating in the vertical direction. Reference
[25] interpret these oscillations in terms of the kink mode of a magnetic flux tube.
First, by neglecting the effect of flows, [25] find that a one-to-one relation between
the thread Alfvén speed and the coronal Alfvén speed can be established. For one
of the observed threads, and considering a length of the total magnetic flux tube
of L D 100Mm, an overall value for the thread Alfvén speed between 120 and
350 km s�1 is obtained. Next, mass flows are considered and [25] find that the flow
velocities measured by Okamoto et al. [19] result in slightly shorter (3–5%) kink
mode periods than the ones derived in the absence of flow. Hence, on this particular
case, the detected flow speeds would produce only slightly different results in the
seismology inversion.

More recently, [26] argue that the presence of siphon flows can cause an
underestimation of magnetic field strength in coronal loops using the traditional
method outlined in Sect. 2. In particular, the calculation of the kink speed and the
estimation of magnetic field strength, assuming a static model, give values that are
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considerably smaller than the ones obtained in the presence of flow. The reason is
that, contrary to the static case, different positions along the tube oscillate with a
different phase. The theory is applied to the linear phase shift reported along the
post-flare coronal loop analyzed by Verwichte et al. [38], by assuming that its cause
is a siphon flow. The inversion result shows that the flow would be in the fast flow
regime (�103 km s�1). This is not completely unreasonable in the dynamic post-
flare environment of coronal loops.

5 Seismology in the Spatial Domain

For longitudinally stratified loops, [2] noticed that the amplitude profiles for the
perturbed variables along the magnetic field direction are directly affected by
density stratification. Several studies make use of observations of the spatial distri-
bution of equilibrium model parameters and wave properties for plasma diagnostic
purposes. The first studies that make use of spatial information from observations,
in combination with theoretical results of the effect of density stratification are
by Erdélyi and Verth [10] and Verth et al. [35]. These authors show that density
stratification causes the anti-nodes of the first harmonic of the standing kink
mode in coronal loops to shift towards the loop foot-points. The anti-node shift
corresponding to a density scale height of 50 Mm and a loop half length of 100 Mm
is approximately 5.6 Mm. Shifts in the Mm range are measurable quantities, hence
spatial seismology was proposed as a complementary method of probing the plasma
stratification in the corona.

Magnetic field inhomogeneity also affects oscillation properties. A varying
longitudinal magnetic field implies an equilibrium with flux tube expansion. This
expansion is a measurable quantity. Reference [31] combine density and magnetic
field structuring and, in the context of seismology using period ratios, find that even
a relatively small coronal loop expansion can have a significant effect on the inferred
density scale height. A detailed and step-by-step inversion is presented by Verth
et al. [33]. The results indicate that using the observed ratio of the first overtone
and fundamental mode to predict the plasma density scale height and not taking
account of loop expansion will lead to an overestimation of scale heigh by a factor
of 2. Similar physical models and inversion techniques have recently been applied to
other wave types, e.g., Alfvén waves in stratified waveguides [32], and to different
magnetic and plasma structures, such as spicules [34].

6 Bayesian Inference

Reference [5] have recently proposed an alternative statistical approach to the
inversion problem, based on parameter inference in the bayesian framework. The
method makes use of the Bayes’ theorem. According to this rule, the state of
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a b

c d

Fig. 3 (a) Bayesian inversion technique results in the form of converged Markov chain elements
in the parameter space, together with analytic inversion result in solid line. (b)–(c) Marginal
posteriors for density contrast, transverse inhomogeneity and Alfvén travel time. The observed
period and damping time are 232 and 881 s, respectively

knowledge on a given set of parameters (the posterior distribution), is a function of
what is known a priori, independently of the data, (the prior), and the likelihood of
obtaining a data realization actually observed as a function of the parameter vector
(the likelihood function). In an application to transverse coronal loop oscillations,
posterior probability distribution functions were obtained by means of Markov
Chain Monte Carlo simulations, incorporating observed uncertainties in a consistent
manner. By using observational estimates for the density contrast by Aschwanden
et al. [8] and Arregui et al. [5] find well-localized solutions in the posterior
probability distribution functions for the three parameters of interest (see Fig. 3).
From these probability distribution functions, numerical estimates for the unknown
parameters can be obtained. The uncertainties on the inferred parameters are given
by error bars correctly propagated from observed uncertainties.
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7 Conclusion

The application of seismology techniques to better understand the physics of the
solar atmosphere has produced fruitful results in the last years. Some relevant
examples are mentioned in this paper. Nearly all the necessary steps for a proper
seismology seem to have been followed, i.e., the observational evidence of oscilla-
tions and waves; the correct identification of observed with theoretical wave modes;
the determination or restriction of physical parameters and their structuring. The
challenge that is recurrently mentioned is the need for better observations and more
realistic analytic/numerical models. Besides this, often the quantity of unknowns
outnumbers that of measured wave properties and information is always incomplete
and uncertain. In this respect, the use Bayesian parameter inference methods could
be of high value for the future of solar atmospheric seismology, when the inversion
of physical parameters will be based on the combination of large scale numerical
parametric results and the analysis of data sets obtained from, e.g., SOLAR-C.
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damping. In: R. Erdélyi & C. A. Mendoza-Briceño (ed.) IAU Symposium, IAU Symposium,
vol. 247, pp. 228–242 (2008). DOI 10.1017/S1743921308014920

12. Goossens, M., Andries, J., Arregui, I.: Damping of magnetohydrodynamic waves by resonant
absorption in the solar atmosphere. Royal Society of London Philosophical Transactions Series
A 364, 433–446 (2006). DOI 10.1098/rsta.2005.1708

13. Goossens, M., Andries, J., Aschwanden, M. J.: Coronal loop oscillations. An interpretation in
terms of resonant absorption of quasi-mode kink oscillations. Astron. Astrophys. 394, L39
(2002)

14. Goossens, M., Arregui, I., Ballester, J. L., Wang, T. J.: Analytic approximate seismology of
transversely oscillating coronal loops. Astron. Astrophys. 484, 851–857 (2008). DOI 10.1051/
0004-6361:200809728

15. Lin, Y., Engvold, O., Rouppe van der Voort, L. H. M., van Noort, M.: Evidence of Traveling
Waves in Filament Threads. Solar Phys. 246, 65–72 (2007). DOI 10.1007/s11207-007-0402-8

16. Lin, Y., Soler, R., Engvold, O., Ballester, J. L., Langangen, Ø., Oliver, R., Rouppe van der
Voort, L. H. M.: Swaying Threads of a Solar Filament. Astrophys. J. 704, 870–876 (2009).
DOI 10.1088/0004-637X/704/1/870

17. Nakariakov, V. M., Ofman, L.: Determination of the coronal magnetic field by coronal loop
oscillations. Astron. Astrophys. 372, L53 (2001)

18. Nakariakov, V. M., Ofman, L., DeLuca, E. E., Roberts, B., Davila, J. M.: Trace observations
of damped coronal loop oscillations: implications for coronal heating. Science 285, 862
(1999)

19. Okamoto, T. J., Tsuneta, S., Berger, T. E., Ichimoto, K., Katsukawa, Y., Lites, B. W., Nagata,
S., Shibata, K., Shimizu, T., Shine, R. A., Suematsu, Y., Tarbell, T. D., Title, A. M.: Coronal
Transverse Magnetohydrodynamic Waves in a Solar Prominence. Science 318, 1577– (2007).
DOI 10.1126/science.1145447

20. Roberts, B., Edwin, P. M., Benz, A. O.: On coronal oscillations. Astrophys. J. 279, 857 (1984)
21. Roberts, B., Joarder, P. S.: Oscillations in quiescent prominences. In: G. Belvedere,

M. Rodono, & G. M. Simnett (ed.) Advances in Solar Physics, Lecture Notes in Physics, Berlin
Springer Verlag, vol. 432, pp. 173–178 (1994)

22. Ruderman, M. S., Roberts, B.: The Damping of Coronal Loop Oscillations. Astrophys. J. 577,
475–486 (2002). DOI 10.1086/342130

23. Soler, R., Arregui, I., Oliver, R., Ballester, J. L.: Seismology of Standing Kink Oscillations
of Solar Prominence Fine Structures. Astrophys. J. 722, 1778–1792 (2010). DOI 10.1088/
0004-637X/722/2/1778

24. Tandberg-Hanssen, E.: The nature of solar prominences. Dordrecht ; Boston : Kluwer, c1995.
(1995)

25. Terradas, J., Arregui, I., Oliver, R., Ballester, J. L.: Transverse Oscillations of Flowing
Prominence Threads Observed with Hinode. Astrophys. J. Lett. 678, L153–L156 (2008). DOI
10.1086/588728

26. Terradas, J., Arregui, I., Verth, G., Goossens, M.: Seismology of Transversely Oscillating
Coronal Loops with Siphon Flows. Astrophys. J. Lett. 729, L22 (2011). DOI 10.1088/
2041-8205/729/2/L22

27. Uchida, Y.: Diagnosis of Coronal Magnetic Structure by Flare-Associated Hydromagnetic
Disturbances. PASJ 22, 341 (1970)

28. Van Doorsselaere, T., Andries, J., Poedts, S., Goossens, M.: Damping of Coronal Loop Oscil-
lations: Calculation of Resonantly Damped Kink Oscillations of One-dimensional Nonuniform
Loops. Astrophys. J. 606, 1223 (2004)

29. Van Doorsselaere, T., Nakariakov, V. M., Verwichte, E.: Coronal loop seismology using
multiple transverse loop oscillation harmonics. Astron. Astrophys. 473, 959–966 (2007). DOI
10.1051/0004-6361:20077783



Inversion of physical parameters in solar atmospheric seismology 169

30. Van Doorsselaere, T., Nakariakov, V. M., Young, P. R., Verwichte, E.: Coronal magnetic field
measurement using loop oscillations observed by Hinode/EIS. Astron. Astrophys. 487, L17–
L20 (2008). DOI 10.1051/0004-6361:200810186
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Interaction of Wave Packets in MHD
and EMHD Turbulence

Jungyeon Cho

Abstract In the presence of a strong magnetic field, disturbances travel along
magnetic field lines. In most theories for strongly magnetized turbulence, collisions
between opposite-traveling wave packets (or ‘eddies’) are essential for energy
cascade. In those theories, it is generally assumed that only interactions between
similar-size eddies are important. That is, most magnetohydrodynamic (MHD)
turbulence models assume scale-locality of energy cascade. In this paper, we show
that collisions between different size eddies, especially between outer scale eddies
and smaller eddies, are also important and discuss how this non-locality affects
energy spectrum. We also discuss dynamics of electron MHD (EMHD) wave
packets (a.k.a. whistler wave packets). We show that EMHD wave packets moving
in one direction can cascade energy through self-interactions and that they exhibit
inverse energy cascade.

1 Introduction

Astrophysical plasmas are observed in a wide range of length-scales. On large
scales, we can treat such plasmas as conducting fluids and therefore we can use
magnetohydrodynamics (MHD). On small scales, especially scales near and below
the proton gyro-scale, we can no longer use MHD. Electron magnetohydrodynamics
(EMHD) is a simple fluid-like model of small-scale plasmas [10].

If a uniform external magnetic field (B0) is present in an incompressible fluid,
any magnetic perturbation propagates along the magnetic field line. To the first
order, the speed of propagation is constant. The speed is equal to the Alfvén speed
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VA D B0=
p
4
� in ordinary MHD and whistler wave speed kVA in EMHD.1 Since

wave packets are moving along the magnetic field line, there are two possible
directions for propagation. Interacting wave packets produce turbulence. Therefore,
dynamics of wave packets is essential for the study of magnetized turbulence.

Then when do we have turbulence? In ordinary MHD, it is relatively simple. If
all the Alfvénic wave packets are moving in one direction, then they are stable to
nonlinear order [12] (see Fig. 1a). Therefore, wave packets moving in one direction
do not create turbulence. In order to initiate turbulence, there must be opposite-
traveling wave packets and energy cascade occurs only when they collide (Fig. 1b).
Most MHD turbulence theories start from this observation. In general, those theories
assume locality of interactions, which means interactions between similar size
eddies are important in energy cascade. In this paper, we show that collisions
between different size eddies (see Fig. 1c), especially between outer scale eddies
and smaller eddies, are also important in MHD turbulence. There have been earlier
discussions about non-locality in MHD turbulence threaded by a strong mean field
(see, for example, [2]).

In EMHD, the situation is more complicated. EMHD perturbation moves along
magnetic field at a speed proportional to kB0, which implies that a perturbation
with a larger k is faster than that with a smaller k. As a result, whistler waves are
dispersive and whistler wave packets moving in one direction can self-interact and
produce small-scale structures (see [11] for 2D EMHD), which means that collisions
of whistler wave packets are not essential for generation of EMHD turbulence.
Therefore understanding dynamics of EMHD wave packets is important for study of
EMHD turbulence. Traveling EMHD wave packets can commonly occur in nature.
Any local disturbances (e.g. reconnections) can create wave packets traveling along
magnetic field lines. Therefore, propagation of whistler wave packets moving in one
direction deserves a scrutiny.

In Sect. 2, we review models for MHD and EMHD turbulence based on locality.
In Sect. 3, we show that non-locality is more pronounced in MHD turbulence
compared with its hydrodynamic (HD) counterpart. In Sect. 4, we show that 3D
EMHD wave packets moving in one direction can create turbulence and exhibit
inverse energy cascade.

2 Locality and Scaling Relations in MHD and EMHD

In this section, we briefly review scaling models for MHD and EMHD turbulence.
We assume the medium is threaded by a strong mean magnetic field. Under a
strong magnetic field, we expect either a strong or a weak turbulence regime. In

1Here � is the density and k is the wavenumber. In this paper, we use the following convention:
magnetic field B actually means B=

p
4
�. Thus, the field B is in fact the Alfvénic velocity. For

Alfvenic perturbations (in ordinary MHD), we have v � b, where B D B0 C b and b is the
fluctuating field. For whistler perturbations (in EMHD), we have v / kb.
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(c) Nonlocality

B

l||

BB
l⊥

(a) No interactions (b) Locality

Fig. 1 Wave packets in a magnetized medium. (a) In MHD, packets moving in one direction
are stable and do not produce turbulence. However, in EMHD, such packets are dispersive and
can produce turbulence, which however is a slow process. (b) In MHD, collisions of opposite
traveling packets are required for generation of turbulence. In EMHD, such collisions also produce
turbulence, which is a fast process. (c) Non-locality (in MHD). We calculate interactions between
the energy-injection scale eddies and smaller scale eddies. Therefore, the bigger eddies in this
figure can be regarded as energy-injection scale eddies

this paper, we consider only a strong turbulence. For weak turbulence, readers may
refer to [8].

For MHD, there is a popular model proposed by Goldreich and Sridhar [9]
(hereinafter GS95 model). Suppose that a uniform external magnetic field (B0) is
present. Note that a strong (local) mean field naturally makes MHD turbulence
anisotropic, which implies that eddies are elongated along the (local) mean field
direction. Therefore, in Fig. 1, we intentionally draw that the parallel size of eddies
is larger than the perpendicular size. Here ‘parallel’ and ‘perpendicular’ refer to the
directions with respect to the (local) mean magnetic field.

The GS95 model assumes locality of interactions: only collisions between
similar-size eddies are important for energy cascade. When two opposite-traveling
wave packets (of size l? and lk) collide, they lose the following amount of energy
to smaller scales:

�E � .db2=dt/�t � .b3l = l?/.lk=B0/; (1)

where �t (� lk=VA D lk=B0) is the duration of collision and l denotes l?. We
obtained db2=dt from the (ideal) induction equation.

GS95 argued that there is a regime of turbulence where

�E=E � bl lk=.B0l?/ � 1 (2)

is maintained. This type of turbulence is called ‘strong’ turbulence. When we
combine this condition and constancy of energy cascade rate, b2=tcas � constant;
where tcas � lk=B0 � l?=bl (see Eq. (2)), we get the GS95 scaling relations

E.k?/ / k
�5=3
? and kk / k

2=3

? : (3)

Here we used b2l � k?E.k?/. Numerical tests for GS95 model can be found in
[6, 7].
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For EMHD, Cho and Lazarian [5] proposed a model based on locality, which
predicts

E.k?/ / k
�7=3
? and kk / k

1=3

? : (4)

We can derive the scaling relations similarly, keeping in mind that whistler speed is
proportional to kB0 and vl / kbl .

3 Non-locality in MHD Turbulence

In this section, we directly calculate the strength of interactions between the energy-
injection scale eddies and smaller-scale eddies (see Fig. 1c for explanations). Left
panel in Fig. 2 shows that non-locality in MHD turbulence is stronger than that in
HD turbulence. In the figure, we actually calculated strength of interactions between
Fourier modes in the driving scale (2 
 k < 4) and those near the wavenumber k
(k=

p
2 
 k <

p
2k). We normalize it by the strength of interactions between

Fourier modes in all scales (1 
 k < kmax) and those in the same range near
k (k=

p
2 
 k <

p
2k). The ratio for MHD (dotted line) is non-negligible and

substantially larger than that for HD (solid line). Therefore, we can conclude that
non-locality is indeed present in MHD turbulence.2

When shearing motions of the outer scale eddies influence energy transfer of
inertial-range eddies, energy spectrum becomes flatter than the Kolmogorov one.
Suppose that the shearing motions of the outer scale eddies completely dominate
energy cascade. In this case, from b2l =tcas � b2l =.L=vL/ / b2l D constant; we
can easily show that energy spectrum is E.k/ / k�1, where L the outer scale
and vL the rms velocity at the outer scale. If the shearing motions of the outer scale
eddies do not completely dominate, we will have a spectrum between k�1 and k�5=3.
Therefore, non-locality may be a way to explain flattening of energy spectrum in
MHD turbulence, which has been observed in earlier studies.

4 Inverse Energy Cascade in EMHD Turbulence

In this section, we consider dynamics of EMHD wave packets moving in one
direction. Cho [4] numerically studied propagation of 3D EMHD wave packets
moving in one direction. Unlike its MHD counterpart, an EMHD wave packet is
dispersive. Because of this, EMHD wave packets traveling in one direction create

2 We note that the ratio for MHD gradually decreases as k increases. Although it is not very clear
at this moment whether it will continue to drop when we have a very long inertial range, it is likely
that the ratio will continue to drop and the non-local effects of the outer scale will ultimately vanish
on very small scales. If this is true, we will recover a Kolmogorov spectrum on very small scales
(see a related work in [1]).
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Fig. 2 (left) Non-locality in MHD and HD turbulence. Influence of outer-scale eddies are rela-
tively stronger in MHD, which means non-locality is more pronounced in MHD. The mathematical
definition of ‘the ratio of shear’ can be found in [3]. (right) Inverse cascade in EMHD. At t D 0,
all wave packets move in the same direction. In Fourier space, modes between k D 8 and k D 15

are excited. The dotted curve shows the initial spectrum. We clearly observe inverse cascade of
magnetic energy (From [4])

opposite traveling wave packets via self-interactions and cascade energy to smaller
scales.

Cho [4] also showed that EMHD wave packets traveling in one direction clearly
exhibit inverse energy cascade (see right panel in Fig. 2). Figure 2 shows magnetic
energy spectrum as a function of time. The dotted curves in the figure show the
initial spectrum. As time goes on, the initial energy cascades down to smaller scales
and, as a result, a power-law-like spectrum forms for k > 15. At the same time
the peak of the energy spectrum moves to larger scales, so that the wavenumber at
which the spectrum peaks, kp , gets smaller. We clearly observe inverse cascade of
magnetic energy.

This inverse energy cascade is due to conservation of magnetic helicity. If we use
the Coulomb gauge, the spectrum of magnetic helicity is E.k/=k. The magnetic
helicity is a conserved quantity. Therefore, if magnetic energy goes down as a result
of self-interactions, the peak of magnetic spectrum should move to the left (i.e. to
smaller k values) to conserve helicity.

5 Summary

We have considered two issues related to wave packets in strongly magnetized
media. In MHD turbulence, we have considered collisions of opposite-traveling
packets and showed that non-locality can make the energy spectrum shallower.
In EMHD turbulence, we have considered propagation of wave packets moving in
one direction and found that, due to magnetic helicity conservation, inverse energy
cascade occurs.
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Observations of Electromagnetic Fluctuations
at Ion Kinetic Scales in the Solar Wind

John J. Podesta

Abstract Wavelet techniques enable reduced power spectra and cross-spectra to
be analyzed as a function of the angle �BV formed by the scale dependent local
mean magnetic field B0 and the flow direction of the solar wind. These techniques
allow the data along a line oriented at any angle �BV to B0 to be isolated and
studied independently thus providing new information about the properties of the
fluctuations along directions parallel, perpendicular, and at arbitrary angles to the
local mean magnetic field. Recent investigations of the normalized magnetic helicity
spectrum �m using this technique have revealed the existence of two distinct popu-
lations of fluctuations near the proton inertial length scale, that is, at wavenumbers
near kc=!pp D 1. These observations and their physical interpretation are briefly
reviewed.

1 Introduction

Solar wind plasma and magnetic field fluctuations at magnetohydrodynamic (MHD)
scales, scales much greater than the proton inertial length c=!pp or the thermal
proton gyro-radius v?p=˝p, have been studied extensively since the first in-situ
spacecraft measurements became available in the 1960s [2, 9, 20, 27]. Fluctuations
at proton kinetic scales, kc=!pp � 1 and kv?p=˝p � 1, have been studied much
less since they require relatively high time resolution measurements with sampling
frequencies on the order of 10 or 20 Hz (the fluctuations of interest here are frozen
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into the flow,1 an assumption that is valid for many, but not necessarily all of the
fluctuations that may occur at spacecraft-frame frequencies between 0.1 and 10 Hz
at 1 AU). Detailed observational knowledge of the fluctuations at proton kinetic
scales is crucial for understanding the microphysics of the solar wind, e.g., the
kinetic processes which heat solar wind ions and regulate ion distribution functions
during the solar wind expansion.

The goal of this paper is to review in-situ wave observations obtained in the
last year using novel data analysis techniques. The observations reveal separate
populations of parallel and obliquely propagating electromagnetic waves near
kc=!pp D 1. The waves occur at the spectral break in the magnetic field spectrum
and have spacecraft-frame frequencies near 1 Hz. Measurements consist of high
time resolution magnetic field data having sampling frequencies near 10 Hz.
Unfortunately, simultaneous three-axis electric field, magnetic field, and plasma
data with sampling frequencies of 10 or 20 Hz are not available for existing solar
wind missions. This is a significant impediment for the scientific study of kinetic
scale processes in the interplanetary medium. The kinds of wave studies described
in this review are, perhaps, the best that can be done using magnetic field data alone.

2 Concept of the Local Mean Magnetic Field

At small scales, fluctuations are organized by the local mean magnetic field B0

(defined below), similar to the way the matter in the universe is organized by the
local gravitational field. The term “small scales” refers to small inertial range scales2

and ion kinetic scales of order kc=!pp D 1 or kv?p=˝p D 1which usually occur at
or near the spectral break. Fluctuations are so organized because the dynamics of the
fluctuations at a given scale are governed by the local mean field at that same scale,
not by the local mean magnetic field at larger or smaller scales. Evidence that solar
wind fluctuations are structured by the local mean magnetic field comes from in-situ
observations described below as well as observations of distinctly different magnetic
field spectra parallel and perpendicular to the local mean magnetic field. Even
though spectral decomposition techniques using the local mean magnetic field have
been criticized by some solar wind researchers, from a practical point of view they
are an indispensable tool for analysis of the anisotropy of solar wind fluctuations at
small scales as shown by many investigators [3–5, 7, 10–13, 18, 22, 25, 28, 29].

1The oscillation period is much greater than the time required for the fluctuations to be swept past
the spacecraft by the super-Alfvénic solar wind or, more precisely, ! 	 j k � Vswj.
2The inertial range covers the range of spacecraft-frame frequencies from the outer scale—often
defined by the correlation time of the fluctuations—approximately equal to 1 h or 3 � 10�4 Hz at
1 AU, to the spectral break, approximately equal to 3� 10�1 Hz at 1 AU.
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Magnetic field line in the solar wind

Local mean magnetic field

Fluctuation

Large scale mean magnetic field

Fig. 1 Small scale Alfvénic fluctuations in the interplanetary medium propagate along the local
mean magnetic field, not the large scale mean magnetic field. The local mean magnetic field at the
point .x; t / for fluctuations with a characteristic scale length � is defined by Eq. (1) as a spatial
average in the neighborhood of the point .x; t /

The notion of the local mean magnetic field is illustrated in Fig. 1. The local
mean magnetic field is defined by a local volume average of the form

B0.x; t I�/ D
•

B.x � x0; t/w�.x � x0/ dx0; (1)

where w�.x/ is a weight function such that
”

w�.x/ dx D 1 and the integral is over
all space. In Eq. (1), B0.x; t I�/ is the local mean magnetic field at the point .x; t/ for
fluctuations of lengthscale �. A Gaussian weight function w�.x/ / exp.�jxj2=2�2/
with � D � is often used [11,22]. Because in-situ data from a single spacecraft take
the form of a time series, the spatial average in Eq. (1) is replaced by a temporal
average centered about the time t . It is important to note that the local mean
magnetic field is a scale dependent quantity.

In the solar wind, the instantaneous magnetic field B.t/ changes direction
incessantly, changing by 10ı every 10 s, on average. Similar behavior occurs for
the local mean magnetic field B0 which, like B.t/, sweeps out a wide range of
angles over time. The angle formed by the local mean magnetic field and the average
flow direction of the solar wind is denoted by �BV . For data restricted to a single
magnetic sector, the distribution of angles �BV is usually peaked near the Parker
spiral direction, but the distribution is quite broad so there are also times when B0 is
nearly perpendicular to the flow, �BV D 90ı, or nearly parallel to the flow, �BV D 0

for away sectors or �BV D 180ı for toward sectors [22]. Provided the fluctuations
are approximately frozen into the flow, one may use the data in different angle
bins to analyze the properties of the fluctuations along lines oriented at different
directions to B0. For example, by examining only those times when �BV � 90ı one
can study the properties of the fluctuations along a line perpendicular to B0.
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This methodology was first used by Horbury et al. [11] and Podesta [22] to com-
pute reduced magnetic power spectra along directions parallel and perpendicular to
the local mean magnetic field. Because wavelets can be used to compute a frequency
spectrum at each instant of time (a dynamic spectrum), it is possible to compute
power spectra using only the data at those times when �BV falls within a particular
range of angles, called an angle bin, and thereby obtain separate power spectra for
each angle bin. The same technique may be used to analyze other solar wind spectra
as functions of the angle �BV ; for example, the spectrum of velocity fluctuations,
the cross-helicity spectrum, the magnetic-helicity spectrum, etc.

3 Normalized Magnetic-Helicity Spectrum �m

The data analysis techniques described in the last section have been used to
investigate the normalized magnetic helicity spectrum �m as a function of the angle
�BV [10, 25]. These studies have opened a new window on the fluctuations at ion
kinetic scales kc=!pp � 1 and kv?p=˝p � 1 that is advancing scientific knowl-
edge and understanding of the kinetic process at these scales. Before discussing this
work, we recall the properties of the normalized magnetic helicity spectrum �m.
Figure 2 shows an example of the magnetic field spectrum (trace spectrum) and the
normalized magnetic helicity spectrum �m for a 4 day interval of high-speed solar
wind observed by the Stereo A spacecraft far away from the influences of the earth’s
magnetosphere and bow shock. The spectra in Fig. 2 were obtained using traditional
Fourier analysis techniques [25].

It is well known that the normalized magnetic helicity spectrum �m.k/, the
solid red curve in Fig. 2, is approximately zero in the inertial range—often fluc-
tuating above and below zero—indicating that inertial range fluctuations contain
approximately equal amounts of left- and right-hand helicity [21]. At kinetic scales,
however, the spectrum �m.k/ shows a significant peak that coincides with the
spectral break. This peak, first observed by Goldstein et al. [8] and studied further
by Leamon et al. [15] and others, indicates that the fluctuations at ion kinetic scales
posses a net right-hand sense of polarization in the spacecraft frame.

To explain the peak in the �m spectrum, Goldstein et al. [8] hypothesized
that in the inertial range there exists a turbulent cascade of parallel propagating
ion-cyclotron and magnetosonic-whistler waves and that at kc=!pp ' 1 cyclotron
damping acts only on the ion-cyclotron waves. For incompressible MHD turbulence,
the energy cascade in wavevector space occurs primarily in the k? direction and
solar wind turbulence is believed to behave similarly. It is not known whether,
in addition, a parallel cascade may exist in turbulent collisionless plasmas. As an
alternative explanation, Howes and Quataert [14] have shown that if the fluctuations
at ion kinetic scales consist predominantly of a spectrum of obliquely propagating
kinetic Alfvén waves (KAWs), as various measurements suggest [1, 16, 26], and
if the waves are predominantly propagating away from the sun so k � B0 > 0 for
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Fig. 2 Trace power spectral
density (PSD) of the magnetic
field (blue) and normalized
magnetic helicity spectrum
�m (red) for a 4 day interval
of high speed wind observed
by Stereo A from 13 Feb 2008
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an outward magnetic sector, then this KAW spectrum will produce a normalized
magnetic helicity spectrum qualitatively and quantitatively similar to that observed.
The physical interpretation of the observed peak in the spectrum is, therefore, a
matter of debate.

4 Magnetic Helicity Spectrum �m as a Function of �BV

As first shown by He et al. [10] and then Podesta and Gary [25], further insight is
obtained by using the techniques described in Sect. 2 to analyze the spectrum �m.k/

as a function of the angle �BV . Results of such an analysis are shown in Fig. 3. The
quantity �m.k; �BV / is plotted in color as a function of the angle �BV and of the
timescale � of the fluctuations in the spacecraft frame. From a physical point of
view, it is more useful to plot the dimensionless wavenumber on the vertical axis.
Therefore, the wavenumber at which kc=!pp ' 1 is indicated by a dashed line.

Note that in the light green colored regions �m � 0, i.e., the net helicity of
the fluctuations is zero in these regions. The inertial range, � > 5 s, also has
�m � 0 (only partially shown). The data in Fig. 3 is restricted primarily to kinetic
scales near the spectral break and shows two non-zero signals: (1) The dark blue
colored region near �BV D 0 and (2) the yellow and orange colored region centered
about �BV D 90ı. Note from the colorbar that �m < 0 in the dark blue colored
region indicating that those fluctuations have a net left-hand sense of polarization
in the spacecraft frame. Similarly, �m > 0 in the yellow and orange colored region
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indicating that those fluctuations have a net right-hand sense of polarization in the
spacecraft frame.

Assuming the waves are predominantly propagating away from the sun, He
et al. [10] interpreted the dark blue colored region in Fig. 3 as evidence of parallel
propagating ion cyclotron waves and the yellow and orange colored region as
obliquely propagating KAWs or possibly whistler waves. Our current understanding
of these observations may be summarized as follows.

The spectrum in Fig. 3 pertains only to electromagnetic fluctuations since
electrostatic fluctuations have a vanishing magnetic field. A spectrum of KAWs is
expected to exhibit a net right-hand sense of polarization in the spacecraft frame
provided the waves are predominantly outward propagating in the plasma frame
so that k � B0 > 0 for an outward magnetic sector. Therefore, a spectrum of KAWs
may cause the �m > 0 yellow and orange signal in Fig. 3. However, the wide angular
width of this region also needs to be explained. Is this possibly a projection effect?
Comparisons between theory and observation are needed to determine whether the
yellow and orange signal may be generated by KAWs. Because angles near �BV D 0

are observed to occur much less frequently in the solar wind than angles near
�BV D 90ı [22], the fluctuations in the yellow and orange region should dominate
the traditional Fourier spectral calculation of �m near 1 Hz shown in Fig. 2 (bottom)
even though the power of the fluctuations associated with the dark blue signal is
often comparable to that of the yellow and orange signal [25]. This is confirmed by
the fact that the peak value �m ' 0:4 in Fig. 2 matches the peak value �m ' 0:4 at
�BV D 90ı in Fig. 3.
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The dark blue signal in Fig. 3 is somewhat easier to interpret. There are only
two parallel propagating electromagnetic modes in collisionless plasmas such as the
solar wind: The left circularly polarized ion-cyclotron wave and the right circularly
polarized electron cyclotron (magnetosonic/whistler) wave. The dark blue color in
Fig. 3 indicates �m � �1 which can only occur if a particular mode propagates
nearly unidirectionally. If a given mode propagates both parallel and anti-parallel to
B0 with nearly equal power in both directions, then �m � 0. The data in Fig. 3 can
be generated by ion-cyclotron waves propagating predominantly away from the sun
along B0 or by magnetosonic/whistler waves propagating predominantly toward the
sun along B0 or both. To uniquely identify the wave mode(s) responsible for the
observed spectra would require additional data; electric field data, for example, to
compute the Poynting vector in the plasma frame. Electric field data at 10 Hz is
relatively scarce and such an analysis has not yet been carried out.

Another noteworthy characteristic of the kinetic scale fluctuations seen in Fig. 3
is that they appear to be a persistent feature of high speed solar wind that are almost
always present in the data. This has been investigated by analyzing successively
shorter and shorter time intervals. While a 6 h interval of high speed wind at 1 AU is
often sufficient to form a spectrum such as that shown in Fig. 3, intervals shorter
than 6 h often do not provide adequate coverage for all angles �BV of interest.
For example, a 1 h interval of data may only cover a small range of angles, such
as 50ı < �BV < 70ı, which is inadequate to form a complete angular spectrum.
However, if it happens that a particular 1 h interval covers the range 0 < �BV < 20ı,
then the dark blue signal in Fig. 3 is very often seen in the data. Likewise, when a
1 h interval of data covers the range of angles 75ı < �BV < 95ı, then the yellow
and orange feature in Fig. 3 is almost always seen in that data. Therefore, the kinetic
fluctuations seen in Fig. 3 are a ubiquitous feature of high speed wind near 1 AU and
presumably throughout the inner heliosphere. More recent work, not yet published,
suggests that the same spectral features are present in low speed wind.

5 Origin of the Parallel Propagating Waves

Parallel propagating ion-cyclotron and/or magnetosonic-whistler waves have ten-
tatively been identified near kc=!pp D 1 through data like that shown in Fig. 3.
While these waves coexist with solar wind turbulence, they are not believed to be an
integral part of the turbulent energy cascade which primarily transfers energy in the
k? direction. Instead, the parallel propagating waves are believed to be generated
in-situ by kinetic plasma instabilities [24]. It is reasonably well established that
instabilities, such as the electromagnetic ion-cyclotron (EMIC) instability and the
proton parallel firehose instability, regulate proton pressure anisotropies in the
expanding solar wind—see, for example, the references given in [24].

In textbook treatments of the EMIC instability driven by a proton temperature
anisotropy with Tp? > Tpk or the firehose instability driven when Tpk > Tp?, the
unstable waves generated by these instabilities propagate with the same growth rate
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both parallel and anti-parallel to the local mean magnetic field. However, in high
speed wind, alpha particles usually flow faster than the protons in the direction
parallel to the local mean magnetic field. Differential streaming of the alpha particles
causes the growth rates of these instabilities to become asymmetric, that is, the
growth rates for waves propagating parallel and antiparallel to B0 are not equal
[24]. For a plasma characterized by drifting bi-Maxwell distributions, Podesta and
Gary [24] have shown that the presence of alpha-proton differential streaming
causes the EMIC instability to preferentially generate left circularly polarized EMIC
waves propagating away from the sun along B0 and it causes the firehose instability
to preferentially generate right circularly polarized magnetosonic/whistler waves
propagating toward the sun along B0. Moreover, these preferred directions of
propagation are independent of the polarity of the mean magnetic field and depend
only on the direction of the differential alpha-proton flow velocity V˛ � Vp which
is usually directed away from the sun along B0.

The waves generated by these two instabilities have wavenumbers of order
kc=!pp � 1, frequencies !r=˝p � 1, and phase speeds on the order of the Alfvén
speed VA [24]. Because the solar wind flow speed is super-Alfvénic with Vsw � VA
and the fluctuations are essentially frozen into the flow, outward propagating EMIC
waves and inward propagating magnetosonic/whistler waves both appear left-hand
polarized in the spacecraft frame3. Therefore, either one of these modes can produce
the dark blue spot observed in Fig. 3. Remarkably, the instability mechanisms
generate waves with the observed magnetic helicity signature no matter whether
Tp? > Tpk or Tpk > Tp?. However, past studies of instabilities based on measured
proton distribution functions in the solar wind suggest that the EMIC instability with
Tp? > Tpk is more likely to operate in the fast wind near 1 AU [6, 17, 19].

The theoretical analysis of Podesta and Gary [24] has also shown that for both the
EMIC and firehose instabilities there exist significant ranges of plasma parameters
for which the waves generated by these instabilities propagate approximately
unidirectionally, plasma parameters that are consistent with the parameters of the
solar wind at 1 AU. Unidirectional propagation is necessary to explain observations
in which �m assumes extreme values near C1 or �1. A parallel propagating mode
must propagate nearly unidirectionally to have j�mj ' 1, as in the dark blue region
in Fig. 3. Based on the preferred directions of propagation predicted by linear
instability theory and the nearly unidirectional nature of propagation predicted over
significant regions of parameter space, it is reasonable to conclude that the EMIC
and firehose instabilities provide a natural explanation for the parallel propagating
waves observed in Fig. 3. Further support for this idea comes from predictions,
based on measured proton distribution functions, that the EMIC instability is often
active in the fast solar wind [6, 17, 19].

3Ideally, wavelet measurements of the parallel propagating waves are performed when B0 is
parallel to the solar wind flow direction
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6 Conclusions

The concept of the local mean magnetic field is essential for quantifying the
anisotropy of magnetic field fluctuations in the solar wind where the magnetic
field direction is highly variable. Using this concept in conjunction with wavelet
analysis techniques, it is possible to measure the magnetic field spectrum as a
function of the angle �BV between the local mean magnetic field and the solar
wind flow velocity [11, 12, 22, 23]. The same technique may be applied to other
kinds of spectra and cross-spectra. Recent application to the study of the normalized
magnetic helicity spectrum �m [10, 24, 25] has revealed important new information
about the ubiquitous fluctuations at proton kinetic scales and the kinetic processes
which operate at those scales. I have presented one example in detail and discussed
the current physical interpretation of these novel wave observations.
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On the Passive Nature of Proton Temperature
in Solar Wind Turbulence

Giuseppe Consolini

Abstract In the framework of space plasma physics the solar wind is commonly
recognized as an example of turbulent medium. Although turbulence studies mainly
focalize on the features of velocity field (and magnetic field for plasma media),
another field of investigation deals with the properties of scalar quantities (such as
the concentrations of tracers, the temperature, etc.) passively advected in turbulent
media. In this brief work, we present a preliminary study of the scaling and
intermittent features of the solar wind proton temperature, considered for its possible
passive scalar nature, in a long-lasting period of slow solar wind as observed by the
ULYSSES mission. In detail, the results on the scaling and intermittent features
of the solar wind proton temperature are compared and discussed in terms of a
turbulent advected passive scalar quantity.

1 Introduction

The solar wind is a supersonic and super-Alfvènic collisionless plasma flow show-
ing turbulence [1]. Indeed, the solar wind evolves towards a state characterized by
large-amplitude scale-invariant fluctuations whose spectral features resemble those
observed in turbulent media in presence of a magnetic field. For this reason, the
solar wind is an excellent natural laboratory to study magnetohydrodynamic (MHD)
turbulence in space plasmas [1]. Furthermore, the understanding of the turbulent
nature of the solar wind is also propaedeutic to other astrophysical frameworks from
the understanding of transport processes in space plasmas to plasma heating, from
solar wind generation to high-energy particle acceleration, and so on.
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Although the early studies on solar wind turbulence date back to the 1970s
and 1980s [2], great advances have been reached using the in-situ observations
of the ULYSSES mission in the last decade [1]. These observations provided a
considerable improvement in the knowledge of the MHD turbulence features of
the solar wind with the heliospheric latitude and its evolution with the radial
distance. Furthermore, these studies greatly increased the understanding of the
observed intermittency phenomenon. However, they focused primarily on magnetic
and velocity field, while less attention was posed on the analysis of the scaling and
turbulent features of other plasma parameters, such as the density, the temperature,
etc., which could deserve a particular interest for their possible passive nature.
Indeed, the advection of passive scalar quantities and the occurrence of passive
scalar turbulence have both theoretical aspects and practical ones, which are
particularly interesting in the field of turbulence [4, 5].

Given a fluid turbulent flow, a passive scalar quantity is a diffusive contaminant,
substance or quantity, whose effects are negligible on the fluid motion. Examples
of passive scalar quantities are heat, chemical substances, dye blobs, etc. In this
framework, the turbulent fluid motions transport, stretch and disperse the passive
scalar quantity, causing an amplification of local scalar concentration gradients that
improve the rate mixing of scalar quantities, independently of molecular diffusivity
[4, 5]. Thus, the study of passive scalar advection in turbulent flows has a great
impact in several natural and engineering settings.

The dynamics of a passive scalar field �.r; t/ is governed by the following
convection-diffusion (CD) equation,

@�

@t
C uj @

j � D �@j @
j � C f ; (1)

where u.r; t/ is the local velocity field, � is the diffusion coefficient and f .r; t/
is a forcing term. In the CD-equation the diffusivity � plays a central role in the
development of the turbulent behavior. Indeed, a small amount of diffusivity greatly
affects the evolution of the passive scalar leading to a behavior similar to that
observed in the case of turbulence. Conversely, the passive scalar is only rigidly
transported in the limit of zero diffusivity.

The application of Kolmogorov’s theory of turbulence [3] to passive scalar
behavior led Obukhov and Corrsin [6, 7] to predict the scaling of second order
structure function S2.r/,

S2.r/ D h�r�
2i � ���

�1=3r2=3 ; (2)

where �� is dissipation rate of the scalar variance, � is the energy dissipation rate for
the turbulent velocity field and r is the scale at which the increment of the passive
scalar is evaluated. The predictions of the Kolmogorov-Obukhov-Corrsin (KOC)
theory imply a simple scaling for the scalar increment structure functions Sp.r/ D
.S2.r//

p=2. However, deviations from this simple scaling are observed and they are
generally interpreted as a consequence of intermittency effects.
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The temperature, measured at a given point in a turbulent flow, is one of the
most studied passive scalar quantities [8, 9]. It can be indeed considered a passive
scalar when its effects on the velocity turbulent field are negligible. The studies
of temperature scaling features in turbulent fluid flows (see e.g. [9]) evidenced the
anomalous scaling of temperature increments and its more pronounced intermittent
character with respect to velocity field one. This stronger intermittent character
is discussed in terms of a double intermittency correction for kinetic energy and
temperature fluctuations dissipation rates [9].

Here, the scaling features of solar wind proton temperature and its passive scalar
nature are investigated, using the traditional structure function approach for a long-
lasting period of slow solar wind condition observed by ULYSSES mission. Apart
from the theoretical aspects we believe that the relevance of this study stands
in its importance for heat transport and evolution toward a situation of thermal
equilibrium.

2 Data Set and Analysis

Data used in this work are the solar wind parameters (velocity v and proton tem-
perature Tp) measured by the SWOOPS experiment (P.I. D. McComas, Southwest
Research Institute, USA) on board of ULYSSES satellite, and refer to a long-lasting
period of slow solar wind condition from 01, October, 1997 to 31, March, 1998
at �5 AU on the heliospheric equatorial plane (HGI Lat 2 Œ�6ı; 4ı�). This period
is located during the beginning of the ascending phase of the 23rd solar activity
cycle. Data come from NASA – CDAweb site (http://cdaweb.gsfc.nasa.gov) and the
typical time resolution is about 4–8 min. The considered period, already studied in
other works [10,11], is peculiar for its solar wind conditions, being a very long time
interval of nearly constant slow solar wind (hvRi D Œ370˙ 20� km/s), characterized
by very small gradients.

The ULYSSES plasma experiment [12] provides two different estimates of
the proton temperature, namely TLarge and TSmal l , which can be considered as
an overestimate and an underestimate of the true solar wind proton temperature,
TSmal l 
 Tp 
 TLarge . However, from a statistical point of view these two
temperatures display the same behavior in the selected period. Thus, we consider
the mean value between the two estimates Tp D .TSmal l C TLarge/=2.

The radial velocity vR and the proton temperature Tp in the selected time interval
are shown in Fig. 1. The average proton temperature is Tp D Œ3 ˙ 2�104 K, and
its variability (as estimated by the standard deviation) is very high (�67%) in
comparison with that of the velocity field (�5%). We note how the observed average
proton temperature agrees with previous observations by other satellites (see e.g.
[14] and references therein).

Figure 2 reports both the power spectral density (PSD) ST of the proton temper-
ature in the selected period (left panel) and a comparison between the temperature
power spectrum ST and the velocity one Sv (right panel), computed in terms of the

http://cdaweb.gsfc.nasa.gov


190 G. Consolini

450

400

350

300

v R
 [
km

/s
]

1-11-1997 1-01-1998 1-03-1998

UT

104

105

T
p 
[K

]

1-11-1997 1-01-1998 1-03-1998

UT

Fig. 1 The radial velocity and the proton temperature for the selected time interval

1012

1011

1010

109

108

107

106

105

1012

1011

1010

109

108

107

106

105

S
T
 [
K

2 /
H

z]

S T
 [
K

2 /
H

z]

10-6 10-5 10-4 10-3 10-2 10-3 10-4 10-5 10-6 10-7 10-8 10-9

ƒ [Hz] Sv [nT2/Hz]
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trace of the spectral density matrix (Sv D P
i S

i
v , where i D R; T;N ). We remark

that to evaluate the PSDs we interpolate missing data using a linear interpolation
scheme. According to KOC-theory of passive scalar turbulence a f �5=3 region is
found at frequencies � 10�6 Hz, suggesting that the proton temperature fluctuations
are due to passive scalar turbulence. Furthermore, the passive nature of the proton
temperature is also suggested by the linear dependence between the two power
spectral densities (ST � Sv).

To analysize the scaling features of the proton temperature we examine the
scaling of the structure functions Sp.�/, defined according to Ref. [9, 13] as

Sp.�/ D hj �.t C �/� �.t/ jpi: (3)

In particular, we evaluate the second order structure function S2.�/, which is
reported in the left panel of Fig. 3, where the S2.�/ is shown in a log-log plot
as a function of the time lag � . A quite good power-law behavior is recovered
in the whole time interval. The power-law dependence is the evidence of scaling
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Table 1 Scaling exponents of velocity and temperature structure functions. The fourth column
refers to observations in neutral fluid turbulence [9]

Velocity p Temperature p Temperature p
Moment order p [this work] [this work] Ruiz-Chavarria et al. [9]

1 0:37˙ 0:01 0:38˙ 0:01 0:370˙ 0:003

2 0:70˙ 0:02 0:63˙ 0:02 0:620˙ 0:005

3 0:98˙ 0:03 0:79˙ 0:05 0:800˙ 0:008

invariance properties of the proton temperature increments over more than three
orders of magnitude. Based on Taylor’s hypothesis, the observed scaling exponent
2 is close to the one predicted by the KOC theory, being 2 D Œ0:63 ˙ 0:02�,
even if a slight deviation is observed. Table 1 reports the scaling exponents p of
velocity and temperature structure functions along with those of temperature, as a
passive scalar, observed in the case of neutral fluid turbulence by Ruiz-Chavarria
et al. [9]. The proton temperature scaling behavior shows relevant deviations from
the KOC-theory prediction, p D p=3, already for lower order moments (p D 3).
This behavior is quite common in the case of passive scalar turbulence. Furthermore,
a good agreement exists between solar wind temperature scaling exponents p and
those found by Ruiz-Chavarria et al. [9].

To better analyze the role of intermittency in proton temperature fluctuations,
we investigate the relative scaling of the p�order structures function Sp.�/ as a
function of the second-order one S2.�/: i.e., Sp.�/ � S2.�/

�p . The right panel of
Fig. 3 shows the relative scaling exponents �p of the proton temperature Tp and the
radial component vR of the velocity, normalized using the values predicted by the
KOC-theory. Deviations from the KOC-theory (dashed line) are observed in both
cases, suggesting the occurrence of intermittency. However, the deviations are again
more important for proton temperature than for the radial velocity, that is common
in passive scalar turbulence [8, 9].
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3 Summary and Conclusions

In this preliminary work we studied the scaling features of the proton temperature
for a long-lasting period of slow solar wind condition at �5 AU on the heliospheric
equatorial plane. Our results on proton temperature fluctuations can be summarized
as follows: (1) the PSD displays a f �5=3-domain; (2) the scaling features of the
structure functions agree with those observed for passive scalar in fully developed
turbulence; (3) the relative scaling of the p�order structure functions displays large
departures form the KOC-theory prediction that are the signature of intermittency;
(4) the temperature intermittency is more pronounced than the velocity one.

This last result, which is a distinctive feature of passive scalar turbulence is
probably due to a double intermittency correction for the kinetic energy and
temperature dissipation rates. In the classical passive scalar theory [6, 7] the
statistical features of the passive scalar exclusively depend on molecular diffusivity
�, kinetic viscosity, kinetic energy dissipation rate � and dissipation rate of the
scalar variance �� . For this reason the theoretical scaling of the p-order structure
function is

Sp.r/ � �
p=2

� ��p=6rp=3: (4)

However, the observed scaling exponents are significantly different from theoretical
predictions and this discrepancy is believed to be the results of intermittencies of �
and �� . In fluid passive scalar turbulence the observed anomalous scaling is ascribed
to the organization of the scalar field in structures, which are not a mere signature of
an organized vorticity in the shear flow, but are principally due to mixing process [5].
Furthermore, numerical simulations [15] have clearly shown that intermittency is an
intrinsic feature of passive scalars also in structureless, artificial gaussian velocity
fields and is due to the formation of local patches of nearly constant scalar fields
interrupted by intense gradients sheets. Thus, intermittency in an advected scalar
field is to some extent decoupled from that of velocity field, as already found by
Kraichnan [16], being expected also in the case of gaussian velocity fields. From
the above points it is clear what is the origin of the more intermittent character
of passive scalar field and the meaning of the previous sentence stating that the
anomalous scaling is due to a cumulative effect of intermittency of � and �� .

We could imagine that a similar situation occurs in the case of solar wind.
Even an initially nearly stochastic temperature field at the Sun surface could evolve
towards the formation of patchy structures of temperature, which are responsible of
the observed strong intermittency, being superimposed to the turbulent intermittent
velocity field. By the way, at this moment this is still a speculation that will be better
investigated and studied in a forthcoming work [17].

In conclusion, all the properties of the solar wind proton temperature, observed
in this preliminary work, suggest that in slow solar wind the proton temperature
resembles the typical behavior of passive scalar in a turbulent flow [4]. Clearly,
further work is necessary to see if this feature extends also to fast solar wind
conditions, and to better understand the origin of the observed properties within
a general view on solar wind turbulence.
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Fine Particles and Nonlinear Processes
in Plasma Heliogeophysics

Sergey I. Popel

Abstract Plasma heliogeophysics is a relatively new and important field of
research which deals with problems stemming from processes taking place in
cosmic space and described in terms of electrodynamics and plasma physics. It is
relevant to diverse topics such as the physics of the Sun, solar wind, heliosphere,
terrestrial magnetosphere and ionosphere, solar-terrestrial relations, the dusty
(complex) plasma, the fundamental concepts of plasma physics, etc. Recently it has
been shown that fine nano- and micro-meter sized electrically charged particulates
from the interplanetary space and from the Earth’s environments can affect the
local properties as well as the diagnostics of the interplanetary, magnetospheric,
ionospheric, and terrestrial complex plasmas. In this paper the sources of the
charged dust particulates and some nonlinear dusty plasma effects in cosmic space
and Earth environments are examined.

1 Introduction

Plasma heliogeophysics deals with problems stemming from processes taking
place in cosmic space and described in terms of electrodynamics and plasma
physics. These include the physics of the Sun, solar wind, heliosphere, terrestrial
magnetosphere and ionosphere, solar-terrestrial relations, the dusty (complex)
plasma, the fundamental concepts of plasma physics, etc. [1]. Thus, the study of
the problems of plasma heliogeophysics usually starts at the Sun, which is the
main source of radiation and energetic particles entering, in particular, the Earth’s
magnetosphere and atmosphere. Thus the Earth’s environment is directly affected by
the solar activity. Sophisticated magnetohydrodynamic models have been developed
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for simulating the solar corona as well as the interaction of the solar wind and the
Earth’s magnetosphere. Different models are also combined in order to obtain a
more complete description of the entire heliogeophysics system, from the Sun to
the Earth’s upper atmosphere [2–5].

It is well known that the interplanetary, magnetospheric, ionospheric, as well as
terrestrial plasmas contain charged dust particulates, which are in fact ubiquitous in
the entire solar system and beyond, except perhaps in the interior of the Sun and stars
[6]. In this review we shall be concerned with the effect of charged dust particulates
and nonlinear processes related to plasma heliogeophysics system.

2 Dust Particulates

The behavior of nanometer and micrometer sized particulates in a dust containing
plasma has been extensively studied in recent years [7–15]. The particulates can
easily acquire a negative charge because of the high mobility of the electrons.
For the same reason nanometer sized dust particulates are less charged than the
micrometer ones. When they are confined, say in an external electric or magnetic
field, they can self-organize into various lattice structures, with the background
plasma remaining gaseous. At higher temperatures, melting of the structure occurs
and the dusts become liquid-like. Often regions void of dusts can also appear.
Laboratory observations suggest that the voids are quite robust, and the structure
is independent of their formation.

Besides the electrostatic force, other forces that can act on the dust particulates
include thermophoretic, ion and neutral particle drag, etc. However, it is often
difficult to pinpoint the interaction mechanism between two dust particulates in
any specific process because of the complexity of the dust-containing plasmas,
often referred to as complex plasmas. In a thermal dusty plasma, a charged dust
particulate is always Debye screened, so that its electrostatic potential has a range
of the order of the plasma Debye length, which is much shorter than that of
the Coulomb potential. Moreover, in many situations the dust particulates can
still be at different stages of formation that are separated by different chemical
processes and physical time scales. It is thus difficult to formulate a complete self-
consistent theory. Several novel models, including that of combinations of shielded
and unshielded, as well as repulsive and attractive, potentials, can be found in
the literature [16–24]. Of special interest is the possibility of (effective) attractive
interaction force between like-charged particulates. Since the force between two
particulates is a collective effect involving not only the background plasma but also
the nearby dust particulates, the exact nature and source of the effective attractive
force remains unclear. For example, Tsytovich et al. [16, 20, 22] showed that
the shielding and scattering of impacting plasma ions by neighboring particulates
can result in an attractive force between the latter. Chen et al. [23] showed that
an effective attractive force can appear if one assumes that particulates have a
limited sphere (determined by complete charge neutralization within it) of influence.
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Wang [24] found that if neighboring particulates have the same surface potential,
a shielded attractive part can appear in the interaction potential. For convenience,
usually the Debye-screened repulsive Coulomb (or Yukawa) potential is used in the
theoretical considerations [16].

3 Particulates in Space

Of particular relevance to plasma heliogeophysics are the intense solar flares and
coronal mass ejections. For example, brightness observations of the F-corona made
during total solar eclipses and from coronagraphs on satellites have indicated
the possibility that the innermost dust cloud is at distances not exceeding 0.3
astronomical units (AU) from the Sun [25–30]. These dust particulates can originate
from the interplanetary space as well as from asteroids and comets. The dust
particulates in the solar system are traditionally considered to be in a quasistationary
state, with interplanetary dust particulates drifting towards the Sun under the
Poynting-Robertson effect [31]. The particulates near the Sun experience a variety
of local forces and other effects that are considerably less significant in the more
distant parts of the zodiacal cloud. These include radiation and corpuscular pressure
forces, time-dependent magnetic fields, erosion, heating and sublimation, etc. The
charge of a dust particulates is due to capture of electrons and ions from the local
plasma, electron emission from impacts of energetic ions or electrons, release of
photoelectrons from the particulates by UV radiation, etc. The radius of a dust
particulate in the solar corona plasma is typically a � 0:1–20�m. The charge
of the larger, i.e., micron-sized, dust particulates can reach 106e, where �e is the
electron charge. The dust density is inversely proportional to the distance from the
Sun, and the distance of the dust cloud from the Sun is typically 10Rˇ, where Rˇ
is the solar radius. The enhancement factor of the dust number density in a typical
dust zone of width 0:2Rˇ near the Sun is 1–4. The dust density increases with
the particulates size for the porous particulates and decreases for the more solid
ones. For dust particulates in orbits close to the ecliptic plane, those larger than
10�m tend to remain in a disk with a typical thickness of 10ı, and particulates
of several �m can be in a larger disk-like volume, which has a moderate (but time
depending) tilt with respect to the ecliptic plane and that can vary slightly depending
on the solar activity. The less charged nano, or submicron, particulates form a nearly
spherical halo with a radius of more than 10Rˇ around the Sun. Micron-sized and
even larger particulates, originating from their parent bodies such as long-period
comets, can exist at higher ecliptic latitudes. This scenario is consistent with the
fact that a significant amount of such larger particles have been observed at high
ecliptic latitudes. It also supports the suggestion that the long-period comets are an
essential source of the dust particulates in the inner solar system. Sublimation and
the resulting reduction of the dust size can lead to the production of micrometeoroids
near the Sun, and the dust particulates that are expelled from the Sun can interact
with the Earth’s magnetosphere and atmosphere. The characteristic size of the
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micrometeoroids is 0.1 – several�m and they have been found in situ measurements
[32–34]. Even smaller nano dust particulates can also exist, but they are difficult to
detect because of their size and low charge.

Emission from the Sun forms the low-density low-energy plasma of the solar
wind, which also contains non-thermal high and low energy charged particles,
including nano- and micro-meter sized charged particulates. The plasma and
magnetic field of the solar wind then interacts with that of the Earth, forming the
magnetosphere. The boundary of this region is referred to as the magnetopause,
which is usually at about ten Earth radii (RE) in the sunward direction, although
this distance is highly variable, say between 5 and 15RE , because of changes in the
dynamic pressure of the solar wind.

The solar wind can interact with comets having relatively dense and extended
atmosphere. The latter is due to evaporation of the volatile substances in the comet’s
nucleus by solar radiation and tend to expand rapidly as the comet moves through
the low pressure interplanetary plasma. Other nano- and micro-meter sized charged
particulates and fragments from the comet’s nucleus can also enter its atmosphere,
forming the dust component. Remote sensing observations of comets inform us on
the dust/gas ratio, or the ratio of the production rates of refractory and volatile
masses in the coma. The size distribution of coma grains is such that the total
area is dominated by the smallest grains present, and the 1P/Halley in-situ results
showed that this continued to hold, down to the radius a � 0:01�m [35, 36].
From the viewpoint of light scattering efficiency, this implies that the observed
cometary-comae continuum brightness is dominated by that from particles of radius
a � 10�m [37].

Due to photo-ionization by solar radiation, the atmosphere of a comet at the
distances exceeding several kilometers from the its nucleus can become ionized
[38]. Interaction between the ions and charged dust particulates in the cometary
coma and the solar wind protons can lead to the formation of dust ion acoustic bow
shocks [14].

The number of nano- and micro-meter sized charged particulates in the cometary
coma can be significant. In fact, the observed dust/gas ratio is in the range 0.1–1
[39–41]. Under the action of the solar light volatile components of the comet nucleus
evaporate and vapor stream entrains dust particles. Assuming a 10% dust content in
the comet nucleus and a bulk comet density of 1 g/cm3, one finds that the number
density of micron-sized particulates is of the order of 1011 cm�3 [42]. We emphasize
that such high density is common to laboratory reactive plasma processing [43]. For
a typical comet nucleus of size 1 km having a relatively dense dusty coma (nd >
106 cm�3), the bow shock from the interaction of solar wind with the coma should
be due to the anomalous dissipation arising from the charging of the nano- and
micro-meter sized particulates [14].

Interaction of the solar wind with the interplanetary dust particulates is clearly
exhibited through the zodiacal light, which can be attributed to the scattering,
absorption, and thermal emission of light by the dust particulates. Other sources
of the interplanetary dust particulates include collisional fragmentation of the
comet debris, micrometeoroids, man-made pollution, etc. The dust size is usually
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a � 2–10�m and the dust number density nd � 10�10–10�9 cm�3. The zodiacal
light observations by the Helios 1 and 2 space probes from 1 to 0.3 AU in the ecliptic
plane shows that the radial increase in the number density is nd / r�1:3 [29,44]. The
charge of the nano- and micro-meter sized particulates can reach 104e. Observations
also show that the main composition of the interplanetary and cometary dusts is 60%
chondritic (Fe, Mg, Si, C, S), 30% iron–sulphur–nickel, and 10% silicates (olivine).

4 Particulates in the Magnetosphere and Ionosphere

The source of dust particulates in the Earth’s magnetosphere include terrestrial
aerosols (man-made pollution), micrometeoroids, etc. The composition of the
terrestrial aerosols is 90% Al2O3. The other parameters are a � 0.1–10�m and
nd � 10�10–10�6 cm�3. The parameters for the micrometeoroids are a � 5–10�m
and nd � 10�10–10�9 cm�3. A micron-sized particulate can be charged up to 104e.
Interaction of the solar wind with the magnetosphere, such as during storms and
substorms, can result in strong variations in the dust charge. Theoretical and
laboratory investigations of complex plasmas show that even for small dust mass
density, the dusts can affect the formation and propagation of perturbations, as well
as other phenomena in space and the laboratory [21, 23, 45–54].

Most magnetospheric activities are also manifested by easily observable changes
in the ionosphere and thermosphere, since the magnetospheric activities usually
involve large electrical currents, frictional heating, ionization, scintillation, auroral
emission, etc. that are important elements of plasma heliogeophysics. In particular,
magnetospheric processes can influence the structure of the dusty mesosphere –
a layer of the polar summer mesosphere at altitudes of approximately 80–95 km,
where the conditions for local nucleation and synthesis of dust particulates are
fulfilled. The dusty mesosphere contains layered structures, manifested spectacu-
larly as noctilucent clouds (NLC) and polar mesosphere summer echoes (PMSE).
Such structures can be attributed to an ample presence of nano- and micro-meter
sized charged dusts and/or aerosols in the upper atmosphere [55,56]. There is much
interest in these structures because they could be closely associated with global
warming. Investigation of the condensation process of water vapor at altitudes of
80–85 km shows that for the parameters (namely, gas density �0 � 1:2�10�8 g/cm�3,
temperature T D 141K, water vapor pressure PH2O � 6:3 �10�5 g/s2cm [57]) of the
polar summer mesosphere at these altitudes critical nuclei are formed. Their size
is 2.57 nm. Later the condensation of water vapor on the critical nuclei continues
until the water vapor pressure equals the saturated vapor pressure. If the number
density of the critical nuclei and the number density of the dusts in the mesospheric
structures is nd D 100 cm�3, one finds that the size of the condensed particulates
is a D 61 nm. This is consistent with that of the observed dust particulates in the
NLCs. For nd D 1; 000 cm�3 we obtain a D 28 nm, which is consistent with that of
the subvisional dust particulates associated with the PMSE. The theoretical results
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are in good agreement with the observations (see, e.g., Ref. [55]). The charge of the
dust particulates in the ionosphere can reach 100e.

To describe the ionization properties of the dusty mesosphere, a self-consistent
model has been proposed [58]. The model takes into account nucleation of particu-
lates, growth of dust particulates size from nanometers to micrometers, charging
of the dust particulates, ionization, recombination, solar radiation, photoelectric
effect, sedimentation, as well as self-consistent electric fields. The spectra of the
solar radiation at the altitudes corresponding to the dusty mesosphere have been
calculated [59] and the dust structures have been analyzed. The model can explain
most of the ionization-related effects observed in the polar summer mesosphere, in
particular, electron and ion depletion and the formation of the ionization layers. It is
shown that these effects are closely associated with the charged dust particulates. For
example, reaction of the dusty mesospheric plasma on the external perturbations can
lead to nonlinear wave propagation in the NLC and PMSE regions [50, 51]. Results
from analysis of the nonlinear structures can be used to diagnose the properties of
the NLC and PMSE regions and can thus provide information on the space weather
around the Earth’s environment.

PMSE phenomena occur most frequently during the polar summer times at
altitudes between 80 and 90 km, and are characterized by unusually strong radar
backscattering. One of the distinct features of VHF radars is that the backscattered
signal is highly directional (the so-called high aspect sensitivity), i.e., the strong
backscatter was observed only when the radar beam was launched in almost the
vertical direction [60]. This indicates that the backscatter was due to specular
reflection by vertically layered small-scale structures of the dusty plasma at scale-
lengths comparable to the VHF radar wavelength (several meters) [61]. The small
scale structures (irregularities) have been attributed to perturbations in the plasma
density [62] and localized nonlinear structures, such as dust-acoustic solitons,
etc. [50]. An alternative model has recently been presented. It is based on the
evolution of the plasma in the presence of dust particulates flowing downward at
the terminal velocity, and the dust location is also determined by a balance between
the gravitational and frictional forces [51]. The model took into account the effects
of ionization and recombination, as well as charge neutrality among the electrons,
ions, and ice particulates in the mesosphere. It is shown that there can exist a steady-
state layered structure in the moving dust background, in which the electron and ion
density drop dramatically while the electric field increases appreciably. It is found
that the characteristic scalelength of the electron density distribution is about 9 m,
which is close to that of the observed irregularities [63].

5 Nonlinear Processes

Nonlinear processes play an important role in dusty plasma heliogeophysics. In
Sect. 3 we have mentioned the bow shock formation from the interaction of solar
wind with the cometary coma. This is a nonlinear process consistent with the
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formation of the shocks observed in Refs. [45, 46] and predicted theoretically in
Refs. [64, 65].

Redistribution of dust particles in the ionosphere occurs as a result of nonlinear
vortex motions [66]. The dust particles are captured by acoustic-gravitational (AG)
vortices, that leads to the formation of dust vortices as a result of involving a
great number of dust particles into vortex motions. Layers of dust particles in
the ionosphere with a thickness of about 1 km, which are formed at the altitudes
less than 120 km, distribute within the region of the existence of AG-vortex
structures. As a result, at the altitudes of 110–120 km, dust vortices can appear, and
transportation of particles up to the altitudes of 130 km becomes possible. Another
way of transportation of dust particles in the ionosphere is shown to be vertical
fluxes (streamers) [67], which are generated by dust vortices due to the development
of parametric instability.

From the viewpoint of the plasma heliogeophysics, the following manifestations
of the nonlinear processes in dusty ionospheric plasmas at 80–120 km altitude
during high-speed meteor showers are representative: ground-based observations of
low-frequency ionospheric radio noise with the frequencies lower than 50 Hz [68],
ground-based observations of infrasonic waves, and amplification of the intensity of
the green radiation at 557.7 nm from a layer of the lower ionosphere at 110–120 km.
All of them are related to the nonlinear excitation of dust acoustic waves [69]. The
physical processes governing these manifestations are the following [70]. During
intensive high-speed meteor showers, the meteors are ablated at the altitudes of
80–120 km. The ablation produces supersaturated vapors of metals such as sodium,
calcium, magnesium, etc., which then condense into nanometer-to-micrometer sized
secondary (dust) grains of cosmic origin. The grains acquire electric charge because
of unbalanced electron and ion currents flowing into them as well as photoemission
due to solar radiation. As an electromagnetic wave propagates in the dusty plasma in
the Earth’s upper atmosphere, nonlinear modulational interaction [71] excites low-
frequency electrostatic perturbations at characteristic frequencies close to that of the
dust acoustic waves, so that the electromagnetic waves can become modulated. It is
the low-frequency component of the modulated wave against the ionospheric noise
background that is recorded at the Earth’s surface. Interaction of the modulationally
excited dust acoustic perturbations with the neutrals leads to excitation of rather
intense infrasonic waves that can be detected on the Earth’s surface. The growth of
the infrasonic waves from the convective instability at the altitude 110–120 km can
result in the appearance of localized nonlinear vortex structures or Rayleigh-Taylor
instabilities [72], which in turn leads to convective overturn of oxygen in the vertical
direction and increase in the atomic oxygen density at 110–120 km. The increase in
the atomic oxygen density is accompanied by amplification of the intensity of the
green radiation at 557.7 nm from this layer of the upper atmosphere.

Finally, we note the behavior of nonlinear localized dust acoustic structures
which can exist in the mesosphere at altitudes of 80–95 km [50]. Their prop-
erties are determined mainly by the sign of the local dust charge which is
related to the material constituting the dust grain. Dust acoustic structures con-
taining positive grains appear as electron-density humps and ion-density dips, and
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those with negative grains appear as electron-density dips and ion-density humps.
In general, knowledge of the nonlinear structures is useful for understanding the
origin, behavior and effect of the NLCs on the mesosphere and its relation with the
other regions of the Earth’s atmosphere.

6 New Vistas

The examples we have given make clear the importance of dusty plasma effects in
some situations in cosmic space and Earth environments. However, in reality, many
other situations exist where a comprehensive analysis of dusty plasma processes
should be used. Here we outline some problems which can be important for
applications to space dusty plasmas and Earth sciences.

6.1 Dusty Plasma Processes in the System Earth-Moon

Research on dusty plasma processes in the system Earth-Moon is helpful for
the future missions to the Moon (Luna-Resource, Luna-Glob). The lunar landers
Luna-Resource and Luna-Glob will study polar regions of the Moon and carry,
in particular, the equipment designed to detect dust particles [73]. The research
assumes the description of lunar dust interaction with the solar wind and Earth’s
magnetospheric plasmas, dust grain charging, theoretical investigation and mod-
elling of wave and collective phenomena in the dusty plasma system Earth-Moon,
determination of mechanisms of energy exchange between dust and solar wind
particles, dust particle acceleration by the solar wind particles, etc.

The consideration of the dusty plasmas in the system Earth-Moon has to take into
account the surface electric field of the Moon. In the electric field, positive ions are
accelerated, acquiring at least the Bohm speed, which is the same as the ion-acoustic
speed. Thus, wake-field effects associated with the ion flow are to be expected. The
wake-fields provide the possibility of attraction of the dust particles of the similar
polarity. It then turns out that in dusty plasmas in the vicinity of the Moon, we have
long range (in comparison with the dusty plasma Debye radius) attractive forces
besides the short range Debye-Hückel-Yukawa repulsive force. This effect can result
in the formation of dust clouds over the lunar surface. Furthermore, as it has been
shown in the laboratory experiments [74], the dust particle transport in the presence
of near-surface electric fields can be important for explanation of the origin of the
lunar horizon glow.

6.2 Dusty Plasma Processes in the Vicinity of Titan

Titan, the largest moon of Saturn, has atmosphere and ionosphere which are largely
composed of nitrogen, minor components lead to the formation of methane and
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ethane clouds and nitrogen-rich organic smog. With its robust nitrogen atmosphere
and ionosphere, Titan is viewed as analogous to the early Earth, although at a much
lower temperature. The process of dust formation in chemical reactions is inherent
in Titan’s environment. In particular, dusts in the form of harbor organic aerosols
(tholins) are formed from simple molecules, such as methane and nitrogen (CH4

and N2) in Titan’s atmosphere and ionosphere [75]. Other sources of dust in Titan’s
atmosphere and ionosphere are evaporated meteor matter and cryovolcanos. As a
result, the role of the dust in Titan’s ionosphere is even more significant than in the
Earth’s one. This points out the importance of research of dusty ionospheric plasma
of Titan.

6.3 Influence of Dusty Plasma Processes on Primary Earth’s
Crust, Hydrosphere, and Atmosphere

Theory and the data of comparative planetology as well as the Earth sciences
(consistent with each other) enable us to state that the formation of the terrestrial
planets occurred during 30–100 million years beginning from an appearance of the
first condensate approximately 4.6�109 years ago [76]. During the Earth growth the
main energy source was related to impacts of cosmic bodies falling to the growing
planet. The mass spectrum of the cosmic bodies is considered to be proportional
to m�q where q � 1:8 ˙ 0:2. The main mass is concentrated in the bodies with
diameters of 100 km and larger. Craters formed as a result of the impact of such
large bodies with Earth’s surface are estimated to have depths of the order of the
Earth’s diameter. The matter of the impact generated vapor plume has the mass of
the order of the cosmic body (impacting the Earth) while its temperature reaches
several electron-Volts. All this matter expands (lifts) with subsequent ionization,
cooling, condensation, formation of nano- and microscale dust particles, and their
charging. Thus the dusty plasma is formed. The important problem is to determine
the characteristic sizes of the dust particles and estimate their mass spectrum
because these will allow us to determine behavior of the dust grains: whether they
work to the primary Earth’s surface or they evolve in the primary atmosphere. This
study will allow us to update the scenario of the formation of the primary Earth’s
crust, hydrosphere, and atmosphere and possibly to modify the scenario of the origin
of terrestrial planets.

7 Summary

Important topic of the plasma heliogeophysics research is the nonlinear processes
in space and near-Earth dusty (complex) plasmas. Dust particulates are present in
space plasmas and in Earth’s environments. They strongly affect (by their large
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and variable charges) the structuring and transport in dusty (complex) plasmas and
result in new qualitative phenomena in nature. Even at relatively small mass density,
the dust particulates can be crucial in determining the characteristics of space
plasmas and Earth’s environments. Future theoretical and laboratory investigations
of dust particulates in dusty (complex) plasmas, combined with in situ and remote
sensing of the mesosphere, ionosphere, magnetosphere, as well as the solar wind
and solar atmosphere, should lead to better understanding of the phenomena studied
by the plasma heliogeophysics. New vistas in dusty plasma research important for
applications to space and Earth sciences are dusty plasma processes in the system
Earth-Moon, in the vicinity of Titan, the largest moon of Saturn, as well as the
influence of dusty plasma processes on the origin of the primary Earth’s crust,
hydrosphere, and atmosphere.
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18. Z.Y. Chen, M.Y. Yu, H.Q. Luo, Phys. Scr. 64, 476 (2001)



Fine Particles and Nonlinear Processes in Plasma Heliogeophysics 207

19. A.G. Bashkirov, Phys. Rev. E 69, 046410 (2004)
20. V.N. Tsytovich, G.E. Morfill, Plasma Phys. Rep. 28, 171 (2002)
21. B. Liu, J. Goree, Phys. Rev. Lett. 94, 185002 (2005)
22. V.N. Tsytovich, Y.K. Khodatev, R. Bingham, Comments Plasma Phys. Controlled Fusion 17,

249 (1996)
23. Y.P. Chen, H.Q. Luo, M.F. Ye, M.Y. Yu, Phys. Plasmas 6, 699 (1999)
24. L. Wang, Comments Plasma Phys. Controlled Fusion 1, 117 (1999)
25. M.J.S. Belton, Science 151 (3706), 35 (1966)
26. A.W. Peterson, Astrophys. J. 148, L37 (1967)
27. R.M. MacQueen, Astrophys. J. 154, 1059 (1968)
28. A.W. Peterson, Astrophys. J. 155, 1009 (1969)
29. C. Leinert, I. Richter, E. Pitz, B. Planck, Astron. Astrophys. 103, 177 (1981)
30. I. Mann, A. Krivov, H. Kimura, Icarus 146, 568 (2000)
31. J.A. Burns, P.L. Lamy, S. Soter, Icarus 40, 1 (1979)
32. H.A. Zook, O.E. Berg, Planet. Space Sci. 23, 183 (1975)
33. E. Grün, M. Baguhl, H. Divine, H. Fechtig, D.P. Hamilton, M.S. Hanner, J. Kissel,

B.-A. Lindblad, D. Linkert, G. Linkert, I. Mann, J.A.M. McDonnell, G.E. Morfill,
C. Polanskey, R. Riemann, G. Schwehm, N. Siddique, P. Staubach, H.A. Zook, Planet. Space
Sci. 43, 953 (1995)

34. A. Wehry, I. Mann, Astron. Astrophys. 341, 296 (1999)
35. O.L. Vaisberg, V. Smirnov, A. Omelchenko, L. Gorn, M. Iovlev, Astron. Astrophys. 187, 753

(1987)
36. E.P. Mazets, R.Z. Sagdeev, R.L. Aptekar, S.V. Golenetskii, Y.A. Guryan, A.V. Dyatchkov,

V.N. Ilyinskii, V.N. Panov, G.G. Petrov, A.V. Savvin, I.A. Sokolov, D.D. Frederiks,
N.G. Khavenson, V.D. Shapiro, V.I. Shevchenko, Astron. Astrophys. 187, 699 (1987)

37. H. Rickman, in Solar System Ices (Kluwer, Dordrecht, 1998), p. 395
38. M. Marconi, D. Mendis, Astrophys. J. 260, 386 (1981)
39. R.L. Newburn Jr., H. Spinard, Astron. J. 97, 552 (1989)
40. P.D. Singh, A.A. de Almeida, W.F. Huebner, Astron. J. 104, 848 (1992)
41. A.D. Storrs, A.L. Cochran, E.S. Barker, Icarus 98, 163 (1992)
42. T.V. Losseva, A.P. Golub’, I.B. Kosarev, S.I. Popel, I.V. Nemtchinov, in Proc. Conf. Asteroids,

Comets, Meteors – ACM2002 (European Space Agency, Noordwijk, 2002), p. 873
43. I.B. Denysenko, K. Ostrikov, S. Xu, M.Y. Yu, C.H. Diong, J. Applied Phys. 94, 6097 (2003)
44. H. Link, C. Leinert, E. Pitz, N. Salm, in Interplanetary Dust and Zodiacal Light (Springer,

Berlin, 1976), p. 113
45. Y. Nakamura, H. Bailung, P.K. Shukla, Phys. Rev. Lett. 83, 1602 (1999)
46. Q.-Z. Luo, N. D’Angelo, R.L. Merlino, Phys. Plasmas 6, 3455 (1999)
47. M.Y. Yu, H. Luo, Phys. Plasmas 2, 591 (1995)
48. J.X. Ma, M.Y. Yu, X.P. Liang, J. Zheng, W.D. Liu, C.X. Yu, Phys. Plasmas 9, 1584 (2002)
49. T.V. Losseva, S.I. Popel, M.Y. Yu, J.X. Ma, Phys. Rev. E 75, 046403 (2007)
50. S.I. Kopnin, I.N. Kosarev, S.I. Popel, M.Y. Yu, Planet. Space Sci. 52, 1187 (2004)
51. W.-G. Zhang, J.X. Ma, Y.-R. Li, Y.-B. Zheng, Y.-H. Chen, Planet. Space Sci. 58, 801 (2010)
52. K. Ostrikov, I.B. Denysenko, S.V. Vladimirov, S. Xu, H. Sugai, M.Y. Yu, Phys. Rev. E 67,

56408 (2003)
53. I. Denysenko, M.Y. Yu, K. Ostrikov, N.A. Azarenkov, L. Stenflo, Phys. Plasmas 11, 4959

(2004)
54. K.N. Ostrikov, S.V. Vladimirov, M.Y. Yu, J. Geophys. Res. 104, 593 (1999)
55. O. Havnes, T. Aslaksen, A. Brattli, Phys. Scr. T89, 133 (2001)
56. O. Havnes, in Dusty Plasmas in the New Millennium (AIP, Melville, 2002), p. 13
57. V.V. Adushkin, V.P. Kudriavtsev, A.B. Khrustalev, in Physical Processes in Geospheres: their

Manifestations and Interaction (IDG, Moscow, 1999), p. 217 [in Russian]
58. B.A. Klumov, G.E. Morfill, S.I. Popel, JETP 100, 152 (2005)
59. B.A. Klumov, S.I. Popel, R. Bingham, JETP Lett. 72, 364 (2000)
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Magnetospheres of the Mercury, Earth, Jupiter,
and Saturn

Igor I. Alexeev, Elena S. Belenkaya, and M.S. Grigoryan

Abstract Physical phenomena in the magnetospheres of the solar system planets
that have intrinsic magnetic fields: Mercury, Earth, Jupiter, and Saturn, are dis-
cussed. As demonstrated by the evaluation of the Mercury, Earth, Jupiter, and Saturn
magnetopauses, all these surfaces can be well approached by a paraboloids of revo-
lution with different subsolar distances and flaring angles (Alexeev and Belenkaya,
Ann Geophys 23:809–826, 2005; Alexeev et al., Geophys Res Lett 33:L08101,
2006; Joy et al., J Geophys Res 107(A10):1309,2002; Kanani et al., J Geophys
Res 115:A06207, 2010). Based on this fact a universal model of the planetary
magnetosphere is constructed. We choose the planets in the inner magnetospheres of
which the magnetic field vectors have been measured by spacecraft magnetometers.
Modifications of general model that are applied to the individual planets are
considered. The proposed models describe the basic physical processes which are
responsible for the structure and dynamics of the magnetospheres. Additionally to
the inner planetary field the different magnetospheric sources of magnetic field are
included in the model.

1 Introduction

Magnetopause is a boundary formed between the planetary magnetic field and
the shocked solar wind, separating the solar wind plasma from the planetary
plasma. The shape and location of a planetary magnetopause can be determined by
balancing the solar wind dynamic pressure with the magnetic and thermal pressures
found inside the boundary. In this paper we discuss the works on the planetary
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magnetopause shapes [4,6,11,15,16,18,19] and use the universal model of planetary
magnetopause.

Using a Newtonian form of the pressure balance equation, the stand-off distance
is estimated as a size-pressure dependence described by a power law D

˛m
P . This

exponent is consistent with that one derived from the numerical magnetohydrody-
namic simulations. The power low index ˛ is estimated as ˛E D �1=6:6 for Earth
[18], ˛J D �1=4 for Jupiter [5, 14], and ˛S D �1=5 for Saturn [16]. The similar
function for Mercury is not determined till now. Many spacecraft launched over the
past 55 years measured directly magnetic fields of the solar system planets. It was
found that Venus and Mars do not have magnetic fields, while Mercury, Jupiter,
Saturn, Uranus, and Neptune – have their intrinsic magnetic fields like the Earth.
The magnetic field deflects the incident supersonic plasma flow of the solar wind
and forms the magnetosphere, a region which is free (or almost free) from the
solar wind plasma. Voyager two was the only spacecraft which flyby Uranus and
Neptune, and we have no enough data so far to check models on the observed
structures of their magnetospheres [13]. So, further we shall confine ourselves to
the magnetized planets Mercury, Earth, Jupiter, and Saturn. It is natural that the
Earth’s magnetosphere has been studied using numerous spacecraft in much more
detail in the past years than the magnetospheres of distant planets.

2 Magnetospheres of the Earth, Jupiter, and Saturn

Magnetospheric magnetic field paraboloid model originally constructed by Alexeev
et al. ([1] and references therein) for the Earth’s magnetosphere, was later developed
for Mercury [4], Jupiter [5, 7], and Saturn [2]. The primary purpose of this paper is
to modify the existing paraboloid model of the Earth’s magnetospheric magnetic
field incorporating the differing magnetopause flaring [8] for Mercury, Jupiter, and
Saturn [6]. The planetary magnetosphere, as well as the terrestrial one, undergoes
expansion and compression, particularly, due to a change in the solar wind dynamic
pressure. The concept of the dependence of the Earth’s magnetopause location
on the dynamic pressure of the solar wind was first introduced by Chapman and
Ferraro [9].

The dependence of the Jupiter’s magnetospheric boundary location (in particular,
the distance of the jovian subsolar magnetopause, Rss) on the solar wind dynamic
pressure, psw, was investigated in [14, 17]. In good agreement with results of [19],
it occurred that Rss depends on psw in the power �0:22 ˙ 0:04. Results presented
in [14] were summarized by the empirical formula [10]

Rss D 35:5RJ =psw
0:22.nPa/ : (1)

According to [5] the Jupiter’s magnetospheric size is proportional to p�0:23
sw . All

these expressions show more strong dependence than for the dipole magnetosphere,
when Rss is proportional to p

�1=6
sw (as in the case of the Earth). Huddleston

et al. [14] noted that in the jovian magnetosphere, the hot internal plasma gives
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significant contribution to the pressure balance which determines the location of
the magnetopause. In addition, the activity of the volcanoes of Io is episodic, so
this process can also influence on the jovian magnetospheric size. According to
observations by spacecraft, in the jovian environment, Rss changed from 45RJ
to 110RJ . However, for each value of Rss , different distances from the planetary
center to the magnetopause in the direction perpendicular to Jupiter–Sun line (X
axis) could exist.

The paraboloid model of the Earth’s magnetosphere has a modular structure.
The scaling relations allow to adapt the magnetopause and the tail current systems
developed for the Earth’s magnetosphere to the case of Mercury, Jupiter, and Saturn.
However, for the currents caused by the rapid planetary rotation (magnetodisc
for Jupiter and Saturn) there is no analogy in the terrestrial magnetosphere.
Magnetodisc is the main source of the Jupiter’s magnetospheric magnetic field. Its
effective magnetic moment prevails the Jupiter’s dipole magnetic moment (in �2.6
times [5, 7]).

Here we investigate various flaring of the planetary magnetopause and generalize
the geodipole screening current field for the case of Mercury, Jupiter, and Saturn.
From the known boundary conditions, a solution of Laplace equation for the scalar
potential of the magnetopause current magnetic field will be obtained.

Based on the knowledge of the Earth’s magnetosphere where flaring changes
significantly with variations in the solar wind parameters and interplanetary mag-
netic field, we can suggest that other planetary magnetospheres will show the same
behavior (till now there are not enough measurements to make a definite conclusion
about changes in the magnetopause flaring angle). In the Earth’s magnetosphere
such behavior is caused by the dependence of the current sources inside the
magnetosphere on the solar wind density, velocity, and magnetic field. Moreover,
own magnetospheric dynamics may also play an essential role. In the Jupiter’s case
the inner magnetospheric sources are more intense in comparison with the Earth’s
ones. Thus, the changes in the currents inside the magnetosphere should result in
significant changes in the magnetopause flaring.

The result of calculations for different flaring angles for the planetary magneto-
spheres which include the dipole field and the field of the magnetopause currents
screening it, is shown in Fig. 1.

The magnetic field in the model is calculated using the separation of variables
in paraboloid coordinates while solving the Laplace equation [6, 7]. The most
simple way to take into account possible changes in the magnetopause flaring in
the paraboloid model is to make changes in the coordinate system [12]:

x D R1

2

�
ˇ2 � ˛2 C �2

�
; y D R1˛ˇ sin '; z D R1˛ˇ cos' ; (2)

here the X axis is directed toward the Sun, the XZ surface contains the planetary
dipole, ' is the azimuth angle around theX axis, � is a dimensionless constant that is
a measure of the magnetopause expansion, andR1 is the radius of the magnetopause
curvature in the subsolar point. The dimension scale R1 D 2Rss

�2C1 is determined by
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Fig. 1 The planetary dipole magnetic field screened by the magnetopause currents for different
values of the magnetopause flaring. From left to right: Earth case � D 1, the axis tips scale is
0:1 RE ; Saturn case � D 0:67, the axis tips scale is 0:22 RS ; and Jupiter case � D 1:25, the axis
tips scale is 1 RJ

Rss and a flaring parameter � :

� D
s
4R2ss

RT
2

� 1 ; Rss D 0:5 R1 .1C �2/; and
RT

Rss
D 2
p
1C �2

; (3)

which represents the dimensionless flaring of the paraboloid of revolution con-
sidered as the magnetopause when ˇ D 1. The coordinates ˛; ˇ; ' are the
parabolic coordinates connected with the solar-magnetospheric coordinates x; y; z
by expressions (2). The flaring parameter � is determined by RT D yjxD0 which
is the distance from the planet’s center to the magnetopause at x D 0 in the dawn–
dusk direction. For � D 1 we have an ordinary (with average flaring) terrestrial
magnetosphere in the paraboloid model. For this case the dimension scale R1 is
equal to Rss , and RT D p

2Rss . For � > 1 (� < 1) the flaring angle is smaller
(higher). The equation of the magnetopause (the surface ˇ D 1) is given by the
paraboloid of revolution in the Cartesian coordinate system:

xmp

Rss
C y2mp C z2mp

R2T
D 1: (4)

The paraboloid model of the magnetosphere is based on the assumption that a
magnetospheric field can be described by a planetary dipole supplemented by two
current systems. One of them corresponds to the magnetopause currents that shield
the dipole field and the magnetic field component normal to the magnetopause
becomes equal to zero. Another current system corresponds to the tail currents.
These create a magnetic field tangential to the magnetopause and form two
bundles of field lines coming from opposite directions. The current layer in the
magnetospheric tail separates the northern and southern tail parts, in which opposite
bundle of magnetic field lines are almost parallel to each other. The tail currents
form a theta shaped current in the nightside sector of the magnetosphere. The
described model of the magnetosphere received the name paraboloid due to the
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Table 1 Planetary magnetosphere parameters

Parameters (units) Equation Mercury Earth Jupiter Saturn

Heliocentric distance
(AU)

r0 0.38 1 5.2 9.5

Equatorial radius
(RE D 6; 371 km)

Rp 0.38 1 11.2 9.45

Magnetic moment
.T � km3/

B0 � R3P 2:8 10�6 0:008 150: 4:6

Dipole tilt angle
(degrees)

 0ı 10:5ı 10ı 0ı

Equatorial magnetic
field (	T)

B0 0.196 30. 420. 20.

Dipole hemisphere
magnetic flux
(GWb)

2
B0R
2
p 0:0072 7:7 13; 450 456:

Open field line magnetic
flux (GWb)


B0R
2
p

Rp

Rss
0:0024 0:42 450 11:4

Polar oval radius
(degrees)

sin � D
q

Rp

Rss
55ı 20ı 15ı 13ı

Average IMF magnitude
(nT)

5
p
1Cr20

p

2�r20
10.2 5 1 0.5

Nominal Parker spiral
angle �

tan� D 1
r0

20:8ı 45ı 80ı 85ı

Solar wind ram pressure
(nPa)

1:7

r20
11.8 1.7 0.07 0.015

Subsolar magnetic field
magnitude (nT)

Bss D 74:5
r0

196 74.5 14.3 7.8

Subsolar magnetopause
distance (RP )

Rss 1:4 RM 10 RE 70 RJ 22 RS

Magnetopause flaring
parameter

� D
p
4R2ss�R2T
RT

1. 1. 1.25 0.66

Nose magnetopause
curvature radius
(RP )

2Rss
1C�2

1:4 RM 10 RE 55 RJ 31 RS

Terminator
magnetopause radius
(Rp )

RT 2: RM 14 RE 112 RJ 37 RS

shape of the surface, a paraboloid of revolution, approximating the magnetopause
[1]. The dimensions of planetary magnetospheres may vary by a factor of several
thousand (see Table 1), but different planets have similarly shaped magnetopauses.
The front part of the magnetosphere coincides with the paraboloid of revolution,
which has a symmetry axis that is a line joining the planet and the Sun. The
magnetic field at the subsolar point can be determined from the balance of the solar
wind plasma dynamic pressure and the pressure of the magnetic field inside the
magnetosphere. This field does not depend on the value of the planetary dipole and
is determined unambiguously by the solar wind dynamic presssure. The planetary
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Fig. 2 The Mercury and Earth magnetospheric field lines are shown for the dipole and screening
magnetopause currents in the noon – midnight plane for general magnetospheric model. All
planetary magnetopauses are scaled to Rss and one tip on horizontal axis is 0:1Rss (Rss D 10:).
Biggest circle shows the Mercury with radius, RM D Rss=1:4 D 7:. The Earth’s surface with
radius RE D Rss=10 D 1:, the Saturn’s surface with radius RS D Rss=22 D 0:45, and Jupiter
with radius 10:=70: D 0:14 are shown. The flaring parameters � are equal to 1:25 and 0:66 for
Jupiter and Saturn, correspondingly

dipole determines the size of the magnetosphere, Rss . For Jupiter’s and Saturn’s
magnetospheres the equatorial magnetodiscs are formed by the rotational uploading
of the satellite’s plasma. As a result, Rss is determined not by the planetary dipole
only, but by some “effective” dipole which is bigger than the planetary one.

The Mercury and Earth magnetic field lines for the dipole and screening
magnetopause currents without the tail current field are shown in Fig. 2 in the noon –
midnight plane for the general magnetospheric model. All planetary magnetopauses
are scaled to Rss . Circles in Fig. 2 show the Mercury (light black circle), the
Earth (blue circle), the Saturn (green circle), and Jupiter (red circle). Because
the paraboloids of the revolution in the chosen coordinate system are the same
for both Mercury and Earth planets (blue dashed curve), the magnetic field lines
(black curves) are coincided. The yellow curves are marked by the magnetic
fild lins which go to the cusp (the neutral points). The magnetopause of Jupiter
(dashed red curve) is more compressed to the X� axis comparable to the Earth’s
magnetopause. The magnetopause of Saturn (dot-and-dashed green curve) is more
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expanded comparable to the Earth’s case. The best fit magnetopause obtained by
Shue et al. [18] is shown in Fig. 2 by the dashed purple curve.

The strength of the currents at the magnetopause and those in the tail depends on
the magnetic moment of the “effective” planetary dipole and on the character size
of the magnetosphere. The comparison of the results obtained in the model with the
observational data for Mercury shows that the two abovementioned current systems
suffice to describe their magnetospheric field. For Earth, Jupiter, and Saturn, the ring
current in the inner magnetosphere is significant. Different planets have ring currents
of different natures. Near Earth, the ring current is formed by the trapped particles;
ring current enhancement mostly determines the depression of the equatorial field
during geomagnetic storms. In the case of Jupiter, this current is included into a
plasma disc that is formed by the ionized eruptions from Io’s volcanoes. The fast
rotation of Jupiter drives and accelerates cool plasma, which is thrown into the outer
magnetosphere. As the magnetic moment of the plasma disc is more than twice
exceeds the magnetic moment of Jupiter, the size of the Jovian magnetosphere is
almost two times bigger than the size of the magnetosphere formed around the
planetary dipole only. The pressure of the magnetospheric jovian plasma is equal to
the magnetic field pressure near the noon magnetopause. Saturn and Jupiter rotate
at similar angular rates. The sizes of both planets are also close to each other. The
planetary magnetic field of Saturn, however, is almost 20 times weaker than that
of Jupiter. Therefore, the ‘dipole enhancement effect’ is considerably weaker for
Saturn than for Jupiter, and the plasma disc of Saturn enhances its effective magnetic
moment by a factor of 1.2–1.5.

3 Conclusions

In the present paper the general paraboloid magnetospheric model was constructed
on the base of the terrestrial one [1]. We took into account changes of the
magnetopause shape, introducing a new parameter � , characterizing a flaring. This
model was specified for the Mercury, Jupiter, and Saturn magnetospheres. The
model results demonstrated good agreements with in situ magnetometer data by –
MESSENGER [3, 4], Ullyses [5], and Cassini [2] flybys by the planets.

The high solar wind plasma conductivity prevents the penetration of the magnetic
field caused by the internal magnetospheric sources into the magnetosheath. We
have demonstrated the method to calculate more accurately the planetary dipole
screening magnetopause current field, which allows us to use the presented model
more efficiently.
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Location of the Inner Edges of Astrophysical
Discs Related to the Central Object

Elena S. Belenkaya, Igor I. Alexeev, and Maxim L. Khodachenko

Abstract The accreting ionized gas surrounding a neutron star or white dwarf
creates an accretion disc. Radius RA (the Alfven radius), where the magnetic
energy density is equal to the kinetic energy density is an inner boundary of a
disc. Accretion disc in a binary system and around a black hole is disrupted at
a radius RA. The heliospheric current sheet’s inner edge is also located at the
solar Alfven radius. The inner edges of Jupiter and Saturn discs are located close
to their Alfven radii determined by the plasma azimuthal velocities. Due to the
star-exoplanet interaction, a magnetosphere with a magnetodisc arises around the
magnetized extrasolar planet placed in close orbit about the host star (“Hot Jupiter”).
The distance to disc’s inner edge from the center of the host star is a key parameter of
the exoplanet magnetospheric model. It determines the disc’s magnetic moment, and
as a consequence, the total magnetospheric magnetic field and the character size of
the magnetosphere. Here we discuss the exoplanet’s disc inner edge location at RA
in a context of other astrophysical discs and emphasize that for definite parameters
(existence of a strong magnetic field, for example) a lot of them also have location
of their inner edges at the Alfven radii independent of nature of their origin, of the
disc’s material, and of the motion direction in the disc, which means that a large
class of discs is well described by the MHD theory.
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1 Introduction

Magnetospheric magnetic field paraboloid model originally constructed by
I. Alexeev [2] for the Earth’s magnetosphere, was later developed for Mercury [5],
Jupiter [3,9], Saturn [4,10,11], and “Hot Jupiters” – the tidally locked close-in giant
exoplanets [27]. In [27] the exoplanet’s magnetospheric equatorial disc surrounding
the planet was introduced. This disc significantly enlarges the magnetospheric size
and magnetic field. The magnetodisc-dominated magnetospheres in most cases
appear to be large enough to protect exoplanets against of destructive action of the
stellar wind plasma flows.

Location of the inner edge of magnetodisc around a magnetized exoplanet is very
important, in particular, it determines the substellar magnetopause distance from
the exoplanet’s center which is a scale of the magnetosphere, and magnetodisc’s
magnetic field which can give significant contribution to the total magnetospheric
field [27]. It was proposed that magnetodisc’s inner edge coincides with the Alfven
radius, RA, in the equatorial exoplanet magnetosphere, while its outer edge is close
to the magnetopause substellar distance. Alfven radius is the characteristic radius at
which the magnetic energy density is equal to the kinetic energy density.

In this paper we consider several kinds of discs surrounding different celestial
bodies and note that many of them for definite parameters, in the presence of
magnetic field, have the inner edges at the Alfven radii independent of the nature of
their origin, of the motion direction inside the disc, of the sort of material in the disc,
and of plasma behavior outside the disc. The other types of discs for which the inner
edges do not coincide with the Alfven radii also exist (for example, discs around
stars, white dwarfs, or neutron stars with weak or without magnetic fields, the cold
matter which was initially at rest without magnetic field undergoing free radial equa-
torial infall to the non-rotating black hole, etc.), but here we pay the main attention
to a large group of discs possessing this feature. We emphasize that location of the
inner disc’s boundary at the Alfven radius occurs in numerous forms in the universe.
Below we shortly consider a large class of astrophysical objects possessing discs.

2 Discs Around Neutron Stars, Pulsars and White Dwarfs

Neutron stars arise as a result of gravitational collapse (usually during a supernova
explosion) of cores of normal stars with masses 1.4–3MSun after exhaustion of
all thermonuclear energy sources (MSun D 2�1030 kg is a solar mass). Pulsar is a
rapidly rotating (the speed period 0.1–5 s) small (its radius is 10–20 km), extremely
dense (�1017 kg m�3) neutron star that emits brief, sharp pulses of energy. Pulsar
has very strong magnetic field (1011–1015 G) and beams of radiation are emitted
along its magnetic axis which does not coincide with the spin axis. Radio-pulsars
is the mostly numerous class of pulsars. Most of radio pulsars are single neutron
stars [12]. There are a group of pulsars called millisecond pulsars with spin period
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1–10 ms and magnetic field 108–109 G; about half of millisecond pulsars are in
binaries – binary star systems containing two stars that orbit around their common
center of mass (observations and theory of binary star systems are described e.g. in
[17–19]. If in a binary system one star is a neutron star, a period of pulsar is a spin
period of accreting neutron star.

Following a supernova explosion, some part of the ejected matter may remain
bound to the remnant and fall back forming a disc surrounding the remnant star.
Some of neutron stars possess accretion discs, while the others are accreting directly
from a stellar wind. A disc can form if its specific angular momentum l exceeds the
Keplerian value at the surface of a newly formed neutron star, lK D .GM
R
/1=2,
where M
 is the mass of the star and R
 is its radius, G is Newton’s gravitational
constant (G D 6:673 � 10�11 � m3 � kg�1 � s�2).

The behavior at the inner edge of the accretion disc depends on the neutron star’s
magnetic field. In the case of a neutron star without magnetic field, the disc extends
to its surface. Ghosh and Lamb [24,25] described the interaction of a dipolar stellar
magnetic field penetrating a surrounding disc. They found that the inner edge of
the disc is located where the integrated magnetic stress acting on the disc becomes
comparable to the integrated material stress associated with plasma inward radial
drift and orbital motion (at Alfven radius). Later Cheng et al. [16] stated that in the
neutron star-accretion disc system the inner edge of the disc is of the order of RA.

Accretion to a rotating neutron star whose magnetic field dipole axis does not
coincide with the axis of rotation can lead to the phenomenon of an X-ray pulsar
[31]. Zhang and Dai [36] noted that disc around magnetars (neutron stars with
magnetic field > 1015 � 1016 G) is viscously stable outside the Alfven radius. They
showed that the thermally-driven outflow wind can also exist in the magnetized discs
beyond the Alfven radius, where the matter pressure dominates over the magnetic
pressure. A strong magnetic field inside the Alfven radius causes the accretion flow
to co-rotate with the stellar field. Bednarek [7] studied magnetar and a massive
companion star of the O, B type inside close binary system. It was assumed that
mass from the stellar wind is captured by the magnetar in the propeller phase. The
distance at which the magnetic field starts to dominate the dynamics of the in-falling
matter was estimated as the Alfven radius. The matter in this region is very turbulent
and strongly magnetized providing acceleration of electrons up to TeV energies
which leads to production of gamma-ray emission. Plasma accelerated to very high
velocities, brakes dawn near the neutron star surface wich leads to increasing of
plasma temperature up to T � 107 � 108 K [26]. As a result, emission not only in � ,
but also in the UV, and mainly X-ray diapasons arises.

If the magnetic field of a neutron star is weak or absent, material from the inner
parts of disc reaches the neutron star equatorial region, forming at its surface a hot
boundary layer where thermo-nuclear reactions may occur. It could lead to short
powerful irregular X-ray flashes (an X-ray burster of first type). Quickly rotating
magnetized neutron star without accretion could act as a radio pulsar emitting short
periodic impulses due to transformation in a strong magnetic field of rotation energy
into the energy of radio emission. In models for disc accretion onto magnetized
objects, the inner radius R0 of the Keplerian disc is conventionally expressed in the
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form R0 D RA (RA is for spherical accretion) and the parameter  (depending
on the fraction of the star’s magnetic flux threading the disc) is usually taken
to be 0.5 (e.g., [23]). Application of the beat frequency model to binary X-ray
pulsars showing quasi-periodic oscillations suggests strongly that for these objects
the stellar dipole field essentially fully threads the disc and  Š 1 [34] and plasma
velocity in the inner part of accretion disc could be close to the light velocity (c).
Eksi and Alpar [21] found that the position of the inner radius of a thin disc around
radio pulsar can be estimated by comparing the electromagnetic energy density
generated by the neutron star as a rotating magnetic dipole in vacuum with the
kinetic energy density of the disc. In the inner zone, inside the light cylinder, the
electromagnetic field is essentially the dipole magnetic field, and the disc inner
radius is the conventional Alfven radius, which is a stable equilibrium point.

Bednarek and Pabich [8] studied high-energy processes in the intermediate
polar cataclysmic variables. These objects have been recently established by the
INTEGRAL (observatory at the near-Earth orbit) as a class of the hard X-ray sources
with evidences of non-thermal components. Rather often cataclysmic variables
(CVs) are white dwarfs within compact binary systems which accrete matter from
companion normal stars. Stars withM
 < 1:4MSun become white dwarfs after they
have exhausted their nuclear fuel. In intermediate polar systems, the accretion disc
is disrupted by the magnetic field of its white dwarf star. The accretion process can
occur in different modes depending on the strength of the surface magnetic field of
the white dwarfs, the accretion rate and the angular momentum of matter. Specific
modes correspond to different types of accreting white dwarf systems such as polars
(direct accretion on to a magnetic pole), intermediate polars (accretion on to a
magnetic pole from the accretion disc) and nonmagnetic white dwarfs (the accretion
disc extends to the surface of the white dwarf). The physical processes in CVs are
expected to be similar to those observed in the X-ray binaries containing accreting
neutron stars [8]. Bednarek and Pabich [8] also used the equation R0 D RA and
at R0 they assume  D 1 for the chosen parameters in their model. Thus, the inner
edges of the discs around magnetized neutron stars, the X-ray pulsars, radio pulsars,
and white dwarfs with intrinsic magnetic field are located near Alfven radii.

Stars with mass >3MSun after they have exhausted their nuclear fuel are
transferred to black holes. Ginzburg [26] noted that quasar (quasi-stellar radio
source) or galactic nuclear also could evolve to black hole under certain conditions.
The structure of magnetic fields in discs around magnetized white dwarfs, neutron
stars or magnetars are very different from their black hole counterparts [36], because
the intrinsic magnetic field of black hole is absent beyond the horizon of events.

3 Discs Around Black Holes and in the Close Binary Systems

Gravitational field of the black hole is so large that all radiation and matter is limited
inside the horizon of events. The radius of the event horizon of a non-rotating
uncharged (Schwarzchild) black hole is equal to gravitation or Schwarzchild radius
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RG = 2GM
=c2. For rotating black hole the event horizon radius is less than RG .
Methods and results of searching for stellar mass black holes in binary systems
and supermassive black holes in galactic nuclei of different types are described
by Cherepashchuk [20]. Bochkarev and Gaskell [14] also analysed methods for
estimation of supermassive black hole masses. Beyond RG gravitational field of
black hole exists and gas falling on a black hole generates a rapidly spinning disc.
Gas in the disc has a very high temperature which could lead to strong X-ray
generation. Under certain conditions gas near black hole may become turbulent,
magnetic field in it growths, and the particle acceleration and synchrotron emission
could arise [26].

The black hole has no intrinsic magnetic field out of its horizon, but magnetic
field can be generated by plasma which surrounds the black hole and forms the
accretion disc. Interaction of disc’s rotation with electromagnetic fields can give
rise to appearance of sub-light narrow and very long jets starting from the black hole
poles. The last stable circular orbit for the pseudo-Newtonian potential is located at
3RG . Shakura and Sunayev [31] considered that for the Schwarzschild black holes
the inner edge of the disc is at 3RG , as near the black hole at R < 3RG , stable
circular orbits are not possible and the material motion acquires a radial character
without transport of angular momentum and without any external observable effects.
However, Tomsick et al. [33] have studied the stellar mass black holes at high
luminosities, including GX 339–4, and reported that R0 less than the radius of the
innermost stable circular orbit for a non-rotating black hole have been measured.

In a close binary system including visible star and black hole, the outflow of
matter from the surface of the visible star and its accretion by the black hole should
lead to the appreciable observational effect: the gas can release a large amount
of energy. If the matter undergoes free radial infall (if it was initially at rest and
there was no magnetic field), the cold matter accretes to the black hole without
any energy release or observational effects [35]. However, in a binary system, in
which the matter flowing out from the normal star falls on the black hole with
considerable angular momentum the situation is different. If the companion star
fills its Roche equipotential lobe, a narrow stream of gas escapes the star through the
inner Lagrangian (L1) point. The outward transfer of the angular momentum of the
accreting matter leads to formation of a thin disc around the black hole. In the disc
the gas moves in Keplerian orbits, however, viscous dissipation slowly taps energy
from the bulk orbital motion, and viscosity transports angular momentum outward.
As a result, the gas gets hotter as it moves deeper into the gravitational field of
the black hole. Near the black hole the disc terminates. Due to the energy release
of the system there, the black holes could be found among the optical objects and
X-ray sources [31]. In the presence of strong magnetic field (supported, for example,
by currents in external gas) and in the case of a rapidly rotating black hole, the
spin/electromagnetic effects not only drive relativistic jets, but also may modify the
spectrum of the inner accretion disc. The power of a relativistic jet is taken from
the magnetic field of an accretion disc and from the rotating black hole. Obser-
vations indicate that accretion disc instabilities may be related to jet ejection.
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The observed speed of more than 0.9 c can be achieved in general by magneto-
hydrodynamic acceleration [22]. As a consequence, the acceleration takes place
predominantly across the Alfven point as expected from MHD theory. Kuperus [28]
considering a binary system in which accretion disc originates when mass overflow
occurs from the primary star onto the compact star, noted that when the compact
star is a neutron star or a black hole the inner parts of the thin disc extend to the RA
respectively a few times the Schwarzchild radius. The inner edge of the stellar mass
black hole disc moves sharply outward as the luminosity decreases [33]. This fact
allowing for the possibility that the inner disc is replaced by magnetically dominated
accretion flows, for example, also supports this paradigm.

4 Galactic Discs

Galactic disc containing gas, dust, and stars and orbiting the galaxy’s centre is the
major element of spiral, lenticular, and some irregular galaxies. The thickness of
the disc is small in relation to its diameter. The formation of a star occurs in a
star-forming region located mainly in the disc. Alfven proposed that a protogalaxy
behaves like a protostar, transferring away angular momentum. A galactic circuit, in
which galaxy field-aligned current should be 1017 � 1019A and the closure currents
flow on the plane of the galaxy and out along the axis of rotation was proposed [6].

Most galaxies with active nuclei (AGNs) host supermassive black holes with
masses �106�1010 solar masses (quasars) at their centers. Very active quasar could
emit more energy than its galaxy. For explanation of this phenomenon the non-
spherical accretion to the supermassive black hole was suggested. Emitted by the
AGN energy could be taken from the black hole rotation and from the accreting
material [12]. The center of our Galaxy (Milky Way) is located in the direction of
the constellation Sagittarius. As the dust becomes thicker to the center of the Galaxy,
this region is usually studied in radio waves and in infrared light. Observation of
22 GHz H2O maser in Sgr A West located near the inner edge of the circumnuclear
disc within 2 pc of the center of our Galaxy was reported [29]. Water maser emission
at 22 GHz has been detected from more than hundred extragalactic AGNs.

Seyfert galaxies (spiral or barred-spiral galaxies with a bright compact nucleus)
exhibit a strong continuum from IR through X-ray regions of the spectrum. In
some Seyfert galaxies the very asymmetric profile of the iron K˛ line suggests
that the emission arises in the innermost region of a relativistic accretion disc.
Velocity near the inner edge of accretion disc is close to c. The iron lines provide a
measurement of R0 because they are Doppler broadened due to relativistic motion
of the accretion disc material and gravitationally redshifted due to the black hole’s
gravitational field. Broad iron lines have been seen from both stellar mass and
supermassive black holes. Tomsick et al. [33] studied the location of the inner
edge of the accretion disc using iron emission lines that arise due to fluorescence
of iron in the disc, and these indicate that the inner edge of the accretion disc is
occurred to be close to the black hole at high and moderate luminosities, while
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for low luminosity it significantly increases. Variations of geometrical and physical
characteristics of innermost regions of AGN were analyzed in [13]. Camenzind [15]
noted that discs in quasars extend most probably down to the marginally stable orbit,
while in intermediate luminosity objects, like radio galaxies and normal Seyfert 1
galaxies, the disc most likely exists at distances of a few tens to a few hundreds of
Schwarzschild radii.

Beskin [12] noted that usually it is suggested that accretion to the central black
hole has a disc form, which determines the character direction: disc axis, along
which the powerful jets are formed. Often the matter in jets preserves the relativistic
velocity very far from the galactic nuclear. The main physical processes leading
to generation of jets in AGNs, microquasars, radio pulsars, and young stars are
explained by the work of a unipolar inductor (in the frame of MHD-theory) creating
strong field-aligned currents at the place where rigid-corotation is broken [12].

Suzuki [32] considered the accretion disc wind generated when the magnetic
energy starts to dominate the gas energy (at RA) and found that the result is
qualitatively similar to what was received in the MHD simulation of the solar
and stellar winds. Livio [30] noted that most of the astrophysical objects which
exhibit jets contain accreting central bodies. He considered, particularly, young
stellar objects, X-ray binaries, black hole transients, AGNs and showed that these
objects possess discs which could generate jets. He obtained that all energy of
accretion matter could be transferred to the energy of jets, if R is of the order of
2RA. According to Camenzind [15], the ergosphere of the black hole is typically a
region smaller than 3RG and the Alfven surface is located within the ergosphere,
while the currents across the rotating black hole magnetosphere and forming disc
arise near RA. Thus, it follows that for bright AGNs connected with the powerful
jets R0 could be located at RA.

5 Discs Around Sun, Giant Planets in the Solar System,
and in the Exoplanet Magnetospheres

In the heliosphere, there is the global heliospheric current sheet serving as a
magnetic equatorial plane between sectors of opposite polarity. Alfven considered
the heliospheric current sheet (with current 3 � 109 A) to be part of a heliospheric
current system in which Sun acts as a unipolar inductor producing a current (e.g.,
[6]). This equatorial current is closed by the field-aligned currents going to the
Sun polar regions and later to the Sun’s atmosphere. In the solar wind the rigid
corotation with the Sun, in zero-order approximation, occurs as far as the Alfven
radius. For typical models of the magnetized solar wind, RA is 0.11 AU. Inside the
Alfven radius, the solar magnetic field force plasma to corotate, while outside the
Alfven radius, the magnetic field is passively convected by the solar wind plasma.
Although there is no strict definition of the inner boundary of the heliosphere, it is
generally assumed to be a surface that separates the super-Alfven solar wind from
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the sub-Alfvenic coronal expansion [37]. So, it means that the heliospheric current
sheet’s inner edge is located at the highest radial Alfven critical point, where the
radial solar wind velocity equals to the Alfven velocity (at 14 solar radii near solar
minimum phase).

The main motion in the inner part of discs around Jupiter and Saturn is
directed along the azimuthal direction, thus the azimuthal velocity is dominated
and determines their Alfven radii. Using of the Alfven radius for determination
of the disc’s inner edge position in the paraboloid magnetospheric magnetic field
models for Jupiter and Saturn (18.4 and 6.5 planetary radii, respectively) allowed us
to receive results which describe observations with a good accuracy [3, 4, 9, 11].

At the present time hundreds of extrasolar exoplanets have been observed. Many
of them are located at distances less than 10 parent stellar radii and have masses
of the order of Jupiter’s (the so called, “Hot Jupiters”). Khodachenko et al. [27]
considered formation of disc in the exoplanet’s magnetosphere. As the gas/plasma
surrounding the rotating magnetized object moves outwards along the magnetic field
lines, its angular velocity is approximately constant until speed V� reaches a value
of Alfven speed VA, when magnetic tension balances the centrifugal force per unit
mass. There, at Alfven radius, the field lines are distorted by the inertia of the gas.
Finally, the disc is generated with the inner edge near the Alfven radius.

6 Conclusions

The theory and observations of discs develops very fast due to the progress in
astronomical equipment, data base and theoretical treatment. One of the main tasks
is the study of discs structure and location. Here we considered different types of
astrophysical discs: discs around Sun, planets, exoplanets, and compact objects.
We also shortly reviewed discs around supermassive black holes in AGNs and
discs in binary systems. Abubekerov and Lipunov [1] stated that the size of the
magnetosphere of the accreting star is close to the Alfven radius. Magnetized objects
surrounded by accreting disc beyond the magnetosphere boundary are found among
X-ray pulsars, X-ray-bursters, cataclismic variables (polars, intermediate polars),
and T Tauri stars. The mentioned above accretor’s properties are independent of the
nature of the central object.

In the other systems, at the Alfven radius the matter can be rotationally ejected.
The ejected matter carries away angular momentum and brakes the central rotation
magnetized object. As we showed in this paper, the Sun, Jupiter, Saturn, and
magnetized exoplanets are surrounded by discs with outflowing plasma, the inner
edges of which coincide with their Alfven radii.

Discs occur in a wide range of astrophysical contexts, differing in size, in the
nature of origin, in material and direction of its motion inside them. However, the
dynamical laws in each type of disc are relatively similar. One specific feature
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common for a large group of discs in a sufficiently strong magnetic field is
considered in the present paper: we show that in spite of different nature of origin,
a lot of astrophysical discs have their inner edges near the Alfven radii.
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Stochastic Properties of Solar Activity Proxies

Kristoffer Rypdal and Martin Rypdal

Abstract The sunspot number (SSN), the total solar irradiance (TSI), a TSI recon-
struction, and the solar flare index (SFI) are analyzed for long-range persistence.
The SSN, TSI, and TSI reconstruction are almost certainly long-range persistent
with most probable Hurst exponent H � 0:7. The SFI process, however, is either
very weakly persistent (H < 0:6) or completely uncorrelated.

1 Introduction

The idea of long-range persistence in the solar records, on short as well as long
times scales, is not new. Mandelbrot and Wallis [1] applied rescaled-range (R=S )
analysis to monthly sunspot numbers (SSN) and found the characteristic bulge on
the log.R=S/ vs. log � curve for time scales � around the period of the sunspot
cycle, but a common slope corresponding to a Hurst exponent of H � 0:9 in the
ranges 3 < � < 30 months and 30 < � < 100 years. Ruzmaikin et al. [2] obtained
similar results for the SSN, and for analysis extended to the time range 100 < � <

3; 000 years by using a 14C proxy for cosmic ray flux. Since such behavior of the
R=S -curve is reproduced by adding a sinusoidal oscillation to a fractional Gaussian
noise with Hurst exponentH , both groups concluded that the stochastic component
of the SSN is a strongly persistent fractional noise in the time range from months to
millennia. Ogurtsov [3] combined SSN and SSN reconstructions with 14C proxies
to obtain H in the range 0.9–1.0 in the time range 25 < � < 3; 000 years by
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means of R=S analysis and first and second order detrended fluctuation analysis
(DFA(1) and DFA(2)). The statistical significance of the long-memory persistence
hypothesis on time scales longer than the sunspot period has been questioned by
Oliver and Ballester [4], using the so-called scale of fluctuation approach.

Renewed interest in long-range persistence has emerged from the debate on the
connection between solar variability and climate change. One segment of this debate
has focused on the detection of correlations and/or common statistical signatures
between proxies of solar activity and climate signals on time scales of the sunspot
period and shorter. Since the correlation appears to be quite weak, some works
have drawn the attention to a possible “complexity-linking” which is proposed to be
discernible by identification of a common long-range memory process represented
by a common Hurst exponent H [5, 6]. This view was criticized by us in a recent
Letter [7] where we point out that trends, like the sunspot cycle in solar signals,
will create spuriously high Hurst exponents. For instance [6] (their Fig. 3B) obtain
H � 0:95 for solar as well as global temperature signals. After such trends are
accounted for, both solar signals and climate signals exhibit considerably lower
Hurst exponents for the stochastic component of the signals.

2 Estimating Hurst Exponents from Data

The solar signals contain distinct periodicities, the most prominent being the 11-year
solar cycle, and these trends will distort the result of the variogram or rescaled-range
analysis. However, the detrended fluctuation analysis (DFA) [8], performs quite well
on these data. The product of this analysis is the n’th order DFA fluctuation function
F .n/.�t/, where �t is the time scale [8]. If a fractional Brownian motion (fBm)
with Hurst exponent H � 0:5 is superposed on a sinusoidal signal of comparable
amplitude, variogram analysis will give an estimated Hurst exponentH � 1, while
a third order DFA analysis (DFA(3)) will give F .n/.�t/ / �tH with H close to
the Hurst exponent for the fBm. Thus, there are good reasons to assume that given
sufficiently long data series DFA(3) would give an accurate estimate of the Hurst
exponent for the underlying detrended stochastic process.

In Fig. 1a we have plotted the solar flare index (SFI), SSN and a total solar
irradiance (TSI) reconstruction over the last four sunspot cycles, and an instrumental
TSI (PMOD) composite for the last two cycles (all as daily averages). The
thick smooth curves are moving averages. In order to extract the stochastic
component the smoothed signal should be subtracted, but the signals are still
strongly non-stationary in the amplitudes of the rapid fluctuations. The variance
of the fluctuations around the local mean y.t/ is roughly proportional to y.t/,
i.e. VarŒx.t/jy.t/ D y�/ y. This means that the mean- and amplitude-detrended
signals z.t/ 	 .x.t/ � y.t//=

p
y.t/; which is plotted in Fig. 1b, are approximately

stationary. The variograms (squared DFA(0) fluctuation function) of the raw signals
yield Hurst exponents in the range 0:88 < H < 0:97 and correspond to the results
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Fig. 1 (a) Sunspot number (SN), solar flare index (SFI), total solar irradiance (TSI) reconstruction,
and the TSI PMOD composite. Smooth curves are gaussian moving averages with a 1-year standard
deviation. (b) In this figure we have subtracted the smoothed signals from the original times series
in order to de-trend the time series and then divided the detrended signals by the square root of the
smoothed signals in (a). Prior to this amplitude adjustment, the origins for each of the signals are
shifted to the minimal values of the smooth signals in (a)

obtained in Fig. 3B of [6]. The DFA(3) analysis, however, yields 0:55 < H < 0:67.
Results similar to the latter is obtained by computing variograms of the detrended
signal in Fig. 1b.

3 A Stochastic Model for Assessing Uncertainty

The limited length of the observed data records makes it difficult to compute error
bars in the estimates of Hurst exponents directly from the data. What we need to
know is the PDF of estimated values OH in an imaginary ensemble of realizations
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of data sets of the same length as the observed record. Such an ensemble can be
generated synthetically from a model that is assumed to have the same statistical
properties as the observed data, including an hypothesized value of H that can
be varied. From this ensemble one can construct a conditional probability density
p. OH jH/ for obtaining an estimated value OH for the Hurst exponent, given that
the “true” exponent is H . Then, by means of Bayes’ theorem we can obtain the
conditional PDF p.H j OH/, which gives us the probability of having a “true” Hurst
exponentH provided we have estimated a value OH from the observational data. The
width of p.H j OH/ gives us the error bar of our estimate.

We shall model z.t/ as a self-similar (in general non-Gaussian) process with
self-similarity exponent H . By denoting this fractional noise process by wH.t/,
we can write x.t/ D y.t/ C �

p
y.t/wH.t/; where y.t/ is a 11-year-periodic

oscillation with amplitude A, and wH .t/ is a fractional non-Gaussian noise with
unit variance. We assume that the observed signal is a realization of the stochastic
model where wH.t/ is a fractional noise with the measured distribution and with
Hurst exponent H 2 Œ0; 1�. We construct a uniform (all values of H 2 I 	 Œ0; 1�

are equally probable) sample space S of realizations of these processes. For
each realization with a given H we measure (estimate) a value OH . In general
OH ¤ H . We can then, for instance, compute the conditional probability density
p. OH jH/ from an ensemble of numerical solutions to the stochastic model where
for each realization H is chosen randomly in the interval I . The conditional PDF
p.H j OH/ can also be computed directly from the ensemble or from Bayes’ theorem:
p.H j OH/ D p. OH jH/p.H/=p. OH: Here p.H/ is by construction of S uniform on
the unit interval I and hence p.H/ D 1. However, p. OH/ is not necessarily uniform
and must be computed from the ensemble.

4 Results

In Fig. 2a (crosses) we show the mean estimated OH computed by the DFA(3)
method from ensembles of synthetic realizations of the SFI. OH is estimated from
DFA(3) applied to the synthetic x.t/ and the deviation from the straight dashed line
indicates the systematic bias of the DFA(3) method. When the process is persistent
(H > 0:5) the method performs quite well, with a slight overestimation ofH when
the process is strongly persistent (H ! 1). The circles (partly hidden by the crosses)
are computed from DFA(3) applied to the fractional noise directly. The fact that the
two curves fall on top of each other shows that the DFA(3) method removes the
influence of the periodic trend. There is also a statistical spread in the estimated OH
indicated by the error bars. The spread in estimated OH depends on the length of the
synthetic data record which we have chosen equal to the observational record. The
conditional PDF p.H j OH/ can be computed from the same ensemble. In Fig. 2b
the conditional cumulative distribution P.H j OH/ 	 R H

�1 p.H 0j OH/dH 0 is com-
puted from the conditional PDF p. OH jH/ by means of the uniform sample space
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Fig. 2 (a) Ensemble mean
EŒ OH� of estimated Hurst
exponent for SFI computed
by the DFA(3) method. The
crosses are computed from an
ensemble of realizations
generated from the stochastic
model where the fractional
noise wH .t/ used in the
model has Hurst exponent H
and the PDF computed from
the SFI time series. The
circles (partly hidden by the
crosses) are computed from
DFA(3) applied to the
fractional noise directly. The
Gaussian statistical spread in
the estimated OH is given by
the error bars. (b) The
conditional cumulative
distribution P.H j OH/ �R H

�1

p.H 0j OH/dH 0

computed from the
conditional PDF p. OH jH/ by
means of the uniform sample
space and Bayes’ theorem for
OH D 0:55

Table 1 1. row: Hurst exponent OH as estimated by DFA(3) from the observed time series.

2. row: The most probable Hurst exponents
R
H p.H j OH/dH computed from the uniform sample

space. 3. row: The 95% confidence intervals computed from the uniform sample space

TSI reconstruction TSI (PMOD) Sunspot number Solar flare index
OH 0:61 0:71 0:78 0:55R
H p.H j OH/dH 0:62 0:70 0:73 0:54

95% confidence 0:57 < H < 0:69 0:62 < H < 0:81 0:68 < H < 0:76 0:49 < H < 0:61

and Bayes’ theorem for OH D 0:55. From this distribution it is easy to compute the
conditional mean E.H j OH/ (which is the best estimate for H given the observation
OH ) and the 95% confidence interval for this estimate. These are given in Table 1,

and does not rule out the possibility that the SFI stochastic process is uncorrelated
(H D 0:5). Note that E.H j OH D 0:55/ D 0:54, i.e. that the best estimate forH and
the observation OH are slightly different.

The mean estimated Hurst exponents and their 95% confidence intervals are
summarized for all four proxies in Table 1. Except for the SFI this analysis indicates
that there is a significant persistence in all solar activity proxies analyzed, but their
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Hurst exponents are considerably lower than obtained by most previous authors. The
largest H is found in the sunspot number, with the most probable value H D 0:73,
and with 95% confidenceH < 0:76.
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