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Abstract. The explosion of the Internet’s routing tables has been a
concern in the last years. Specially after IANA assigned the last /8 pre-
fixes on the 3rd of February, 2011, two fronts are open for the Internet
community: the growth of the IPv4 routing table due to fragmentation
introduced by the last assignments made by RIRs and the strategy to
follow for the new IPv6 Internet. This paper analyses the behaviour of
the IPv4 routing table in the Internet’s Default Free Zone in 2010 and
presents the evolution and the current status of the IPv6 routing table
in the DFZ. These paper also presents a prototype implementation of
the routing architecture based on parallel routing tables. This prototype
implementation was tested in an emulated environment using Netkit.
This implementation demonstrates that parallel routing tables are an
easy and clean alternative to current practises in order to avoid routing
configurations that intend to have effect on a scoped area of the Internet
are leaked outside it. This characteristic makes parallel routing tables a
good candidate for Traffic Engineering configurations in IPv6.

Keywords: Routing protocols, Network Operations, Network manage-
ment, Network monitoring.

1 Introduction

The explosion of the IPv4 routing table in the Default Free Zone (DFZ) of the
Internet continues to be a threat, even after the Internet Assigned Numbers
Authority (IANA) handed out of the last /8 prefixes to the Regional Internet
Registrys (RIRs) the 3rd of February, 2011 [9]. The same concern is growing
regarding the IPv6 address space. This is reflected in the strict policies the
RIRs are imposing on IPv6 address allocations [4]. I share this concern and have
proposed to use parallel routing tables in the Internet in order to isolate the
Internet’s DFZ from Traffic Engineering (TE) artifacts. This solution makes it
possible to apply current practises in TE and keep maximum aggregation in the
DFZ. It would be an enabler for a quicker adoption of IPv6. Adoption of IPv6
is a major concern, now that the last /8 prefixes held by IANA were handed out
and some regions of the Internet (i.e. America, APAC and Europe) face IPv4
address space depletion in the near future. In this paper, I present a prototype
implementation of the routing architecture using parallel routing tables based
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on the open-source Quagga Routing Suite [20]. To check the properties and
viability of the implementation, a proof-of-concept testbed using Netkit [27] has
been used.

The rest of this paper is structured as follows: Section 2 analyses the latest
trends in the growth of the IPv4 routing table in the light of new findings [13]
and examines how the IPv6 routing table is behaving. Section 3 presents the
prototype implementation for the routing architecture proposed in MONAMI-
2010 and compares how it behaves with other setups that can be considered
current practises. Section 4 presents related research and Section 5 presents the
conclusion and future work.

2 Evolution of the Internet

The Internet is entering a transition phase it has long tried to avoid. Since the
3rd of February, 2011 it is clear that the IPv4 address space is facing exhaustion
and that IPv6 needs to be deployed. In this section, the evolution of IPv4 over
the last 10 years and the evolution of IPv6 are presented and studied under
the perspective of aggregation. Besides exhaustion, the second most important
problem faced by the Internet is an explosion of the routing table size in the
Default Free Zone, understanding by explosion an evolution that overwhelms
the technology in terms of memory and processing capacity.

2.1 Evolution of IPv4

The routing table for the IPv4 routing protocol is continuously growing in the
Internet’s Default Free Zone. Figure 4(a) shows the evolution of the routing
table size collected by the RIPE’s Routing Repository (RIPE RR). The graph
takes data from collector RRC00, situated at the RIPE-NCC’s DFZ area. It
shows steady growth stretching through 2010 despite the economic downturn.
The outlier in 2008 is due to failures in the collecting procedure which have
been documented by Cheng et al. in [5]. In [1], I proposed an algorithm to assess
the fragmentation in the address space of the Internet’s DFZ. This algorithm
compresses routing tables by looking for disaggregated prefixes advertised by an
ISP. These prefixes are then substituted by the next better aggregation (i.e. two
adjacent /24 prefixes are aggregated to their common /23 super-network). The
algorithm is recursive and most aggregation is obtained in the first steps. Figure 1
shows the evolution of size of the routing table in the DFZ between January, 2001
and December, 2010. Figure 2 shows the evolution of the aggregation achieved
with the first three iterations of the proposed , expressed as the percentage of
routes that could be eliminated from the original routing table.

It shows how, Between 2002 and 2009, this aggregation ratio grew lineally,
but during 2010, it remained constant. Possible explanations for this behaviour,
that have been given are:
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Fig. 2. Evolution of the IPv4 DFZ: Disaggregation

– the deep economic crisis that started around that time, which would have
slowed down the growth of the Internet. However, Figure 1 does not suggest
that this happened: during 2010, the IPv4 routing table continued to grow.
Moreover, as Figure 4(a) shows, the number of leaf Autonomous Systems
(ASs), i.e. ASs that advertise prefixes to the Internet, continued to grow
during 2010 as in the previous years.

– the depletion of the IPv4 routing space that has forced the RIRs to allocate
smaller prefixes to ASs. This would translate in less possibilities to fragment
the address space, given that the smallest prefixes that can be advertised to
the Internet are /24 [3].

A third explanation for this change of trend in the aggregation rate of the routing
tables of the DFZ of the Internet could also be the transformation observed by
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Labovitz et al. in [13]. In this recently published paper, the authors argue that the
structure of the Internet has changed radically. Some of the ASs in the core of Inter-
net have experienced out-bound traffic growth because they host the most popular
applications, sites, etc.. The coreASs have evolved from simple traffic exchanges to
traffic sources. Thus, they are no longer interested in controlling their input traffic
and could be reducing the number of prefixes they advertise, thus stabilising the
dis-aggregation ratio. This problem has been passed to the new consumer ASs,
who are charged by the volume they consume. As of writing this paper, another
move to consolidate the core of the Internet has happened with the merger of two
major Internet players: Global Crossing and Level 3 [6]. It remains to be seen how
this merger will affect the structure of the core of the Internet.
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2.2 Evolution of IPv6

One of the main fears in the community is that the evolution of the IPv6 routing
tables mimics that of the IPv4 routing table once the new protocol takes up.
This is reflected in the current policy documents of the RIPE [4], where a lot of
stress is put on aggregation. Figure 3 shows the evolution the number of prefixes
in the Default Free Zone of the IPv6 Internet, the size of the resulting routing
table after 3 iterations and the percentage of routes the algorithm was able to
aggregate between 2007 and 2010. The number of routes is still quite low to draw
solid conclusions. However, a very small fraction of ASs dis-aggregating their
prefixes can be observed (around 50 routes or around 2% of the total routing
table). Whether this level of aggregation is maintained or not depends on the
number of ASs using disaggregation as part of their policies. The challenge for
the IPv6 community is that the routeable address space is 48 bits1 long or 224

times greater than in the current Internet.

1 IPv6 addresses are 128 bits long, but the least significant 64 bits have been reserved
for the end user. The IPv6 equivalent to an IPv4 address is, thus, a /64 prefix. In
IPv4, the smallest route-able prefix is a /24 prefix; equivalently, in IPv6, the smallest
route-able prefix is a /48 prefix.
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2.3 Comparative Behaviour

Figures 4 and 5(a) show that the a comparison between IPv4 and IPv6 is not
possible at this point in time. IPv4 is a mature protocol, while efforts to migrate
to IPv6 are starting to be seen in the community. Nonetheless, lessons learnt
in IPv4 are valid for IPv6. One of the good news in the current status of IPv6
is that the majority of leaf ASs are well-behaved and only advertise one prefix
to the IPv6 DFZ, as shown in Figure 5(a). This is far from happening in IPv4.
As shown in Figure 4(a), IPv4 leaf ASs advertise a mean of approximately 10
prefixes per AS. This ratio has remained constant over the last years.

 0

 50000

 100000

 150000

 200000

 250000

 300000

 350000

07
2007

01
2008

07
2008

01
2009

07
2009

01
2010

07
2010

P
re

fi
x
e

s
; 

D
o

w
n

s
tr

e
a

m
 A

S
e

s

IPv4 - RRC00

Prefixes
Downstream ASes

(a) Evolution of Prefixes and Leaf ASes

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 10

07
2007

01
2008

07
2008

01
2009

07
2009

01
2010

07
2010

P
re

fi
x
e

s
/D

o
w

n
s
tr

e
a

m
 A

S

IPv4 - RRC00

Prefs/ds AS

(b) Evolution of the prefix/leaf AS ratio

Fig. 4. Prefix per leaf AS ratio in the IPv4 DFZ

3 Routing for Maximum Aggregation: A Prototype
Implementation

In [1], I proposed to control aggregation in the IPv4 routing tables by making sure
that only the best aggregations were present in the DFZ and that the disaggrega-
tion introduced for TE or security purposes should be kept local to the routers it
was meant for. To that avail, I proposed to use parallel routing tables.
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3.1 Prototype Implementation

Figure 6 shows the proof-of-concept implementation of a router implementing
parallel routing tables.

Zebra protocol Enhanced Zebra Protocol

bgpd
on standard Kernel

routing table
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Fig. 6. Prototype implementation of the proposed routing architecture

The implementation is based on the 0.96.16 code base of the Quagga routing
suite [20], an open source fork of the Zebra routing suite [10]. Both have been
implemented with multiple operating systems in mind. They have a modular
implementation, with a central module implementing an abstraction layer for
the routing mechanisms provided the target system known as the ZServ API
and different routing protocol daemons. At this point in time Quagga supports
the following IPv4 and IPv6 routing protocols: RIPv1, RIPv2, RIPng, OSPFv2,
OSPFv3, IS-IS, BGP-4 and BGP-4+. Additionally, external projects have im-
plemented other protocols like LDP [24].

In order to access any routing table managed by the Linux kernel, the Zserv
API was extended. An extra field carrying the kernel table identifier was intro-
duced in the functions that manipulate the routing tables. The modification is
backwards compatible: a flag indicates whether the kernel table index is included
and when not, the default routing table is assumed.

In order to keep the modifications to the BGP-4 daemon to a minimum, the
implementation uses two BGP-4 daemons that run in parallel. One uses the
standard BGP-4 port and the standard vty port defined by Quagga and this
daemon handles the main Internet routing table with the best aggregations in
the Linux kernel’s main routing table. The second daemon uses non-standard
ports and handles the disaggregated prefixes on a separated kernel routing table.
The kernel routing tables are integrated using the ’ip rules’ command at system
level.



338 P.A. Aranda Gutiérrez

3.2 Proof of Concept Testbed

The development and tests of the modified Quagga and a proof of concept
were implemented in a Netkit [19, 27] environment. The topology is shown in
Figure 7. It follows the general principle of a layered three-tier topology observed
by Labovitz et al. in [13] in the current IPv4 Internet. The central core layer is
implemented by four fully meshed ASs, AS#100 to AS#103, implemented with a
single router. For the sake of simplicity, mono-router ASs are shown with their
Autonomous System Number (ASN) only. The second layer is implemented
AS#1000, AS#1001 and AS#1003 with a single router and AS#1002 with four
border routers (r 10021 through r 10024) and a route reflector (rr 1002). The third
layer is implemented again with single router ASs (AS#1010 and AS#1011) and
AS 1012 with one router and two hosts. The comparison between current disag-
gregation practises and the proposed architecture based on parallel routing tables
were implemented in AS 1002 and AS 1012 for comparison.

3.3 Traffic Balancing Techniques: A Comparison

The proof-of-concept network emulation environment was used to compare dif-
ferent traffic balancing techniques, that can be considered current practises. Two
different scenarios were examined:

AS101

AS1000

AS1010
AS1003

AS1002
AS1012

Tier 1

Tier 2

Tier 3

eBGP

iBGP
(route reflector)

LAN: no BGP
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r_10023
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h_6402

h_6502

r_1012

Fig. 7. Proof of concept topology
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1. Stub AS with first upstream (Tier 1) AS
2. Stub AS with Tier 0 AS

The study of the stub AS case has been performed in other instances [25]. Taking
into account the consolidation process in the Internet, the number of Tier1 and
Tier2 ASs connected to one provider will grow. In all cases, the stub AS adver-
tised a /20 prefix with its 16 /24 prefixes. Table 1 shows the different techniques
used implement traffic balancing. The /24 prefixes were marked to use a given
link as primary or secondary link. When using Multi-Exit Discriminator (MED),
the upstream AS signals the priority of the whole link to the leaf AS.

Table 1. Different traffic engineering techniques used

Mark using Primary link Secondary link

Well-known
communities

advertised with community
NO EXPORT

not advertised

Multi-Exit
Discriminator

upstream AS marks complete
link with “better” MED

upstream AS marks complete
link with “worse” MED

AS PATH
Prepending

advertised with shorter
AS PATH

advertised with longer
AS PATH

Stub AS with Tier 1. The techniques of Table 1 were compared with the
proposed architecture. The criteria used for this comparison were whether the
sub-nets are advertised in the Internet’s DFZ or not, whether during this pro-
cess they keep the metric information for use further upstream, whether opera-
tion and maintenance procedures may result in accidental leak of prefixes, and
whether traffic balancing can be implemented using the technique or not.

Table 2. Comparison between different BGP-4 control techniques

Subnets leaked Subnets keep Operations can Balancing
to the Internet metric result in leak Implemented

MED Yes No N/A No
Well known communities No N/A Yes Yes

AS PATH Prepend Yes Yes N/A Yes
Parallel Routing Tables No N/A No Yes

Table 2 shows the comparison between the different techniques. It can be
argued what quality criteria to use in this classification. I prefer either not to
advertise at all, or making sure that once a prefix is advertised, the routing infor-
mation is correctly mapped to my preferences for inbound traffic. In this sense,
well known communities do not provide a good solution. Regarding routing table
size growth in the Default Free Zone, AS PATH Prepending performs worse than
the proposed architecture. The same applies for MED and the NO ADVERTISE
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community in case of misconfiguration. Last but not least, it also has to be re-
marked that the use of MED is not traffic balancing technique, bu rather a way
for the upstream AS to impose traffic flows on the leaf AS.

Stub AS with Tier 0. In the case of the interaction of AS1012 with a Tier
0 provider, only AS PATH Prepending can be applied in order to control the
traffic coming from it. AS103 was chosen for the proof of concept. In this case,
the two last lines of Table 2 hold.

4 Related Work

This paper continues work previously presented in [1]. In that paper I concen-
trated on the evolution of aggregation in the IPv4 routing tables until 2009. This
paper continues the work with an analysis of 2010 under the light of Labovitz’s
observations of the evolution of the Internet. It presents a practical implemen-
tation of the routing architecture based on best aggregations that respects the
address allocations made by the RIRs I proposed. By choosing this approach,
the mapping between AS and prefix is respected. This is very important when
debugging the Internet.

Different algorithms and approaches to compress either the Forwarding Infor-
mation Base (FIB) or the Routing Information Base (RIB) have been proposed.
One of the first attempts was presented by Draves et al. in [7]. FIB compression
has been retaken recently by Liu et.al. in [16]. They retake the original OTRC
algorithm and apply it to DFZ routing tables collected in 2009 and show that
FIB compression continues to be a feasible approach to contain the look-up times
in today’s Internet. However, it does not attack the routing table explosion prob-
lem. Other work related to the compression of the Internet’s core routing table
includes the Virtual Aggregation (VA) proposal ViAggre [2]. Virtual aggregation
is one of the working items of the Global Routing Working Group (GROW) in
the IETF and is currently being extended to multi-AS configurations. Coupling
FIB with RIB compression and extending it to the Internet has been proposed
by Khare et.al. in [12]. This paper argues that FIB compression techniques can
coexist with RIB compression techniques like VA and that VA can be extended
beyond the AS borders. The approach presented in this paper is more natural
and easier to adopt by Internet Service Providers (ISPs) since the routing tables
do not loose their current look and feel. VA would require ISPs to learn the new
mapping. Other recent attempts to modify the behaviour of Border Gateway
Protocol (BGP-4) in order to make to more scalable and predictable include
the proposal of imposing next hop routing on the Internet and getting rid of
the Autonomous System Path (AS PATH) made by Shapira et al. in [21]. This
approach is even more radical than the architecture proposed in this paper. One
of its merits is getting rid of AS PATH artifacts.

Other implementations of BGP-4-based TE solutions have also been discussed
by Uhlig and Bonaventure in [25] and [26]. There have been attempts at enhanc-
ing BGP-4 and limiting the topological scope of advertisements. Li et al. tried
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to introduce the AS PATHLIMIT attribute [15], meant to suppress certain ad-
vertisements after the AS PATH attribute has reached a certain length, never
passed beyond the Internet draft status. It was included in the Quagga Routing
Software suite. However, the change logs for recent versions show that this attri-
bute is no longer recognised by it.

Separating a BGP-4 into independent sessions in order to improve the isolation
between the different address families running on a router was already proposed
by Scudder et al. in 2003 [22]. Other closed discussions in this area have proposed
to reuse the well known TCP port [28] for multiple BGP-4 sessions. Multisession
BGP-4 is currently being revisited [23]. The current version of the draft proposes
to use different sessions for different Address Families, but does not propose to
separate the handling theseAddress Families by different processes.The prototype
implementation includes this step. Complete separation provides protection of the
BGP-4 information carried in the different sessions. However, it does not protect
against the impact of an unstable BGP-4 process on the FIB.

During discussions of the Internet Architecture Board (IAB) regarding the
scalability of the routing tables in the Internet’s DFZ in 2006, a new change of
paradigm was proposed. Some proponents argued that IP addresses are currently
used both as Routing Locators (RLOCs) and as Endpoint Identifiers (EIDs)
and that this duality needed to be broken. This discussion is known generically
as the “Locator/ID (Loc/ID) split”. Different implementation proposals have
been presented. The Locator/ID Split Protocol (LISP) [8], which implied no
modifications in the host protocol stack, was proposed for the last time in March,
2009 and has been abandoned. Another proposal, the Host Identity Protocol [18]
has reached the Request for Comments (RFC) status and is being proposed in
the context of IPv6 and the migration to IPv6. However, all Loc/ID solutions
exhibit several architectural issues [17], including the fact that all solutions rely
on BGP-4 to carry the information and thus exhibit the same problems of BGP-
4 like the possibility of injecting bogus routes to divert traffic. Although the
parallel routing tables architecture I propose doesn’t solve this problem either,
these routes can be detected more quickly than today: the current counter-
measure for spoofed BGP-4 routes is dis-aggregation. If an attacker sends a
spoofed /24 prefix, the attacked AS sends it too and leaves it to the BGP-4 route
decision process to choose between the rightful and the spoofed advertisement.
The rightful advertisement will “win” in some ASs, while the spoofed will be
chosen in others. This makes debugging more difficult. With my proposal, the
spoofed advertisement will be installed all over the Internet and thus detection
mechanisms [11, 14] will deliver consistent results confirming the attack.

5 Conclusion and Further Work

This paper has revisited the growth of the IPv4 and IPv6 routing table in the Inter-
net’s Default Free Zone. It shows that current Internet trends towards
consolidation of content producers [13] and depletion of the IPv4 routing space are
resulting in a slow-down of the disaggregation rate of the DFZ. The current trend
in IPv6 looks promising. Possibly because there is no real need for dis-aggregation
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and because current policies stress on aggregation [4], the disaggregation level in
the IPv6 routing table is very small. Nonetheless, the IPv6 protocol has not taken
up as expected and it remains to be seen if the IPv6 routing tables in the Internet’s
DFZ will continue to behave like this in the future.

A prototype implementation of a routing architecture based on parallel routing
tables presented in MONAMI-2010 has been presented and compared with cur-
rent practises. The initial results regarding operation simplicity indicate that
this architecture might help reducing the operation complexity.

Future work includes a long term observation of aggregation trends in the
IPv6 Internet, once it starts to take up. It should be interesting to see how
large scale adoption affects the IPv6 DFZ and what current BGP-4 practises are
adopted for IPv6 operations, taking into account that multi-homing practises as
known today are not favoured by current policies [4]. In this context, routing with
parallel routing tables could be used to replicate most of today’s TE techniques
that rely on dis-aggregating prefixes locally while hiding them from the global
IPv6 routing tables. It could therefore become an enabler for IPv6 take-up.
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collections of the RIPE’s Routing Repository and because NetKit is available to
all of us. Without it, the implementation, test and proof of concept would have
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