
Leveraging Linked Data Analysis for Semantic

Recommender Systems

Andreas Thalhammer

STI Innsbruck, University of Innsbruck, Austria
andreas.thalhammer@sti2.at

1 Motivation

Traditional (Web) link analysis focuses on statistical analysis of links in order to
identify “influencial” or “authorative” Web pages like it is done in PageRank,
HITS and their variants [10]. Although these techniques are still considered as
the backbone of many search engines, the analysis of usage data has gained high
importance during recent years [12]. With the arrival of linked data (LD), in
particular Linked Open Data (LOD),1 new information relating to what actu-
ally connects different vertices is available. This information can be leveraged
in order to develop new techniques that efficiently combine linked data analy-
sis with personalization for identifying not only relevant, but also diverse and
even missing information. Accordingly, we can distinguish three problems that
motivate the topic of this thesis:

Relevance. LOD is well known for providing a vast amount of detailed and
structured information. We believe that the information richness of LOD
combined with user preferences or usage data can help to understand items
and users in a more detailed way. In particular, LOD data can be the basis
for an accurate profile which can be useful for recommendation in various
domains. As information about items in the user profile is often unstructured
and contains only little background knowledge, this information needs to
be linked to external sources for structured data such as DBpedia.2 Also,
product and service providers need to link their offers accordingly. Methods
for this two-way alignment have to be specified and evaluated.

Diversity. According to [5], recent developments in semantic search focus on
contextualization and personalization. However, approaches that semanti-
cally enable diverse recommendations for users, also in context to users’
profiles, remain barely explored. Of course, this states a complementary way
of recommendation that is often only based on ranking by relevance. Con-
sider the example of a news aggregation Web site which ranks articles by
popularity. Popular articles are placed at the main page. On the same topic,
there are hundreds of additional articles from other news sites and blogs
indexed, but not visible on the main page. Of course, these articles get much

1 Linking Open Data - http://ow.ly/8mPMW
2 DBpedia - http://dbpedia.org/
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less clicks than the ones from the main page. This results in the most popular
sites gaining even more popularity. Our goal is to break up such feedback
loops by introducing diverse recommendations.

Non-existence. During recent years the LOD cloud3 has been growing to a
huge amount of interconnected triples. Approaches like Freebase4 and the
Wikidata project5 focus on collecting information through direct input in
order to establish an encyclopedic corpus. We believe that these systems
are likely to face the same issue like Wikipedia:6 since 2006, its growth is
decreasing [16]. This problem of Wikipedia gained focus of research and
different article recommendation systems have been explored [4,8]. These
systems point users to articles they might want to edit. This idea can be
extended in order to work for Freebase or Wikidata: given the corresponding
user profiles, it becomes feasible to point users to missing facts (e.g. the
mayor of a city).

2 Related Work

During the last decade, several approaches that aim to link semantic technologies
and recommender systems have been introduced. [15] introduces a framework
that enables semantically-enhanced recommendations in the cultural heritage
domain. Recommendation as well as personalization in this work rely on the
CHIP ontology which is designed specifically for the cultural heritage domain.
The core of the recommendation strategy bases on discovering domain-specific
links between artworks and topics (e.g. the same creator, creation site, or mate-
rial medium). In the outlook section of this work, the author emphasizes on LD
as a core technology to enhance personalization and recommendation. The work
presented in [7] states an approach to utilize LD in order to enhance recom-
mender systems. Just like our focus on linking items in the user profile to LOD
items, Heitmann and Hayes utilize LOD links in order to enhance background
information for recommendation corpora. The recommendation approach is col-
laborative filtering (cf. [1]) as “the inconsistent use of these semantic features
makes the cost of exploiting them high” [7]. In my thesis, I try to leverage
exactly these semantic features for recommendation. [2] introduces a semantic
news recommender system called “News@hand” that makes use of ontology-
based knowledge representation in order to mitigate the problem of ambiguity
and to leverage reasoning for mediating between fine and coarse-grained fea-
ture representations. The system supports content-based as well as collaborative
recommendation models. Similar to our approach, the items and the user pro-
files are represented as a set of weighted features. The weights of the item fea-
tures are computed with a TF-IDF technique which does not involve additional
knowledge.

3 LOD cloud - http://lod-cloud.net/
4 Freebase - http://www.freebase.com/
5 Wikidata - http://meta.wikimedia.org/wiki/Wikidata
6 Wikipedia - http://wikipedia.org/
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DBrec, a music-specific recommendation approach, is presented in [13]. In
this paper, LD (i.e. DBpedia) is utilized for semantic recommendations. The
approach is based on the similarity measure LDSD which aims at estimating
the distance between two LD resources by considering entities in a two-hop ra-
dius. Just like in item-based collaborative filtering (cf. [1]), the similarity scores
between entities can be computed offline. For storing the results, the author in-
troduces the LDSD ontology. In comparison to the similarity measures we try to
introduce, LDSD similarity computation is based on statistics about direct and
indirect in and out links disregarding the importance of particular predicates.

Personalized property suggestions relate to two topics, i.e. personalized arti-
cle recommender systems and property suggestion systems. Several recommender
systems utilize user information to make recommendations like “You might want
to edit this Wikipedia article” [4,8]. Others suggest facts that might be relevant
for a certain Wikipedia entry [11,17]. However, the problem of proposing prop-
erties for Wikipedia, Freebase, or OntoWiki documents in a personalized way,
like “Here are some missing facts about [some article] that you could know”, has
not been addressed so far.

3 Proposed Approach

Our approach is based on identifying distinctive item features with the help of
usage or rating data. As with all recommender systems, the main goal is to help
users to find information that is important to them. On a different level, the
macro goals are to identify and match information that is important about users
with information that is important about items. Accordingly, the first part of
the process can be broken down to the following steps:

1. Extract and create user profiles with items linked to LOD.
2. Find k-nearest neighbors for each item according to the user-item matrix.

The entries of this matrix are ratings by users for items (cf. [14]).
3. Identify which features are important about specific items (which property-

value pairs do they share with their neighbors).
4. Combining the results step 1 and 3, it is possible to find out what is specific

about a user.

These processing steps can be performed offline. For the representation and
storage of the results an appropriate vocabulary needs to be selected. After these
steps, we have established a situation where we know what is important about
specific items as well as users. Afterwards, in the second part, we investigate
for different match-making techniques that help us to recommend items to the
user that relate to relevant, diverse, or missing information. Accordingly, the
following techniques may serve as starting points:

Relevance. Graph matching of the weighted user and item graphs.
Diversity. Clustering according to the most important properties or property-

instance combinations in the user profile.
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Non-existence. Recommend a missing fact which is very important for an
article (e.g. population of a city) to the user who is frequently editing this
property in related articles.

Some efforts towards semantically enabled cross-domain profiles and recommen-
dations that refer to LOD have already started [6]. However, utilizing user pro-
file or usage data in order to introduce feature weights for items has not been
explored to the best of my knowledge. Also, using collaborative filtering back-
ground knowledge in order to discover important properties of LOD entities is a
novel approach. There might also be a limitation of the approach: The user-item
matrix that we make use of can be used directly for collaborative filtering. In
previous experiments that were conducted by various users in connection with
the Netflix Prize7 it turned out that sole collaborative filtering outperformed
all approaches that tried to enrich the data set with background information.
The pure collaborative filtering approach was much better in performance and
also in terms of prediction quality. However, we target scenarios that are not
constrained by a single fixed domain (such as movies). Moreover, measuring rel-
evance only is not comparable to our scenarios as we also try to incorporate
diverstiy. Given a specific domain, collaborative filtering can serve as a base line
for our relevance-focused approach.

4 Methodology

For my thesis, I will conduct the following steps:

– identify related fields of research
– implement linking of items to LOD and the according weighted item and

user representations
– identify existing match-making algorithms and evaluate their appropriate-

ness
– conduct different algorithms for match-making
– evaluate the selected approaches according to relevance, diversity and esti-

mated information gain

For first tests and results, we chose the HetRec2011 MovieLens2k dataset [3] that
has been linked to Freebase data. The rating data stems from the MovieLens10M
dataset8 that contains anonymous user profiles.

The evaluation of recommender systems is usually based on precision and re-
call which can also be applied in this case. In this field, a couple of approaches
already exist that can serve as base lines. A measure which ranks diversity is
introduced in [9]. The recommendation of missing content for Web 2.0 collec-
tions can be evaluated by comparing the number of edits with and without the
recommendation approach.

7 Netflix Prize - http://www.netflixprize.com/
8 MovieLens10M - http://www.grouplens.org
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