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Abstract. The Web content increasingly consists of structured domain specific
data published in the Linked Open Data (LOD) cloud. Data collections in this
cloud are by definition from different domains and indexed with domain specific
ontologies and schemas. Such data requires retrieval methods that are effective
for domain specific collections annotated with semantic structure. Unlike previ-
ous research, we introduce a retrieval framework based on the well known vector
space model of information retrieval to fully support retrieval of Semantic Web
data described in the Resource Description Framework (RDF) language. We pro-
pose an indexing structure, a ranking method, and a way to incorporate reasoning
and query expansion in the framework. We evaluate the approach in ad-hoc re-
trieval using two domain specific data collections. Compared to a baseline, where
no reasoning or query expansion is used, experimental results show up to 76%
improvement when an optimal combination of reasoning and query expansion is
used.

1 Introduction

Search engines have revolutionized the way we search and fetch information by being
able to automatically locate documents on the Web. Search engines are mostly used
to locate text documents that match queries expressed as a set of keywords. Recently,
the document centric Web has been complemented with structured metadata, such as
the Linked Open Data cloud (LOD) [3]. In such datasets structured and semantic data
descriptions complement the current Internet infrastructure through the use of machine
understandable information provided as annotations [2]. Annotations are produced man-
ually in many organizations, but automatic annotation has also become mature enough
to work on Web scale [13]. As a result, we are witnessing increasing amount of struc-
tured data published on the Web.

Standards such as the RDF(S) [5] and publishing practices for linked data have en-
abled seamless access to structured Web data, but the underlying collections remain
indexed using domain specific ontologies and schemas. In fact, such domain specific
structure is the underlying element empowering the Semantic Web. For example, the
data from cultural heritage data providers is very different from the data by scientific
literature publishers, indexed with different vocabularies, and in the end, serving dif-
ferent information needs. As a result, different data collections are being published as
a linked open data and accessed on the Web, but each individual publisher can de-
cide about the semantics used to annotate the particular data collection. This imposes
specific challenges for retrieval methods operating on such dataspace:
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1. Structured object data. Search is targeted to objects or entities that are increasingly
described using a combination of structured information and free text descriptions.
For example, a tourist attraction could be described with information about the lo-
cation of the site as coordinate data, the categorization of the site through references
to a thesauri or an ontology, and the description of the attraction in free text format.

2. Recall orientation. A subset of the linked data cloud identified relevant for a specific
application is often limited in size. Data collections are in hundreds of thousands
or millions as opposite to billions as in conventional Web search. This favors recall
oriented retrieval methods.

3. Semantic gap between search and indexing vocabulary. Objects originate form do-
main specific curated collections and are described using expert vocabulary. For
example, a user searching for scientific objects inside a museum could be interested
on spheres, galvanometers, and optical instruments, but could use terms ”science”
and ”object” to express her information need.

To address the former challenges, we propose an extension of the Vector Space
Model (VSM) [15] adapted to the RDF data model. Unlike in previous approaches
[8,6,16,10,11,7], in our extension the indexing is based on RDF triples instead of in-
dividual concepts detected from text documents. The novelty of our model is that we
use RDF triples as the basis for our indexing and ranking models instead of using on-
tologies only to expand individual terms in queries or text document indexing. This
has only been addressed in [4], where horizontal indices were used to index RDF data.
While similar in nature, in addition, we compare different query types, query complex-
ity levels, and query expansion levels for the triple-based model. We also consider more
complex queries than keyword queries as used in the previous work. In our approach,
the queries can be any combination of keywords, triples or resources. In addition, the
effect of query and document expansion, that allow background knowledge to be used
as basis to reduce data sparsity and enable semantic indexing, are key contributions in
our study.

We evaluate our approach in domain specific data retrieval on cultural heritage data
collections and show that our adaptation of the VSM, combined with reasoning and cor-
rect query expansion strategy, yields to superior retrieval performance with an increase
of 76% in mean average precision compared to a baseline approach. The rest of the
paper is structured as follows. In section 2 we present the retrieval framework including
indexing, retrieval and query expansion methods. In section 3 we explain the experi-
mental setup, data and evaluation measures. Section 4 presents the results. Finally, we
conclude with discussion, related work and future research directions.

2 Retrieval Framework

We use a retrieval framework based on the VSM and extend it to utilize RDF triples as
indexing features. We show how indexing can be done for RDF triples, cosine similarity
computed over such data representation, and how reasoning and query expansion can
be incorporated in to the retrieval framework.
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2.1 Data Representation

We start with a retrieval method based on the well known Vector Space Model of in-
formation retrieval [15]. We use metadata expressed as ontology-based annotations and
utilize RDF as a representation language. RDF describes data as triples, where each
triple value can be either a resource R or literal L. The feasibility of the index can
be problematic in terms of the size of the triple-space if the triples would be directly
used as indexing features. Using the pure VSM of information retrieval would cause
the dimensionality of the document representation to be vectors that have occurrences
for every deduced triple. The maximum dimensionality being the number of possible
triples on the domain T ∈ R×R× (R ∪L). It is well known that high dimensionality
often causes problems in similarity measurements and has been recognized to be prob-
lematic in ontology-based search [6,1]. This would hurt the performance of the VSM,
because many of the matching concepts would be the same in the tail of super concepts,
i.e. almost all documents would be indexed using the triples consisting of resources
appearing in the upper levels of the ontology hierarchies.

We reformulate the indexing of the documents and the triples in the deductive closure
of their annotations as vectors describing occurrences of each triple given the property
of the triple. Splitting the vector space based on property is not a new idea, but has
been recently used in RDF indexing [12,4]. An intuition behind this is that properties
often specify the point of view to the entity. For example, annotating Europe as a man-
ufacturing place or subject matter should lead to completely different weighting of the
resource, depending on the commonality of Europe as a subject matter or as a manufac-
turing place. In addition, properties are not expected to be used as query terms alone,
but only combined with either subjects or objects of the triple. For example, it is un-
likely that a user would express her information need by inserting a query to return all
documents with dc:subject in the annotations. However, a user could construct a query
that would request all documents with dc:subject having a value Europe. Literals are
treated separately from concepts. We tokenize literals to words and stem them using the
Porter stemming method. After this they are stored in the same vectors as the concepts.
In practice, the data is often described using a schema, where the subject of the triple
is the identifier for the entity being described, as in the data used in our experiments.
However, our indexing strategy enables indexing of arbitrary RDF graphs.

Accessing the correct index for each vector space fast in the query phase requires
an external index. For this purpose we define a posting list that maps the index of the
correct vector space to the query. We propose a model over possible vector spaces, first
one for every possible property, and two additional vector spaces for subject and object.
From now on we refer to these actually indexed subjects and objects as concepts to
avoid mixing these with the subject of an RDF triple. Every concept is indexed in a
vector space that defines the occurrence of the concept in an annotation of a specific
entity. These vector spaces are referred as y and they form a set of vector spaces Y with
a length x, i.e. Yx = {y1, ..., yx}.

This indexing strategy requires a large number of vector spaces, but the triple di-
mension of each matrix is lower because the maximum term length k for triples is
the number of resources and literals R, and for the document dimension only the
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documents that have triples in the particular vector space are indexed. This avoids the
high dimensionality problem when computing similarity estimates.

2.2 Weighting

The purpose of the indexing strategy is not only to reduce the dimensionality to make
computation faster, but also to enable more accurate weighting by avoiding the prob-
lems caused by the high dimensionality. Intuitively, some of the triples are likely to
be much less relevant for the ranking than others. For example, matching a query only
based on a triple <rdf:Resource, rdf:Resource, rdf:Resource> will lead to a match to
all documents, but is meaningless for search purposes. On the other hand, a resource
Helsinki, should be matched to all documents indexed with resource Helsinki, but also
to the documents indexed with Europe, because they belong into the same deductive
closure, but with smaller weight. For this purpose we use tf-idf weighting over the re-
sources within a specific vector space. In normalized form tf is:

tfi,j = (
Ni,j∑
k Nk,j

)
1
2 , (1)

where Ni,j is the number of times a resource i is mentioned in the vector space of
document j and

∑
k Nk,j is the sum of the number of occurrences of all resources of

the document j. In a similar way, inverse document frequency idf is defined as:

idfi = 1 + log(
N

ni + 1
), (2)

where ni is the number of documents, where the resource i appears within the specific
vector space and N is the total number of documents in the system. The weight of an
individual resource in a specific vector space is given by:

wi,j = tfi,j · idfi. (3)

The tf-idf effect in triple-space is achieved based on the annotation mass on resources,
but also through reasoning. For example, the resource Europe is likely to have much
more occurrences in the index than the resource Finland, since the index contains the
deductive closures of the triples from annotations using resource identifiers also for
other European countries. This makes the idf value for resource Finland higher than for
resource Europe. A document annotated with resources Germany, France and Finland
would increase the tf value for the resource Europe, because through deductive reason-
ing Germany, France and Finland are a part of Europe. Naturally, the tf could also be
higher in case the document is annotated with several occurrences of the same resource,
for example as a result of automatic annotation procedure based on text analysis [13].

2.3 Ranking

In the vector model the triple vectors can be used to compute the degree of similar-
ity between each document d stored in the system and the query q. The vector model
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evaluates the similarity between the vector representing an individual document Vdj

and a query Vq . We reformulate the cosine similarity to take into account a set of vector
spaces, one for each possible combination of triples given the models y ∈ Y as opposite
to the classic VSM that would use only one vector space for all features. For this pur-
pose, we adopt the modified cosine similarity ranking formula used in Apache Lucene
open source search engine1, where the normalization based on Euclidean distance is
replaced with a length norm and a coord-factor. The length norm is computed as:

ln(Vdj ,y) =
1√
nf

, (4)

where nf is the number of features present used to index the document dj in the vector
space y under interest. The coord-factor is computed as:

cf(q, dj) =
mf

k
, (5)

where mf is the number of matching features in all vector spaces for document dj and
query q and k is the total number of features in the query.

In our use case, these have two clear advantages compared to the classic cosine sim-
ilarity. First, the use of the length norm gives more value to documents with less triple
occurrences within the vector space under interest. In our case this means that docu-
ments annotated with less triples within a particular vector space y get relatively higher
similarity score. This is intuitive, because the knowledge-base could contain manually
annotated documents with only few triples and automatically annotated documents with
dozens of triples. In addition, some vector spaces can end up having more triples, as a
result of reasoning or more intense annotation, than others. The number of matching
features in queries also should increase the similarity of the query and document. This
effect is captured by the coord-factor. We can now write the similarity as:

sim(q, dj) = cf(q, dj) ·
x∑

y=1

k∑

i=1

(wi,yj · ln(Vydj
)), (6)

where the dot product of the vectors now determines the weight wi,j and is computed
across all vector spaces y. In this way the ranking formula enables several vector spaces
to represent a single document because length norm is computed for each vector space
separately. This can be directly used to operate with our triple space indexing.

The model approximates the importance of all the different combinations of y ∈ Y
separately. Intuitively, this is a coherent approach: the importance of a concept in the
domain is dependent on the use of the concept in a triple context. Note that our approach
does not normalize across the vector spaces. This favors matches in several vector space
instead of a number of matches in a single vector space. For example, a query with sev-
eral triples with the property dc:subject and a single triple with the property dc:creator
would favor queries that have both dc:subject and dc:creator present over queries that
would have matches only for one of the properties.

1 The features of the similarity computation that are not used in our method and experi-
ments are omitted. The full description of the original ranking formula can be found at
http://lucene.apache.org/
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2.4 Reasoning and Query Expansion

The adaptation of the vector space model that we presented in the earlier section as-
sumes the existence of document vectors that can be then stored in separate vector
spaces. RDF(S) semantics enable deductive reasoning on the triple space. Using such
information in the indexing phase is often called document expansion. This means that
the document vectors are constructed based on the triple-space resulting from a deduc-
tive reasoning process.

For example, an annotation with an object Paris, could be predicated by different
properties. One document could be created in Paris while another document could have
Paris as a subject matter. Through deductive reasoning both of these annotation triples
are deduced to a triple, where the property pointing to the concept Paris is rdf:Resource.
In a similar way, the concept Paris can be deduced through subsumption reasoning to
France, Europe, and so on.

If a search engine receives a query about Paris, it should not matter for the search
engine whether the user is interested in Paris in the role of subject matter or place of
creation. Therefore, the search engine should rank these cases equally based on only
the information that the documents are somehow related to Paris. In other words, based
on the triple, where the property is rdf:Resource. On the other hand, if the user specifies
an interest in Paris as a subject matter, the documents annotated in such way can be
ranked higher by matching them to a vector space of subject matters. This functionality
is already enabled using the vector space model for triple space by indexing deductive
closures along with the original triples.

Another way to improve the accuracy of the method is ontology-based query expan-
sion. While deductive reasoning provides logical deduction based on the relations avail-
able in the ontologies, the user can be interested also in other related documents. For
example, users interested in landscape paintings, could also be interested on seascape
paintings, landscape photographs and so on. These can be related in the ontology further
away or with different relationships that are included in the standard RDF(S) reasoning.

Ontologies can be very unbalanced and depending on the concepts used in the anno-
tation, different level of query expansion may be necessary. For example, a document
annotated with a concept Buildings may already be general enough and matches to
many types of buildings, while a document annotated with the concept Churches might
indicate user’s interest, not only on churches, but also other types of religious buildings.

Measuring a concept to be semantically close to another concept, and therefore a
good candidate for the query expansion, can be approximated using its position in the
ontological hierarchy [14]. The more specific the concept is, more expansion can be
allowed. We use the Wu-Palmer measure to measure the importance of a resource (sub-
ject, predicate, and object separately) given the original resource in the query triple.
Formally, the Wu-Palmer measure for resources c and c′ is:

relWP (c, c
′) =

2l(s(c, c′), r)
l(c, s(c, c′)) + l(c′, s(c, c′)) + 2l(s(c, c′), r)

, (7)

where l(c, c′) is a function that returns the smallest number of nodes on the path con-
necting c and c′ (including c and c′ themselves), s(c, c′) is a function that returns the
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lowest common super-resource of resources c and c′, and r is the root resource of the
ontology.

The resources having a Wu-Palmer value above a certain threshold are selected for
query expansion. We construct all the possible triples that are possible based on the
resources determined by the Wu-Palmer measure and select the most general triples as
the expanded triples that are used in the actual similarity computation. This means that
all subjects, properties, and objects of any triple in the query are included by using all
permutations of the resources in these resulting sets and the most general combination is
selected. By the most general combination, we mean triple that has the longest distance
in terms of subsumption from the original triple in terms of the expanded subject, pred-
icate and object, each measured individually. This also removes possible redundancy of
the original query triples, such as inclusion of triples.

In case other relations are used in the expansion, all of the triples are included. In
other words, we include only the most general case in terms of subsumption, but include
related terms as new triples. The rationale behind including only the most general triple
is that including all possible super-triples could lead to a substantial amount of matching
triples and may hurt the accuracy of the similarity computation.

The Wu-Palmer measure can be used to dynamically control the query expansion
level towards an index of concepts that form a tree. Such a tree can be constructed in
many different ways. A trivial case is to use only subsumption hierarchies, a semanti-
cally coherent taxonomy of concepts. However, ontologies enable also other relations
to be used in query expansion. We refer different combinations of such relations as the
query expansion strategy.

We investigate the following query expansion strategies: related terms only, sub-
sumption only, full expansion. Related terms only strategy means that a semantic clique
is formed based on the nodes directly related to the concept being expanded (distance
of arcs is one), but no subsumption reasoning is used. Subsumption only strategy means
that the query is expanded using transitive reasoning in subsumption hierarchies. This
means that additional query expansion to other concepts than those in the deductive clo-
sure can be done only using subsumption hierarchies. Full expansion means that both,
subsumption and related terms are used in expansion and the tree index is built using
subsumption relations and related terms of each concept achieved through subsumption.
Related terms are not treated as transitive.

For example, using only the subsumption hierarchies, we could deduce the informa-
tion that the concept ”landscape paintings” is related to its superconcept ”paintings”
and through that to the concept ”seascape paintings”, because they have a common su-
perconcept. Using the full expansion we could obtain an additional information that
”seascape paintings” is further related to ”seascapes”, ”marinas” and so on.

3 Experiments

We conducted a set of laboratory experiments to determine the retrieval performance of
the method and the effect of different indexing and query expansion strategies.
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3.1 Method Variants

We created different variants of the VSM method by varying indexing strategies and
query expansion levels. These were used to study the effect of the different combina-
tions to the retrieval performance. The performance of all different indexing strategies
was measured separately: related terms only, subsumption only, and full expansion. All
of the strategies were then measured using different levels of query expansion by vary-
ing the Wu-Palmer measure from 1.0 to 0.1. All of the strategies were implemented on
top of the triple-space index.

3.2 Data

We used a dataset in the domain of cultural heritage, where the documents have high
quality annotations. The dataset consists of documents that describe museum items,
including artwork, fine arts and scientific instruments, and points of interest, such as
visiting locations, statues, and museums. The data was obtained from the Museo Galileo
in Florence, Italy, and from the Heritage Malta. The document annotations utilize the
Dublin Core properties and required extensions for the cultural heritage domain, such
as material, object type, and place of creation of the document described. An example
annotation of a document describing a scientific instrument from the Museo Galileo is
described in Figure 1.

<dc:identifier> <urn:imss:instrument:402015> .
<sm:physicalLocation> <http://www.imss.fi.it/> .
<dc:title> "Horizontal dial" .
<dc:subject> "Measuring time" .
<dc:description> "Sundial, complete with gnomon..." .
<dc:subject> <aat:300054534> . (Astronomy)
<sm:dateOfCreation> <sm:time_1501_1600> . (16th Century)
<sm:material> <aat:300010946> . (Gilt Brass)
<sm:objectType> <aat:300041614> . (Sundial)
<sm:placeOfCreation> <tgn:7000084> (Germany)
<sm:processesAndTechniques> <aat:300053789> . (Gilding)
<dc:terms/isPartOf> "Medici collections" .
<rdf:type> <sm:Instrument> .

Fig. 1. An example of the data used in the experiments. Subjects of the triples are all identifiers
of the resource being describes and are therefore omitted. Description is shortened.

The documents are indexed with RDF(S) versions of Getty Vocabularies2. The
RDF(S) versions of the Getty Vocabularies are lightweight ontologies that are trans-
formed to RDF(S) from the original vocabularies, where concepts are organized in
subsumption hierarchies and have related term relations. Geographical instances are
structured in meronymical hierarchies that represent geographical inclusion. Temporal
data is described using a hand crafted ontology that has concepts for each year, decade,

2 http://www.getty.edu/research/conducting research/vocabularies/
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century, and millennium organized in a hierarchy. Literal values are indexed in the VSM
as Porter stemmed tokenized words.

3.3 Queries and Relevance Assessments

The query set consists of 40 queries that were defined by domain experts in the same
museums where the datasets were curated. Figure 2 shows two example queries, one for
astronomers and subject matter optics, and another for physicist Leopoldo Nobili and
subject matter of galvanometers, batteries and electrical engineering. Relevance assess-
ments corresponding to the query set were provided for a set of 500 documents in both
museums. Museum professionals provided relevance assessments for the dataset by as-
sessing each document either relevant or not relevant separately for all of the queries.
The dataset and relevance assessment were carried out specifically for this study. This
is a relatively large set of queries and relevance assessments for one-off experiment be-
cause the recall is analyzed with full coverage by domain experts meaning that all of
the documents are manually inspected against all of the queries. Pooling or automatic
pre-filtering was not used. This makes the relevance assessments highly reliable, avoids
bias caused by automatic pre-filtering, and takes into account all possible semantic rel-
evance, even non-trivial connections judged relevant by the domain experts.

The domain experts were asked to created queries typical for the domain, such that
the queries would include also non-trivial queries considering the underlying collection.
For example, a query containing the concept ”seascapes” was judged relevant also for
objects annotated with the concept ”landscape paintings”, and for objects annotated
with ”marinas”, ”boats”, ”harbors” and so on. The judges were allowed to inspect the
textual description in addition to the image of the objects when assessing relevance.

<rdf:Resource> <aat:300025789> . (astronomers)
<dc:subject> <aat:300134506> . (astronomical photography)
<dc:subject> <aat:300211119> . (optical toys)
<dc:subject> <aat:300056210> . (optical properties)
<rdf:type> <sm:Instrument> .

<rdf:Resource> "Leopoldo Nobili" .
<dc:subject> <aat:300197519> . (galvanometers)
<dc:subject> <aat:300002501> . (batteries)
<dc:subject> <aat:300054490> . (electrical engineering)
<rdf:type> <sm:Instrument>

Fig. 2. An example of two sets of queries defined by experts in the Museo Galileo. The names-
pace dc and sm refer to the Dublin Core and a custom extension of the Dublin Core properties for
the cultural heritage domain, and aat to the Art and Architecture Thesaurus of the Getty Founda-
tion. The subject of each RDF triple is omitted, because it is rdf:Resource for these queries.



Domain Specific Data Retrieval on the Semantic Web 431

3.4 Evaluation Metrics

The accuracy of the retrieval methods was measured using Recall, Precision and Mean
Average Precision. In addition, we plotted non-interpolated precision-recall curves on
11 recall levels to get an understanding of the performance differences between the
methods. Recall R is defined as the number of relevant documents retrieved by a search
method divided by the total number of relevant documents in the system, while preci-
sion P is defined as the number of relevant documents retrieved by a search method
divided by the total number of documents retrieved.

Precision and recall are vulnerable measures because often when precision increases,
recall decreases and vice versa. Therefore, a single measure that can be used to estimate
a balanced performance in terms of precision and recall can be useful. We are interested
also on ranking and a natural measure to be used to investigate the ranking along with
the precision and recall tradeoff is Mean Average Precision (MAP). MAP for a set of
relevant documents {d1, ..., dmj} for a query qj of total Q queries and a set of ranked
retrieval results RAjk from the top result until one gets to document dk is:

MAP (Q) =
1

|Q|
|Q|∑

j=1

1

mj

mj∑

k

P (RAjk). (8)

When a relevant document is not retrieved at all, the precision value in the above
equation is taken to be 0. For a single information need, the average precision is the
average area under the precision-recall curve for a set of queries.

3.5 Statistical Significance

The statistical significance of the differences of the results obtained using different com-
binations of methods were ensured using the the Friedman test. The Friedman test is a
non-parametric test based on ranks and is suitable for comparing more than two re-
lated samples. The statistical significance between method pairs was then analyzed us-
ing a paired Wilcoxon Signed-Rank test with Bonferonni correction as a post-hoc test.
The differences between the method variants were found to be statistically significant
(p<0.001). The Friedman test was chosen because the data was not found to be nor-
mally distributed using the Shapiro and Wilk test.

4 Results

Figures 3 and 4 summarize the results. Figure 3 presents the precision - recall using each
method variant when no query expansion was used. The curve on Figure 4 presents the
same results for the best query expansion determined by the Wu-Palmer cutoff that was
found to lead to best MAP for each method variant. In other words, the best achieved
indexing strategy - query expansion combination. The following main findings can be
observed. First, using the full indexing leads to the best overall performance. It performs
equally good to subsumption indexing when a combination of query expansion and
reasoning is used, but outperforms the subsumption indexing on low recall levels and
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Fig. 3. Precision plotted on 11 recall levels for different reasoning and indexing strategies. No
query expansion is used. The values are averaged over the 40 queries.

in the case where no query expansion is used. Second, the subsumption indexing and
full indexing outperform related terms indexing in all tasks. The results show up to
76% improvement compared to a variation where no reasoning and query expansion
are used.

Both, indexing using subsumption and full indexing, that also uses subsumption,
seems to perform clearly better than related term indexing. The performance is in-
creased by 0.15 (68%) in MAP compared to the baseline. The gain in performance
achieved using subsumption and full indexing strategies imply that subsumption rea-
soning is the most important factor affecting the accuracy of the retrieval. Full indexing
strategy clearly outperforms the other strategies on overall performance and performs
best even on the lowest recall levels. An interesting finding is that subsumption reason-
ing and indexing strategy do perform worse than related terms strategy on the low recall
levels, when reasoning is not complemented with query expansion.

Query expansion has a significant overall effect and, in addition to reasoning, is an
important factor affecting the accuracy of the retrieval. Query expansion increases the
accuracy up to 0.16 (76%) in terms of MAP when full expansion reasoning and index-
ing strategy is used. It is notable that the subsumption reasoning and indexing strategy
actually performs only equally good compared to the baseline approach when no addi-
tional query expansion is used. This indicates that the combination of correct indexing
strategy and query expansion is crucial to achieve optimal accuracy. An additional query
expansion using super concepts from ontologies was found to be most effective when
using cut-off value 0.9 to 0.7 of the Wu-Palmer measure. This means an expansion of
zero to three nodes in the ontology graph in addition to the standard RDF(S) reasoning.
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Fig. 4. Precision plotted on 11 recall levels for different reasoning and indexing strategies. The
best combination of query expansion and reasoning is used. The values are averaged over the 40
queries.

It is observable in the results that the gold standard and queries favor recall-oriented
methods, which was expected to be the case in domain specific setting. For example,
the subsumption indexing strategy with the Wu-Palmer cut-off at 0.4 leads to an equally
good performance as the cut-off 0.7, while cut-off values 0.5 and 0.6 perform worse.
This indicates that using extensive query expansion compensates better semantic ap-
proximation achieved using related term relations together with subsumption reason-
ing. We believe that this is due to the fact that our data set consists of documents from a
relatively specific domain and a collection of only 1000 documents. In additional runs
we observed that precision - recall curves have different tradeoffs when varying the
Wu-Palmer cut-off values. Using more query expansion increases recall, but does not
hurt precision as extensively as could be expected. Our conclusion is that our dataset
favors recall oriented approaches without a serious precision trade-off. This may not
be the case in settings, where data is retrieved from a data cloud that is linked to other
domains. Therefore, we believe that full expansion with mild query expansion leads to
best overall performance.

5 Conclusions and Discussion

In this paper, we propose an indexing and retrieval framework for structured Web data
to support domain specific retrieval of RDF data. The framework is computationally
feasible because it avoids the high dimensionality of the triple space in similarity com-
putation by using triple based indexing. We conducted a set of experiments to validate
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the performance of the approach and combine different reasoning, indexing and query
expansion strategies. We show that ontology-based query expansion and reasoning im-
proves retrieval in Semantic Web data retrieval and can be effectively used in our adap-
tation of the vector space model. We also provide empirical evidence to support the
effect of self-tuning query expansion method that is based on a metric that measures the
depth of the ontology graphs. The experimental evaluation of the framework led to the
following conclusions:

1. The best combination of reasoning and query expansion leads to improvement of
accuracy up to 76%.

2. Full reasoning and indexing strategy improves accuracy of retrieval, with best re-
sults achieved when combined with query-expansion.

3. Query expansion that considers also other relations than those belonging to the
standard RDF(S) reasoning improves results. The Wu-Palmer cut-off values around
0.7-0.9 when combined with full indexing leads to best results.

4. Using only subsumption indexing seems to work relatively well in our experi-
ments, but requires extensive expansion. This can be problematic with more diverse
datasets than the ones used in this study.

We conducted experiments that tested a number of different techniques and their com-
binations. However, the experimental setup leaves room for further research. While we
used two separate collections and queries from different annotators and institutions,
these were indexed using the same ontologies. The data used in the experiments is from
the cultural heritage domain and may not generalize to other more open domains.

We measured the performance of the methods against expert created gold standard on
a set of domain specific annotations on the cultural heritage domain. The relevance as-
sessments are determined manually for the whole dataset, unlike in some other datasets
proposed for semantic search evaluation, such as the Semantic Search Workshop data
[9], where the relevance assessments were determined by assessing relevance for doc-
uments pooled form 100 top results from each of the participating systems, queries
were very short, and in text format. This ensures that our dataset enables measuring
recall and all of the query-document matches, even non-trivial, are present. The set
of queries, for which the relevance assessments were created, are in the form of sets
of triples. This avoids the problems of query construction and disambiguation of the
terms, which means that we are able to measure the retrieval performance indepen-
dently of the user interface or initial query construction method. While we realize that
disambiguation and query construction are essential for search engines, we think that
they are problems of their own to be tackled by the Semantic Search community. Our
methods are therefore valid for information filtering scenarios and search scenarios that
can use novel query construction methods, such as faceted search, or query suggestion
techniques. The methods only operate on numerical space for triples and implements
ranking independently from the specific RDF dataset it could also be implemented as
a ranking layer under database management systems that support more formal query
languages such as SPARQL. Our experiments were run on a gold standard acquired
specifically for this study, that makes the results more reliable and the gold standard
highly reliable. However, we used relatively small dataset of 1000 documents which
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makes the task recall oriented. However, the methods themselves scale to large collec-
tions, because the indexing and retrieval framework does not make any assumptions
over the classic VSM and are able to delimit the dimensionality of the VSM based on
splitting the space separately for each property. However, small collections are typical
in domain specific search and the results may not be directly comparable with results
obtained for other collections. While full query expansion with subsumption reasoning
works well for such a homogenous dataset, this might not be true for more varying
datasets. This is due to the fact that the best performance was achieved with the Wu-
Palmer cut-off value of 0.4 that allows traversing the supertree of a concept for several
nodes. This could hurt the accuracy when applied to larger precision oriented datasets.
However, our results are a clear indication of the effectiveness of both query expansion
and reasoning.

Furthermore, ontologies are not the only source for semantic information. Our
method operates in pure numerical vector space that makes it possible to apply standard
dimensionality reduction and topic modeling methods that could reveal the semantics
based on collection statistics. Since our experiments showed that maximal query expan-
sion using ontologies leads to best retrieval accuracy, such methods are an interesting
future research direction.
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