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Preface

In the proceeding of CSIE2012, you can learn much more knowledge about Computer
Science and Information Engineering all around the world. The main role of the pro-
ceeding is to be used as an exchange pillar for researchers who are working in the
mentioned field. In order to meet high standard of Springer, the organization committee
has made their efforts to do the following things. Firstly, poor quality paper has been
refused after reviewing course by anonymous referee experts. Secondly, periodically
review meetings have been held around the reviewers about five times for exchang-
ing reviewing suggestions. Finally, the conference organization had several preliminary
sessions before the conference. Through efforts of different people and departments,
the conference will be successful and fruitful.

During the organization course, we have got help from different people, different
departments, different institutions. Here, we would like to show our first sincere thanks
to publishers of Springer, AISC series for their kind and enthusiastic help and best
support for our conference.

In a word, it is the different team efforts that they make our conference be successful
on May 19–20, Zhengzhou, China. We hope that all of participants can give us good
suggestions to improve our working efficiency and service in the future. And we also
hope to get your supporting all the way. Next year, In 2013, we look forward to seeing
all of you at CSIE2013.

March 2012 CSIE2012 Committee
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Vehicle Style Recognition Based on Image Processing  
and Neural Network  

ZhengWei Zhu and YuYing Guo 
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Abstract. A vehicle style recognition method using computer vision, image 
processing and RBF neural network is presented in the paper. First, a vehicle 
side image is acquired by using a high-speed vidicon. Then a vehicle edge 
outline image was obtained by a series of image processing and the vehicle 
features are extracted from the edge outline image. Finally, the vehicle is 
recognized and classified using a RBF neural network. Experimental results 
show that the proposed method has a good classification effect in the practical 
application of vehicle style recognition at vehicle toll stations. 

Keywords: vehicle, style recognition, feature extraction, image processing, 
RBF neural network. 

1   Introduction 

At present, the traffic and transport of China is very busy. In order to improve the 
efficiency of transport, it is significant to introduce a modern intelligent vehicle style 
recognition technology into the traffic control system. Aiming at this problem, a 
vehicle style recognition method using computer vision, image processing and RBF 
neural network is presented in the paper.  

2   Flow of Vehicle Type Recognition 

To recognize the type of a vehicle, it is necessary to select and extract some efficient 
features about the vehicle. We shoot a side vehicle image with a vidicon installed on 
the side of a highway first. Then a series of image processing is executed for the 
vehicle image and some efficient vehicle features are extracted. Finally the type of the 
vehicle is recognized using a RBF neural network. The block diagram of the system is 
shown in Fig.1. 

 

Fig. 1. Flow of vehicle type recognition 
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3   Vehicle Image Acquisition and Processing 

3.1   Acquisition and Preprocessing of Original Vehicle and Background Image 

The side image of the vehicle is dynamically acquired by a high-speed vidicon 
installed on the side of a road. An original background image and an original side 
vehicle image acquired by the vidicon are shown in Fig.2(a) and (b). In the process of 
the vehicle image acquisition, transmission and transformation, the image is often 
stained by various noises. So to improve the recognition rate of vehicle types, the 
original background and side vehicle image must usually be preprocessed before the 
feature extraction. The preprocessing includes noise filtering and edge enhancement, 
which can remove the disturbing noise and outstand the vehicle features. 

In our system, median filtering is used for removing the image noise. To improve 
the speed of filtering, we presented a fast algorithm of median filtering: When the 
algorithm seeks the median of current window, it takes only the impact of the pixels 
moving in and out of front window over current window into account, so it can reduce 
the comparison times effectively and quicken the speed of median filtering greatly. 

Filtering can remove or weaken the noise, but it simultaneously makes the image 
outline illegible, which is harmful for subsequent vehicle type recognition. To solve 
the problem, we use Sobel operator to generate an outline-enhanced image according 
to the below-mentioned method:  

Supposing that ),( yxf  represents the original image, G  represents the sharp 
operation such as Sobel operator and ),( yxg  represents the outline-enhanced image, 
so we have: 

[ ] [ ]
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yxg

,),(

),(,),(
),(  (1)

Where T is a threshold value, which is nonnegative. If only we select 
T appropriately, it can make the image outline outstanding and don’t destroy the 
background, in which the gray change of the pixels is mild. 

3.2   Procurement of Pure Vehicle Image 

By taking a subtraction operation between the original vehicle image and the original 

background image, we can get a pure vehicle image. Supposing that ),(1 yxg  and 
),(2 yxg  represent the vehicle image and the background image respectively, ),( yxh  

represents the result image of the subtraction operation, Zero  represents the gray 
value of dark pixels, so we have:  
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After the subtraction operation, we obtain a pure vehicle image, shown in Fig.2(c).  
Where two aspects need to be pointed out: (1) if the background image changes, it 

needs to be renewed timely; (2) the original vehicle image and the original 
background image need to be matched before the subtraction operation between them, 
or else the subtraction operation will lead the result image to become illegible and 
affect subsequent vehicle style recognition. 
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(a) Original background image         (b) Original vehicle image 

 

       (c) Pure vehicle image after the subtraction   (d) Vehicle outline image 

 
(e) Vehicle edge outline image 

Fig. 2. Vehicle image processing 

3.3   Extraction of Vehicle Edge Outline Image 

To implement automatic vehicle style recognition and classification, the pure vehicle 
image obtained by the subtraction operation needs to be processed as follows:  

(1) Transform the pure vehicle image into a binary image by using a threshold 
image segmentation operation 

(2) Remove isolated points and isolated lines  
(3) Filling processing 
First we take some transverse filling processing for every horizontal scanning line, 

that is, first find from left to right a bright dot whose gray value is 255 and note down 
its location (i1, j1), then find from right to left a bright dot whose gray value is also 
255 in the same scanning line and note down its location (i2, j2), finally the gray value 
of all the pixels between the two points is transformed into 255. After transverse 
filling processing for every horizontal line, we take longitudinal filling processing for 
every vertical row, its processing method is similar to the above transverse filling 
processing, where not to repeat. 

(4) Pruning 
First set four parameters d1, d2, l1 and l2, and then judge the length size of every 

horizontal bright line or every vertical bright row in the image from four directions 
namely top, bottom, left and right respectively, if its value is smaller than the above 
given parameter, then the gray value of all the pixels in the line or row is set as 0, or 
else the gray value of the bright line or row is reserved. 

(5) Edge extraction 
By extracting the edge of the filled and pruned vehicle image, we can get a 

continuous expected vehicle edge outline image ultimately, shown in Fig.2 (e). 
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4   Selection and Extraction of Vehicle Features 

The features which are used for vehicle type recognition should satisfy the demands 
such as simplicity, high accuracy, high reliability and consistence of human-machine 
in the judgment. By referring to Domestically-produced vehicle technical 
performance handbook and statistic analysis data to the shape size of a large amount 
of domestic vehicles, we selected and extracted the following parameters as the 
eigenvalues in the vehicle type recognition: 

(1) The ratio of roof-length x1 (l/L) 
It is the ratio of the length of the calash to the overall length of vehicle.  
(2) The ratio of roof-height x2 (l/H) 
It is the ratio of the length of the calash to the overall height of vehicle. 
(3) The ratio of front-back x3 (L1/L2) 
It is the ratio of the length of the vehicle front part to the length of the vehicle back 

part by taking the middle axial line of the calash as a confine line. 
Besides the above-mentioned features, we may also select other features such as 

the relative area of the vehicle side image to the entire image, the quantity of the 
axles, the wheeltrack and the distance between the axles, etc. 

In the following part, we will adopt three above-mentioned eigenvalues to 
recognize the vehicle type. 

 

 

   Fig. 3. Feature parameters of a vehicle              Fig. 4. Structure of RBF network 

5   Design of Vehicle Type Classifier 

5.1   Network Model and Network Structure 

We adopt a RBF network to classify the vehicle type in the system. The RBF network 
takes the vehicle eigenvector X = (x1, x2, x3) as the input, the vehicle type code (where 
we supposed that (1 0 0) represents the passenger car, (0 1 0) represents the carriage 
truck and (0 0 1) represents the saloon car) as the expected network output T = (t1, t2, 
t3), and the actual network output is expressed as Y = (y1, y2, y3). The structure of the  
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RBF network is shown in Fig.4. It is composed of three layers, where I = 3 and K = 3. 
In the network, the input layer only transfers the input signal to the hidden layer, the 
nodes of the hidden layer are composed of some radial basis functions and the nodes 
of the output layer are usually some simple linear functions.  

The network output may be expressed as follows: 

( ) ( ) Jjcxxy jj

J

j
kjk ,,2,1,

1

=−=∑
=

φω  (3)

Where J  is the quantity of the neurons in the hidden layer, 
kjω  is the weight 

between the neuron j in the hidden layer and the neuron k in the output layer, ( )jφ  

is the RBF kernel function, x is the input vector and 
jc  is the centre vector of the 

jth  RBF. ( )jφ  exists various formations to be selected, where we adopt the following 

Gauss-model kernel function: 
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5.2   Learning Algorithm 

A two-stage learning algorithm presented by J. Moody and C. J. Darken is used in the 
RBF network. In the first stage of the algorithm, the centre location 

jc  and the width 

jσ  of radial basis function of every node are decided according to the overall input 

samples, which usually adopt a clustering learning method with no teacher such as the 
K-means method (in which the clustering quantity is fixed). After the parameters of 
the hidden layer are decided, the second stage will be taken. The weight 

kjω  between 

the hidden and output layer is decided by taking the least square criterion and a 
learning method with teacher such as the LMS algorithm in the stage. After the two 
stages of learning, the parameters still need to be tinily readjusted by a learning 
method with teacher. If J represents the quantity of clustering and I  represents the 
quantity of data, then the steps of the algorithm are as follows: 

1) Initialize the clustering centre vector 
First to ascertain J initial clustering centre vectors 

02010 ,,, Jccc . Usually the 

initial J data in the set of the data are used as the initial clustering centre vector. 

2) Input the sample data and select the corresponding clustering 
Input the sample data ix  and select the nearest clustering *j , 

ji
jj

cxc −= minarg*
 (5)

The operation is executed for all the sample data (i=1, 2, …, I). 
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3) Update the clustering centre vector 
The clustering centre vector is updated according to the following method:  

( )
∑

∈

=
jclusterxj

new
j x

N
c

1  (6)

Where 
jN  is the quantity of the data in the J  clustering. The operation is executed 

for all the data (i=1, 2, …, I) as well. 
4) Decision-making 
If all the clustering centre vectors have no changes, then go to carry out the second 

stage, or else return to the above step 2). 
In the second stage, the weight kjω  between the hidden and output layer is 

decided by using a learning method with teacher. In the paper we take the LMS 
algorithm, whose steps are as follows: 

5) Initialize the weight kjω  using a comparatively small random datum. 

6) Calculate the network output  
Input the sample data and calculate the network output according to the formulas 

(3) and (4). We adopt the average distance between the clustering centre and the 
datum which belongs to the clustering as the RBF width 

jσ  in the formula (4), the 

formula of calculating the clustering centre is: 

( )
( )

( )j

T

jclusterx
j

j
j cxcx

N
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∈

12σ  (7)

7) Update the weights  
First calculate the output error of every neuron in the output layer: 

( )xyde kkk −=  (8)

Where 
kd  is the expected output of the output neuron k . Then update the weight by 

using the following formula: 

( )jjk
old
kj

new
kj cxe −+= φηωω  (9)

Where η  is a learning constant.  

8) Decision-making 
If the given termination condition is satisfied, then end the overall process, or else 

return to the above step 6). 

5.3   Establishment and Testing of RBF Network 

In order to train and test the presented network, we acquire 60 samples including three 
vehicle types, in which every vehicle type (in which includes various styles) includes 
20 samples. We take randomly eight sample data in every vehicle type to be used for 
network learning (training), other twelve sample data to be used for testing. The 
training data are shown in Table 1. The partial testing data and testing results are 
shown in Table 2. We can see from the testing results that the presented method in the 
paper can recognize effectively various vehicle types. 
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Table 1. Training data 

 

Table 2. Partial testing data and testing results 

 

6   Conclusions 

We can see from Table 2, the actual network output is consistent with the expected 
output generally. The system can accurately recognize and classify 58 samples among 
60 samples by using the above well-trained RBF network. The experimental results 
indicate that when we select the ratio of roof-length, the ratio of roof-height and the 
ratio of front-back as the vehicle features and adopt the presented method to classify 
the passenger car, the carriage truck and the saloon car, the system has a few 
computation, a quick recognition speed and a high recognition accuracy. The accurate 
rate of the vehicle type recognition can reach 96.7%. So the system has a good 
recognition capability of vehicle types. 

Acknowledgment. The work is supported by National Natural Science Foundation of 
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Abstract. Model in temperature field analytical approach is very complex. The 
relationship between parameters is not binding with model of high dimension, 
not conducive to actual control. Based on the experimental data, this work gives 
a relational model of feature-based model drawing ratio and diameter difference 
under a specific power. It extracts the temperature parameters from the model 
and dealt with separately. In addition, it reduces the model dimensions and 
provides a new way of thinking for the research of shape model of no mold 
drawing deformation zone. It also verifies the superiority of this model through 
experimental equipment. 

Keywords: no-mold-drawing, temperature field analysis, feature model control. 

1   Introduction 

No mold drawing forming technology [1] is a flexible near-net shape technology with 
high-efficiency, high-precision, low-power, non-polluting, non-friction, lubrication-
free and little or no cutting. During the process of no mold drawing forming, some 
phenomenon exists such as the difficult of precise temperature control, poor 
uniformity of product size (For example, metal wire along the axial surface is easy to 
produce wavy or bamboo-like defects), unstable product quality, and prone to 
breakage. For the phenomenon, this paper proposes a solution. 

2   Feature Model of No Mold Drawing 

The so-called feature model combines dynamic model of controlled object. 
Environmental characteristics and control performance request that we must establish 
a model which is easy-to-controller designed and simple and practical [2]. The basic 
idea of feature modeling is regarding the object as a black box system [2][3].  

When analyzing the basic equation with no mold drawing temperature of deformation 
zone, for all kinds of the same nature of the material, we assume that the physical 
performance parameter is constant. That is the thermal conductivity, heat capacity and 
density of materials and other parameters have nothing to do with the temperature. So in 
the cylindrical coordinate system of the thermal conductivity equation is:  

r
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Where: T is the temperature, ℃, qv is the internal heat source strength, k is the 
thermal conductivity, ρ is the material density. 

No mold drawing process is the use of induction heating coil with Partial depth of 
the heating the workpiece material, and then drawing deformation. Because cooling 
water only needs to calculate heat transfer coefficient and then apply to the wire on the 
drawing, so the model is not required. Therefore, in the simulation we should mainly 
select the part of the heating section as the basis for modeling. In the early on the basis 
of exploration of a large number of numerical simulation, with the actual experimental 
device, in this simulation study, modeling the length of wire drawing is taken as 70mm 
(Including the deformation zone and part of the undeformed zone). 

Use the current-density to load the induction heating coil. In the process of 
modeling, we should use a rectangular represent of the induction heating coil cross-
section. The width of the rectangle is equal to the diameter of induction heating coil. 
Then you can determine the length according to the different number of turns of 
induction heating coil, and establish calculation model. As the induction heating coil 
and pull wire are axially symmetric, obviously it is an axisymmetric problem for the 
wire of no mold drawing. For the problem of axis of symmetry, equation (1) can be 
simplified as: 

1 1T T T
rk k q c

r r z r z t
ρ

∂ ∂ ∂ ∂
+ + =

∂ ∂ ∂ ∂ ∂
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ .

 (2)

Assuming a constant ambient temperature, consider the nickel-titanium shape memory 
alloy wire contact with the surrounding air for heat transfer and the convection, 
radiation heat transfer, etc. The equation of feature model of no mold drawing wire 
reduces to: 

[ ]{ } [ ]{ } { }C U K T Q+ = . (3)

Where: [C], [K] are the overall heat capacity matrix and the overall heat transfer 
matrix. {U} is the temperature rate vector. {T} is the temperature vector. {Q} is the 
heat flux vector node. As can be seen by the above formula, heat flux vector node has a 
relation with temperature rate vector and temperature vector. 

In the no mold drawing process of forming, temperature distribution and changes 
will directly affect the stress field and strain field distribution and changes. Therefore, 
analysis of no mode drawing temperature field is very important to the actual process 
of development [4]. As inside the no mold drawing deformation zone, influence the 
final shape of the wire is strong coupling between factors and non-linear, and also has 
a large time lag. It is difficult to establish accurate mathematical model between 
various factors and drawing the final shape of deformation zone [5]. Therefore, the 
model which is established on the basis of temperature field analysis is very complex 
and not conducive to effective control. In view of this paper, we consider the 
temperature extracted from the model and for separately controlling. This goal can be 
achieved that reduce the model dimensions to improve the controllability.  
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3   Relationship Model between Drawing Ratio and Diameter 
Difference 

In the process of forming test to no mold drawing, from detecting a change in 
diameter difference to adjustment process to the target diameter difference, there is a 
lag links which means there is a time delay. For this reason, from the engineering 
point of view combined with the characteristics of the test, the relational model of 
drawing ratio and diameter difference in line with the following characteristics model: 

1 2 0 0 1 0
( 1) ( ) ( ) ( ) ( 1) ( ) ( ) ( ) ( 1)y k f k y k f k y k g k u k k g k u k k+ = + − + − + − − .

 (4)

Where, k0 means delay time corresponding to the sampling cycles. In this experiment, 
the sampling period is 0.5s. 

The target diameter has relation with the speed of the feed and drawing speed ratio. 
Under a specific power, the changes of diameter differences comply with this rule: 

( 1/ 2, ) 0y f v v t g= Δ + . Here y -- Tolerance, mm; v1 -- drawing speed, mm/s; v2 -- the 
feed rate, mm/s; ⊿ t -- delay time, s; g0 -- a constant. 

3.1   Data Collection 

During the simulation, We make the following assumptions on the actual situation: (a) 
material of the heating, cooling and deformation is axisymmetric; (b) material is 
isotropic; (c) Physical properties of the material parameters (such as thermal 
conductivity, heat capacity and density) is independent of temperature; (d) The heat of 
deformation is small compared to the heat of heating and absorption, so it can be 
ignored; (e) Radial deformation rate had no effect on the temperature. 

In the course of the experiment, under a specific heating power (Laboratory set to 
30KW), feed speed is set to 0.5mm/s. The drawing speed from 0.54-1.20mm/s is 
divided into 20 groups. Do a drawing experiment each group. Each experiment 
collects a data to 0.5s as a time domain. Total 1000 data were collected. After 
finishing the experimental, data is shown in Table1. 

The initial diameter of test bars is 6mm. According to the experimental data and 
the definition of 1, we can fit a feature model of drawing ratio and diameter 
difference. Taking into account the use of simulation systems to do comparison tests, 
time lag can be reduced significantly, which mean CPU computation model time is 
only a subtle level. Therefore, the delay time ⊿t can be extracted from the model 
dealt with separately. So, we can achieve the purpose of reducing the model 
dimension and improving the availability of the model. 

Table 1. The experimental data of drawing ratio and diameter difference 

No. Drawing ratio Diameter difference (mm) 

1 1.083 0.302 
2 1.181 0.465 
3 1.231 0.587 
4 1.251 0.625 

... ... ... ... ... ... 
19 2.215 1.927 
20 2.298 2.099 
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3.2   The Establishment of This Model 

After repeating fit comparison by MATLAB tools, when x is taken to the fifth order, 
it is the closest to the actual path difference. So we take the model order for the fifth-
order. Drawing ratio satisfies the following relationship with the diameter difference: 

654321)( 2345 pxpxpxpxpxpxY +×+×+×+×+×= . (5)

Where Y (x) -- Diameter difference; x -- drawing ratio; 1p  = -0.5468; 2p  = 

5.774; 3p  = -22.64; 4p  = 41.35; 5p  = -33.72; 6p  = 9.949. Feature model 
diagram as follows: 

 

Fig. 1. Relational model between drawing ratio and diameter difference  

4   Comparative Experiments between Feature Model Control 
and Temperature Field Analysis 

Firstly, let the feed motor and pulling motor to drive four rollers run with 0.50 mm/s 
speed. It makes no tension transmission wire to achieve. Then open the heating and 
cooling. After wire temperature is stability to 1050 ± 2 ℃, gradually increase the 
speed of drawing roller. In accelerating remember to pay attention to changes in 
temperature. If large fluctuations happen, immediately stop accelerating. You should 
wait until the temperature stable again before continuing to accelerate. When the 
drawing roller speed reach at 0.75 mm/s, stop accelerating. It’s time of stable drawing 
stage. 

The experiment based on temperature field analysis is carried out with the initial 
diameter of 6.00mm, feed rate of 0.50mm/s, drawing speed of 0.75mm/s, heating 
power of 30KW of process parameters. After the experiment the wire is shown in 
Figure 2. 

 

Fig. 2. Drawing results of temperature field parsing 
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As shown in Figure2, we use the finite element method for drawing control. After 
drawing the wire is still the case of bamboo. Although a lot has been improved 
compared to the previous, drawing results are still not good. Bamboo-like and 
uniform diameter at the diameter error remained at 0.4-0.6mm, after the measurement. 

Under the same conditions, that the experiment of feature model control is with the 
initial process parameters with diameter of 6.00mm, feed rate of 0.50 mm/s, drawing 
speed of 0.75 mm/s, the initial induction heating power of 30KW. After the 
experiment the wire is shown in Figure3. 

 

Fig. 3. Drawing results of Characteristics of the model control under the same conditions 

We can see no obvious bamboo rods for drawing through characteristics of the 
model control. Error between the diameter where bamboo appears and the diameter 
which is uniform is maintained at 0.15-0.2mm.After measure the results of two 
control methods of drawing, initial data as shown in Table 2. 

Table 2. The diameter of collected data  

No. 
Diameter (mm) after using 
temperature field analysis 

Diameter (mm) after using 
feature model control 

1 3.63 3.93 
2 3.84 4.01 
3 3.77 4.03 
4 3.81 3.92 

…… …… …… 
999 3.92 3.90 
1000 3.79 3.89 

 
Calculating on the initial data, Comparing indicators include average diameter, the 

frequency of bamboo, diameter difference range, the maximum diameter difference of 
wire diameter, average diameter, and mean square diameter and so on, calculated data 
is shown in Table 3. 

Table 3. Comparison of measured values and various indicators 

 
Average 
diameter 

(mm) 

Frequency 
of bamboo 
(times/m) 

Diameter 
difference 
range (mm) 

Maximum 
diameter 

difference(mm) 

Mean square 
Diameter 

(mm) 
Temperature 
field analysis 

3.79 0.35 0.4-0.6 0.76 0.122 

Feature 
model control 

3.93 0.16 0.15-0.2 0.33 0.053 
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We can see that it is more effective for improving the quality of drawing using 
feature of the model control than temperature field parsing. It also verified the 
feasibility of feature model control and greatly improved the quality of drawing. 

5   Conclusions 

Through analysis of no mold drawing control process, the model which is based on 
temperature field parsing is very complex and is not conducive to effective control. In 
view of this, we extract the temperature from the model and separately treat it. 
Establish a relationship model based on drawing ratio of feature model and diameter 
difference. Then we conduct two experiments in the same experimental conditions. 
Laboratory equipment, laboratory environment and the parameters of experiment are 
all the same. Execute the control through temperature field analysis. Keep the error in 
diameter between 0.4-0.6mm, while keep the error in diameter between 0.15-0.2mm 
through characteristics of the model control. The frequency of bamboo is down to 
0.16 from 0.35. This shows that it greatly improve the quality of drawing through 
characteristics of the model control than through temperature field analysis. 
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Abstract. Cloud computing is a new Internet-based computer techno logy. The 
paper analyzed the current actuality of the application for enterprise 
E-commerce, and pointed the main issue of that application. The paper put 
forward that cloud computing has a wide perspective in the application of 
E-commerce by describing the conception and characteristic of cloud computing, 
and special analyzed the main aspect of improving E-commerce by cloud 
computing. 

Keywords: Cloud computing, E-commerce, Characteristics, Influence. 

1   Introduction 

Internet has changed the world, it is an indisputable fact. The 21st century, the trend of 
the gate to the social normalization brings the huge impact, based on the Internet and 
the rise of the Internet technology one at tremendous speed changing people's existence 
and study way, Cloud Computing so arises at the historic moment. Cloud Computing is 
a new technology, is a hi-tech product, has broad prospects for development. A good 
structure, reliable and extensible security model structure of the Cloud Computing 
development plays a very important role, it is the grid and cloud can actually used in the 
powerful guarantee of real world. 

E-commerce is online commerce verses real-world commerce. E-commerce 
includes retail shopping, banking, stocks and bonds trading, auctions, real estate 
transactions, airline booking, movie rentals—nearly anything you can imagine in the 
real world. Even personal services such as hair and nail salons can benefit from 
e-commerce by providing a website for the sale of related health and beauty products, 
normally available to local customers exclusively.  

While e-commerce once required an expensive interface and personal security 
certificate, this is no longer the case. Virtual storefronts are offered by a variety of 
hosting services and large Internet presences such as eBay and Yahoo!, which offer 
turnkey solutions to vendors with little or no online experience. Tools for running 
successful e-commerce websites are built into the hosting servers, eliminating the need 
for the individual merchant to redesign the wheel. These tools include benefits like 
shopping carts, inventory and sales logs, and the ability to accept a variety of payment 
options including secure credit card transactions. 

Cloud computing is seen as the next revolution of science and technology industry, it 
will radically change the way of working and business model. Combining with 
e-commerce, cloud computing is to have great influence on the enterprise all aspects. 
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2   What Is Cloud Computing? 

Everyone is talking about “the cloud.” But what does it mean? Business applications 
are moving to the cloud. It’s not just a fad—the shift from traditional software models 
to the Internet has steadily gained momentum over the last 10 years. Traditional 
business applications have always been very complicated and expensive. The amount 
and variety of hardware and software required to run them are daunting. You need a 
whole team of experts to install, configure, test, run, secure, and update them. When 
you multiply this effort across dozens or hundreds of apps, it’s easy to see why the 
biggest companies with the best IT departments aren’t getting the apps they need. Small 
and mid-sized businesses don’t stand a chance. 

With cloud computing, you eliminate those headaches because you’re not managing 
hardware and software—that’s the responsibility of an experienced vendor like 
salesforce.com. The shared infrastructure means it works like a utility: You only pay 
for what you need, upgrades are automatic, and scaling up or down is easy. 

Cloud-based apps can be up and running in days or weeks, and they cost less. With a 
cloud app, you just open a browser, log in, customize the app, and start using it. 

Businesses are running all kinds of apps in the cloud, like customer relationship 
management (CRM), HR, accounting, and much more. Some of the world’s largest 
companies moved their applications to the cloud with salesforce.com after rigorously 
testing the security and reliability of our infrastructure. 

As cloud computing grows in popularity, thousands of companies are simply 
regrinding their non-cloud products and services as “cloud computing.” Always dig 
deeper when evaluating cloud offerings and keep in mind that if you have to buy and 
manage hardware and software, what you’re looking at isn’t really cloud computing but 
a false cloud. 

The latest innovations in cloud computing are making our business applications 
even more mobile and collaborative, similar to popular consumer apps like Face book 
and Twitter . As consumers, we now expect that the information we care about will be 
pushed to us in real time, and business applications in the cloud are heading in that 
direction as well. With Cloud 2, keeping up with your work is as easy as keeping up 
with your personal life on Face book. 

Cloud computing is a way of using computers where the computer resources 
(software and hardware) are provided as a service over the internet and are dynamically 
scalable and often virtual (i.e. not necessarily in one known place). What this means to 
users is that the information they use is stored on computers somewhere else (other than 
there local PC) and can be accessed where, when and how they want it.  

Cloud computing customers don’t generally own the physical infrastructure on 
which the applications run and store the data. Instead, they rent usage from a third-party 
provider and then use the system as they need it, much as people use gas or electricity. 
The more resources they use (such as more users having access to an application or 
using more disk space for storing data) the more they pay.  
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Fig. 1. Cloud computing logical diagram 

3   Cloud Computing Exhibits the Following Key Characteristics 

Empowerment of end-users of computing resources by putting the provisioning of 
those resources in their own control, as opposed to the control of a centralized IT 
service. Agility improves with users' ability to re-provision technological infrastructure 
resources.  

Application programming interface (API) accessibility to software that enables 
machines to interact with cloud software in the same way the user interface facilitates 
interaction between humans and computers. Cloud computing systems typically use 
REST-based APIs.  

Cost is claimed to be reduced and in a public cloud delivery model capital 
expenditure is converted to operational expenditure. This is purported to lower barriers 
to entry, as infrastructure is typically provided by a third-party and does not need to be 
purchased for one-time or infrequent intensive computing tasks. Pricing on a utility 
computing basis is fine-grained with usage-based options and fewer IT skills are 
required for implementation (in-house). 

Device and location independence enable users to access systems using a web 
browser regardless of their location or what device they are using . As infrastructure is 
off-site (typically provided by a third-party) and accessed via the Internet, users can 
connect from anywhere. 

Multi-tenancy enables sharing of resources and costs across a large pool of users 
thus allowing for:  

(1) Centralization of infrastructure in locations with lower costs (such as real estate, 
electricity, etc.)  
(2)Peak-load capacity increases (users need not engineer for highest possible 
load-levels)  
(3)Utilization and efficiency improvements for systems that are often only 10–20% 
utilized. 
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Reliability is improved if multiple redundant sites are used, which makes 
well-designed cloud computing suitable for business continuity and disaster recovery. 
Provisioning of resources on a fine-grained, self-service basis near real-time, without 
users having to engineer for peak loads.  

Performance is monitored and consistent and loosely coupled architectures are 
constructed using web services as the system interface. 

Security could improve due to centralization of data, increased security-focused 
resources, etc., but concerns can persist about loss of control over certain sensitive data, 
and the lack of security for stored kernels. Security is often as good as or better than 
other traditional systems, in part because providers are able to devote resources to 
solving security issues that many customers cannot afford. However, the complexity of 
security is greatly increased when data is distributed over a wider area or greater 
number of devices and in multi-tenant systems that are being shared by unrelated users. 
In addition, user access to security audit logs may be difficult or impossible. Private 
cloud installations are in part motivated by users' desire to retain control over the 
infrastructure and avoid losing control of information security.  

Maintenance of cloud computing applications is easier, because they do not need to 
be installed on each user's computer.  

4   The Influence of the Cloud Computing upon the E-Commerce 

4.1   Cloud Computing Can Improve the Safety of Business Enterprise 
E-Commerce Application 

The business enterprise scale is more and more big, business enterprise the backlog 
more information resources. Along with the rapid development of network, the 
business enterprise data gets effectively and savagely to also lead the attack of coming a 
lot of viruses and black guest at the same time and then makes the safety that the 
business enterprise data saves be subjected to serious threat and made also more and 
more big in the devotion on the information safety. Apply cloud in the business 
enterprise calculation, can is saving the data in the high in the clouds, is computed 
service by cloud to provide ascend provide profession, efficiently and safety of data 
saving, thus the business enterprise need not worry again because various safe problem 
causes the data throw to lose. Therefore, cloud computing can provide the data of 
credibility and safety saving center for business enterprise. 

4.2   Cloud Computing Can Improve the Vivid and Profession of Business 
Enterprise E-Commerce Application 

Cloud computing can provide economic dependable E-commerce system to make to 
order service for business enterprise, software's namely serve (SaaS) is a kind of service 
type that cloud computing provides, it software Be a sow in line service to provide. 
Compute a technical electronics to outside wrap according to cloud is the importance of 
business enterprise application E-commerce service to apply of a. Business enterprise 
while using network frame and application procedure makes use of cloud computing 
can make it more of convenience, the electronics outside wraps actually be with need 
but change a kind of form of E-commerce. The business enterprise is adopting cloud 
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computing service, to the E-commerce system carry on a development and get stripe 
have already no longer needed to cost a great deal of funds and manpower, don't need 
singly trap software and procedure of investing the establishment inner part. The 
business enterprise being a customer to carry can more expediently use various service 
that cloud computing provides and needs to install a network browser then and makes 
the business enterprise be getting less for supporting and getting stripe E-commerce 
system but throwing in of expenses like this just at this time.  

4.3   Cloud Computing Can Carry Out Common Calculation Environment Hard 
the Data Attaining Handle Ability 

Cloud computing passes to definitely adjust one degree strategy, can pass logarithms 
ten thousand is carry on consociation's providing super strong calculation ability for 
customer to the of 1,000,000 common calculators, using the door can complete to use 
list set calculator hard completion of task. In "cloud", cloud computing mode will be 
according to needing to be adjusted to provide strong calculation ability with numerous 
calculation resources in cloud while being to hand in one to compute a claim. Compute 
mode in cloud in, business enterprise no longer from own calculation on board, is not 
from a certain appointed server either, but passed various equipments(such as move 
terminal etc.) on the net to acquire from the Internet need of information, therefore the 
speed got leaping of quality. 

4.4   Cloud Computing Can Provide Good Economic Efficiency for the 
E-Commerce Application 

A great deal of calculator and network equipments are what business enterprise sets up 
E-commerce system to provide with, remarkable BE, business enterprise for satisfying 
more and more business needs, have to also periodically carry on replacing to the 
calculator and the network equipments. E-commerce system establishment of cost 
more big, and develop and the empress supporting expect to need higher expenses, for 
funds opposite limited small and medium enterprises to speak, is is hard to undertake, 
and apply with network service and business of rapid growth to request to be hard also 
to match. Cloud computing can reduce the establishment cost of business enterprise 
E-commerce system in the application in the E-commerce. The business enterprise 
passes cloud computing any further the dissimilarity continue to purchase an expensive 
hardware equipments, also the dissimilarity bears a large amount of maintenance fee, 
this is mainly cloud computing to provide IT foundation structure, at this time the 
equipments that needs to rent high in the clouds is all right. From this, cloud computing 
can provide good economic efficiency for the application of business enterprise 
E-commerce. 

Today, cloud computing is getting all the rage. Cloud computing is still a very young 
technology and we still having more room for improvement. Although the meaning of 
cloud computing may be differ from one point of view of a person to another, it still all 
boils down to sharing one meaning which is – delivering information over the internet. 
It is very similar to: autonomic computing, client server model, grid computing, 
mainframe computer, utility computing, peer to pee and service oriented computing. 
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5   Conclusion  

(1) All of your gadgets will be synchronized at all times. 
(2) You can access your stored information any time you like. 
(3) Organizing mine data online. 
(4) Sharing of data instantly regardless of type and size. 

So with the given benefits of using cloud computing, you are probably thinking now 
that you could have been using it already, but you are just not aware. To give you an 
example, of what is cloud computing, have you ever used gamily? If yes, then maybe 
you are aware of how they share files with their Google docs, right? With Google docs, 
you get to share information whether written document or spread sheet file. Anyone 
with permission to view and edit the file can do so. That is a classic meaning of cloud 
computing, we just don’t use the term for it more often. We might be expecting 
something like: our gadget knowing what we like and what we want to do even without 
our command. It may sound weird today, but the possibility of it happening in the near 
future is crystal clear. 
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Abstract. Aiming at the feature extraction of weak periodic signal in early fault 
of machinery, a novel weak periodic signal detection with Duffing oscillator 
based on empirical mode decomposition (EMD) was presented. The chaotic 
character of Duffing oscillator was analyzed, and the Melnikov method of 
determining chaotic threshold of Duffing oscillators was discussed. The 
principle of weak signal detection based on the change of phase trace was 
described. In practical engineering measurement, the influence of noise to the 
system status in the chaos detection process was studied. EMD was proposed to 
avoid component interference, and weak characteristic signal can be separated 
from background signal and noise. The analysis results show that the weak 
periodic signal can be detected efficiently.  

Keywords: Duffing oscillator, chaos, empirical mode decomposition, weak 
signal detection. 

1   Introduction 

In the early stage of machinery faults, the interested characteristic signal is usually 
submerged in heavy noise. To realize the early-stage diagnosis of machinery faults, it 
is necessary to conduct weak signal detection in the background of strong noises. The 
chaotic methods on weak signal processing is a new field of signal processing, and 
have wide engineering application on weak signal processing[1]. Because a tiny 
perturbation of a parameter might cause an essential change of the state in a non-
linear system, a great many researchers have developed various methods to detect 
weak periodic signals by using the sensitivity of the non-linear system to its 
parameters [2]. Of them, the chaotic oscillator has been extensively studied over the 
past few years[3]. In practical machinery fault diagnosis, the chaotic oscillator is 
adequate for detecting a single and fixed periodic signal in a narrow frequency band 
and has obtained satisfactory results. But when the weak periodic signal is in a wide 
frequency band, it is difficult to distinguish the state change of the chaotic oscillator. 

Empirical mode decomposition(EMD) could decompose the complicated signal 
into a number of intrinsic mode functions (IMFs) [4]. Frequency component 
contained in each IMF relates to sampling frequency and most importantly changes 
with the signal itself. So, after the misalignment vibration signal is decomposed by 
EMD, the interested characteristic signal can be separated from background signal 
and noise signal, and detected by Duffing oscillator efficiently.  
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2   Principle of Weak Signal Detection with Chaotic Oscillator 

As a chaotic oscillator described by the Holmes Duffing equation, a tiny perturbation 
of a parameter might cause an essential change of its state. Its performance has also 
been studied extensively [5,6]. 

The Holmes Duffing equation is chosen for modeling, 

tFxxxcx ωcos3
...

=+−+ . (1)

where ( 3xx +− ) is the non-linear recovery force; c  is the damping constant of the 
Duffing oscillator; F  is the amplitude of the periodic driving force in the Duffing 
oscillator. When srad /1=ω , the corresponding state equation is 
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where x , y  are the outputs of the Duffing oscillator. 

After making a time scale conversion of Eq. (2), the corresponding state equation 
by which it can detect arbitrary frequency component ω  is 
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If we fix c , let F  increase gradually from 0 to more than a certain threshold aF  

and keep increasing to above another threshold bF , then the rule of the state change 

of the Duffing oscillator in the phase space will be: small-scale periodic 
state → chaotic state → large-scale periodic state. Eq.(3) is to be solved by 
discretizing the equation and using the fourth-order Runge–Kutta algorithm. When 

5.0=c , srad /1=ω , and calculation step 01.0=h , 8245.0=bF . To facilitate the 

observation of the change of the phase trajectories of the oscillator, we take the initial 
00 =x , 00 =y , and the computing time equal to 50s. When external to-be-detected 

periodic signals and noise are introduced into the oscillator, Eq.(3) changes to 

⎪⎩

⎪
⎨
⎧

++++−+−=
⋅

=
⋅

)()cos(cos(y

x

11
3 tNtFtFxxcy

y

ϕωωω

ω
 (4)

where ))()cos( 11 tNtF ++ ϕω  is called external perturbation or externally applied 

signal; 1F  is the amplitude of the to-be-detected periodic signal; 1ω is the angular 
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frequency of the to-be-detected periodic signal; ϕ is the initial phase of the to-be-

detected periodic signal; )(tN is the Gaussian white noise. 

Let the frequencyω  of the internal periodic driving force of the oscillator is 

supposed to be equal to the frequency 1ω  of the external to-be-detected weak 

periodic signal, F  is a little less than bF , that is, when the external signal is not 

introduced, the oscillator is in the chaotic state. When the external periodic signal 

with frequency 1ω and amplitude 1F  is introduced into the oscillator, the oscillator 

will be transformed from the chaotic state to the large-scale periodic state so long as 

bFFF >+ 1 . 

However, it is difficult to identify the state change of the Duffing oscillator when 
the background signal is too heavy. So, we should decompose the measured vibration 
signal into IMFs, the interested characteristic signal can be separated from 
background signal and noise. It becomes monocomponent in a narrow frequency band 
and can be detected by Duffing oscillator efficiently.  

3   Empirical Mode Decomposition(EMD) 

By using EMD [4], any signal could be decomposed into a number of IMFs )(c1 t , 

)(c2 t , . . . , )(c tn , and a residue )(r tn , 
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Thus, one can achieve a decomposition of the signal into n-empirical modes, and a 

residue )(trn , which is the mean trend of )(tx . The IMFs )(1 tc , )(2 tc , . . . , 

)(tcn  include different frequency bands ranging from high to low. The frequency 

components contained in each frequency band are different and change with the 
variation of signal )(tx . So, EMD is a self-adaptive signal decomposition method.  

4   Weak Signal Detection with Duffing Oscillator Based on EMD 

The weak periodic signal detection follows two operations: 

(1) Decompose the original signal into several IMF components )(tc j , 

nj ⋅⋅⋅= 3,2,1 . After decomposition, the interested characteristic signal can be 

separated from background signal and noise.  

(2) Introduce the IMF components )(tc j  of the to-be-detected signal into the 

oscillator, when the oscillator is transformed from the chaotic state to the large-scale 
periodic state, it indicates that the to-be-detected signal includes the characteristic 
frequency component and complete the weak signal detection.  
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5   Results and Discussions 

5.1   Numerical Simulation  

we consider the function )5.5sin(3.0sin025.0 tt + , the frequency of to-be-detected 

component is srad /1=ω . The simulated signal is introduced into the oscillator, 
the output phase trajectory of the Duffing oscillator is shown in Fig. 1. As a result, we 
cannot recognize the weak signal correctly owing to the interference of the strong 
background signal. 

The simulated signal is decomposed by EMD and the decomposition result is shown 

in Fig.2. The second IMF )(2 tc  in Fig.2 include the to-be-detected component with 

frequency srad /1=ω is introduced into the oscillator in, the output phase trajectory 
of the Duffing oscillator is shown in Fig. 3. From Fig. 3, it is easy to find that the 
chaotic oscillator is transformed from the chaotic state to the large-scale periodic 
state. It is obvious that the srad /1=ω frequency component exists. 

 

Fig. 1. The output phase trajectories of simulated signal 

 

Fig. 2. The decomposition result of simulated signal 

 

Fig. 3. The output phase trajectory of IMF )(2 tc  
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5.2   Experiment 

For the rotating machinery, the 2X harmonic vibration response indicates that there is 
misalignment fault in the rotating machinery. To verify the validity of the proposed 
method, the misalignment was conducted on the rotor test rig. The radial 
displacement vibration signal with misalignment fault picked up by the displacement 
sensor is shown in Fig. 4. The rotating frequency is 24 Hz and the sample frequency 
is 2560 Hz.  

 

Fig. 4. The waveform and spectra of misalignment signal 

 

Fig. 5. The decomposition result of misalignment signal 

 

(a) Original state of Duffing oscillator 

 

(b) Output phase trajectory under IMF )(2 tc  

Fig. 6. The output phase trajectory of Duffing oscillator 
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Fig. 5 shows the decomposition results of the misalignment vibration signal 
obtained by using EMD. In Eq. (4), let ( )()cos( 11 tNtF ++ϕω ) be replaced by the 

second IMF )(2 tc of misalignment signal. When the value of frequency of the 

periodic driving force in Duffing oscillator is 2X rotating frequency, 
srad /482 ×= πω , and the corresponding output phase trajectory of chaotic 

oscillators is shown that in Fig. 6. From Fig.6, it is easy to find that the chaotic 
oscillator is transformed from the chaotic state to the large-scale periodic state. It is 
obvious that the srad /482 ×= πω  frequency component exists. According to the 
above analysis, it is easy to conclude that the rotor has misalignment defect. 

6   Summary 

The chaotic oscillators detecting method is suitable for detecting a single periodic 
signal in a given narrow band. It requires the background signal and noise to be not 
great enough to affect the oscillator state. But when the weak periodic signal is in a 
wide frequency band, and the background signal is too strong, it is difficult to 
distinguish the state change of the chaotic oscillator. With the help of EMD, we are 
able to separate the interested characteristic signal from background signal and noise, 
and complete a reliable and convenient measure for weak periodic signal detection by 
Duffing oscillator efficiently.  
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Abstract. CRM (Customer Relationship Management) is to select and manage 
valuable customer relationships and a business strategy, CRM requires a 
customer-centric corporate culture to support effective marketing, sales and 
service processes. As a branch of applied mathematics, FCA (formal concept 
analysis) comes of the understanding of concept in philosophical domain. This 
paper presents the application of association rule mining in CRM based on 
formal concept analysis. Experiments show that the proposed algorithm in the 
CRM more effective than the traditional algorithm. 

Keywords: Formal concept analysis, CRM, association rule mining. 

1   Introduction 

Customer Relationship Management of the implication is that through the details of 
clients’ in-depth analysis, to improve customer satisfaction, thereby enhancing the 
competitiveness of enterprises as a means of it [1]. CRM (Customer Relationship 
Management) that is customer relationship management. Literally, is an enterprise 
with the CRM to manage customer relationships? In different contexts, CRM may be 
a management academic language, may be a software system, and are usually referred 
to CRM, is a computer automated analysis of sales, marketing, customer service and 
application support processes of the software system. Its goal is to reduce the sales 
cycle and marketing costs, increase revenue, expand their business needs and new 
markets channels and enhance customer value, satisfaction, profitability and loyalty. 
CRM is to select and manage valuable customer relationships and a business strategy, 
CRM requires a customer-centric corporate culture to support effective marketing, 
sales and service processes. 

As a branch of applied mathematics, FCA (formal concept analysis) comes of the 
understanding of concept in philosophical domain. It is to describe the concept in 
formalization of symbol from extent and intent, and then realize the semantic 
information which can be understood by computer. It is to extract all connotative 
concepts and connections between them from formal context according to the binary 
relationship so as to form a hierarchical structure of concept. Concept lattice in formal 
concept analysis as the core data structures, in essence, describes the link between 
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objects and features, indicating generalization between the concepts of relationship with 
patients, the corresponding Hasse diagram is the visual realization of the data of it. 

In the data mining study, found that the rule has become a central issue. This paper 
first introduces the concept of a classical lattice-based algorithm for extracting 
implication rules, the incremental algorithm to build grid, and update the rule set, we 
needed on the grid structure modified accordingly, so you can get frequent 
incremental itemsets. This article describes the basic theory of association rule mining 
knowledge. This paper proposes the association rule mining in CRM using formal 
concept analysis. The algorithm is based on two concepts removed conjunct implies 
the rule set as input, the rule set according to their content to be divided, the division 
will focus on a rule one by one into the other rule set, and thus get the final merged 
result. 

2   The Research of Association Rule Mining Based on Formal 
Concept Analysis 

Concept lattice model is the product of introduction and lattice theory combined with 
practical application, here is some of the basic definitions of introduction and lattice 
theory. 

Formal Concept Analysis is a philosophical concept of a mathematical process in 
which people organize and analyze data in a way, is the data and its structure, nature 
and visualize dependencies for a description. In formal concept analysis, the concept 
is to understand the grounds of extension and intension of two parts. Refers to the 
concept of extension of this concept is the set of all objects, meaning it refers to all 
characteristics common to these objects (or attributes) set [2]. Concept lattice in 
formal concept analysis as the core data structures, in essence, describes the link 
between objects and features, indicating generalization between the concepts of 
relationship with patients, the corresponding Hasse diagram is the visual realization of 
the data, vivid and concise reflection of the generalization relationship between these 
concepts. Therefore, the concept lattice is considered to be a powerful tool for data 
analysis. Order theory and lattice theory as a practical application combined with a 
product concept lattice model study has important theoretical significance. 

A formal context (formal context) is a triple K = (G, M, I), where G is a collection 

of objects, M is the set of attributes, I G and M is a binary relation between, the I ⊆ G 
× M. gIm that g ∈ G and m ∈ M there is a relationship between I, read as an object g 
has attribute m, is shown by equation 1. 
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If (M, ≤ ) is a partial order set, a, b, c and d are the elements of M and b < c. Then 

set[b, c] : = {x ∈ M | b ≤  x ≤ c } called interval (interval), collection (a] : = {x ∈ M | 

x ≤ a } called principal ideal (principal ideal), set [d) : = {x ∈ M | x ≥ d } called 
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principal sub filter (principal filter). Besides, a≺  b ⇔a<b and [a, b]={a, b}, is 

shown by equation 2. 
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Set (A,≤) is a partial order set, if for any the unempty set S⊆A, there exists ∨S, (A,≤) 
is called a full merger half lattice. Similarly, if for any the unempty set S⊆A, there 
exists ∧S, (A,≤) is called a full cross half lattice. If (A, ≤) is a full merger half lattice 
and also a full cross half lattice, it is a full lattice. 

The two mapping is called Galois connection between the power set of A and the 
power set of B. binary group (A1, B1) ∈ P (A) x P (B), if meet the A1 = g (B1) and 
B1 = f (A1), then is called a formal concept of formal context C, A1 called 
denotation, B1 called connotation, all the formal concept sets of C writes down as 
F(C), as is shown by equation 3. 
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The progressive construction concept lattice is under the given original formal context 
K = (X, D, R) corresponding to the original concept lattice L and new object X * 
situation, solving formal context K * = (X∪{X *}, D, R) corresponding to the concept 
lattice L *. 

Given formal context K = (G, M, I), if formal context K1 = (G1, M1,I1 ) and K2 = 
(G2, M2, I2) meet the G1 ⊆ G, G2⊆ G, M1⊆M, M2⊆M, then says K1 and K2 is the same 
domain formal context, they are all the son formal contexts of K, also says the concept 
lattice L (K1) of formal context K1 and the concept lattice L (K2) of formal K2 are the 
same domain concept lattice. The similarity is calculated as follows equation 4. 
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For the formal contexts K1 = (G ,M1 , I1 ) and K2 = (G, M2 , I2 ) of the same object 
domain, if M1⊆M, M2⊆M, M1∩M2=∅ , then says K1and K2, L (K1) and L (K2) were 
connotation independent; If M1⊆M, M2⊆M, M1∩M2≠∅ , for any g∈G and arbitrary 
m∈M1∩M2 meet gI1m = gI2m, it says K1 and K2, L (K1) and L (K2) are respectively 
connotation consistent [3]. 

Given formal context K = (G, M, I), if formal context K1 = (G1, M1, I1) and K2 = 
(G2, M2, I2), if G1⊆G, G2⊆G, M1⊆M, M2⊆M, G1≠G2, M1≠M2, G1∩G2≠∅, 
M1∩M2≠∅, then the same domain formal context fold set to (G1∪G2 , M1 ∪ M2, I1 ∪ 
I2), as is shown by equation 5. 

g↙m ( ) ggmg γγμγ ≠=∧⇔ *  (5)

Let I = {i1, i2, i3, ..., im} for the entry space; a collection of items called itemsets, 
with k-item set of items is called k-itemsets. Transaction database TD of each 
transaction Tr has a unique identifier TID, and contains a term set ⊆T  I. Association 
rule is of the form  B⇒A  implicate, in which  I⊂A, B and B∩A =∅ Rule is an 
objective measure of support. Support the rule that the percentage of samples to meet 
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the rules. Support is the probability P (A∪B), of which, A∪B that contains both A and 
B services, that is, itemsets A and B and. Another association rule is an objective 
measure of confidence. Confidence is the conditional probability P (B|A), which 
includes the A's work also includes the probability of B. 

Algorithm 1. association rule mining based on formal concept analysis 
Input: Concept lattice L. 
Output: Lattice L and after inserting the updated rule set R1 obtained from the 

algorithm array Rules [1, ..., | | L | |], Rules [N] represents the grid node N set of rules 
related to output. 

(1) IF f*({x*})⊄Intent(inf(L)) THEN; 
(2) Intent (inf (L)):=Intent (inf (L)) ∪f*({x*}) 
(3) IF C=0 OR ||D||≤1 THEN 
(4) Rules[N] := GenerateRulesForNode(N); 
(5) R: = R∪Rules [N]; 
(6) FOR each parent node of N, DO ∅ ≠ D ∩(C, D) (LHS∩D≠∅) 
(7) Adding new lattice node H: (Φ, Intent (inf (L)) ∪ f * ({x*})), making H 
becomes inf (L); 
(8) IF Q≠∅ THEN; 
(9) Notes for B [I]: = {C: | | Intent (C) | | = I}; 
(10)  return R: = R∪Reduce (N); 

A given concept lattice L and inserted into the grid to the new transaction T, T, after 
inserting a new record for the lattice L'. And then compared to the original lattice L, 
after you insert the new transaction T, L ', there are three types of nodes. Way to keep 
the same. The other will change, but only change the extension, which are updated 
grid nodes. Another is the new grid node, which is to be inserted by the transaction 
and pay grid nodes generated in the original format does not exist in the content of the 
composition. The following diagram, as is shown by figure1. 

 

Fig. 1. The result of association rule data mining based on formal concept analysis 

Marked with a simplified approach to the representation of the concept of property, 
the principle is: the same word in the graph node label attribute appears only once, the 
top node is unique, its meaning for the empty set, and the extension contains all object 
file; the bottom node is unique, contains all the terms of its content properties, and the 
extension of the empty set. 
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3   Application of Formal Concept Analysis in the Association 
Rule Mining of CRM 

CRM is an enterprise business strategy, which according to customer segmentation 
and effective organization of corporate resources, develop a customer-centric business 
practices and the implementation of customer-centric business processes, and as a 
means to improve profitability capacity, revenue and customer satisfaction. Customer 
is an important asset, customer care center of the CRM, customer care and aim to 
establish long-term customers with the selection and effective business relationship 
with each customer "touch points" are closer to the customer, to understand 
customers, maximize profits and profit share [4]. 

Concept lattice, in addition to the classification and definition from the data 
concepts, it can be used to find objects, properties, dependencies between. This has 
two meanings: (1) part or all of the scanning grid structure can be used to generate the 
rule set in the future; (2) browse lattice structure, to test a certain given rules 
established. 

New grid node: set transaction with item set T to be inserted into the lattice L Tr, if 
a grid node N1 = (C1, D1) satisfy: (1) T,∩ Intersection = D1 while for L in any of the 
node N2 have  Intersection; (2)≠Intent (N2) for L in any meet N3> N1 node N3, 
Intersection; T ≠ ∩Intent (N3) the N1 is generated as a sub-grid nodes, the N1 can 
produce a new grid node (C=C1+1, Z=D1∩T). 

Algorithm 2. Application of association rule mining in CRM based on formal 
concept analysis 

Input: Conjunct implies the rule set R：P⇒Q as well as an array Rules[1…||L||]，
Rules[N] represents the grid node N set of rules related to L. 

Output: R＝R1∪R2. Rule sets R1 and R2 set the rules of the division R2 (Di), R1 
and R2 are the same domain and two independent sets of rules. 

(1) R1 will be divided according to their content, build into the relationship 
between father and son; 

(2) IF inf(L) = (φ, φ) THEN 
(3) FOR k := 0 TO size DO 
(4)  Intent(inf(L)) ← Intent(inf(L)) ∪ f*({x*}); 
(5)   Notes for B [I] : = {C: | | Intent (C) | | = I}; 
(6)   IF Dk＝Di THEN exit algorithm ENDIF 
(7)   Int: = Intent(C)∩ f ({x*})); 
(8)  GenerateRulesForPartition(Gk, Count1k, Dk); 
(9)  R:= R∪Reduce(N); 
(10)  IF Intent(C) = f({x*})) THEN exit algorithm; 

The paper is using WindowsXP operating system, and using Visual C + +6.0 to 
achieve the above rule sets and computing algorithms. For randomly generated data 
sets, 80% probability of their relationship, the number of attributes is 50, we do 
scalability testing, each increase in the number of objects 582, recorded by the child 
form the background to generate the corresponding concept lattice implication and 
operation of the rule set time spent Apriori at the same time a direct comparison of the 
original form of the background corresponding to the generated concept lattice 
implication rules set the time, comparing the results shown in Figure 2.  
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Fig. 2. The compare of association rule mining in CRM based on FCA with Apriori 

4   Summary 

As a branch of applied mathematics, FCA (formal concept analysis) comes of the 
understanding of concept in philosophical domain. It is to describe the concept in 
formalization of symbol from extent and intent, and then realize the semantic 
information which can be understood by computer. This paper presents the 
application of association rule mining in CRM based on formal concept analysis. 
Experiments show that the proposed algorithm in the CRM more effective than the 
traditional algorithm. 
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Abstract. Data collection is one of the main research topics of wireless sensor 
networks in recent years, and, data collection research outside users through 
wireless sensor networks to collect perception data from the monitoring area. 
Formal concept analysis is a data analysis tool, especially for investigation and 
treatment can be given information to discover important information hidden in 
the data behind. This paper proposes the data collection methods in Wireless 
Sensor Networks based on formal concept analysis. Experiments show that the 
proposed FCA-based data collection algorithm in WSN more effective than the 
traditional algorithm. 

Keywords: Formal concept analysis, Wireless Sensor Networks, data 
collection. 

1   Introduction 

The wireless sensor network is highly cross emerging multidisciplinary cutting-edge 
research, which combines the embedded computing technology, sensor technology, 
network and wireless communication technology, distributed information processing 
technology and other cutting-edge technology. Wireless sensor networks with the 
development of research models [1]. It combines the advanced microelectronic 
technology, system-on-chip SOC design technology, modern information and 
communication technology, computer network technology to achieve multi-
functional, miniaturized, systematic, integrated and networked. 

Formal Concept Analysis was born in about the 1980s, is a data analysis tool or 
method, especially for investigation and treatment can be given information. The data 
should be the unit of meaningful and understandable from a human thinking - the 
concept of extraction and formalization of the unit. Formal indicate that data 
processing is a formal mathematical entities do not have exactly the same and the 
concept in human thinking, it also pointed out that the basic data in the form of the 
formal concept analysis is a formal context, formal background in the human 
background knowledge a small part. 
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The sensor network is an integrated monitoring, control, and wireless 
communication network system, a much larger number of nodes (thousands or even 
tens of thousands), more densely distributed nodes;, the node is more prone to failure 
due to the environmental impact and energy depletion; environmental interference 
easily lead to changes in network topology and node failures; under normal 
circumstances, the majority of sensor nodes is fixed. WSN data collection study 
included many aspects, such as: data collection protocol, data transmission routing 
protocols and sensor node scheduling. This paper mainly focuses on data collection 
protocol and data collection in the node scheduling mechanism study. This paper 
proposes the data collection methods in Wireless Sensor Networks based on formal 
concept analysis. 

2   The Research of Data Collection in Wireless Sensor Networks 

The primary design goals of traditional wireless networks is to provide high service 
quality and efficient bandwidth utilization, followed by considering energy 
conservation; the primary design goals of sensor networks is the efficient use of 
energy, which is the sensor networks and traditional networks one of the most 
important distinction. 

People only care about the value of an observation of an area sensor networks do 
not care what the observational data of a specific node, which is the characteristics of 
the sensor network data-centric. Traditional network is the IP address of the network, 
data transmitted in the traditional network and the physical address of the node linked 
to data-centric characteristics of sensor networks can out of the traditional network 
addressing, fast and effective organization from the information of each node and 
aggregation to extract useful information delivered directly to the user. 

The data collection protocol is the routing layer protocols, research and sensor 
nodes how the data transmitted to the base station. Sensor node's energy consumption 
is mainly concentrated in the communications equipment, including transmission of 
data, receive data, and the listener; the routing nodes consume more energy than in 
non-routing node [2]. Effective data collection protocol can make the data collection 
process used to transmit data, receive data, and listen for the energy minimization, 
and energy consumption of each node to reach consensus, thus extending the system 
life cycle, is shown by equation 1. 
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Network data aggregation play an important role as an important mechanism in the 
data collection process in WSN, the WSN data collection, performance data as 
follows: each node in the network monitoring area are collected in each data 
collection cycle 32network data aggregation from different nodes sensing data 
integrated as a single, and then aggregates the data transfer to a distant base station, is 
shown by equation 2. 
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Lindsey and Raghavendra noted that at a distance within the energy consumed by the 
node transceiver circuit is greater than the energy consumed by the amplifier circuit, 
they to propose PEGASIS agreement in order to reduce the energy loss of the sensor 
nodes, the idea is that all sensor nodes in the system with greed algorithms constitute 
an edge of chain length and close to the minimum, in each time cycle, any node 
receiving data from an adjacent node located on the chain, and aggregate the received 
data with the data of this node, the aggregate data the chain sent to the other adjacent 
node to send and aggregate from the end node in the chain along the chain until the 
specified node. 

In WSN, many related to the methods of data collection study describes three 
typical data collection from the sensor nodes in the monitoring area to distribute data 
to the Sink node topology in Figure1. 

 

Fig. 1. The result of WSN data collection topology 

Set composed of a WSN system identified as a sensor node, and identified as a 
focal point, the sensor nodes are randomly distributed in a monitoring area, the 
position of the nodes and base stations for fixed predictable, each node monitoring a 
certain amount of information collected, pass a packet to the base station assumes that 
each node in each time unit time unit for one cycle of direct communication between 
nodes in the network can also be directly transmitted to the base station, each node 
has a certain energy, the base station has infinite energy supply, as is shown by 
equation 3. 
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Stage a complete node scheduling point in the monitoring area selection, the 
excitation of the Sink node, k nodes are assigned r equal scheduling time slice t1, t2, 
..., ti, the value of ti is relatively small and successively continuous monitoring of the 
regional random the introduction of the back off algorithm to solve the same layer of 
redundancy neighboring nodes choose the same scheduling time slice. Nodes in the 
network focal point Sink incentive redundant adjacent nodes exchange information to 
determine the assigned scheduling time slice, if satisfied: (1) the same layer adjacent 
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nodes select the same scheduling time slice. (2) Whether the adjacent nodes of 
different layers to select a different scheduling time slice. The similarity is calculated 
as follows equation 4. 

( ) ( )τττ −+−=− ∑
=

trtctx n

n

i
i

1

)(
 

(4)

Preliminary scheduling point selection (ti value is relatively small) node after the 
stage of a network monitoring area scheduling node monitoring in the monitoring 
probability and energy information to complete the scheduling time to adjust. The set 
of nodes in network collected data, data collection, and data collection and acquisition 
time; there are certain changes with the application of linear and nonlinear relations, 
as is shown by equation 5. 

2

','

)]','()[','(),( nnmmDnmwnmE jA
KnJm

AjA ++= ∑
∈∈

ξξξ

 
(5)

Select a routing rule based on energy efficiency in data collection, elimination or 
weakening of invalid data transmission paths, invalid path to the introduction of 
negative strengthening mechanism. Selection rules to calculate the data items cover 
the set of nodes adjacent points based on different energy costs sent to the node that 
contains different data subset of the polymer, thus routing problem is transformed into 
looking for a group to cover all data items and has a minimum energy cost adjacent 
points, does not belong to the same in the negative to strengthen the coverage of the 
concentration of adjacent points. 

3   The Design of Data Collection Methods in Wireless Sensor 
Networks Based on Formal Concept Analysis 

A formal context K: = (G, M, I) by a collection of G, M, and the relationships 
between them composed of elements of G are called objects (objects), the elements of 
M are called attributes (attributes), to describe an object binary relation between g and 
an attribute m to write gIm or (g, m) ∈ I, said that "the object g has attribute m". 

Assumes that given a form of the background of a formal context K: = (G, M, I), 
where G is a collection of objects, M is the collection of properties, I is a binary 
relation between them, then there exists a partially ordered set with which 
correspondence, and this collection of partial order a lattice structure, which induced 
by the background of a formal context (G, M, I) lattice L is called a concept lattice. 
Lattice L in each node is a pair (concept) is denoted by (X, X), where XG is called the 
extension of the concept, and X-M called the connotation of the concept [3]. An 
ordered pair (X, X) of relation R is complete, that is the nature of equation 6. 
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To establish a partial order relation between the concept of grid nodes, given C1 = 
(X), C2 = (X2, X2), then C1, <C2, X2 <X2, we can understand this partial order 
relations for Asia concept - super concepts. 

Let K = (G, M, I) is a formal context, B (K) = ((G, M, I), ≤) is the concept lattice of 
formal context K, then B (K) is a complete lattice, any nonempty subset of (G, M, I) 
least upper sector sup (B (K)) and the greatest lower bound inf (B (K)) ,as is shown 
by equation7. 
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Routing in sensor networks, the routing structure of the data collection does not 
change over time, that the survival time of the entire network [4], there is only one 
routing tree is used for data collection, called network mode is static, otherwise, in 
WSN data collection time, data routing structure with a series of routing tree routing 
mode for data collection, known as dynamic, a series of data collection tree for each 
data collection cycle, be used as a data collect routing tree. 
 

(1) Determine the basic re-election time is tΔ set. 
(2) IF inf(L) = (φ, φ) THEN  
(3) Define the parameters k, k = Min[reselect – times, m] set, so. 
(4) If LJ > the set threshold (for applications) was established, the monitoring 

area is scheduled to enter the active state of the node to select a relatively large time 
slice, otherwise the node to maintain the scheduling phase of a set state;  

(5) Randomly retrieve a value from a discrete [0,1,…,(2k – 1)] set of integers, 

denoted by r, the re-election after the time-piece. 
(6) the threshold is reached when the re-election time slice m times can not be 

completed to show that the network topology and the time slice is set wrong, the focal 
point Sink send an error report prompts 

(7)  GenerateRulesForPartition(Gk, Count1k, Dk); 
(8)  Incidence graph of Super League side that the data correlation of sensor nodes 

to the associated collection of data of a group of sensor nodes; 
(9)  IF Intent(C) = f({x*})) THEN exit algorithm; 

Figure 2 shows the minimum energy and data link building process, the initial stage 
of data link the round0 round1 with the nearest neighbor of the same build process, 
the current chain from node1 and node3 time round2, join node2 node1 and node4link 
the increase in the minimum energy, delete the link between node1 and node4, the 
same process is repeated until round5 chain 4-5-3-2-7-8 contains all nodes of  
the network, relative, neighbor data collection chain constructed the method, based on 
the minimum energy of the distance between nodes and the formation of the energy 
consumption of data link reduced from 20 units to 54 units. 
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Fig. 2. The compare of data collection in WSN based on FCA with Chain 

4   Summary 

The concept lattice theory is the core data structure of the formal concept analysis 
theory, knowledge discovery and data analysis, a powerful mathematical tool. The 
concept lattice has good mathematical properties and suitable for batch processing, 
the concept lattice data for solving the parallel distributed data mining, distributed 
storage and parallel processing, we can say is the ideal tool. Therefore, the concept 
lattice has a very important theoretical significance. Most sensor network data 
collection applications have in common: a large number of static sensor nodes are 
densely arranged in a broad area, the base station is responsible for connection to a 
wireless sensor network and the outside world, the sensor nodes to the local 
perception to analyze the data transfer to the outside of the system life cycle 
requirements higher. In addition to these commonalities, each specific application, 
there are some differences, such as the requirement of real-time, fault tolerance, data 
acquisition frequency. This paper proposes the data collection methods in Wireless 
Sensor Networks based on formal concept analysis. Experiments show that the 
proposed FCA-based data collection algorithm in WSN more effective than the 
traditional algorithm. 

References 

1. Rickenbach, P.V., Wattenhofer, R.: Gathering correlated data in sensor networks. In: 
Proceedings of the 2004 Joint Workshop on Foundations of Mobile Computing, 
Philadelphia, PA, USA, pp. 60–66 (2004) 

2. Krishnamachari, B., Estrin, D., Wicker, S.: The impact of data aggregation in wireless 
sensor networks. In: Proc. of the 22nd Int’l Conf. on Distributed Computing System 
Workshop, pp. 575–578. IEEE Computer Society, Vienna (2002) 

3. Wille, R.: Concept Graphs and Formal Concept Analysis. In: Delugach, H.S., Keeler, M.A., 
Searle, L., Lukose, D., Sowa, J.F. (eds.) ICCS 1997. LNCS (LNAI), vol. 1257, pp. 290–
303. Springer, Heidelberg (1997) 

4. Tan, H.O., Korpeoglu, I.: Power efficient data gathering and aggregation in wireless sensor 
networks. SIGMOD Record 32(4), 66–71 (2003) 



D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 39–44. 
springerlink.com                © Springer-Verlag Berlin Heidelberg 2012 

The Research of Network Management System Based on 
Mobile Agent and SNMP Technology 

Shiwei Lin1 and Yuwen Zhai2 

1 College of Information and Control Engineering, Jilin Institute of Chemical Technology, 
Jilin, China 

2 Mechanical & Electrical Engineering College, Jiaxing University, Jiaxing, China 
shiwei_lin512@126.com 

Abstract. Aimed at the shortcoming of traditional SNMP network 
management, a hybrid network management model is presented based on 
mobile Agent and SNMP technology in the paper. Nodes in each management 
domain will be divided into two categories: Mobile Agent can migrate directly 
to the nodes that are installed MAS and implement management functions by 
starting the SNMP agent in the local; the approach of management is used 
based on MA / SNMP gateway for the nodes that are not installed MAS. 
Application analysis showed that hybrid network management is more 
prominent in performance than the SNMP. 

Keywords: Mobile Agent, SNMP protocol, network management, MA / SNMP 
gateway. 

1   Introduction 

Most of the current network management model is based on protocol SNMP. There 
are some shortcomings, most manufacturers of network devices are directly supported 
because of a wide range of applications. Mobile Agent as a unified interface is not 
feasible because of existing network equipment does not allow third-party software 
loaded, such as routers, switches, etc.. In this paper, the Mobile Agent technology 
combined with SNMP, SNMP network management technology at the same time to 
retain full use of the flexibility of Mobile Agent technology and intelligence, the 
Mobile Agent as complement traditional network management systems to improve 
the traditional C / S model network distribution management and flexibility. 

2   The Design of the MA/SNMP Reference Model 

The application conversion of MA and SNMP is required for combining Mobile 
Agent technology and the traditional SNMP protocol. This component is designed to 
convert an intermediate. It is located in the managed devices and network 
management centers, known as MA / SNMP gateway. MA / SNMP reference model 
shown as Figure 1. 
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Fig. 1. The Reference Model Based on MA/SNM 

3   The Design of the System Frame 

The architecture of hybrid network management system based on Mobile Agent is 
shown as Figure 2. 

 

Fig. 2. The Hybrid Network Management Model Based on Mobile Agent 

The model consists of network management console network management (NMS), 
Mobile Agent (MA), Mobile Agent Server (MAS), the managed node (NE), MA / 
SNMP gateway five elements. 
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4   The Work Flow Chart of System 

The work flow chart of system is shown as Figure 3. 
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Fig. 3. The work flow chart of system based on mobile Agent 

5   The Analysis and Comparison of the System Performance 

The system response time and data traffic are two very important indicators that 
evacuee a network management system performance. In this paper, we analyze one 
importance. 
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The network management system based on SNMP (System A) compared with the 
network management system based on mobile Agent (System B).The network 
management stations collect the data through polling each network element devices in 
the network management systems based on SNMP. In the network management 
systems based on mobile Agent, the network management station assigns a mobile 
Agent that it is sited the parade path and travels all of the network nodes. At last, the 
data results of collecting are return the network management station. 

In this, assuming the number of managed network elements are x , the objects 
number of polling the target are y . 

① The response time 

1t : the average network delay between nodes; 2t : the time of SNMP complete a 

request / response interaction; 3t : the average time of the managed network elements 

obtaining each system information. 4t : the average time of Mobile Agent 

serialization / deserialization; 5t : the time of the network management station 

processing the resource parameters of each managed network element. 

In system A, the network transmission delay is 12 tx ×× , the request / response 

interaction time is 2x y t× × , the time of obtaining the resource information is 

3x y t× × , the time of the processing data is 5x t× , the time of the system response 

is: 

1 2 3 52AT x t x y t x y t x t= × × + × × + × × + ×  (1)

In system B, the network transmission delay is 1( 1)x t+ × , the time of Mobile Agent 

serialization / deserialization is 4( 1)x t+ × ,the time of obtaining the resource 

information is 3x y t× × , the time of the processing data is 5x t×
, the time of the 

system response is: 

1 4 3 5( 1) ( )BT x t t x y t x t= + × + + × × + ×  (2)

According to (1) and (2): 1 2 4 1 4( )A BT T x t y t t t t− = × + × − − −  

1 2 4 1 4( )A BT T x t y t t t t− = × + × − − −  (3)

The value of the equation (3) may be negative number when x is smaller, because the 
time of Mobile Agent serialization / deserialization is lager than the request / response 
interaction time. As the x  value increases, the number of managed network elements 

increases, to a certain extent, 1t  and 4t  can be ignored in the formula (3). 

The value of y  is the factors of affecting the results when the value of x  

unchanged. When the value of y  is smaller, the value of the formula (4) may be 
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negative because the value 4t may be larger. However, the value 1t 、 2t and 4t are 

not changing, the value of will be positive when the value y  increases (acquisition 

of the target number of MIB objects) to a certain extent and 1 2 4( )t y t t+ × − will be 
positive and the value of the formula (4) will continue to increase large. 

From the analysis result, NMS for the management of the managed network 
element complexity (in this article reflect the number of MIB objects in the 
collection) are two different systems in the critical response time due to move to the 
Mobile Agent on a managed network element local management, so the complexity of 
managing little change, reflecting a better side than system A, and with the number of 
managed network elements increases more and more prominent. 

② The data flow 
M : the average data flow that the information is obtained from managed network 
elements; :N the data flow that the mobile Agent is migrated; so the total data flow 

system A is 2AL x y M= × × × , the total data flow system B is 

( 1)BL x N= + × . The data flow of system B is about x N×  when the value of 

x is enough lager. Then (2 )A BL L x y M N− = × × × − . 

According to the analysis, when the value of y is small, the data flow of the system 
B is higher than system A, because mobile Agent migration data is higher than the 
average flow of the SNMP polling. However, the data flow of the system B remains 
basically unchanged because it is not effect by y . So, with the number of polling 
target MIB object is increasing, system B has a more prominent advantage. 

6   Conclusion 

Most of the current network management model is based on protocol SNMP. There 
are some shortcomings, most manufacturers of network devices are directly supported 
because of a wide range of applications. Mobile Agent as a unified interface is not 
feasible because of existing network equipment does not allow third-party software 
loaded, such as routers, switches, etc. A hybrid network management model is 
presented based on mobile Agent and SNMP technology in the paper. Application 
analysis showed that hybrid network management is more prominent in performance 
than the SNMP. 
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Abstract. PLD, Programmable Logic Device, is a common hardware of IT 
applications now. A popular PLD is FPGA, Field Programmable Gate Array.  
Its design is based on VHDL, a hardware description language. Since the 
development of PLD is concerned to hardware and software, its study is helpful 
for most IT specialists. In this paper, a research of PLD training for IT 
applications is discussed.   

Keywords: PLD, IT application, FPGA, computer study. 

1   Introduction 

PLD, Programmable Logic Device, is an essential hardware for many applications of 
IT, especially embedded system applications, and is used popularly[1].   

FPGA, Field Programmable Gate Arrays, and CPLD, Complex Programmable 
Logic Device, are common PLD devices. PLD presents a relatively new development 
in the field of VLSI, Very Large Scale Integrated Circuit, circuits and is an ideal 
target technology for VHDL, a hardware description language, based designs for both 
prototyping and production volumes. It is different from firmware or micro-
controllers that are widely used nowadays. PLD has more advantages in speed, 
development time and future modification[2-3]. There are many applications of PLD 
in various fields, such as custom reconfigurable processors, telecommunication 
systems and networks, fault diagnosis, signal processing and so on[4-6]. 

In this paper, the concept and training of PLD and its applications will be 
discussed. The concept of PLD mainly is concerned to FPGA and CPLD for RAM 
and ROM semiconductor devices. The training of PLD includes theory and practices.    

Actually PLD applications are based hardware, software and platform. The 
common hardware is FPGA and CPLD. The software has to involve HDL, Hardware 
Description Language, program and other application software. The VHDL, Very 
high speed integrated circuit HDL is a popular HDL language. The platform of PLD 
development normally is an EDA, Electronic Design Automation, platform.   

2   Concept of PLD  

The PLD is an electronic logic device. Its hardware can be designed through software 
programming. The PLD is a newer device. Before PLD, FLD, Fixable Logic Device, 
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devices are common to be used in circuit design as IC devices. FLD is an electronic 
logic device. Its logic circuit is fixable with one or one set function, can not be 
updated after to be produced. 

With the development of semiconductor technology, PLD is produced on PROM, 
Programmable Read Only Memory, PAL, Programmable Logic Array, PLA, 
Programmable Array Logic, GAL, Generic Array Logic. Resent years, FPGA and 
CPLD are most popular PLD devices. The devices based on PROM, PAL, PLA and 
GAL, the less than 500 logic gates, are simple PLD devices. FPGA and CPLD are 
complex PLDs. 

In programming, the PLD can be classified as Fig. 1. 

 

Fig. 1. The PLD classification in programming  

The PROM PLD devices are built on fuse or antifuse procedures. Since the 
programming process of fuse or antifuse is not recovered, the PLD is just 
programmed one time and in manufactories normally.  

The EPROM PLD means that some program on the device can be erased and 
rewrite again. EPROM, Erasable Programmable Read Only Memory, EEPROM, 
Electric Erasable Programmable Read Only Memory, Flash, Flash memory are 
EPROM devices. The program in EPROM is erased by UV rays. To clear codes in 
EEPROM and Flash memory is with electric current on their PCD board. Obviously, 
the latter is used more easily. 

RAM PLD normally involves SRAM, Static Random Access Memory, and 
DRAM, Dynamic Random Access Memory, chips. The SRAM PLD is composed of 6 
MOS transistors, but the DRAM with 1-4 transistors. So, the cost of DRAM for one 
memory unit is the cheaper. But the DRAM devices are required refreshing 
information in a short time. 

The main difference between ROM and RAM is that ROM keeps information 
without power, but RAM not. 

3   Training of PLD  

In order to study the design skill of PLD applications, a student should learn some 
basic knowledge, such as hardware, software and platforms. 
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3.1   The Basic Knowledge of PLD Design  

The knowledge frame of PLD application design is shown as Fig,2. Here, hardware, 
software and platform are basic knowledge for PLD development. 

 

Fig. 2. The knowledge frame of PLD design 

For the hardware, FPGA and CPLD should be known. FPGA is based on look-up 
table and SRAM normally. CPLD is a PLD device based on product term and 
EEPROM. The product term is a programming structure with programmable AND 
array and fixed OR array. Actually, for different manufactures the definition FPGA or 
CPLD is various. 

The software for PLD is HDL, a special language to design hardware by software. 
The common HDL languages are VHDL and Verilog. 

Platform is based on EDA technology. It is a design or programming environment 
as some tool and kids. 

3.2   The Software and Platform  

The VHDL language is not very difficult to be learned, if the student is familiar with 
C or Assembly language. The programming essential elements of VHDL are Entity, 
used to define external view of a model, such as symbol, and Architecture, used to 
define the function of the model, such as schematic. 

Similar to C, there are some libraries in VHDL. It can supply some common code 
modules and let program more easily. A VHDL routine is as follow. 

Library 
Entity use_fct is 

Port( ); 
End use_fct; 
Architecture struct of use_fct is 
 Begin 

Dsp: process;  
  Data handle; 

End process Dsp; 
End struct; 
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The PLD development platforms are mainly designed by professional suppliers or 
manufactures, such as Cadence, Xilinx or Atera.  

4   Conclusions 

The PLD applications are popular in electronic product development. IT specialists, 
especially embedded engineers, should hold some PLD knowledge. The training of 
PLD design includes hardware, software and platforms.  
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Abstract. The output-redefinition approach is applied in the overload control 
system, in order to remove the nonminimum phase characteristic of overload 
output. It utilizes the combination of overload and angle rate to redefine the 
new output for the sake of easy measurement. In order to improve the tracking 
speed and to estimate the lumped uncertainty, the Terminal sliding mode (TSM) 
controller based on RBF neural network is designed in the overload control 
system. A simulation example is illustrated to compare the TSM controller with 
the conventional SMC, and the simulation results show that the former has 
faster tracking speed than the later. 

Keywords: output-redefinition, overload control, TSM, RBF neural network. 

1   Introduction 

Recently, the overload control method has been widely used to design the flight 
control system of STT (skid-to-turn) missile, for it can improve the maneuverability 
of the STT missile [1, 2]. Since the dynamic characteristic from control fin deflection 
to missile overload output is of nonminimum phase for tail-controlled configuration, 
the output-redefinition approach is often applied to remove it, and thus the overload 
control system is transformed into a minimum phase system [3, 4]. The former 
researchers usually utilize the combination of overload, angle-of-attack and angle 
acceleration to redefine a new output. But it is very difficult to exactly measure angle-
of-attack and angle acceleration. In this paper we utilize the combination of overload 
and angle rate to redefine the new output for the sake of easy measurement.  

Sliding mode control (SMC) approach is well-known for its robustness to 
parameter perturbations and external disturbances, so it is successfully applied in 
many fields. The switching surface of conventional SMC is chosen as a linear hyper-
plane. Its representative property is that the system state converges to the equilibrium 
point asymptotically but not in finite time. Terminal sliding mode (TSM) control 
approach can offer some superior properties such as fast finite time convergence and 
less steady state errors [5, 6]. Therefore, in the paper we adopt the TSM control 
approach to design a controller so as to make the new output to track its desired signal 
fastly. In addition, we consider the uncertainties of missile parameters and the 
external disturbance. The RBF neural network (RBFNN) is used to estimate them. 
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2   Missile Dynamics 

The following assumptions are adopted for the STT missile. 
 
Assumption 1: The missile has pitch and yaw symmetry. 

Assumption 2: The missile is roll-position stabilized. 
 
From above assumptions, pitch dynamics and yaw dynamics of the STT missile are 
very similar, and the structure of pitch control system can be converted to that of yaw 
control system with ease. Hence, only the pitch control system is studied here. For 
small angle-of-attack and sideslip angle, the pitch dynamics of the STT missile with 
actuator dynamics is described as follows, 
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where α is the angle-of-attack, 
zω  is the pitch rate, 

zδ  is the fin deflection angle, 

τ  and kδ  are the actuator’s time constant and gain, respectively, 
cu  is the control 

input command, 
yn  is the normal overload, 

22a , 
24a , 

25a , 
34a  and 

35a  are the 

missile’s aerodynamic coefficients.  
In order to help the state variables represent the missile’s performances directly, we 

take a coordinate transformation on the system (1) as [ ]T
z zα ω δ → [ ]T

z ynα ω . 

Note that the relative degree of the system is 1, so there is no need to transform it into 
the normal form, i.e. 

yn  is the output and [ ]T
zα ω  constitutes the zero dynamics. 
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. It is easy to see that the eigenvalues 

of 
2Q  coincide with the open-loop transmission zeros. For the missile overload 

output is of nonminimum phase, it has unstable zero dynamics. We will stabilize the 
zero dynamics by output-redefinition approach. 
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The new output is redefined as, according to the measured signals 
yn  and 

zω ,  

m y z yn c n Kξ ω η= + = + , (3) 

where [0 ]K c= , thus the system (2) is transformed into  

1 1

2 2 2( )
m m

m

P Q bu

Q P K P
δξ ξ η

η η ξ
⎧ = + +⎪
⎨

= − +⎪⎩
, (4) 

where 
1 1 2P P KP= + , 

1 1 2 1 2Q Q KQ PK KP K= + − − . Here the zero dynamics is 

transformed into the second equation of (4). For 
2 2( , )Q P  is a controllable pair, we 

can assign arbitrary eigenvalues of 
2 2( )Q P K−  in the left-half phase plane by 

choosing K (i.e. c). K plays the role in only stabilization of zero dynamics by pole 
placement. Omitting the detailed deduction, we give the stabilization condition 

/c v g< − . 

For the output tracking problem, the following tracking errors are defined, 

d
m m mξ ξ ξ= − , d

y y yn n n= − , dη η η= − , (5) 

where d
mξ , d

yn  and dη  denote the desired signals of 
mξ , 

yn  and η , respectively.  

From (3), d
mξ  can be expressed as 

d d d d d
m z yc n Kξ ξ ω η= + = + . (6) 

We design a controller to make 
mξ  to converge to zero in a finite time T, i.e. 

( ) 0m tξ = , Tt ≥∀ , then the η -dynamics changes to be 

2 2( )Q P Kη η= − , Tt ≥∀ . (7) 

Because (
2 2Q P K− ) is a Hurwitz matrix, we get 0η →  as ∞→t  and  

0y mn Kξ η= − →  as ∞→t , (8) 

which represents the tracking error of original output also converges to zero.  

3   Terminal Sliding Mode Controller Design Based on RBFNN 

Form above analysis, in order to ensure the tracking of 
yn  to its desired signal d

yn , 

we need only to design a controller to force 0mξ →  in a finite time.  

In actual application the missile’s aerodynamic coefficients can’t be get exactly for 
all flight conditions. They have some uncertainties and may be expressed as:  

22 22 22ˆa a a= + , 
24 24 24ˆa a a= + , 

25 25 25ˆa a a= + , 
34 34 34ˆa a a= + , 

35 35 35ˆa a a= + , (9) 
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where the sign “^” represents a measured value and “~” an uncertain value. 
Accordingly the parameters metrics of (4) are expressed as:  

1 1 1
ˆP P P= + , 

1 1 1
ˆQ Q Q= + , ˆb b b= + , 

2 2 2
ˆP P P= + , 

2 2 2
ˆQ Q Q= + , (10) 

Remark 1: Suffering from the uncertainties, the open-loop transmission zeros may 
depart from their original places. However, as long as K is chosen to place the zeros 
far from the origin of the phase plane in the left, the stability of the zero dynamics can 
be always guaranteed. 

The aim of the controller design is to force 0mξ →  in a finite time T. The 
mξ  

subsystem of (4) is expressed as, considering the uncertainties and external 
disturbance,  

1 1 1 1
ˆˆ ˆ( ) ( ) ( )m mP P Q Q b b u dδξ ξ η= + + + + + + . (11) 

where d is the external disturbance. A TSM hyperplane is designed as  

0
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t q p
m mS dξ ρ ξ τ τ= + ∫ , (12) 

where 0ρ > , q  and p  are odd positive integers with q p< . If the system states 

are trapped in the TSM hyperplane, then ( ) ( ) 0S t S t= = , and the equivalent 

dynamics of the system (11) is  

q p
m mξ ξρ= − . (13) 

Thus the time of 
mξ  converging to zero is given as 

( )
(0)

( )

p q p

m

p
T

p q
ξ

ρ
−

⎡ ⎤= ⎣ ⎦−
. (14) 

The time derivative of (12) is 

1 1 1 1
ˆˆ ˆ ( ) d q p

m m m mS P Q bu P Q bu dδ δξ η ξ η ξ ρξ= + + + + + + − + . (15) 

Let 
1( ) mt P Q bu dδξ ηΔ = + + + , which is called the lumped uncertainty and is 

estimated by an RBFNN. The RBFNN is a three-layer feedforward neural network. 
For only one uncertain function ( )tΔ  is required to be approximated, the RBFNN has 

one output layer node. The network output is 

( )Ty W X= Φ , (16) 

where 
1[ , , ]T

JW w w=  is the weight vector of RBFNN, [ , ]T
m yX nξ=  is the 

input vector to the network, [ ]1( ) ( ), , ( )
T

JX X Xφ φΦ = , ( )i Xφ  is a Gaussian 

basis function, and let ( ) 0i Xφ =  if ( ) 0.03i Xφ < . 
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The following assumptions are introduced according to the universal 
approximation of RBFNN. 
 

Assumption 3: ( )tΔ  is an unknown bounded continuous function. 

Assumption 4: For ( )tΔ  and arbitrary 0ε > , there always exists an optimal weight 

vector W ∗ , such that 

*( ) ( )Tt W X εΔ = Φ + , (17) 

where ε  is approximation error of RBFNN. But W ∗  can’t be obtained beforehand, 

and it is estimated by Ŵ . The estimate error is ˆW W W ∗= − .  
The controller design is stated as the following theorem. 

 
Theorem 1: For the uncertain system (11) with the TSM hyperplane (12), the TSM 
controller based on RBFNN is designed as 

{ }1 1 1 2

1 ˆˆ ˆ ( ) ( )
ˆ

d q p T
m m mu P Q W X S sign S

b
δ ξ η ξ ρξ λ λ= − + − + + Φ + + , (18) 

where 
1 2, 0λ λ > , and the weight vector is updated online by 

ˆ ( )W X S= ΓΦ , (19) 

where 
1( , , )Jdiag η ηΓ = , 0iη >  is the update rate; then the tracking error 

mξ  

will converge to zero in a finite time.  
The theorem is easily proved by the Lyapunov stability theory. 
In the application, the sign function ( )sign S  may cause chattering effect, so it is 

usually replaced by a continuous function (| | )S S σ+ , where σ  is a little positive 

number. 

4   Simulation Example 

In the section, a supersonic STT missile is illustrated, its pitch dynamics is of (1) with 
the aerodynamic coefficients uncertainties (9) and the disturbance d. The overload 
control method is used to design its flight control system, where the controller is 
designed by TSM control technique based on RBFNN according to (18) along with (3), 
(12) and (19). In the simulation the uncertainties are assumed to be 

22 0.32cos(3 )a t= , 

24 1.95sin(6 )a t= , 
25 1.6cos(5 )a t= , 

34 0.22sin(5 )a t= , 
35 0.07sin(4 )a t= , and the 

disturbance 2.5sin(6 )d t= . The desired signal of missile overload output is chosen as 

1.0d
yn = . For the TSM controller we choose 5 7q p = . In order to compare the TSM 

controller with the conventional SMC, we also perform the simulation with q p= . The 

simulation result is shown in figure 1. It is obviously that the TSM controller has faster 
tracking speed than the conventional SMC. 
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Fig. 1. Responses of missile overload output with the TSM controllers (solid line) and the 
conventional SMC (dotted line) 

5   Conclusion 

A new overload control method is studied in the paper. It uses the combination of 
overload and angle rate to redefine a new output for the sake of easy measurement. 
The output-redefinition approach solves the nonminimum phase problem. In order to 
improve the tracking speed and to estimate the lumped uncertainty, the TSM 
controller based on RBFNN is designed in the overload control system. A simulation 
example is illustrated to test the performance of the controller. The simulation result 
shows the effectiveness of the designed controller. 
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Design of Broadband Receiver in Battlefield 
Electromagnetic Spectrum Monitoring System 
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Abstract. By the increasing complexity of future battlefield actual electromagnetic 
environment, a radio receiver based on spectrum monitoring was designed, and the 
overall design based on triple conversion mechanism was presented. The key 
designs were focused on the synthesized local oscillator, digital IF, and 
electromagnetic compatibility. The receiver implements the reception of signal 
covered 3GHz.  

Keywords: Electromagnetic Environment, Battlefield Electromagnetic Environment, 
Spectrum Monitoring, Receiver, Triple Conversion Mechanism, Electromagnetic 
Compatibility. 

1   Introduction 

Electromagnetic environment (EME, electromagnetic environment) generally is 
present in a given place the sum of all electromagnetic phenomena. Battlefield 
electromagnetic environment is the environment in a particular military operation, 
system or platform to carry out its mandate may encounter in various frequency range 
by radiation or conduction of the electromagnetic emission (horizontal) and temporal 
distribution of power results. Military operations in increasingly are implemented  
in complex electromagnetic environment. As war battlefield electromagnetic 
environment by geographic distribution of equipment, operating frequency, radiated 
power, radiation pattern, in which geographic features in the environment, weather 
conditions and other effects, and thus, the battlefield electromagnetic environment by 
time domain, frequency domain, the domain can and on the distribution of dense 
airspace, the vast amount of style complex, dynamic random signal overlap from a 
variety of complex electromagnetic environment. Complex electromagnetic 
environment has become different from the traditional battlefield, the battlefield 
information the most prominent signs. 

Battlefield environment, the radio frequency spectrum monitoring and management 
system for battlefield communication and command staff to provide high-level, 
intelligent frequency monitoring and management, is the frequency of communication 
and command personnel in planning an effective and dynamic management tool and 
an important tool. War, according to battlefield communications network topology, 
transmission equipment and battlefield performance information such as geographical 
features, spectrum monitoring and management system for the development of 
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communication and command staff the best frequency assignment program, 
battlefield communications network with high electromagnetic compatibility nature, 
and part of the network band interference in the case, adjust the frequency of use of 
the program. 

Based on the above background and needs of military applications, battlefield 
environment, further study of the radio spectrum monitoring and management system, 
a systems integration approach, preparation and management of war-time spectrum 
monitoring equipment is necessary. 

2   Theory of Radio Spectrum Monitoring 

2.1   The Concept and Characteristics of Radio Spectrum 

Radio spectrum is a band from 9 kHz to 3000GHz, spread without physical 
connection to the space of oscillation power and magnetic energy. Due to technical 
limitations and radio equipment, ITU (International Telecommunication Union) 
defined 9 kHz to 400GHz range, in fact, only dozens of now-GHz, and cellular 
operations in to 3GHz. The radio spectrum is available for people to use in the 
production and life, with the object of ownership and use of natural substances, is a 
resource, which has limited, non-expendable, objective laws, four features easy to 
interference, so the actual application in order to improve the spectrum efficiency, 
only through the development of new systems, develop new band, reducing the 
transmitter power and optimize system parameters such as means to achieve. 

2.2   The Concept of Radio Spectrum Monitoring 

Is the use of radio spectrum monitoring techniques and some equipment for the basic 
parameters of radio emission and spectral characteristics (frequency, frequency error, 
RF level, emission bandwidth, modulation) to measure, monitor analog signals, 
digital signals spectral characterization, and utilization of the frequency band occupies 
a degree of statistical analysis to test, and illegal radio stations and to locate sources 
of interference measurements to investigate. 

3   Receiver Design Based on Radio Frequency Spectrum 
Monitoring 

3.1   Machine Design 

RF receiver design in the selection of commonly used traditional high-frequency 
mode, this program easy to deal with image rejection, but first require a higher 
vibration. In order to ensure coverage of a wide tuning range and low noise sidebands 
of the requirements, often using multi-segment modular voltage-controlled YIG 
oscillator (VCO) using broadband microwave devices are more expensive machine 
design and development. The design of this machine will give up the traditional 
wideband receiver design, the use of interactive multi-frequency tuning mode, which  
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Fig. 1. Block Diagram of RF Receiver Design 

reduces the bandwidth of the oscillator and the broadband requirements of microwave 
devices. The first local oscillator design uses a single-loop fractional-N and digital 
sweep mode, with all-digital IF processing be achieved. Machine design diagram is 
shown in Figure 1. 

RF input signal through the attenuator and 3GHz low-pass filter, which is fed into 
the first mixer. In the first mixer, the input signal and the 1.2 ~ 2.5GHz local oscillator 
signal of the first mixer, first IF signal to be 1221.4MHz, after the mixer is a low 
noise amplifier to compensate for first-level mixed frequency conversion loss, then 
the signal through a 3dB bandwidth of 400MHz first IF filter, this requires the first 
local oscillator signal is provided by the broadband VCO. The first IF signal in the 
second mixer, second local oscillator and mixer 756MHz, 465.4MHz to get the 
second IF signal, after the mixer is also a low-noise amplifier, followed by the second 
intermediate frequency through a 3dB bandwidth of 20MHz IF filter, the signal after 
the third mixer, and 444MHz to be the third local oscillator mixing the third 
intermediate frequency signal 21.4MHz, 21.4MHz signal through two controllable-
gain amplifier and a 3dB bandwidth of 2MHz filter, the signal is fed into the AD 
converter, is converted to a digital IF signal. Digital IF signal is sent to the digital 
board, the first in the FPGA are down converted to base band signals and digital 
RBW filters used to filter, then the signal is sent to digital detectors, video filtering 
and video detector and converted to the several formats to give the main CPU, the last 
show on the display. 

The receiver enables a fully digital IF processing, all of its IF filter bandwidths, the 
video bandwidth filter and video detector by software. Microwave part of the third-
down conversion to IF of 21.4MHz, anti-alias filter into the AD, follow-up digital IF 
processing. The digital IF receiver hardware block diagram shown in Figure 2. 

 

Fig. 2. Digital IF Receiver Hardware Block Diagram  

Of these, DSP and FPGA chips to implement functions. DSP main digital IF filter, 
FPGA implementation of digital mixer and all major digital video filters and video 
detector. 
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The main part of the software processing unit are: power after power, the CPU 
features self-checking, memory verification and adjustment of hardware detection, 
main memory check test EPROM checksum and RAM read / write function testing, 
and completion status and data initialization, the formation of a variety of calibration 
forms, such as frequency response compensation data table, the resolution bandwidth 
compensation data conversion table, the reference level calibration data tables, and so 
on. All initialization is complete, the various functional modules in self-test, and save 
the self-test information and report errors. The main loop process includes: 

(1) Data received: D / A conversion results, keyboard commands, interfaces, 
commands and data. 

(2) Data processing: to quantify A / D conversion result and the corresponding data 
processing, measurement data processing according to display data and the need to 
generate a variety of forms, data form the final display, display control and display 
refresh. 

(3) Measurement and control: the first, second and third local oscillator frequency 
control, frequency resolution bandwidth, video bandwidth and IF gain control. 

(4) Calibration: reference level, resolution bandwidth filter calibration. 
(5) Error detection and diagnosis: exception handling, fault location. 

3.2   Digital Design Swept Local Oscillator 

With the increasing test requirements, the receiver's local oscillator technology is 
gradually evolving, and has become the instrument to measure the performance level 
of the main signs. Early use of open-ended LO YIG oscillator frequency stability is 
poor, and the remaining FM to 1 kHz; after the development of frequency-locking 
type local oscillator, the remaining FM reached 30Hz; and the current high-
performance receiver, the most used PLL type synthesized local oscillator, the output 
signal is locked to a stable reference base, the residual FM of less than 1Hz. This LO 
is generally formed by a number of phase-locked loops, each loop of the oscillator's 
contribution requirements vary. The sweep control is usually constituted by a ramp 
generator and a digital-scan circuit, resulting in the slope and rise time control of the 
scanning ramp voltage, and current drive YIG oscillator to convert the main coil. In 
order to improve the accuracy of sweep, the oscillator phase-locked-type synthesis 
using "lock a roll" approach to control, that is the starting point of each scan loop 
lock, then open-loop scanning, scanning the end of the count and set the frequency 
and comparison to be swept error, and then the next scan of the ramp voltage to be 
amended. In this way, the analog scan sweep oscillator has tuning voltage and high 
linearity requirements, if the primary broadband VCO oscillator device more difficult 
to guarantee. In the modern design of the RF receiver's local oscillator, the voltage-
controlled oscillator as small size, low cost, has been increasingly used. 

3.3   IF Filter 

Design of IF processing is a core technology of the receiver. In general super 
heterodyne receiver, RF signal frequency after repeated after the completion of most 
of the intermediate frequency signal processing functions. These functions include the 
resolution bandwidth (RBW) filter, video bandwidth (VBW) filter and detector type 
selection, etc.; will eventually be converted into a continuous spectrum of information 



 Design of Broadband Receiver 59 

displayed on the screen points. For a long time, the receiver IF frequency processing 
have been using analog technology, digital signal processing technology with the 
recent rapid development of digital IF technology has been successfully applied to a 
new generation of receivers. In the receiver design, we use the large bandwidth of the 
analog IF processing technology, the processing of large bandwidth while using the 
latest digital IF technology. 

Test signal into the RF front-end by three after the output 21.4MHz IF frequency 
analog signals with the LO mixer is 25kHz, where the frequency back again to help 
reduce the A/D sampling process, but also help to improve the device performance. 
Mixer output low-pass filter to remove clutter. Stepping through the programmable 
gain amplifier signal the main purpose is to optimize the IF signal level to meet the 
A/D converter's input level required to achieve the maximum dynamic range. In the 
A/D conversion before the anti-aliasing filter to eliminate possible signal generated by 
the sampling aliasing frequency components. To improve data accuracy and increased 
signal processing dynamic range, high-precision 18 A/D, the A/D converted data into 
the DSP processing, and then displays the video detector output. Here, we use the 
generic Motorola DSP56002 digital signal processing chip to complete the digital 
intermediate frequency processing. 

Linear phase digital IF frequency than analog RBW filters allow faster scan speed. 
Digital implementation makes it easier read data frequency and amplitude 
compensation, typically allow the scan rate is twice to four times the old receiver. 
Number of ways to achieve with digital zoom is very accurate; the whole of the 
typical error is small. 

IF bandwidth of the precision set by the ability to filter the digital part and analog 
pre-filter to determine the uncertainty of calibration, and analog frequency analyzer 
10 to 20% compared to the majority of RBW in their specified bandwidth of 2%. 

3.4   Video Detector 

Signal from the IF part of the resolution bandwidth filter and logarithmic detector, the 
detector video signal obtained by low-pass filter after the video detector processing. 
The purpose of the video detector is based on the different test needs to be 
synchronized with the vibration amplitude value, and display the screen 
corresponding to the position. Conventional receiver, the signal detected by the 
detector range, the most used in the video detector in a large number of discrete 
components to achieve different detection methods, the A/D conversion data is later 
read by the CPU, so the circuit is complex and bulky. We are in the design of large-
scale FPGA implementation using a variety of video detection methods, only to 
conduct A/D conversion, data processing of the detector inside the FPGA 
implementation; CPU read the data directly, this circuit design, small size, easy to 
retrofit high reliability and easy adjustment. 
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Abstract. As a professional foundational course, the theory of Sensors and 
Detection Technology is playing a guiding role in the field of industrial 
manufacturing and scientific research. Considering it has a strong combination 
of a diverse of subjects as well as the problems arise in traditional teaching 
model, the article poses new teaching methods mainly on class-teaching model 
and how to put into practice and good teaching results have been obtained in 
practical teaching work. 

Keywords: Electrical and automation Sensors and detection courses Teaching 
experience Teaching research. 

1   Introduction 

Sensors are located in the interface of the subject and test system. Sensors are used to 
obtain information from all scientific research and automatic manufacture process and 
transform them into electric signal that are easy to transport and deal with. Hence 
Sensors and Detection Technology is an important professional basic course for 
engineering majors like monitoring and control, automation, electrical engineering 
and automation etc. This course serves as a connecting link between the preceding 
and the following between the establishments of specialties [1, 2]. On one hand it is a 
combination of Analog electronics, digital electronics, circuits, automatic control 
theory etc. One the other hand it makes up SCM Principles, Process Control 
Engineering etc into smart meters, forming a complete intelligent control unit. This 
does have a big impact on students' professional development. In the article, we take 
Hebei University of Science and Technology as an example to discuss the study of 
“Sensors and Detection Technology” teaching. 

2   Professional Development Requirements 

Sensors and Detection Technology is a basic course for automation, electrical 
engineering and automation, Monitoring and control.40 classes for automation, 
electrical engineering and automation including 8 classes of experiments. 48 classes 
for monitoring and control with 8 classes of experiments are included. It is a required 
course for all three majors. Through the study of the course, the students should 
master the basic principles and applications of typical types of the sensors, grasp the 
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basic working principles and performances of the measuring instruments and they can 
select the electronic equipments reasonably and measure the circuits. After the course 
we also demand them to design the measurement systems according to the variously 
measuring requirements, analysis the errors of the measuring results and process the 
data, all of which help them to achieve the unity of theory and practice. 

3   Course Features and the Lack of Traditional Teaching Model 

Sensors and Detection Technology contains a large amount of information and involves 
a wide range of professionals but each chapter is relatively independent and is lack of 
continuity and systematic. Thus arises the problem "hard to teach and difficult to learn”. 
The traditional teaching model is in center of teachers and students are in a passive state 
to accept. The lack of flexibility and initiative is not conducive to mobilize students in 
active learning. Students after school are lack of enthusiasm for the extension of 
curriculum only limited to materials. Their ideas are narrow and they do not understand 
the related relationship between related courses so they do not form a whole concept of 
the major. Performances as follows: 1.Teaching arrangement ideas as “many principles 
and little practice”. Assessment methods are “theory instead of experiment”. Teaching is 
focused on the principles of teaching. Generally verification experiments leave students 
little space to unleash initiative, not even. Student’s curiosity and exploration are not 
met, so they gradually lose their interests. 2. Amendments of teaching materials are 
delayed to the development of the subject and new sensors are timely introduced into 
materials. 3. Teaching methods use mainly classroom teaching, with emphasis on 
learning of the sensor work principles, practical application for the sensor described 
rarely. Students lack an intuitive understanding, thus thinking activity restricted, over the 
time students tend to lose the initiative to learn [3, 4]. 

4   Methods of Teaching Reform and How to Achieve 

Sensor and Detection Technology is a very applied course which not only possesses 
distinctive feature of theory but also distinctive characteristics of the actual operation 
on which the overall teaching direction is settled as follow: Theory serves practice by 
mode that theory study and teaching practice go neck and neck and by theory teaching 
and practice combined, teaching effectiveness will be improved. 

4.1   Curriculum Instruction and Daily Life Link Ingeniously 

In the learning process of Sensor and Detection Technology, give some related 
examples in real life so that students understand the application of sensor is at hand. 
For instance: When introducing contact and non-contact measurement, list stations , 
hospitals and other public places using infrared temperature detector in the special 
period of SARS is a typical example of non-contact measurement. When introducing 
strain gauge sensor, list common large vehicles weighing device , that is a detection 
unit using strain gauge which can form a bridge. When introducing piezoelectric 
sensor, list why sparks appear when we press the lighter. Understand that the force on 
the piezoelectric generated charge then ignited gasoline and then spark. Instance by 
side, so that students truly feel the sensor and our lives are close connected, to 
stimulate students' interest and enthusiasm. 
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4.2   Introduction of Multi-media Teaching and Complementary to Traditional 
Blackboard 

The advantage of multimedia teaching is vivid, compared to a large section of text 
description; the screen is more intuitive, clear results. Especially the need to explain 
the contents of the site for graphics, multimedia teaching can save time, graphics is 
more standard. When teaching variable-gap-type differential inductive pressure sensor, 
multimedia animation indicates that when armature moves up and down the output 
voltage will be constantly changing. Hand-drawing effect is laborious as well as not 
good [5]. 

But for engineering courses, only by using multimedia to teach may easily fall into 
the embarrassing situation that what the teacher taught and what the student thought 
are not synchronized. Multimedia demonstrates quickly, the amount of information 
increases teacher lectures invisibly, the time for students to reflect becomes shorter. 
Complex problems require complex calculations and derivation, the formula currently 
displayed and the text reflects the limited amount of information, related content can 
not display on the same page, resulting in lectures difficult to understand. Taught using 
blackboard can solve the problem that the derivation of complex equations, difficulty 
explanation or the problem of slow response from the students when introducing the 
basic principles of the sensor. Writing while teaching, it can make teaching and 
listening to the synchronization. In view of two teaching methods have their own 
strengths, we should make appropriate arrangements and give full play to their 
strengths in actual class teaching according to their strengths and the different 
characteristics of the teaching contents. 

4.3   A combination of Sensors and Detection Technology and Microcontroller 
Courses-Production Practice 

Under normal circumstances, curriculum design as engineering courses serves as an 
important mean to combine theoretical knowledge and practical .While the schools use 
existing laboratory experiments platform to set up a two-week school production 
internship link. The link combines with the Sensor and Detection Technology and 
Microcontroller course. Teachers are supposed to draw up the subject while students to 
choose their topics. It can also be submitted by the students themselves according to 
interests while teachers review the feasibility of the subject. In the production practice 
process, the students design their subjects according to teachers' arrangement by going 
to the library or surf the Internet for materials, the specific content of the designer can 
be simulated by students in the study and the instructor should check the correct before 
soldering circuit boards in the laboratory and then use the laboratory burner for 
software debugging. In the final inspection process, teachers raise questions at site 
according to design requirements. The students are required to answer questions 
according to their specific design or required to make temporary changes on the design 
of software solutions to meet the teachers' satisfaction. With a variety of assessment 
methods, we can ask questions rely on students' actual design, thereby avoiding the 
shortcomings that some of the students do not attach importance to production practice. 
For example, the environment temperature measurement devices based on Pt100 
design is mainly used in low ambient temperature test occasions such as weather 
monitoring, digital thermometer, food production transportation, storage temperature 
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detection and monitoring, etc. When designing their own signal amplification circuit, 
students can use bridge or three-wire connection and finally transform the temperature 
signal into a standard voltage signal output. The voltage signals enter the input 
controller from the A/D converter chip, with the corresponding temperature displayed 
on LED. Changes in a combination of corresponding buttons decide the set of alarm 
value. In the beginning of the design, students make work distribution for the program 
design, forming a complete solution after colligating various parts. Through this 
production practice, this group of students work together closely, not only improved 
ability of practice, but also strengthened the collaboration among students which does 
lay a good foundation for future work. 

4.4   Knowledge Unit of the Course and Knowledge Points Requirements 

This course aims to equip students with a variety of sensor work principles, the basic 
structure, measurement conversion circuit and the actual application, the basic 
knowledge and basic skills for Sensor and Detection Technology. Students are also 
required to have a systematic study of sensor selection, debugging, analysis of 
measurement data. While lay a necessary foundation for the follow-up control 
courses. Knowledge unit of this course, knowledge points and learning requires are 
shown in Table 1. 

Table 1. Knowledge unit, knowledge points and requires of “Sensor and Detection Technology” 

Knowledge Unit Knowledge Points Proficiency 

Basic concepts 
of information 
acquisition and 

processing 

Detection 
methods and 

principles 

Structure of detection system and the 
basic types 

Master 

Direct and indirect measurement Master 
Contact and non-contact 

measurement 
Master 

Static and dynamic measurement Master 

Sensor 
Definition and constitution of the 

sensor 
Master 

Classification of sensors Master 

Measuring 
uncertainty and 

regression 
analysis 

Basic 
concept 

True value, the definition of 
measurement accuracy 

Grasp 

Sources of error, classification and 
express 

Grasp 

Error 
handling 
and the 

estimating 
of the true 

value 

Random error estimation and 
correction 

Grasp 

Propagation algorithm of indirect 
measurement error , error synthesis and 

basic method of distribution 
Grasp 

Best estimate of the true value and 
uncertainty 

Grasp 

Regression 
analysis 

 

Least-squares method Grasp 
One linear fitting Grasp 

Multiple linear fitting Understand 
Curve fitting Understand 
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Table 1. (continued) 

Static and 
dynamic 

characteristics 
of detection 

system 

Detection 
system 
features 

Concept of static and dynamic 
characteristics 

Grasp 

General mathematical model Grasp 

Indicators of 
static and 
dynamic 

characteristi
cs 

Static characteristics of the basic 
parameters and indicators 

Grasp 

Indicators and analysis of dynamic 
response characteristics 

Grasp 

Indicators and analysis of frequency 
response characteristics 

Grasp 

Static 
calibration 

and 
dynamic 

calibration 

Basic method of static calibration 
and calibration 

Understand 

Basic methods of dynamic 
calibration and calibration 

Understand 

Detection 
transform 

theory and the 
sensor 

Sensor 
working 
principle 

and 
application 

Resistive sensor Grasp 
Inductive sensor Grasp 

Capacitive sensor Grasp 
Photoelectric sensor Grasp 

Magnetic sensor Grasp 
Thermoelectric sensor Grasp 
Piezoelectric sensor Grasp 

Wave sensor Understand 
Ray sensor Understand 

Chemical sensor Understand 
Biosensors Understand 

Parameter 
detection 

Process 
parameters 

Measure of temperature, pressure, 
flow, level and other parameters 

Grasp 

Mechanical 
amount 

parameters 

Measure of is placement, speed, 
speed, vibration and other parameters 

Grasp 

The initial 
design of 
automatic 
detection 
system 

Automatic 
detection 
system 

Composition and basic design 
methods 

Grasp 

Sensor selection Grasp 
Microprocessor, A/D Converter 

Selection 
Grasp 

Determination of the sampling 
period 

Grasp 

The concept of scale transformations Grasp 

New 
technologies 
in detection 

area 

Soft-sensing technology Understand 
Multi-sensor data fusion Understand 

Fuzzy Sensor Understand 
Smart sensor Understand 

Network sensor Understand 

4.5   Mobilize the Initiative of Students––The Students Themselves Participate 
in Scheduling Examination Papers 

Teachers are no longer independent of the content of the examination papers; students 
are required to participate in. The students are divided into several groups together. One 
the one hand, teachers grasp students' situation from the quality of the examination 
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papers designed by students, the other hand teachers make appropriate choice of 10 
scores of the contents as a recognition of the students’ work. Students of selected group 
can get a full score of the usual results in order to mobilize the enthusiasm of students.  

5   Conclusions 

Teaching reforms of Sensor and Detection Technology have been carried out for 2 
years and achieved good teaching results. Particular the join of production practice, not 
only the enthusiasm of students have been greatly improved, but also lays a good 
foundation for graduation and future employment. In the future, this course continues 
to introduce advanced teaching philosophy and teaching methods and play a role in 
teaching demonstration fully in order to play its important role of reaching to a new 
level for professional system. 
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Development of Interactive and Virtual Algorithm 
Animation of C Programming Language 
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Abstract. By analyzing the characteristics such as abstract, complication and 
baldness of algorithm of C Programming Language and the problems existing in 
algorithm teaching, aiming at the shortcomings of algorithm animation at present 
such as single format, incomplete function, static data and lack of amusement, a 
gaming and instructional virtual algorithm animation is developed with strong 
interaction and dynamics. It focuses on the cases of select sort algorithm and 
implements the dynamic data acquisition and freedom of input, and deduces the 
sorting process actively. Take the case of recursion algorithm for example, it 
realizes the interaction and amusement of virtual algorithm. the purpose is to turn 
the complexity and baldness of algorithm study into direct, vivid, and interesting 
gaming study. 

Keywords: C Programming Language, algorithm, animation, sorting, recursion. 

1   Problems Identification 

1.1   Problems Exist in C Programming Language Teaching 

Algorithm is the foundation and spirit of C Programming Language, but the concept of 
algorithm is very complex with various rules, abstract content which makes study 
boring. For instance, sorting algorithm is varied and the sorting rules are highly similar 
except for some differences. Part of algorithm such as Eight Queen Problem, Tower of 
Hanoi, the idea and the rule of algorithm are different. There is no link between 
knowledge points to make knowledge transfer possible. Moreover, the running system 
only provides the input and output data and the process of algorithm running is abstract 
and invisible, so learners are not able to see the deduce process of algorithm directly. It 
is easy to make the novice students feel confused and confusing various algorithms, 
arising boredom even fear, thus impede the Programming Language learning. 

1.2   Limitation of Existing Algorithm Animation 

Although a small amount of algorithm animation on the web can make a simple 
demonstration of the process of algorithm, mostly the format is simple, and the function 
is not completely, and lacks interest and entertainment. These algorithm animations are 



68 Y. Su 

independent existence and are in lack of connection and comparison between systems. 
The distributed knowledge points make the learning lake continuity and systematic. 
More important, the input data is static not dynamic. That is, the data for sorting is 
initialized by the system default and couldn’t be input dynamically and refreshed by the 
learner. And the system couldn’t interact with and make feedback to the user, though 
some realize the dynamic data input, but with limitation on the number and length of 
input data, thus limit the freedom of data input.  

2   Design Idea of Virtual Algorithm 

Virtual Algorithm is designed for the beginners of C Programming Language, with 
simulation covering as many algorithm as possible, making knowledge point 
comprehensive, showing interactive and entertaining. The system is outstanding of 
interactive, dynamic and freedom by the sorting algorithm, and is vivid and 
entertaining with the animation game of Tower of Hanoi, Eight Queen Problem and 
recursion algorithm. It aims to turn the complex and boring algorithm learning into 
directly, interesting and entertaining learning. 

2.1   Dynamic 

Dynamic of Virtual Algorithm not only refers to the vividly and moving of algorithm 
animation, but also indicates that the accurate, variable and changeable of input data. 
First, it inspires students by scene animation to introduce the concept, and then input 
the data by the learner dynamically and variably. The system turns the data into figure 
demonstration; the learner can manipulate the process of algorithm, and the system can 
provide interaction and feedback function, and make automatic process and evaluation 
of operating results. 

2.2   Edutainment 

Edutainment theory promotes the design idea that education must be unified with 
entertainment. The basic idea of edutainment theory is that acknowledges and 
respects the current value of life of learner; promote learner’s true life experience and 
fun integrated with purpose and means of learning.; The boring algorithm learning is 
turned into amusement learning by the design of the complex algorithm into vivid and 
interesting entertainment game. 

3   Implementation Process of Virtual Algorithm Animation 

3.1   Development Tools 

Currently most of virtual algorithm animations on the web are appeared in JAVA or 
Flash format. However, operation of JAVA needs to be supported by virtual machine 
and most of Flash file player is supported by common operating environment. Based 
on Vector Graphics and streaming technology, and with the advantages of small 
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capacity, high quality, quick transmission speed, simple and easy to learn, Flash 
Animation becomes the tool of choice of this system.  ActionScript  is an 
object-oriented programming language, it’s strong interaction can implement data 
input and variable transmit; It can turn the abstract algorithm idea into direct and 
interactive, virtual algorithm animation. 

3.2   Implementation of Virtual Select Sort Algorithm Animation 

3.2.1   Idea of Select Sort Algorithm  
To find a least element (compare by traversal) from an array that contains n element,, 
exchange it’s position with the first element, then find the least from the remaining 
array, finally exchange it’s position with the second element. 
 
3.2.2   Design of Virtual Sort Algorithm  
① Dynamic data: the input data is not initialized by the system but by the learners. 
② Freedom of input: the number of input data can be changed. ③ The system will 
demonstrate the sort deduce process step by step by the input data, and can look over 
or go back to previous step. ④ The users can participate the manual sort by 
themselves, the system will give some instruction, and produce feedback information 
by operate steps, then process and evaluate the operate results automatically. 
 
3.2.3   Technology Implementation  
The process of virtual sort algorithm involves four steps: data input, data traversal, 
data comparison and data exchange. Each trip must involve the four steps; the number 
of trips is determined by the input data. 

Data input: The system prompt the user to input a set of data, each data element is 
not bigger than 999, the number of element is not bigger than 10, the data must be 
separated by comma. With the input textfield to input data, give a variable name to 
the input textfield, use myarray = new Array(); to create array to storage data, make 
myarray = txt.split(",") function to separate the values of data, and use n = 
myarray.length() to compute the length of array, shown as Figure1. 

Data traversal: The process of data traversal is to use i,j,k as the traversal pointer, 
use i point to the begin position of disorder region, use j as scan pointer to select the 
mini record R[k] in the disorder region. The movement of traversal pointer is realized 
by control the coordinate property of pointer movieclip by setPorperty() function, 
shown as Figure2. 

Data compare: For the process of data compare is a repeated process, so we can turn 
the process of comparison into a function of compare(), through the pairwise 
comparison of R[i] and R[j], use mathematical operators “>,=,<”to compare data. 
Because the data input get by input textfield is character, we must use Number() 
function to transform the character data into number data, shown as Figure3. 

④ Data exchange: After data comparison, if R[i] is bigger than R[j], exchange the 
two data, if R[i] is smaller than or equal to R[j], then don’t make any process of data. 
We can make the process of data compare to independent function of change(), when 
it needs to change, the system call the function automatically. We use the function of 
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duplicateMovieClip() the duplicate movieclip to make the animation of data exchange 
process. Exchange of data is using t to temporary storage variable, using statement of 
t=R[i]; R[i] =R[j]; R[j]=t; to exchange data, shown as Figure4. 

   

Fig. 1. Interface of data input            Fig. 2. Process of data traversal 

   

Fig. 3. Data compare                        Fig. 4. Data exchange      

3.3   Recursive Algorithm Game 

3.3.1   Introduction of Recursive Algorithm  
Recursive algorithm is a directly or indirectly self-call algorithm. Generally, recursive 
process is achieved by a function or sub-process by calling its own algorithm directly 
or indirectly in the internal of function or subroutine. In order to strengthen the 
learners’ understanding of the recursive algorithm, strengthen the practical 
application, and enrich the interest of algorithm learning, recursive algorithm can be 
shown in the form of games. The most common recursive algorithm on the network is 
the Tower of Hanoi Game; the following is the realization of the algorithm of 
recursive games. 

3.3.2   Designation of Animation Game of the Tower of Hanoi Algorithm 
(1) Idea of algorithm and Designation of games. Tower of Hanoi algorithm is to 
move the sample sizes of plate from the first column to the third column with the help 
of the second column, you can only move a plate each time, and abide the rule that the 
bigger plate could not cover the smaller plate, shown as Figure5. The learner can use 
mouse to drag the plate of the column, if the drag position is correct, then the plate is 
stop in the target position, but if the drag position is wrong, the plate go back to the 
original position. The idea of algorithm is through the way of game animation, 
helping the learner to master the rules of game and the algorithm idea step by step 
from easy to difficult. Only after learner finish the round of operation, can he conduct 
the next advanced operation. The system will increase the difficulty and level of game 
gradually. The characteristic of interaction, simulation, entertainment and competitive 
of the game ensure the learner to study in entertaining.  
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Fig. 5. First gate of Hanoi algorithm game     Fig. 6. Second gate of Hanoi algorithm game 

(2) Implement of function. The function of drag the plate is realized by using the 
startDrag() and stopDrag() of actionScript, using the collision detection function 
hitTest() and dropTarget property to detect the target position. when the plate is drag 
to the target position, identify the order of the plate on the column, make sure that all 
plates on the column are in the order of small to large, shown as Figure5. The key 
code is show as Code 1. 
 

Code1：Game algorithm of Tower of Hanoi 
for (i=1; i<=pnumb; i++) { 
_root["pan"+i].onPress = function() { //the operation 
executed when drag the plate 
 n = this._name.slice(3,4); 
 _root["kpan"+n]._visible = true; //show the drag 
target of the plate  
 pres=true; }; 
_root["pan"+i]. onReleaseOutside=function () {// the 
operation executed when release the plate 
 _root["kpan"+n]._visible = false;// Hide the drag 
target of the plate 
 pres=false;  };} 
if (md&pres) { 
if (Math.abs(_xmouse-zh2._x)<=50) {// Judge the position 
and order by the coordinate of the plate 
drag(n,zh); //the function of drag  
chek(n,zh2); }// check the order of arrange 
else if(shift) { 
movepan(n,zh); //call the recursion function 
if(_root.zh3.a.length==pnumb){//all plates is stacked and 
order right 
gotoAndStop("end"); } }

4   Conclusions 

Development of virtual algorithm animation transforms the abstract algorithm running 
process into direct and vivid animation demonstration. It turns the algorithm idea into 
entertainment games and enriches the pleasure of learning algorithm. The teaching 
applications of virtual sort algorithm help students to understand and master all kinds 
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of sort processes of sort algorithm, clarify and discriminate all kinds of algorithms, 
overcome the psychological barriers of learning, enhance self-confidence in learning 
algorithms. Especially sorting algorithm for data acquisition, the system provides the 
dynamic data input mode which gives users more freedom, thus promotes the students 
to think and analyse problems from multiple perspectives. The games of Tower of 
Hanoi, Eight Queen Problem, and recursion algorithm etc. use the form of game, 
which turns the complex, abstract and boring algorithms into specific, vivid and 
interesting learning, making the students to learn in entertainment, therefore, 
improving the learning interest of C programming language. Virtual algorithms can 
stimulate students’ learning interest and thirst for knowledge. It cultures students’ 
creative thinking and imagination. It can adjust teaching content according to 
different learners’ individual learning. 

The interactive virtual algorithm animation creates a new, self-study and free 
exploring learning space; it is one effective way to solute the teaching difficulties of C 
programming language. It not only assists the teachers in teaching algorithm in 
classroom, but also helps the students in their self-study. The extending application 
not only suits for C program language study, but also for other language study, such 
as VB,VF or C++ etc. algorithm teaching of similar courses. 
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Abstract. This paper presents a multiple data streams clustering algorithm CA-
cluster based on Kendall correlation analysis. CA-cluster instantaneously 
adjusts the number of clusters and detects the development of the data stream. 
Since the high velocity and the large number of the data stream, it is not 
feasible to retain the raw data to calculate the correlation coefficient. We 
propose a compression mechanism based on AU statistics to support the only 
once-scanned algorithm to calculate the Kendall correlation coefficient. 
Experimental results show that our algorithms are more superior to other 
methods in the aspect of clustering quality, speed and scalability. 

Keywords: Clustering, Multiple data streams, Kendall correlation analysis. 

1   Introduction 

In recent years, there have been a lot of studies on data streams clustering [1-3]. 
However, sometimes it is necessary to cluster the streams themselves rather than 
single data items. There is few research on it so far. Yang [4] used the weighted 
aggregation of snapshot deviations as the distance measure between two streams, 
which could observe the similarity of data values but ignore the trends of streams. 
Beringer et al. [5] proposed a method which used a discrete Fourier transforms (DFT) 
approximation of the original data.   

The important trends in the information contained in the data streams are 
completely abandoned, because the data streams with similar trends may be not 
closed to each other in the Euclidean distance. Therefore, an algorithm for multiple 
data streams clustering based on Kendall correlation analysis is proposed which can 
well reflect evolving changes in the data stream.  

2   Similarity Measurement between Data Streams 

We use Kendall correlation coefficient[6] as a similarity measurement for clustering 
multiple data streams. For X=(x1,...,xn) , Y=(y1,...,yn), the Kendall correlation 
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2.2   AU Statistics  

It is obviously impossible for calculating the U statistic of entire data stream. 
Therefore, we calculate the U-statistic by the use of AU statistics. Let { }nxx ,...,1  be 

a random sample from an unknown distribution P. Firstly, partitioning the random 
sample into K subsets with observations in the kth subset denoted by { }

kknk xx ,...,1  

and the U-statistic based on them as 
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In stream processing, we use sliding window to update the AU statistics where 
using fixed-length fragments as the basic unit of time. we should remove the old piece 
of statistic from AU statistics and add new one after each time fragment. The kth 
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3   The Process of the Multiple Data Stream Clustering 

In this paper, the algorithm CA-Cluster keeps detecting and reporting the clusters for 
the most recently data streams of fixed length L. For every l time steps, it first 
computes the compressed term.  

The number of the time fragments in the sliding window is lLK /= . Assuming the 
present time is t, the sequence in present sliding window is { }itLtii xxX ,...,)1( +−= . 

When the most recent time fragment k ( ],1[ Kk ∈ ) arrives, the algorithm should save 

the compressive term (CTerm) defined as CTerm(t)=
⎭
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⎫
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kkn  denotes the U-statistic of Xi and Xj at the kth time fragment. ),(
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denotes the AU statistics of Xi and Xj at present sliding window L . 
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21),( jiUji L−=τ  denotes the Kendall correlation coefficient of Xi and Xj.  

CA-Cluster algorithm:  
begin 
    t = 0; 
    while data stream is not terminated do 
     t = t + 1; 
      read new data items xk(t), k=1…n, one from each 

of the n data streams;  
   if (t mod l = 0) then  

calculate the Cterm for[t-l+1,t] ; 
            remove the expired one and update CTerm; 

            if t = L then calculate initial ),( ltU  for 

 [t-L+1,t], update CTerm;  
else incrementally update CTerm; 

               call dynamic -k-means(); 
               call adjust_k();          

output the clustering results; 
      end if 
      end while 
end.  

The number of the clusters is adjusted by splitting or emerging some current clusters, 
and the clustering quality is measured by an objective function G.  

( ) ( )∑ ∑∑ ∑
= +== = −

−=
k

i

k

ij
cc

k

i

n

j
cX ji

i

iij kkn
G

1 11 1
/1

)1(

1
/1

1 ττ . (1) 

 
 

 



76 L. Tu 

dynamic -k-means(k, Centerk, Rk) algorithm: 
begin 

       repeat 
          for i = 1 to N 
           calculate the correlation distances between Xi 

and centers of k clusters and assign Xi to the 
cluster with the shortest distance; 

        end for 
        compute the new center of each cluster, update 

the set of centers Centerk; 
     until no change of clustering result 
     calculate the objective function Gk. 

end. 

adjust_k(k, Centerk, Rk) algorithm:  
begin 

Calculation of Rk+1: 
Among all the clusters, choose X which is the 
farthest from its cluster center, set a new 
cluster with X as its center; 
Centerk+1= Centerk

∪ {X}; 
Call dynamic-k-means(k+1, Center k+1,Rk+1); 

Calculation of Rk-1: 
Choose two closest clusters, suppose their 
centers are C1 and C2, combine these two 
clusters into a new cluster, compute C3 of the 
new cluster Centerk-1= Centerk

∪ {C3} {C{C1, C2}; 
Call dynamic-k-means(k-1, Centerk-1, Rk-1); 

Choose the one with best G form Rk-1,Rk,Rk+1, set k’ 
and Rk’ accordingly; 

end. 

4   Experimental Results and Analysis 

We evaluate our algorithms on both synthetic data sets and real data sets on Visual 
C++ 6.0, PC with 1.7GHz CPU and 512 MB memory running Window XP.  
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Fig. 1. Computation time and clustering quality of two algorithms on synthetic data. 
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The synthetic data are generated in the same way as in [5]. We test the processing 
speed and clustering correct rate of CA-cluster compared with DFT-cluster [5]. We 
generate 6 data sets each containing 100 streams. Each stream has 65,536 data items. 
As shown in Fig. 1, CA-cluster is faster than DFT-cluster. Reducing the number of 
DFT coefficients can save time but will lead to worse quality.  

We ran CA-cluster on the real data set as shown in Fig. 2(a) downloaded from the 
website http://www.engr.udayton.edu/weather/default.htm which contains average 
daily temperatures of 169 cities around the world. Each city is regarded as a stream 
which has 3,416 points. We set L = 360 and l = 30. CA-cluster gave five clusters as 
shown in Fig. 2(b)-(f). 

 

 
   (a) Daily temperatures for 169 cities around the world   (b) Cluster 1: cities in Oceania 

 
(c) Cluster 2: cities in Africa                   (d) Cluster 3: cities in Asia 

 
   (e) Cluster 4: cities in South                  (f) Cluster 5: cities in Europe 

Fig. 2. Clustering on daily temperatures of cities around the world.  
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As shown in Fig. 3, CA-cluster always has a better quality than DFT-cluster. The 
performance of DFT-cluster largely depends on the number of DFT coefficients. The 
clustering process does not take into account trends in the data, affecting the quality 
of clustering. While in CA-cluster, there is no such constraint. 
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Fig. 3. Clustering quality of CA-cluster and DFT-cluster on real data. 

5   Conclusions 

In this paper, CA-cluster algorithm based on Kendall correlation analysis is proposed 
for clustering multiple data streams. We advance a novel compression scheme based 
on the AU statistics, which quickly compresses the raw data from multiple streams 
into a compressed synopsis. A modified k-means algorithm is developed to generate 
the clustering results and dynamically adjust the number of clusters in real time so as 
to detect the evolving changes in the data streams. Experimental results show that our 
algorithms have higher clustering quality, speed and stability than other methods. 
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Abstract. Automatic scoring for Java programming questions is a very 
important and hard problem. Currently automatic scoring technology is mainly 
based on whether the program runs properly. This way is not always feasible 
because many programs can not be executed normally only for a few errors. In 
this paper, an integrated method based on weight, credibility and tree structure 
is proposed. In this method, source file, class file, method information, output 
result and source code are all checked and scored with different weights. 
Especially for the source code, a tree-based thought is put forward. This method 
constructs a reasonable flow to score a Java program question. As a result, a 
final score is calculated successfully. The test results show this method is 
feasible and effective. 

Keywords: automatic scoring, Java programming question, credibility, tree. 

1   Introduction 

Paperless examination is very popular in nowadays and a lot of computer examination 
systems are developed [1-3]. This kind of examination has brought many benefits to 
us. But to design a feasible examination system is a very difficult problem, especially 
the subjective questions, for example, programming questions, included. 

Java [4] is a kind of Object Oriented Programming (OOP) [5] language and 
becoming more and more important. Java Programming is a required course in many 
universities. Automatic scoring by computer for Java programming questions is a 
very important and hard problem. The current test systems mainly focus on questions 
of objectivity, including the question form, multiple-choice questions and judgments. 
However, programming questions are necessary for the examination of this course. 
How to develop a feasible examination system to test and mark the programming 
questions becomes an urgent thing. 

Some scoring methods have been proposed [6-9]. But current automatic scoring 
technologies for Java programming test are based mainly on whether the program 
runs properly. This is not feasible because many programs can not be executed only 
for a few errors. A candidate will get a zero under this condition. Obviously, this is 
neither fair nor reasonable. 
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In this paper, an integrated method based on weight and credibility is proposed. In 
this method, source file, class file, method information, output result and source code 
are all checked and scored with different weights. Especially for the source code, a 
tree-based thought is put forward. This method constructs a reasonable flow to mark a 
Java program question. As a result, a reliable score is calculated successfully. 

2   Java Programming Question 

The teaching aim of Java Programming course is to let the students learn how to 
program effectively in Java. A teacher should give his students a big project to design 
and develop in normal time. But in an examination, allow for the limit of time, the test 
questions can not be very difficult and big. As a rule, a teacher often requires his 
students to design a class with some functions to be implemented during an 
examination. On this condition, the scoring strategy becomes the way that how to 
measure a class which a student designed in the test. 

3   Scoring Method for Java Programming Questions 

There are countless ways to implement a class. How to score a Java programming 
question automatically? In this proposed method, from source file, class file, method 
declaration and output result to source code are all checked and scored with different 
weights. Especially for the source code, a tree-based technology is put forward. In this 
technology, credibility is used to measure the whole code. 

3.1   Scoring Flow Chart 

In order to measure a Java class comprehensively, a clear flow is designed. This chart 
is depicted in Fig. 1. The first step is to set some weights and initialize several 
variables. In the following each step, a corresponding score will be marked based on 
the corresponding algorithm. There are 5 kinds of score in all. A total score can be 
calculated after these 6 steps are all executed successfully. The details are in the 
following sections. 

3.2   Set Weights and Initialize Variables 

A java class is measured from 5 aspects: java, class, method, output and code. Java is 
to check the code exists or not. Class is to check the class file can be compiled 
successfully or not. Method is to check the method can be executed successfully or 
not. Output is to measure the method with the test data. Code is to measure the code. 
For each aspect, a weight is set. These weights are named java_w, class_w, 
method_w, output_w and code_w. The first 4 weights are satisfied with the equation: 
java_w+class_w+method_w+output_w=1. The last weight, coed_w, is less or equal to 
0.5. In order to memorize the score of each aspect, 5 variables are defined. They are 
java_s, class_s, method_s, output_s and code_s. These variables are initialized to 0 
respectively. The score of this question is stored to the variable which is named score. 
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Fig. 1. Scoring flow chart 

3.3   Transform Code 

If the student’s code is not null then java_s is set to score*java_w. The next, this code 
and the standard code will be combined and transformed to a corresponding test code. 
The package information in the student’s code and the method information in the 
standard code all need to be resolved. Added with the test data, the test code can be 
generated. In this step, how to generate the parameters list is difficulty. Here we limit 
the type scope in the set {boolean, byte, char, short, int, long, float, double, String} 
and use the “parseXxx” method provided by JDK to generate the parameters list. The 
template of test code is shown below. The generated test code embeds the standard 
method code and the student class code. It also calls the student’s method and the 
standard method to measure the correctness of the student’s method. Finally, a ratio of 
right in testing is output. 

public class Test { 
  METHOD_DECLARATION METHOD_BODY 
  private static void test() { 
    String indata = IN_DATA; 
    String[] params = indata.split(">/"); 
    int total = params.length; 
    int right = 0; 
    Test test = new Test(); 
    PACKAGE_NAMEMine mine = new PACKAGE_NAMEMine(); 
    for (int i = 0; i < total; i++) { 
      String[] param = params[i].split("\"); 
      String stdout = "" + test.method(PARAM_LIST); 
      String stuout = "" + mine.method(PARAM_LIST); 
      if (stdout.equals(stuout)) right++; 
    } 

set weights (java_w, class_w, method_w, output_w, code_w); 
initialize variables (score, java_s, class_s, method_s, output_s, code_s) 

transform code

compile code

execute code

check code

total score
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    System.out.print(right+" "+total)); 
  } 
  public static void main(String[] args) { 
    test(); 
  } 
} 

3.4   Compile Code 

The file named Mine.java is generated from the student’s code, and the file named 
Test.java is generated from the above template of test code. On this condition, a 
command line “javac –cp DIR –d DIR Mine.java” is used to compile Mine.java to 
Mine.class and other class files maybe. Here DIR represents the directory of the 
student. Likewise, another command line “javac –cp DIR –d DIR Test.java” is used to 
compile Test.java to Test.class. The “exec” method of Runtime class is used to 
execute the two command lines. If the file Mine.class is generated successfully then 
class_s is set to score*class_w. If the file Test.class is generated successfully then 
method_s is set to score*method_w. 

3.5   Execute Code 

After the two class files was generated successfully, Test.class can be executed 
followed. A command line “java –cp DIR Test” is used to execute the Test class. We 
also use the “exec” method of Runtime class to execute this command line. If this 
class is executed successfully the right number in the test data will be generated. Then 
the right ratio named output_ratio is calculated according to the function (1). Finally, 
output_s is set to score*output_w*output_ratio. 

)1/()1(_ / −−= eeratiooutput totalright  (1) 

3.6   Check Code 

If the Test class was not executed successfully or the left score is large than 0 the 
student’s source code will be checked. How to measure this code is a very hard 
problem. There are some methods have been developed [10-14]. In this paper, a tree-
based measure strategy is proposed. First, a tree is constructed according to the 
standard code. Second, another tree is constructed according to the student’s code. 
Third, the structures of these two trees and the content in each node are compared 
with some weights. Finally, a credibility of similarity named code_ratio is calculated. 
And then code_s is set to score*code_w*code_ratio. 

3.7   Total Score 

The final score of this question is set to java_s+class_s+method_s+output_s+code_s. 
This is a comprehensive value. In most cases, this value is good. 
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4   Analysis of Testing Results 

Now a programming question is described as follows. Please design a class. In this 
class, there is a method. The function of this method is to judge an integer is a prime 
or not. The format of this method has been given. You don not change it, but you can 
add any code in it and this class. Please submit you java file of this class finally. 

The provided standard code of this method and 3 students’ codes are shown below. 
The test data are 2, 3, 5, 7, 11, 13, 17, 19, 23, 50 and 100. The weights are 0.1, 0.1, 
0.1, 0.7 and 0.5. The score of this question is 20. 

public boolean method(int n) { 
  for(int i=2;i<=(int)Math.sqrt(n);i++){ 
    if(n%i==0) return false; 
  } 
  return true; 
} //This is the standard code 

public boolean method(int n) { 
  for(int i=2;i<=n;i++){ 
    if(n%i==0) return false; 
  } 
  return true; 
} //This is the first student’s code 

public boolean method(int n) { 
  for(int i=2;i<=n/2;i++){ 
    if(n%i==0) return true; 
  } 
  return false; 
} //This is the second student’s code 

public boolean method(int n) { 
} //This is the Third student’s code 

The final score of the first one is: java_s=2, class_s=2, method_s=2, output_s=14, 
code_s=0, final score=2+2+2+14+0=20. 

The final score of the second one is: java_s=2, class_s=2, method_s=2, output_s=0, 
code_s=6, final score=2+2+2+0+6=12. 

The final score of the third one is: java_s=2, class_s=0, method_s=0, output_s=0, 
code_s=2.5, final score=2+0+0+0+2.5=4.5. 

5   Conclusion 

The test results show that this method is feasible in most cases. In fact, the output and 
code are the bottlenecks of scoring programming questions. Tough in some complex 
and particular cases the results of this method are not very reasonable; we can 
improve its accuracy by designing the test data more well-rounded and developing the 
better code comparing algorithm. 
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Abstract. A new blind source separation method is proposed to solve the 
single-channel mechanical signal separation. The new approach consists of 
ensemble ensemble empirical mode decomposition (EEMD) and blind source 
separation. Firstly the single-channel signal was decomposed into a set of 
proper intrinsic mode functions(IMF) by EEMD. A multi-dimensional signal 
was obtained by the combination of the denoised single-channel signal and its 
IMFs. Then mechanical sources number was estimated by a singular value 
decomposition and a Bayesian criterion. The multi-dimensional mixed signal 
was recombined according to estimated sources number and mechanical source 
was estimated. Simulation results indicate that the single-channel source signals 
are separated correctly by the proposed method.  

Keywords: blind source separation, ICA, EEMD, singular value decomposition. 

1   Introduction 

Blind source separation (BSS) has recently been flourishing in numerous fields. 
However, most of the algorithms in BSS are applicable in overdetermined or 
determined BSS. In some fields like wireless communication, radar and mechanical 
engineering, there exist some single-channel signals that are superposed in time– 
frequency–spatiality domains [1,2].  

The EMD can be directly used to separate the nonstantionary single-channel signal 
when the source signals in the mixture satisfy the conditions of intrinsic mode 
function(IMF) [3]. But the EMD algorithm will suffer from the problem of mode 
mixing, and a number of phantom sources will appear in the decomposed signals. The 
ensemble empirical mode decomposition (EEMD) defines the true IMF components 
as the mean of an ensemble of trials, can overcome the mode mixing [3]. A novel 
BSS method is proposed to solve the ill-conditioned problem in blind source 
separation of single-channel signal. 

2   Ensemble Empirical Mode Decomposition 

Different to almost all previous methods of data analysis, in the EMD[3], any 

signal )(x t can be decomposed into IMFs )(ci t , and a residue )(r tn , 
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However the EMD algorithm will suffer from the problem of mode mixing. To solve 
the problems, the EEMD is introduced, which consists of sifting an ensemble of white 
noise-added signal (data) and treats the mean as the final true result. The proposed 
EEMD is developed as follows [3]: 

1) add a white noise )(tN series to the targeted data )(tx ; 
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2) decompose the signal )(tX with added white noise into IMFs; 
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3)repeat the step 1 and step 2 m times; 
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4) obtain the (ensemble) means of corresponding IMFs of the decompositions as 
the final result. 
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3   Blind Source Separation  

Blind source separation consists in the recovering of the various independent sources 
exciting a system given only the measurements of the outputs of that system. One of 
its most representative types is independent component analysis (ICA), the main 
purpose of ICA is to find a linear representation of non-Gaussian so that the 

components are statistically independent. Consider n  sources 1s , 2s ,…, ns , 

which are statistically independent, m measurements from sensors 1x , 2x ,…, mx , 

which are represented as a linear combination of sources is  as follows [4]:  

Asx = .                                    (7) 

Where A  and s are unknown and x  is known. A  is the mixing matrix.  
Our aim is to seek a demixing matrix which recovers the source vector s from the 

observed vector x . The elements of y are estimates of the observed vector x  which 

can be used to represent the observed vector x  as follows: 
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WAsWxy == .                                (8) 

Where W  is the demixing matrix.  

4   Blind Source Separation of Single-Channel Signal Based on 
EEMD 

In order to apply blind source separation to the single-channel signal, the dimension 
of the single-channel signal should be ascended to satisfy the conditions of that the 
number of the observed mixtures is more than or equal to the number of sources. 
EEMD method can decompose the observed data into a series of IMFs, and the 

denoised single-channel signal )(1 txs can be obtained by the corresponding IMFs 

reconstruction. Then both )(1 txs  and the IMFs are combined into multidimensional 

signal, which is treated as the observed mixtures.  

4.1   Estimation of the Number of Sources 

ICA method for high performance depend on the determination of the number of 
sources. In order to obtain good separation performance of ICA, the unknown mixing 
matrix A in Eq.(7) should be square. A novel estimation method is proposed to 
estimate the number of sources based on EEMD. Generalizing Eq. (7) to the case with 
additive Gaussian noise, the observed vector x can be estimated 

v+= Asx .                              (9) 

Where nmRA ×∈ is a row full rank matrix and has the size of nm × , 

and nm > . nRs ∈  is the zero mean vector. v  is the zero mean Gauss noise vector, 

the covariance matrix of which is mvvv IR 2σ= , and 2
vσ is noise power. 

The covariance matrix of the observed vector can be estimated 

][ H
xx xxER = .                              (10) 

According to the theorem of the SVD, for the covariance matrix xxR , it always 

satisfies 
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where the matrix sΛ  is a diagonal matrix. NΛ  is the feature vector to the noise 

characteristic value. 
The valuation of real dimension effective criterion is presented based on Bayesian 

model, which is called Bayesian model selection [5],  
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4.2   Blind Source Separation of Single-Channel Signal Based on EEMD 

The blind source separation of the single-channel signal based on EEMD is 
summarized into the following procedure: 

1)  The single-channel signal )(1 tx  is decomposed in terms of IMFs without 

mode mixing by EEMD. The denoised single-channel signal )(1 txs can be obtained 

by the corresponding IMFs reconstruction.  

2) Combine )(1 txs  and the IMFs into multidimensional signal 
T

nn rccxxs ],,...,,s[ 11= , which is then treated as the observed mixtures. The 

covariance matrix of a multi-dimensional signal was obtained by the combination of 

the denoised single-channel signal )(1 txs and its IMFs. Then the number of source 

signal is estimated by singular value decomposition and Bayesian criterion. 
3) The multi-dimensional mixed signals Tccxsx ,...],,[ 211=  is recombined 

according to estimated sources number. The source signals can be obtained by 
performing FastICA algorithm on the multi-dimensional mixed signals. 

5   Numerical Simulation  

We consider the simulation mixing signals with two sine signals and one  
amplitude modulated signal, )2sin()( 11 tfts π= , )2sin(8.0)( 22 tfts π= , 

))2sin(2.11)(2sin()(3 tftfts zc ππ += , and Hzf 201 = , Hzfc 80= , Hzf z 8= . The 

simulation source signals are shown in Fig.1. In order to simulate the measured signal 
with noise, choose a random matrix A  with the size of 33× ,  three mixing signals 

can be composed in terms of instantaneous mixed signal model Asx = . Add 
Gaussian noise to the three mixing signals respectively, which are shown in Fig.2. 
Considering case of receiving in single channel in practical engineering, choose the 
first signal shown in Fig2 as the single-channel observed signal. 
 

 

Fig. 1. Simulation original signals 
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Fig. 2. Simulation mixture signals 

  

Fig. 3. The decomposition result of simulation signal 

Firstly, the single-channel observed signal is decomposed into five IMFs shown in 
Fig.3 by EEMD. Regard the sum of the first three IMFs as the denoised single-
channel signal, A multi-dimensional signal was obtained by the combination of the 
denoised single-channel signal and its IMFs. Then the estimation of source number is 
3 by singular value decomposition and Bayesian criterion, which is equal to the 
number of simulation source signals. In term of the estimated sources number 3, the 3 
dimensional mixed signal is recombined with the denoised single-channel signal and 
IMFs c1 and c2. In the end, the estimated source signals can be obtained by 
performing FastICA on the three dimensional mixed signal x shown in Fig.4. 
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Fig. 4. The estimated source signals of single-channel signal 

Compare Fig.3 with Fig.4, the sequence of the three estimated signals shown in 
Fig.4 is not consistent with the source’s, and the time domain amplitude also change. 
This reflects the two uncertainty of BSS. However, the time domain oscillogram of 
the three estimated signals and the source signals are basically same, it indicates that 
the source signals were separated correctly. 

6   Summary 

A blind source separation method based on EEMD is proposed to solve the ill-
conditioned problem. The single-channel signal was decomposed into a set of proper 
IMFs by EEMD. A multi-dimensional signal was obtained by the combination of the 
denoised single-channel signal and its IMF. Then the number of source signals is 
estimated by singular value decomposition and Bayesian criterion. The multi-
dimensional mixed signal is recombined according to estimated sources number and 
mechanical source is estimated. Simulation research indicates the effectiveness of the 
proposed method.     
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Abstract. The paper discussed the two aspects of the application of multimedia 
data processing and computer multimedia communications technology  
about the status of computer multimedia technology. There is a prospect  
of multimedia development on the two aspects of multimedia technology 
integration from the computer multimedia and the development of multimedia 
three aspects of computer vision technology. 
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1   Introduction 

Computer multimedia technology is the one with the fastest growing, the most widely 
used, fastest changing in the field of modern information technology, and which focus 
the hot of electronic technology development and competition. Multimedia 
technology is a synthesis with various functions constructed by the smart, voice, data, 
images, video and communications, and which is made by the global computer 
networking and sharing of information resources, with the growing popularity of 
high-speed information network. So it is changing our lives, with widely used  
in industry, agriculture, services, education, communications, military, financial, 
medical and other industries. 

2   A Computer Multimedia Technology Related Content 

Computer interactive multimedia technology is the use of computer technology and 
integrated digital communications network technologies that deal with a variety of 
media - data, text, graphics, images, video, sound, variety of perception, measurement 
and other information technology. Use a variety of hardware and software, to establish 
a logical connection to a variety of information, integration of an interactive system. It 
mainly involves the following parts: multimedia data processing techniques, including 
interface design, audio technology, video technology, imaging technology, 
compression and encoding, and virtual reality; multimedia communication technology, 
refers to the data, voice, video, image transmission; artificial intelligence, including 
intelligence technology and software and hardware. 
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3   Application of Computer Multimedia Technology 

In recent years, rapid development of multimedia technology, multimedia applications 
but also to a strong penetration into all areas of human life. Application of existing 
technology, multimedia technology is a hot area, new tools, new phenomena occur 
every day, brought a new feeling, new experience is not ever imagine. Human aspects 
of work and life have felt the changes it brings. 

3.1   A Multimedia Data Processing Technology 

Computer multimedia technology to deal with text, data, images, audio, video and all 
kinds of perception, measurement and other information technology. It is the 
transformation of the data collection, storage and transmission. A variety of digital 
information is a very large number of multimedia data processing currently heavily 
dependent on the ability of the processor, memory storage capacity, communications 
transmission capacity and processing efficiency of these systems. Multimedia data 
processing techniques involving audio technology, video technology, imaging 
technology, compression and encoding, and virtual reality. 

3.1.1   Video Technology 
Video technology, including digital video and video coding technology aspects. 
Video is digitized by the analog video signal analog-digital conversion and color 
space conversion into digital signals your computer can handle, so the computer can 
display and process the video signal. Video coding technology is the digital video 
signal is encoded into the video signal, which can record or play. For different 
applications there are different techniques can be used, for example, television 
stations broadcast coding techniques. 

3.1.2   Audio Technology 
Audio technology mainly includes four aspects: digital audio, speech processing, 
speech synthesis and speech recognition. Audio technology developed earlier, some 
of the technology has matured and product-oriented, have poured into the family. 
More and more audiovisual information storage and transmission in digital form, 
which is more flexible for people to provide the possibility of using this information. 
Speech recognition has long been one of the beautiful dream, let the computer 
understand human speech is to develop a new generation of intelligent man-machine 
voice communication and the main objective of the computer. With the proliferation 
of computers, more and more people using the computer, how to people who are not 
familiar with computers to provide a friendly human-computer interaction means is 
that people are interested in the problem, and voice recognition technology is one of 
the most natural one means of communication. Currently, speech recognition research 
in the field is in the ascendant. In this new algorithm, new ideas and new applications 
are emerging. Meanwhile, the voice recognition is also in a very critical period, the 
world's researchers are to the highest level of speech recognition applications --- non-
specific, large vocabulary, continuous speech dictation systems research and practical 
system for sprint, can be optimistic that people expect practical speech recognition 
technology will soon become a reality the dream. Currently, the world has developed 
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a Chinese, English, Japanese, French, German and other languages, text to speech 
conversion system, and in many areas has been widely used. 
 
Stitution of using software in the process of Physical education teacher making use of 
courseware  

 
—————————————————————————————————— 

authoring tools 
Powerpoint authorware director flash coursewareMasters FangzhengAosi  others 
Percentage %  

23.81      21.43     11.90  2.38       14.29       2.38         23.81 

—————————————————————————————————— 

3.1.3   Data Compression Technology 
Data compression techniques, including images, video and audio signal compression, 
file storage and use. Image compression technology has been one of the hot, the 
computer processing images and video as well as an important foundation for network 
transmission, the current ISO standard that developed two compressed JPEG and 
MPEG, real-time processing while the computer audio, video information, to ensure 
that the playback of high quality video and audio. 

3.1.4   Virtual Reality 
Multimedia computer and simulation technologies can produce a people as if you 
were in a virtual world, its true no doubt, this technique usually called "virtual reality" 
(Virtual Reality, referred to as VR). In other words, virtual reality and multimedia 
technology is a combination of simulation technology to generate an interactive 
artificial world, in this artificial world, you can create a completely immersive real 
feeling. VR technology is currently mainly used in a small number of difficult and a 
number of military and medical research, but education and training in the field of VR 
technology can not be replaced very encouraging prospect, so this trend should cause 
us Note. 
 
3.2    Computer Multimedia Communications Technology 
Computer multimedia communications is to provide multi-media information --- 
sounds, images, graphics, data, text and other new means of communication. It is the 
communications and computer technology product of the combination. 

Current physical form of communication are only two ways: First, wired 
communication; second wireless communication. These two means of communication 
are currently widely used, but in the middle into the computer multimedia technology 
to form a computer multimedia communications. And telephone, telex, fax, computer, 
communications and other traditional means of communication compared to a single 
media, the use of computer multimedia communications, the user can not only 
thousands of miles apart illustrated audio-visual exchange of information, distribution 
of multimedia information in different locations, but also in unison presented  
as a complete information to the user, and the whole process of communication  
with the user complete interactive control. This is the distribution of multimedia 
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communication, synchronization and interactive features. Today, with multi-media 
computer technology and communication technology, a combination of both the 
formation of multi-media communication and distributed multimedia information 
systems to better address the issue. Multimedia communication technology involves 
multimedia data compression, multimedia communication networks, etc. 
 
The courseware overall design process 
 
Steps: determine the topics → Scripting →courseware module function → material 
collection → courseware → courseware integrated debugging →courseware 
evaluation. 
  
Overall flow chart: 
 
 
 
 
  
 
 

3.2.1    Multimedia Data Compression 
Multimedia system for multimedia data need to capture, storage, transmission and 
playback processing, data compression technology is the core of multimedia 
communication technology issues. Advanced data compression technology, especially 
video compression technology to achieve low latency and high compression ratio, to 
achieve better image quality, which is widely accepted by multi-media services can be 
a major factor. International Organization for Standardization (ISO), International 
Electro technical Commission IEC), International Telecommunication Union (ITU) to 
develop a series of video compression coding standard. With the continuous 
development of multimedia services, the new video and audio compression standards 
continue to emerge, gradually expanding the scope of application, compression 
efficiency is greatly improved, so that the gradual application of multimedia 
communication in all areas of daily life. 

3.2.3   Multimedia Communications Network 
Communication network is the transmission of multimedia applications environment, 
the transmission of multimedia communication and exchange of information  
have raised new and higher requirements, network bandwidth, exchange and 
communication protocols will have a direct impact on the availability of multimedia 
communication services and multimedia communications quality. 

3.3    Multimedia Applications of Artificial Intelligence 

Artificial Intelligence is the late 1950s the rise of the use of computer simulation 
research field of human intellectual activity, that is, from the machine instead of 
human intelligence to do some work. It combines some of the results and multimedia 
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in industrial, commercial, military, medical and cultural education, applied. 
Multimedia technology involving computer-aided system of artificial intelligence, 
intelligent information systems, etc. 

3.3.1    Computer-Aided System 
According to certain objectives, the preparation of a series of computer programs, 
design and control process, the user through the use of the program, to complete the 
task, this series of computer programs known as computer-aided software (Computer 
Assist, computer-aided). 

3.3.2    Intelligent Information Systems 
Intelligent information systems acquisition, processing, application information, the 
main application field of information. Image and voice processing technology compared 
to the higher starting point of intelligent software, the application of professional level  
is also relatively high, with the development of computer technology, intelligent 
information technology gradually developed into a new direction. 

4   Prospects for the Development of Computer Multimedia 
Technology 

Prospects for the development of multimedia computer technology has several 
aspects: integration of multimedia technology, network development etc. 

4.1    Computer Multimedia Technology Integration 

In traditional computer applications, most have adopted the text media, so information 
is limited to the expression "display."In the future multimedia environment, the 
coexistence of a variety of media, visual, hearing, touch, taste and smell the 
integration and synthesis of media information, you can not just use the "Show" to 
complete the performance of the media. A variety of media time and space 
arrangements and effect, between the synchronization and synthesis effects, the 
interpretation and description of such interactions are expressed information. Film 
sound technology is widely used to make synthetic space-time multimedia, 
synchronization results, visualization, auralization and flexible interaction methods is 
a multimedia development. Interactive multimedia technology, the multimedia 
technology in pattern recognition, holographic images, natural language 
understanding (speech recognition and synthesis) and the new sensor technology, 
based on the use of human sensory channels and action channels (such as voice, 
writing, facial expressions, posture, vision, movement and sense of smell, etc.), by 
data transmission and special forms of expression, such as the perception of facial 
characteristics, synthetic facial movements and expressions to parallel and non-
precision approach to interact with the computer system. Can improve the natural and 
human-computer interaction efficiency, to achieve realistic output as a symbol of 
virtual reality. Virtual reality is the people through the computer visualization of 
complex data operations with a whole new way to interact with the traditional man-
machine interface and the popular Windows operating compared to virtual reality 
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technology has been a qualitative leap in thinking. Virtual reality in "reality" 
generally refers to functions in the physical sense or meaning there anything in the 
world or the environment, it can be actually be achieved, it can be difficult to achieve 
or simply impossible to achieve. Virtual reality is a multi-technology multi-
disciplinary mutual penetration and integration of technology, research very 
difficult..Interactivity is the substantive features of virtual reality, the reality of the 
concept of space-time environment (that is inspired by ideas, access to information 
process) is the ultimate goal of virtual reality. 

4.2    Computer Multimedia Technology Network Development 

Computer multimedia technology depends primarily on the development of network 
communication technology, network communications technology with the 
development and integration with each other, so that multimedia technology into life, 
technology, production, business management, office automation, education, health, 
transportation, military, culture and entertainment, control and other fields. The rapid 
development of modern communications technology, satellite communication, optical 
fiber communications, the world has entered the digital, networked, global integration 
of the information age. Information technology penetrated into every aspect of 
people's lives, which is the network technology and multimedia technology to 
promote the full realization of the world's key information technology. Development 
and application of Bluetooth technology, the wireless multimedia network 
technology, miniaturization. It can be near the end to form a small number of 
networks, digital information appliances, personal area networks, wireless local area 
network, a new generation of wireless, Internet communication protocols and 
standards for next-generation network multimedia software development, integrated 
original range of multimedia services will make the sudden emergence of computer 
multimedia technology wireless network, set off a new wave of the Internet age, 
making multimedia everywhere, all kinds of things are interesting in the interaction, 
depicting the Computer multimedia technology network can be described as a 
decisive (key) technologies, these technologies through access to global networks and 
devices to achieve the use of multimedia resources, be sure the subject of future 
development. 

5   Conclusion 

All in all, the application of computer and multimedia technology development is in 
process of rapid development, with a variety of ideas, technology continues to evolve 
and innovate, and integrate into multimedia technology, the future will appear 
colorful, fresh multimedia phenomenon, it destined to change human lifestyles and 
values. Multimedia technology in pattern recognition, holographic images, natural 
language understanding (speech recognition and synthesis) and the new sensor 
technology, based on the use of human speech, writing, facial expressions, posture, 
vision, movement and sense of smell and other sensory channels and action channel, 
through the expression of data transmission and special way, is interact with the 
computer system with the most extensive prospect in the future.  
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Fractal 

Bo Cong 

Shenyang Sport University, Shenyang 110102, China 
congbo_2002@163.com 

Abstract. This paper gave the flower structure patterns on the observation and 
statistic. It provided computer simulation based on plant morphology and the 
principles of fractal graphics technology。The longitudinal curve of the petals is 
self-similarity. According to the results of observation and a lot of mathematical 
experiments, the author gave the 3D IFS code of lotus. The method generates the 
3D petals and 3D flowers based on a second curve. The simulation result of the 
flowers is more realistic. 

Keywords: fractal, plant morphology, IFS(Iterated Function System). 

1   Introduction 

Flower variety, form the myriads of changes. Flowers by shape classification include: 
single flowers, such as peach and apricot; double petals, such as Amaryllis and 
camellia; multilayer petals, such as rose and chrysanthemum. Some flowers, such as the 
cherry blossoms and Prunus triloba has monolayer, bilayer and multilayer cent. Flower 
petals are arranged according to a mode, between the layers of self-similar, surface has 
a wealth of detail and random variation of irregular shape. It is difficult to use the 
conventional Euclidean geometry description. 

Nineteen seventies, B·Mandelbrot created the fractal geometry, used to describe the 
irregular and Euclidean geometry to describe the geometric phenomena and objects, 
known as "nature's own geometry", make natural scenery depicted as possible, this is 
also the fractal geometry was highly attention to one of the reasons. Fractal description 
of nature is the best language, are widely used in natural landscape modeling. Natural 
landscape modeling is mainly directed against the trees, mountains, grassland, and 
other big sky scene, less involved in flower modeling. This paper will combine the 
plant morphology and the principles of fractal graphics technology, realize the lotus, 
chrysanthemum and rose 3D modeling, and from different points of view can browse, 
enhance the reality of virtual scene effect. 

2   Principle and Method 

Self similarity fractal is the most important feature. Considering the fractal self 
similarity and contraction mapping fixed point principle, Hutchinson in 1981 first 
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proposes the use of compression mapping method for generating fractal, and then the 
United States of America Georgia Polytechnic mathematics professor M·Barnsley in 
1985 invented the iterated function system IFS. IFS is not only a powerful 
mathematical method to describe the fractal and fractal image compression, the basic 
tool, the mathematical theory and application have been studied. 

The basic IFS idea: in the affine transformation of sense, geometric object in whole 
or in part with self similar structure. It is this self similarity, makes it possible to use the 
iterative method for generating image. From a point or a simple geometry, according to 
certain rules iteratively, until it generated a complex image. Finally get the target point 
set with the initial set of unrelated, and depends only on the iterative rules, i.e. a set of 
affine transform coefficients, also known as the IFS code, the image generation system 
called iterative function system. 

Definition 1. Transformation 3 3:W R R→  has the form 
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are separately controlled rotation transformation around X axis, the Y and Z axis . 
t  is translation transform. 

Theorem 1. A iterated function system is composed by a complete metric 

space ),( dX and a limited compression mapping sets XXWn →: , 

Nn ,...,2,1= . To express with IFS { ; , 1, 2,..., }nX W n N= , canonical 

transformation of W is defined as: 
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)(XB χ∈∀ is a compression mapping in complete space ))(),(( dhXχ  with 

compression factor, i.e. ),())(),(( BAshBWAWh ≤ , )(, XBA χ∈∀ , and 

)(),(lim XPBWP n

n
ϕ∈=

∞→
 is called IFS attractor, the attractor is a fractal. 

Theorem 2. Set the affine transform 33: RRW →  shaped like 

tAXXW +=)( , only if the spectral radius of 1)( <Arσ , transform W is 

compressed. 

Theorem 3. let ),( dX  be a metric space, { }NnWn ,2,1, =  is also a 

compression mapping on ( ) ( )( )dhX ,χ , corresponding to the nW compression ratio 

of ns , defined by ( ) ( )XXW χχ →:  

( ) ( ) ( ) ( ) ( )∪
n

i
in XBBWBWBWBWBW

1
21 ,)(

=

∈∀=∪∪= χ  

W has a compression ratio of { }nssss 21 ,max= compression mapping. 

3   The Algorithm Realization 

3.1   Lotus Algorithm 

3.1.1   Lotus Petals Affine Transformation Matrix 
Lotus is a perennial aquatic plant. Flowers highly stand above the surface of the water. 
It has a single, double, complex flap and heavy units such as the flower. Colors include 
white, pink, red, purple or color change. Lotus petals longitudinal lines are self-similar 
characteristics. According to the characteristics of lotus petals, with a two curve as 
iteration start, taking into account the speed and accuracy of 1, according to the 
definition and theorem 1 and theorem 2 gives lotus petals iterated function system is 
composed of 7 affine transformation matrix. Lotus petals natural feature selection as 
shown in Table 1 of the IFS codes iterative. 

3.1.2   The Algorithm Description of the Lotus Petals 
(1) Set the initial parameters by the limited user (such as the iteration number of 

levels of lotus petals). The number of iterations to control the size of the petals and 
undivided shares; 

(2) Structure the initial region AR of the construct iteration of the lotus petals of the 
initial parameter values according to user settings; 

(3) Determine the value of level , if 0==level , to the end, otherwise the 
implementation of (4); 
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(4) ∪
7

1

)()(
=

=
n

n ARWARW , 1−= levellevel , )(ARWAR = , and draw a new 

AR , recursive lotus petals; 

Among them, nWWW ,..., 21  met the conditions 7,...,2,1,1)( =< nAr nσ .Then 

constructed of the IFS attractor is to get three-dimensional fractal lotus petals. Based on 
IFS code in Table 1, iteration generated lotus petals shown in Figure 1. 

Table 1. 3D Lotus petals IFS code 

n  sx  sy  sz  α  β  γ  u  v  r  

1 1.00 0.50 0.30 0 0 0 0 0 0 

2 1.00 0.50 0.30 15 0 0 0 0 0 

3 1.00 0.50 0.30 30 0 0 0 0 0 

4 1.00 0.50 0.30 45 0 0 0 0 0 

5 1.00 0.50 0.30 60 0 0 0 0 0 

6 1.00 0.50 0.30 75 0 0 0 0 0 

7 1.00 0.50 0.30 90 0 0 0 0 0 

3.1.3   Lotus Affine Transformation Matrix 
Shows the morphological structure of the lotus, the general Lotus 4-5 layers, each of the 
five petals between the layers at an angle of dislocation, belong to the tweezers together 
like petals arrangement, so each petal are receiving to full light, is the result of natural 
selection. By definition and Theorem 1 and Theorem 2 gives the Lotus iterated function 
system consists of five affine transformation composition. Selected as shown in Table 2 
of the IFS code to iterate based on the natural characteristics of the Lotus. 

Table 2. 3D Lotus IFS code 

n  sx  sy  sz  α  β  γ  u  v  r  

1 0.80 0.80 0.80 30 0 0 0 0 0 

2 0.80 0.80 0.80 30 60 0 0 0 0 

3 0.80 0.80 0.80 30 120 0 0 0 0 

4 0.80 0.80 0.80 30 180 0 0 0 0 

5 0.80 0.80 0.80 30 240 0 0 0 0 
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3.1.4   The Algorithm Description of the Lotus 
(1) Lotus initial parameters (such as the number of iteration level, etc.) set by the user is 
limited. The number of iterations to control the size and stratification of the Lotus 
number; 

(2) Structure the initial region AR of the construct iteration of the Lotus initial 

parameter values according to user settings; 

(3) Judge the value of level , if 0==level , to the end, otherwise the 

implementation of (4); 

(4) ∪
5

1

)()(
=

=
n

n ARWARW , 1−= levellevel , )(ARWAR = , Draw a new 

AR ,recursive Lotus; 

Among them, nWWW ,..., 21  met the condition 5,...,2,1,1)( =< nAr nσ . Then 

constructed of the IFS attractor is to get the 3D fractal Lotus. Based on IFS code in 
Table 2, iteration generated lotus shown in Figure 2. 

 

  

4   Conclusion 

Through the statistical observations on the lotus, the laws of their shape can be drawn: 
the petals of the longitudinal section curve is approximated by a quadratic curve, the 
front-end midpoint and at the bottom of the midpoint of the longitudinal and again on 
both sides followed by longitudinal a set of longitudinal line curve has self-similarity; 
petals and between multi-layer structure of petals between the layers of self-similar 
figures. 

In this paper, combined with statistical data, on the basis of computer graphics, it 
constructs the algorithm model and algorithm model of the flowers of the petals. The 
petals of the algorithm model to a quadratic curve as the initial iteration element to 
generate three-dimensional petals, the flowers of the algorithm model-generated 
three-dimensional petals as the initial iteration to generate three-dimensional flowers. 
Painted flowers form rounded appearance, realistic higher. In OpenGL environment 
using a variety of mature light, and texture to enhance the realism of the petals and 
flowers, can be applied to the structure of flowers in the virtual scene. 

Using fractal methods to draw the petals, to avoid the triangle faces as the initial 
generation flower authenticity, but also to avoid the complexity of the constructed 

 

Fig. 2. Lotus 

 

 

Fig. 1. Lotus petals 
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curve equation of three-dimensional surface petals. This method is lower complex. You 
can quickly and flexibly generate various forms of the petals. However, the method 
generates petal shape is too smooth, the surface of the lack of change. 
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Abstract. Wireless sensor network is resources-restricted network and similar 
to traditional mobile ad-hoc networks in the sense that both involve multi-hop 
communications. An improved ant colony algorithm based on ant colony 
system is put forward which to find the initial optimal migration path for mobile 
agent in wireless sensor networks environment. This improved algorithm 
selects a part of optimal routes from a large of initialization routes with leaving 
pheromone which consider the resident energy of nodes. A mutation operator is 
introduced to avoid invalid path since the limitation of communication 
capability of wireless sensor nodes. The simulation results indicate that the 
improved ant colony algorithm can enhance the global search capability 
significantly and solve the migration path problem of mobile agent effectively.  

Keywords: wireless sensor networks, mobile agent, migration path, ant colony 
algorithm, mutation. 

1   Introduction 

Because of wireless sensor nodes hardware defects, including limit in node energy, 
communication ability, computing and storage capacity, etc. wireless sensor network 
(WSN) is a resources-restricted network [1]. In order to get information from the 
monitored area by wireless networks, studying of WSN routing algorithm is very 
useful for improving the reliability and adaptability of the network, also, prolonging 
the network life time extremely. 

Early, the sensor networks data transmission methods are mainly based on 
traditional Client/Server wireless sensor networks model [2-4]. The data processed is 
routed towards the server based on some opportune routing algorithm. However, there 
are plenty of defects associated with client/server model, such as resource-wasting, 
imbalance of loading, lack in fault tolerance and security, etc. Hairong Qi proposed 
Mobile Agent model [5] to change information gathering method in wireless sensor 
networks against traditional Client/Server model. It is showed in Fig.1. 

In contrast to traditional Client/Server mode, Mobile Agent model has efficient 
data gathering ability in WSN. Mobile agent is a type of computing entity which can 
collect circumstances information sensed, operate independently and achieve a series 
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of goals on behalf of users. It performs data processing autonomously while migrating 
from node to node and has a number of features, including reactivity, autonomy, 
target-oriented, else including mobility, adaptability, communication skills (including 
consultation and cooperation, etc), etc. The mobile agent visits the network either 
periodically or on demand (when the application requires) and carry back data.  

 

Fig. 1. The comparison between Client/Server model and Mobile Agent model 

Mobile agent routing problem is a kind of complex combinatorial optimization 
problem which solves the optimal path according to sequence of visited nodes and 
energy efficiency in WSN. Ant colony optimization (ACO) is put forward to solve 
migration of mobile agent. And some improved mobile agent route algorithms based 
on ACO are proposed [6-9]. But the function of algorithm reach optimum difficultly 
because its parameters are usually set by experiments that lead the optimization 
performance of algorithm is closely related to people’s experience. Furthermore, 
ACO Algorithm has some weakness, such as easy to bring premature convergence 
and take long computing time. 

As mentioned above, this paper presents a novel improved ACO in order to 
strengthen convergence speed and avoid partial optimal solutions. Meanwhile, in 
order to avoid invalid path, a mutation operator will be imported.  

2   Problem Description 

Firstly, mobile agent is sent to monitored areas for information gathering by sink 
node. Mobile agent exchanges data with cluster-head nodes one by one and carries 
data back to sink node. Another mobile agent is responsible for visiting all source 
sensor nodes in a cluster and carrying information to the cluster-head node. 

The power consumption should be proportional to data transmission distance in 
WSN. The shortest migration route means minimal energy consumption in the 
migration path for mobile agent. Therefore, solving the mobile agent can be described 
to seek one shortest path that is an open curve including all N cluster-head nodes. 
The curve can be formulated in the following way. 
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Set S  of cluster-head nodes 1 2( , ,... )NN x x x , objective function df  is described 

by 
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In (1), ( , )i jd x x denotes distance of two nodes, then1 ,i j N≤ ≤ . The goal of this 

paper is to seek nodes sequence that achieves the minimum function value. Let dS  is 

nodes sequence. Then, dS is equal to dS ={ (1)x∏ , (2)x∏ ,…, ( )Nx∏ }. Number 

sequence of (1)∏ , (2)∏ ,…, ( )N∏  is one permutation of 1 to N . 

3   Related Algorithm and Description 

3.1   The Primitive Ant Colony Algorithm—Ant System 

In this paper, we discuss application of ant colony optimization (ACO) in WSN 
environment. Given a set of n  nodes, an ant visits all the n  different nodes. A data 
structure called 

ktabulist  is provided for memorizing the nodes already visited by the 

time t  and forbidding the ant to visit them again before a travel completed. When an 
iteration is completed, the ktabulist is used to compute the ant’s current solution (i.e., 

the distance of the path visited by the ant). At beginning of next circle, the list is 
emptied and the ant is free again to choose nodes. 

In ant system model, initially, pheromone intensity of trail should be set to 
arbitrarily the same value. Ants use the so-called random proportional rule, in which 
ants migration directions depend on pheromone intensity on the process of traveling. 
We define the transition probability from node to node for the k th−  ant as 
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Where kallowed is equal to
kN tabulist− , and whereα and β are the parameters that 

control the relative importance of the pheromone versus the heuristic information ijη , 

is equal to 1/ ijd . Let ijd  is the length of path between nodes i  and j (i.e., 
2 2 1/ 2[( ) ( ) ]ij i j i jd x x y y= − + − ). 

Let ( )ij tτ  be the intensity of trail on edge ( , )i j at time t  and k
ijτ  be the quantity 

per unit of length of trail substance laid on path ( , )i j  by the k th−  ant. Ant-cycle 

algorithm model is most-used model in which k
ijτ  is not computed at every step, but 
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after a complete iteration. The value of the trail is updated every 1n −  steps 
according to the following formula 

),()()( ntttnt ijijij ++⋅=+ ττρτ  (3)
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1 ( )n

i im b t==∑  be the total number of ants and let ( )ib t  be the 

number of ants in node i  at time t . The value of ),( nttk
ij +τ  is given by 

if   ant uses path(i,j) in its tour
( , )

0 otherwise 

k
kij

Q
k th

Lt t nτ
⎧ −⎪+ = ⎨
⎪⎩

 (4)

Where 
kL  is the tour length of the k th−  ant and Q  is a constant left on path ( , )i j  

after 1n − steps. In ant-cycle model, pheromone update occurs at the end of a whole 
cycle. 

3.2   The Improved Ant Colony Algorithm: Ant Colony System 

Ants have memory function to achieve communication by sensing some heuristic 
information. In the algorithm initial time, concentration of the pheromone is equal for 
every edge ( , )i j . It is difficulty for ants to find out an optimal path from mass paths. 

Traditional ACO has drawbacks, such as slow convergence speed and stagnation. In 
our experiment, we adopt a strategy of selecting a part of optimal routes from a large 
of initialization paths and leaving pheromone at the initial time, also, considering the 
resident energy of nodes to lead ants choose different routes. Ant Colony System 
(ACS) is one of improvement ant colony algorithm. 

(1) Pseudo random proportional of state transition rule 

In AS model, ants are entirely dependent on probability to search new paths from 
local short paths. In contrast, the ACS pseudo random proportional state transition 
rule provides a direct way to balance between exploitation of a priori and accumulated 
knowledge and exploration of new states tendentiously.  

In ACS model, the probability for an ant to choose next node j depends on a 

random variable q uniformly distributed over [0,1] , and the parameter 0q . 

{ } 0arg max ( ) ( ) , ( )

else formula (2) is used
k

ij ij
j allowed

t t if q q
j

S

α βτ η
∈

⎧ ≤⎪= ⎨
⎪⎩

i  (5)

Where 0q  is given for leading ants choose next node j  in order to avoid selecting 

path depending on probability absolutely. If
0q q≤ , then 
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{ }arg max ( ) ( )
k

ij ij
j allowed

j t tα βτ η
∈

= i , otherwise depending on probability formula. The 

heuristic information ijη  is equal to 
ij

ji

d

EE + , and iE , jE are residual energy of 

nodes i  and j  respectively.  

(2) Local Pheromone Updating 

The local pheromone update is performed by all the ants after each step from node i  
to node j . The principle of pheromone update is given by 

ijijij tt ρττρτ +−=+ )()1()1(  (6)

Where ∑
=

=
m

k

k
ijij

1

ττ , and 
ij

jik
ij d

EE +
=τ . In (6), (0,1)ρ ∈  denotes the pheromone 

decay coefficient, and 1 ρ−  is the pheromone residual parameter. Let ijτ  be 

pheromone increment leaved by all ants passing the pass from node i  to node j . The 

local updating rule of pheromone is modified to avoid local convergence and increase 
retrieval efficiency.  

(3) Global Pheromone Updating 

In ACS model, global pheromone updating does not process until all ants have 
computed their tour. Only global optimal ant is permitted to release pheromone that 
leads ants to perform an instructional search for next node. So ant search scope is 
mainly concentrated in the current cycle of the best path field in order to improve 
searching speed. After a complete iteration, the value of the trail is updated according 
to the following formula, 

ijijij tt ρττρτ +−=+ )()1()1(  (7)

1/ ( , )  

0
gb gb

ij

L if i j L

otherwise
τ

∈⎧
= ⎨
⎩

 (8)

Where ijτ  is equal to 1/ gbL  if node i  and node j  belong to optimum path. Let 

gbL be global optimum path of each circle. Pheromone which only belongs to the 

optimal path is enhanced during global pheromone updating. 

3.3   Mutation Operator 

Using ACO for TSP, the path between cities was effective. By contrast, to solve 
migration of mobile agent in WSN, the communication capability of nodes should be 
considered as WSN is resources-restricted network in which nodes have limited 
energy. In order to avoid invalid path, a kind of mutation operator will be imported. 
The specific idea is to find out common neighbor node as relay node from terminal 
nodes of invalid path as every node has a list of neighbor nodes. Mutation model is 
shown in Fig. 2 and Fig. 3. 
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Fig. 2. Before mutation Fig. 3. After mutation 

As shown in Fig.2, let r  be communication radius. Computed by ACO, the nodes 
sequence visited by mobile agent is A-B-C-D. Obviously, the path is invalid and 
unreachable in the actual network because that distance between A and B is greater 
than radium of communication ( ABd r> ). The mutation idea is to change the nodes 

sequence visited by mobile agent by choosing common neighbor node C as relay 
node. After mutation, the sequence of nodes is A-C-B-D, and the tour is effective. 

3.4   Algorithm Description 

Improved ACO algorithm description as follows: 

Step 1: Initialize N paths randomly, choose )1( Nll ≤≤ near-optimal paths and 

release pheromone that leads ants to choose different nodes, due to different 
pheromone as well as different length of routes. 

Step 2: Initialize, set t=0, Initial iteration 0Nc = , MAX denotes max iteration; 

setα , β , ρ  and 0q value. Place n  ants on every node i . Begin to iterate according 

to improved ACO and insert starting node in ktabulist of the k th−  ant. 

Step 3: Compute the value of 
k
ijp  according to formula (2) and formula (5). Ant 

)1( nkk ≤≤  chooses next node j  and place node j  in 
ktabulist . For every 

edge ( , )i j , compute local pheromone updating according to formula (6). 

Step 4: If ant k  has not visit all nodes and 
ktabulist is not full, return step 3. 

Otherwise, continue step 5. 
Step 5: Judge n  routes generated after one iteration. If invalid paths exist, 

mutation operator was imported. Then, record optimal result. 
Step 6: According to equation (7), compute global pheromone updating. 
Step 7: If the number of iteration was not reach MAX , empty 

ktabulist and return 

to step 3. 
Step 8: While the number of iteration reach MAX , compare the optimal result of 

each circle and print out final optimal result. 
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4   Experimental Results and Analysis 

In order to verify availability of improved ant colony algorithm for migration of 
mobile agent, simulation experiments are carried out on Microsoft Visual C++ 6.0. 
Experimental parameters are shown in Table 1. 

Table 1. Experimental parameters 

Parameters Value 

Coverage of network 1000×800
Nodes numbers 30
Communication radius 300
Ants numbers 30
Max iteration 100
Q  100
α  1
β  3 
ρ  0.5 

0q  0.15 

 
To compare the three models, we ran each algorithm 20 times using the parameters 

given in Table 1 and analyzed their relative advantages and drawbacks by 
experimentation. The comparisons among three algorithms are shown in Table 2. 

Table 2. The comparison of three algorithms 

Item AS ACS Improved ACO 

Optimal path 3984.16 3973.28 3963.35 
Average length 3988.6590 3976.1665 3964.6475 
Invalid path 7 3 0 

 
As shown in Table 2, three algorithms (AS, ACS and Improved ACO) generated 7, 

3 and 0 invalid paths respectively. Both AS and ACS algorithms have given worse 
results than those obtained with Improved ACO. The improved ACO algorithm 
received good effect and avoided generation of invalid path effectively in wireless 
sensor network. 

Observing Fig.5, the results generated by improved ACO are shorter than two other 
algorithms. In WSN, power consumption should be proportional to data transmission 
distance, so improved ACO can provide less network energy consumption and 
prolong network lifetime. In addition, the trend chart of improve ACO is smoother 
than other algorithms that indicates performance of Improved ACO is stable and 
practical. Experiments demonstrate that the improved ACO has better performance of 
effectiveness and robustness on migration of mobile agent. 
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Fig. 5. The comparison of shortest path generated by three algorithms 

5   Conclusion 

For mobile agent routing in the wireless sensor network, an improved ACO algorithm 
was proposed. In order to avoid invalid path, a mutation operator is presented since 
the limitation of communication capability of wireless sensor nodes. At last, we 
implemented the three algorithms (AS, ACS, Improved ACO) and investigated their 
relative advantage and disadvantage by experimentation. The results of contrastive 
experiment show that the proposed algorithm is superior to two other algorithms both 
on convergence speed and global search capability. How to improve ACO and make 
it suit to WSN environment are the focus of research next step. 
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Abstract. The present work investigated a sophisticated calibration system 
based on the FFT algorithm for electronic transformers. The structure and the 
characteristics of LabVIEW were introduced in detail, at the same time, and the 
detailed demonstration of the process of harmonic analysis was given via FFT 
based on LabVIEW. Through these methods, the disturbance of the frequency 
leakage and the noise could be reduced and the detecting accuracy of the 
harmonic analysis could be improved. Serials of the experiments and error 
analysis were given, and the simulation results have verified the effectiveness 
and practicability of the algorithm for the electronic transformer calibration 
system. 

Keywords: electronic transformer, Calibration System, FFT. 

1   Introduction 

Great interest has concentrated on research and development of the technology in 
digital substation since the generation of the novel electronic transformers [1-3], 
Being of excellent insulation and no saturation, electronic transformer (ET) meets the 
needs of the electric power system development towards to large volume, high- level 
voltage and automation, Due to the such the advantages compared with the traditional 
electromagnetic transformers, so the electronic transformers become the substitute of 
the electromagnetic transformers. The measurement and calibration of electronic 
transformers have been a challenging technological problem and attracted much 
research and development efforts in recent years. Experience has shown that it is 
technically and economically advisable to carry out a strict check for current and 
voltage transformers directly before as market products [4], to meet the market 
requirements, many types of checking system are currently studied. The cost was one 
of the key factors for such sophisticated electronic transformers calibration system. 

The objectives of work were to study the fabrication of the electronic transformer 
sophisticated calibration system based on Fast Fourier Transform (FFT). The paper is 
                                                           
* Corresponding author. 
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expected to design efficient algorithm to enhance the measurement accuracy, 
according to international electronic transformer standards, the checking accuracy 
experiment for ET is described based on USB data acquisition cared and the virtual 
instruments experiment platforms, through the technology of virtual instruments, the 
calibration system could analysis the amplitude and phase of signal in the electronic 
transformers accurately. 

2   Fabrication of ET Calibration System 

Fig.1 illustrates the fabrication of electronic transformer calibration system. The 
performances of calibration system were made up of the following several parts: 
standard electromagnetic transformer, standard current/voltage signal conversion 
device, voltage/current regulator, secondary signal conversion device, USB data 
acquisition card. The precision class of conventional electromagnetic transformer was 
two-grades higher than the electronic transformer. The function of standard signal 
conversion device was to transform the current/voltage signal to the acceptable 
voltage signal. A high speed USB synchronous data acquisition card with 24-bite 
precision is used for the calibration system, its acquisition accuracy and sampling 
velocity affect the calibration accuracy for electronic transformer. At the same time, 
through the algorithm of FFT, the model of error analysis in computer could measure 
fundamental component and harmonic component of signal in electronic transformer. 

 

Fig. 1. The sketch of optical path for 
optical fiber hydrogen sensor 

Fig. 2. Software flow pattern of error analysis in 
calibration system 

As shown in Fig. 2, the two-way output voltage signal were send into the 
computer, the model of error analysis calculated the amplitude and phase of signal 
separately, according to the definition of ratio error and phase displacement, the error 
analysis could calculated the differences of amplitude and phase compared with the 
standard electromagnetic transformer, at the same time, the error analysis could save 
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the data for further processing. The implementation of virtual instrument and the USB 
data acquisition card for the calibration system could reduce cost, and convenient for 
programming. 

3   Principle 

The existing of harmonic results in the distortion of the supply network waveform, the 
harmonic analysis is the an important index for the supply power network, the 
increasing the harmonic content maybe lead to local over-heat, overvoltage and so on, 
so it’s necessary to measure and monitor the harmonic for electronic transformer and 
the others electric power unit. 

In an ideal power network, the current and voltage are sine wave, so the current 
and voltage are also sine wave in the linear load, so it was expressed by the 

( ) sin( )u t U t θ= Ω + . (1)

However in real power supply system, as the nonlinear load distort in the sine wave, 
and results in the generation of nonstandard periodic sine wave. Nevertheless, the 
current or voltage in power supply system satisfy Dirichlet, so the u(t) could 
expressed by  the equation (2) 

0 0
1 1

( ) ( cos( ) sin( )) sin( )n n n n
n n

u t a a n t b n t a c n tω ω ω ϕ
∞ ∞

= =

= + + = + +∑ ∑ . (2)

The parameters 0a  stands for direct-current component, 2 2
n n nc a b= + , 1 1sin( )c tω ϕ+  

and sin( )n nc n tω ϕ+ stands for fundamental component and harmonic component 

respectively. It’s concluded that the current/voltage signal in power supply system can 
be expressed the sum of the fundamental component and harmonic component. So the 
emergence of higher-order harmonic has seriously affected the sine wave in electric 
system. 

In recent the harmonic measuring based on FFT in power supply system, the time 
domain waveform could be transformed into time domain waveform frequency 
domain waveform through the Discrete Fourier Transform (DFT). After sampling in 
data acquisition card, ( )U t was changed into the ( )U nT , 

21

0

( ) ( )
N j nk

N

n

u k u n e
π− −

=

=∑          0,1,2 , 1k N= − . (3)

In equation (3), T stand for an sampling period.  
So in an sampling period, { ( )} ( (1), (2), , ( 1))u k u u u N= − . When the discrete time 

/t kT N kdt= = ( dt is sampling inter-arrival time, /dt T N= ), the sampling value equals 
to ( )u k , so the coefficient of Nth-degree harmonic[5] could be calculated by the 
equation (4). 

1 1
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2 2 2 2
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N N
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4   Experiments and Discussion 

In calibration system for electronic transformers, its core algorithm is FFT. With 
undergoing the frequency domain analysis in LabVIEW, the two signals were 
decomposed into phase information and amplitude information, and during the 
processing of FFT for the signals, it may cause the long range spectrum leakage and 
short range spectrum leakage, in order to avoid the negative effect of the spectrum 
leakage, therefore, it is absolutely necessary to add the window function before the 
FFT calculation in the calibration system. The typical windows function including the 
rectangular window, triangular window, hanning window, and hamming window. 
Different window function before the FFT for the electronic transformer calibration 
system affected the measuring accuracy. So in order to verify the rationality of soft 
algorithm in the calibration system, so a series of the simulated experiments carried 
out in the paper. 

8
1

1

( ) sin(2 )i i
i s

f
u n A i n

f
π ϕ

=

= +∑ . (5)

In equation (5) 1f stands for fundamental frequency, and equals to 49.5Hz, the 

sampling frequency sf  equals to1KHz, the coefficient of N equals to 1024. So the 

experiment data was listed in table1. 

Table 1. Simulated electronic transformer signal with harmonics  

 Simulated signal 

harmonic order 1 2 3 4 5 6 7 8 

Amplitude iA (Kv) 150 1.2 0.1 0.01 0.05 ― 0.02 ― 

Phase iϕ (o) 162 30 150 70 50 ― 30 ― 

 
The experiments results of calibration system under the window function mentioned 

above were listed in table 2. in the electronic transformer calibration system based on 
the FFT, it’s concluded that the lower sidelobe was beneficial to the inhibition of 
leakage, a serials of experiments based on the different fundamental frequency or 
sampling rate, were also carried on, the same experiment conclusion were obtained. 

Table 2. The measurement results and error using the rectangular window in calibration system 

rectangular window measurement results and error 

harmonic order 1 2 3 4 5 6 7 8 
Amplitude iA (Kv) 101.384 0.753 0.060 0.006 0.030 

― 0.013 
― 

Error (%) 30 37 40 40 40 
― 35 

― 

Phase iϕ (o) 115.673 28.66 145.72 74.71 45.93 
― 28.34 

― 

Error (%) 28.5 4.46 2.85 6.73 8.14 
― 5.53 

― 
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Table 3. The measurement results and error using the triangular window in calibration system 

triangular window measurement results and error 

harmonic order 1 2 3 4 5 6 7 8 
Amplitude iA (Kv) 142.317 1.096 0.089 0.008 0.044 

― 0.018 
― 

Error (%) 5.12 8.67 11 20 30 
― 10 

― 

Phase iϕ (o) 148.56 29.03 146.77 67.88 46.84 
― 28.77 

― 

Error (%) 8.30 3.23 2.15 3.02 6.32 
― 4.1 

― 

Table 4. The measurement results and error using the hanning window in calibration system 

hanning window measurement results and error 

harmonic order 1 2 3 4 5 6 7 8 
Amplitude iA (Kv) 150.684 1.183 0.099 0.01 0.049 

― 0.020 
― 

Error (%) 0.45 1.41 2 0 2 
― 0 

― 

Phase iϕ (o) 162.154 29.66 151.08 69.48 50.422 
― 29.901 

― 

Error (%) 0.09 1.13 0.72 0.74 0.84 
― 3.27 

― 

Table 5. The measurement results and error using the hamming window in calibration system 

hamming window measurement results and error 

harmonic order 1 2 3 4 5 6 7 8 
Amplitude iA (Kv) 137.864 1.158 0.096 0.008 0.043 ― 0.018 ― 

Error (%) 8 3.5 4 20 14 ― 10 ― 

Phase iϕ (o) 167.83 31.26 148.31 72.09 48.891 ― 28.76 ― 

Error (%) 3.60 4.21 1.13 2.99 2.22 ― 4.13 ― 

 
Comparison for the measurement results and errors in the tables for the calibration 

system, Conclusions were drawn that the hanning window was fit for the electronic 
transformer calibration system and it enhanced the measuring precision and suppress 
spectrum leakage effectively in the electronic transformer calibration system. 

5   Conclusions 

In the present work, the sophisticated calibration system based on FFT has been 
estimated for electronic transformers. It was found that the detecting accuracy was 
affected by spectrum leakage during processing the signals. Through the simulation 
results and contrast experiments, it’s concluded that the FFT algorithm and hanning 
window could enhance the detecting accuracy for the power quality in electrical 
power system, the LabVIEW provide a preferable means for the harmonic analysis in 
real power system. 
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Abstract. One of the most challenging problems in real-time operation of 
power system is the state monitoring and fault diagnosis for large-scale 
transformer. Fast and accurate techniques are imperative to achieve on-line state 
assessment. To counter the shortcoming of common machine learning methods, 
a novel machine learning technique, i.e. ‘relevance vector machine’ (RVM), for 
on-line state assessment is presented in this paper. The proposed method is 
tested and compared with ‘support vector machine’ (SVM) classifier. It is 
demonstrated that the RVM classifier can yield a decision function that is much 
sparser than the SVM classifier while providing higher classification accuracy. 
Consequently, the RVM classifier greatly reduces the computational 
complexity, making it more suitable for real-time implementation.   

Keywords: Relevance vector machine, support vector machine, data mining, 
fault diagnosis, power transformer. 

1   Introduction 

In the power system, power transformer is in a pivotal position, which is one of the 
most important and crucial electrical equipment, its reliability and security is directly 
related to the security and stability of the power system. Therefore, it is desirable to 
instantly detect incipient faults of power transformers. Several methods have been 
commonly employed for monitoring the conditions of transformers: the dissolved gas 
in oil analysis (DGA), the recovery voltage measurement and the frequency response 
analysis (FRA). Among the various diagnosis methods, DGA methods have been 
broadly used to detect incipient faults of power transformers. 

Dissolved Gas Analysis (DGA) is one of the most convenient and effective means 
for the technology of transformer oil fault diagnosis. It can more accurately and 
reliably find the potential faults in the progressive development, which is conducive 
to promote the transit from regular maintenance to the state maintenance. But the 
actual regulations or rules based on DGA can only give determinant boundaries, 
which cannot represent the relation between the faults and the exterior character. 
Therefore, many artificial intelligence technologies based on DGA, such as neural 
network [1], gray clustering [2], Petri network [3], information fusion [4] have been 
applied to transformer diagnosis and produced some results. However, from the 
perspective of statistics, most of these methods adopt the principle of empirical risk 
minimization, not expected risk minimization. Therefore the generalization ability of 
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these methods is not very good. From the above-mentioned methods, we can conclude 
that data mining methods have the potential to be applied to real-time on-line fault 
diagnosis practically with the improved machine learning algorithms. In [5], the state-
of-the-art SVM based on the statistical learning theory has been used to fault 
diagnosis with good generalization performance. However, the SVM has a number of 
the significant and practical limitations. In the SVM, the predictions are not 
probabilistic and the kernel function ( , )iK x x  must satisfy Mercer’s condition. 

In this paper, we propose a new power transformer fault diagnosis model, which 
performs system optimization and generalization simultaneously using relevance 
vector machine (RVM) with a probabilistic Bayesian learning framework that does 
not suffer from above disadvantages [6]. This paper takes full advantages of RVM to 
solve the problem, such as probabilistic predictions, automatic estimation of 
‘nuisance’ parameters, and the facility to utilize fewer arbitrary basis functions. The 
proposed model was tested on actual power system, it was shown that the prediction 
model could generalize well and provide accurate fault diagnosis results at low 
computational cost, thereby making it more suitable for real-time applications. 

2   Relevance Vector Machine  

In this paper, power transformer fault diagnosis is formulated as a binary 
classification problem. Especially, for the real-time fault diagnosis, we can apply a 
classifier to determine whether a fault state will be present or not in advance. To 
begin, let vector ∈ nRx  denote a pattern to be classified, and let scalar t  denote its 
class label (i.e. t R∈ ).  

2.1   RVM Classifier Model 

For an input vector x , an RVM classifier models the probability distribution of its 
class label t R∈ using a sigmoid logistic function σ as: 

( )

1
( 1 )

1 exp( )x
|x

RVM

p t
f

= =
+ −

 (1)

where ( )
RVM

f x , the classifier function, is given by: 

0
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f y w K w
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where N is the length of the data, weight vector 
0
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where target vector T

1 N[ , , ]t t=t with the targets 
n

t R∈ . To avoid this, a zero-

mean Gaussian prior distribution over w  with variance 1α−  is added as: 
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ii
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i i
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where hyperparameter 
0 1

T[ , , , ]α Nα α α= .  

The posterior distribution over the weight from Bayes rule is thus given by: 

Likelihood Prior ( ) ( )
( , )

Normalizing  factor ( )
p p

p
p

×= = t|w w|α
w|t α

t|α  
(5)

Unlike the regression case, however, the marginal likehood ( )p t|α  can no longer be 

obtained analytically by integrating the weights because of the discontinuity of the 
likelihood ( )t|wp , and an iterative procedure has to be used. 

Let 
i

α ∗  denotes the maximum a posteriori (MAP) estimate of the hyperparameter 

iα . This is equivalent to maximizing the following objective function: 

1 2
1 1

( , , , ) log ( ) log ( )| |
N N

N i i i i
i i

J w w w p t w p w α ∗

= =
= +∑ ∑  (6)

where the first summation term corresponds to the likehood of the class labels, and 

the second term corresponds to the prior on the parameters iw . In the resulting 

solution, only those samples associated with nonzero coefficients iw (called relevance 

vectors) will contribute to the decision function. 
The gradient of the objective function J  with respect to w  is: 

TAw-Φ f-tJ∇ = − ( )  (7)

where 0 1diag( , , , )Nα α α=A , [ ]T

1( ( )), , ( ( ))f Ny x y xσ σ= , matrix Φ  has 

elements , ( , )i j i jK x xφ = . The Hessian of J  is: 

2 T( ) ( )H Φ ΒΦ AJ= ∇ = − +  (8)

where 1( , ..., )Ndiag β β=B is a diagonal matrix with [ ]( ( )) 1 ( ( ))i i iy x y xβ σ σ= − . 

The posterior is approximated around MAPw  by a Gaussian approximation with 

covariance: 

1( )Σ H|wMAP

−= −  (9)

and mean: 

Tw Φ ΒtΣMAPμ = =  (10)
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Using the new MAPw , the new target t∗  is then obtained through: 

1 ( ( ( ; )))Φw B x wMAP nt t yσ∗ −
+ −=  (11)

Using Σ  and MAPw , hyperparameter iα  can be updated by: 

2
, 1i

i i i ii

MAP

ϒ
ϒα α= −  = Σ

w
 (12)

2.2   Comparison to SVM Learning Model 

SVM is a constructive learning procedure rooted in statistical learning theory. It is 
based on the principle of structural risk minimization, which aims at minimizing the 
bound on the generalization error rather than the minimizing the mean square error 
over the data set. As a result, this lead to a good generalization and an SVM tends to 
perform well when applied to data outside the training set. 

An SVM classifier in concept first maps the input data vector x  into a higher 
dimensional space F  through an underlying nonlinear mapping ( )Φ x , and then 

applies linear classification in this mapped space. Introducing a kernel function 
T(x,y) ( ) ( )Φ x Φ yΚ = , we can write an SVM classifier ( )SVMf x  as following: 

1
( ) ( , )

N

SVM i i
i

f w K b
=

= +∑x x s  (13)

where , 1, 2, ..., si
i N=s , is a subset of the training samples { }, 1, 2, ...,i i N=x (which 

are called support vectors). 
The SVM classifier in (13) is noted to resemble in form the RVM classifier in (2), 

yet the two classifiers are derived from different principles. As will be illuminated 
later by the simulation results, for SVM the support vectors (SVs) are typically 
formed by “borderline”, difficult-to-classify samples in the training set, which are 
located near the decision boundary of the classifier; for RVM the relevance vectors 
(RVs) are formed by samples appearing to be more representative of the two classed, 
which are located away from the decision boundary of the classifier. 

3   Fault Diagnosis Model of Power Transformer 

Data mining is defined as the efficient discovery of valuable, non-obvious 
information embedded in a large collection of data. The working object of data 
mining is data warehouse or original data. The general data mining scheme is shown 
briefly as follow: data selection, data transformation, data mining and knowledge 
representation. 

3.1   Preparation of Training Data Set 

The analytical base of diagnosis is some diagnostic gas obtained by DGA. The 
content information reflects the states of transformer. The diagnostic gases include 
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hydrogen (H2), methane (CH4), ethane (C2H6), ethylene (C2H4), acetylene (C2H2), et 
al. So in this paper we chose these 5 gases as input features. 

Based on analyzing the characteristic of transformer fault, the transformer fault 
diagnosis which is identified relying on the effective information provided by DGA is 
divided into six types of transformer state. The six types as follows: partial discharge 
(PD), discharges of low energy (D1), discharges of high energy (D2), thermal fault 
(T1), thermal fault (T2), thermal fault (T3). In this paper, the collected sample set has 
960 samples of the power transformer fault with known fault kinds, and it was divided 
into two parts. Among them, 770 samples are used to as the relevance vector training 
set to obtain the relevance vector, while the others are used as the verifying set. 

3.2   Machine Training for RVM 

As power transformers are planned to operate most of the time under stable 
conditions, operational studies usually generate highly unbalanced classes. This 
unbalance between the normal and fault classes can be troublesome for some 
classifiers. Aimed to improving the classification performance, several strategies exist 
for dealing with unbalanced data sets for classifier training, including resizing the 
training data sets, adjusting misclassification costs, and recognition-based learning 
(learning from the minority class)[7]. The approach of resizing training sets is through 
over-sampling the minority class and/or under-sampling the majority class. It has 
been concluded that such an approach for adjusting the balance of the samples 
between the two classes in training can be beneficial for training of classifiers using 
the data set.To determine the fine-turning parameters of the RVM classifier model for 
optimal performance, we apply a leave-one-out cross validation [8] procedure in the 
training set. The parameter setting with the smallest generalization error is chosen. 
The resulting classifier is then tested using the testing data sets for performance. 

We summarize the training results in Table 1, where the generalization error 
obtained by the trained classifier is listed under different parametric settings. From 
these results, we see that the best error level (4.89%) was obtained by an order-2 
polynomial kernel; a similar error level (5.62%) was obtained by the RBF kernel with 

2.5σ = . Consequently, the order-2 polynomial kernel was chosen for the RVM 
classifier, which was subsequently retrained with all the samples in the training set. 
The resulting classifier was then used for performance evaluation. 

Table 1. Generalization errors obtained by RVM Classifier under different parametric settings 

Polynomial kernels Order1 Order2 Order3 Order4 

Error rate 0.0877 0.0489 0.0512 0.0537 

RBF kernels σ =1 σ =2.5 σ =5 σ =10 

Error rate 0.0706 0.0526 0.0603 0.0621 

 
For comparison, we also trained the SVM classifier in (13) using the same training 

procedure as for the RVM. The best error level (5.11%) was achieved when an order-
3 polynomial kernel was used and the regularization parameter C  was set to 9. As 
for RVM, the SVM classifier was retrained using these tuned parameters with all the 
samples in the training set. 
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For the RVM classifier, the number of RVs (produced during training) was found 
to be only 17(1.72% of the number of training samples); for SVM, the number of SVs 
was found to be 130(13.1% of the number of training samples). Indeed, the RVM 
classifier is much sparser than the SVM. The trained classifiers were used 
subsequently for performance evaluation. 

3.3   Performance Evaluation Results 

The results of power transformer fault assessment are evaluated by successful 
classification rate (SCR) and false discriminate rate (FDR). SCR is the ratio of correct 
classified samples over all samples. The higher the SCR is, the better the performance 
is. FDR is the ratio of the fault samples classifier as normal samples over all samples. 
In real world, these false discriminate samples are unacceptable and can be considered 
as one of the indices for classification performance. The lower the value of FDR is, 
the better the performance is. It is shown In Table 2, that RVM classifier can yield a 
decision function that is much sparser than the SVM classifier while providing more 
higher classification accuracy. This can lead to significant reduction in the 
computational complexity of the decision function and faster decision time, thereby 
making it more suitable for real-time application. In Table II, the training time is the 
average amount of time taken for each sample of training in the cross-validation 
procedure during the training phase; the testing time is the average amount of time 
taken by the trained classier for classifying each sample during the testing phase. 
Table III shows a sample of the results for the testing data, each line representing a 
case. The reader will notice some cases where the RVM made a correct identification 
while the SVM failed and one case of failure of the RVM where also the SVM table 
was not useful.  

Table 2. The performance comparison of SVM and RVM for Fault Diagnosis 

Method 
SCR FDR Time Number 

of RV or SV Train Test Train Test Train Test 

SVM 0.971 0.952 0.01 0.012 46.7s 32s 130 

RVM 0.992 0.986 0.002 0.004 52.8s 9.2s 17 

Table 3. Test Results (T: Thermal Fault; PD: Partial Discharges; D: Discharge; NI: Not Identified) 

H2 CH4 C2H2 C2H4 C2H6 RVM SVM TEST 
13 17 0.3 4.7 4.2 T T T 
39 1.7 0.1 0.1 0.6 PD PD PD 

1600 3600 0 14 670 PD NI PD 
95 10 39 11 0 D NI D 

1570 1110 1830 1780 175 D D D 
41 112 4536 254 0 D T D 
835 76 16 10 29 T NI D 
10 13 0.1 25 7 T T T 

33046 619 0 2 58 PD PD PD 
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4   Conclusions 

In this paper, we have introduced a new approach for power transformer fault 
diagnosis using the relevance vector learning mechanism based on a probabilistic 
Bayesian learning framework. The number of rules and the parameter values of 
membership functions can be found as optimizing posterior distribution of the RVM 
in the proposed model. Because the RVM is not necessary to satisfy Mercer’s 
condition, selection of kernel function beyond the limit of the positive definite 
continuous symmetric function of SVM. The relaxed condition of kernel function can 
satisfy various types of membership functions in prediction model. The RVM, which 
was compared with support vector learning mechanism in simulations, had the small 
model capacity and described good generalization. Simulation results showed the 
effectiveness of the proposed method for modeling of nonlinear dynamic systems 
with noise, and the practicability for real-time fault diagnosis. 
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Abstract. Take the data processing of the volt-ampere characteristic of diode 
experiments and the single slit Fresnel diffraction for example, this paper gives 
an introduction to Matlab in physical experiment processing. Compared with 
traditional experiment methods, the application of Matlab in experiment data 
processing can avoid the error effectively which caused by manual handling, and 
the Matlab method is simple to operate. While the simulation to single slit 
Fresnel diffraction gives a more precise study on the diffraction phenomenon of 
light. 

Keywords: Matlab, volt-ampere characteristic of diode, single slit diffraction. 

1   Introduction 

Matlab is a high-level technical numerical calculation and visualization soft of 
Mathworks Company launched in 1982. Matlab is a software platform for science and 
engineering computing integrated with numerical analysis, symbolic computation, 
graphics processing, system simulation and other functions. With friendly interface, 
powerful functions, Matlab is regarded as the indispensable software in applied science 
computer aid analysis, design, simulation and teaching. Using this software in the 
experiment data processing can reduce the computation and obtain the accurate fitting 
curve, and the graphical display results can determine the accuracy of the calculation 
directly. At present, Matlab has become the most popular software of engineering, and 
it can be used to solve the questions on specific subjects. Matlab has the features of 
expandability, easy usage and high efficiency etc. In Europe and America, Matlab has 
become the basic teaching tools in application in linear algebra, automatic control 
theory, mathematical statistics, digital signal processing, time series analysis, dynamic 
system simulation and so on. In industry, Matlab is widely used to study and solve 
engineering problems. The application of Matlab in calculations, graphics, animation 
and other functions to simulate physical phenomenon and demonstrate the movement 
process can free the users from tedious low-level programs, so they have more time and 
energy to explore the scientific problems themselves. This paper studies the application 
of Matlab in physical experiments from two aspects: data processing and experiments 
simulation.  
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2   Application of Matlab in Experiment Data Processing 

Adopting Matlab in experiment data processing can reduce the compute capacity, 
obtain an accurate fitting curve. Moreover we can judge the accuracy of the calculation 
directly by the graphical display results. Next we will take the experiment data 
processing of the volt-ampere characteristics of diode for instance to illustrate the 
application of Matlab in data processing.   

The following table is the voltage and current data segment measured in 
experiments, saved as an Excel “data.xls”. 

 
 Data 
Voltage -5.03 -5.02 -5.01 -5.0 -4.99 -4.98 -4.97 -4.95 -4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1  

-0.5 0.1 0.4 0.74 0.75 0.76 0.77 0.78 0.79 0.80 

Current -18.1 -16.6 -15.0 -12.3 -9.6 -7.5 -5.9 -3.0 -1.8 -1.4 -1.30 -1.2 -1.11 -1.1 

-0.8 -0.5 -0.1 0.5 0.7 1.4 2.4 3.3 4.9 6.1 6.9 7.9 

 
Write the m files as follows: 

clear，clf，clc 

S=xlsread('data.xls')； 

v=S(2，2:end)； 

A=S(3，2:end)；  

vInter =- 5.03:0.01:0.80; 

t =interp1(v，A，vInter，'pchip') ； 

plot(v，A，'.'，'markersize'，20)； 

hold on 

plot(vInter，t，'r')； 

hold off 

grid on 

xlabel ' voltage(v)'，ylabel ' current(mA)'； 

The display after operation is as follows: 
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According to the experimental requirements, the figure above gets a smooth curve 
with using one-dimensional interpolation method. The red line is the correct curve of 
the volt-ampere characteristic of diode. 

It is simple and practical to apply Matlab in physical experiment data processing. 
The accuracy of adopting fitting curve is higher than human drawing.  

3   Application of Matlab in Calculating and Demonstrating of the 
Single Slit Diffraction of Light 

Diffraction is a basic property when a light wave spreads in space. During the spread 
process of light, as long as the surface of the light wave is constrained such as the 
mutation of amplitude or phase, the phenomenon diffraction will occur. In optical 
system, any light in the spread process actually is the diffraction process under the 
relevant optics modulation. According to the scalar diffraction theory, the diffraction 
process can be described with the Fresnel diffraction integral. The computer simulation 
with its advantages of good controllability, non destructiveness, easy observability and 
low cost etc which provide a good tool for digital simulation of the modern optical 
experiments. The study of various forms diffraction screen under different experiment 
conditions is of great significance not only for the classical physical optics but also the 
modern optics. 
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Next using Maltab program to calculate and demonstrate the single slit diffraction 
phenomenon of light. 

We use monochromatic plane light wave with the wavelength of 500nm to irradiate 
vertically the single slit with the width of 0.0002m, to study the single slit diffraction 
and write the m files as follows: 

 
Clear, clf, clc 

w=500*10^(-9); a=0.0002; z=1; 

ymax=3*w*z/a; 

ys=linspace(-ymax, ymax, 91); 

N=91; 

yP=linspace(-a/2, a/2, N); 

for j=1:91 

    L=sqrt((ys(j)-yP).^2+z^2); Phi=2*pi.*(L-z)./w; 

    SumCos=sum(cos(Phi)); SumSin=sum(sin(Phi)); 

    A(j)=(SumCos^2+SumSin^2)/N^2; 

end 

plot(ys, A,'o', ys, A); grid; 

The display after operation is as follows: 
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The figure shows that, for single slit diffraction of light, the highlight in the middle 
concentrates of most of the brightness and energy of the whole single slit diffraction. 
With Matlab simulation, the single slit diffraction of light can be performed accurately. 

4   Conclusion and Prospect 

From the above two experiments we can see, Matlab has extremely advantageous 
conditions in experiment data processing and optic simulation, and it can save a lot of 
time in computing and has high accuracy. Matlab is an indispensable tool in this field. 
Actually, Matlab has a wide range of applications in other aspects of physics. For 
example, in engineering design, people build model by study objects, achieve the 
operation process of system and work out the results by computer program, and find out 
the optimal solution for physical implementation. That is computer simulation. 
Computer simulation has many advantages in good controllability, non destructiveness, 
reproducibility and so on. 

Expansion: take into account the advantages of Matlab on programming efficiency, 
portability and scalability, Matlab can be used to design a program interface with 
powerful functions, stable performance and high quality. In this interface, Matlab 
function can achieve more functions without restriction such as the rotation of 
three-dimensional image, the flash play of images and etc. 
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Abstract. The basic concept of deep packet inspection over wireless or wired 
networks and the main challenges from deployment are described. One of the 
new traffic (video for gaming) detection issue encountered in the trials is 
reported, fast Hurst calculation approach to solve the particular issue is 
proposed. Experimental measurements are carried out to verify the special 
traffic behavior based approach. Section I is the introduction of the challenges, 
section II is the briefing for the customized issue and solution, section III is the 
detail measurement analysis and the last section is the summary and future 
work. The major challenge in this area is providing fast detection algorithm 
with quick turn around time, under limited computation, memory and time 
constrains. This paper offers an alternative complimentary methodology that is 
practical when traffic volume especially for video applications become heavy 
beyond normal deep packet inspection capability.  

Keywords: Deep packet inspection, Video Pattern, Fast Hurst. 

1   Introduction 

DPI (Deep packet inspection) is an advanced method of packet filtering those 
functions up to the Application layer of the OSI (Open Systems Interconnection) 
reference model. The use of DPI makes it possible to find, identify, classify, reroute 
or block packets with specific data or code payloads that conventional packet 
filtering, which examines only packet headers, cannot detect [1]. 

Using DPI, communications service providers can allocate available resources to 
streamline traffic flow. For example, a message tagged as high priority can be routed 
to its destination ahead of less important or low-priority messages or packets involved 
in casual Internet browsing. DPI can also be used for throttled data transfer to prevent 
P2P (peer-to-peer) abuse [2], improving network performance for most subscribers. 
The security implications of DPI are widespread because the technology makes it 
possible to identify the originator or recipient of content containing specific packets, a 
capability that has sparked concern among advocates of online privacy. For this 
reason, we are proposing a non-intrusive method, which can identify potential abuse 
without breaking the privacy law, as a complimentary solution. 
                                                           
* This work was partially supported by Jiangsu University  

Distinguished Expert Grant #10JDG071, and the NJLECO and MPX Technology 
Collaboration Project #561957. 
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The current DPI method has at least three significant limitations. First, it can create 
new vulnerabilities as well as protect against existing ones. While effective against 
buffer overflow attacks, denial of service attacks and certain types of malware, DPI 
can also be exploited to facilitate attacks in those same categories. Second, the 
existing DPI method adds to the complexity and unwieldy nature of existing firewalls 
and other security-related software. All DPI methods require it own periodic updates 
and revisions to remain optimally effective. Third, DPI can reduce computer speed 
because it increases the burden on the processor. Despite these limitations, many 
network administrators have embraced DPI technology in an attempt to cope with a 
perceived increase in the complexity and widespread nature of Internet-related perils. 
Numerous companies, including such major players as Alcatel-Lucent, Cisco, 
Huawei, Ericsson, IBM, Microsoft, Nokia and Symantec have begun to aggressively 
market DPI technology as components of hardware and software firewalls. Our new 
fast computation method is trying to partially overcome the above-mentioned pitfalls 
of the existing DPI methods. 

Deep packet inspection is the process of examining the non-header content of a 
packet by a system that is not an endpoint in the communication. It is a successful by-
product out of a failed concept and work called layer 7 switching, due to the amount 
of 7 layers processing is beyond physical limitations [3]. Most DPI systems 
reconstruct communication streams and maintain state information for large numbers 
of concurrent connections. When a packet arrives each layer is fully parsed and 
inspected [4]. State information associated with the communication stream at each 
layer is updated and stored [5]. All of this work requires many CPU cycles. 
Fortunately, the work is highly parallelizable; therefore, multi-core architectures can 
be used to increase the available CPU cycles. So, that raises the question of how many 
packets can be scheduled on a multi-core platform. In this paper we explore the 
traditional problem with the advanced Hurst based pre-processing method to assist 
and off-load the existing PAM (Protocol Analysis Module), when the network load is 
too high to be handled by PAM alone.  

PAM is a software library that uses DPI to detect and respond to malicious network 
traffic. It is a proprietary module originally used by IBM Internet Security Systems in 
all products that implement intrusion detection and prevention. PAM fully parses all 
protocol layers and emulates the state transitions of both the client and server at each 
layer. PAM detects when a client or server is in a vulnerable state and watches for any 
attempts to exploit it. PAM is constantly updated. New protocol parsers are added and 
old ones are updated so they can detect the latest threat. This continuous addition of new 
code causes the average number of instructions needed to inspect a packet to slowly 
increase with each security update. In addition, network speeds continue to increase.  

No matter which parallel methods are used to catch up the traffic growing speed, 
there is a significant cost impact associated with it; our approach is trying to balance 
the cost versus the depth of the inspection, during the current economy down turn we 
are experiencing. Our main contributions in this paper are summarized as follows: 

(1) Designed and simulated non-intrusive fast new video traffic detection 
algorithms. 

(2) Demonstrated that Hurst based detection has the advantages of encryption-
agnostic, especially useful over wireless link. 
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(3) Compared our detection algorithms against a packet detection algorithm 
commonly used in network applications, in terms of complexity and cost. 

(4) Compared with Periodogram, Whittle, Wavelet, our IDC algorithm has the 
characteristics of simple, efficient, accurate and reliable. It is a heuristic method and 
calculates Hurst quickly. 

2   Research Method and Measurement Analysis 

2.1   Hurst Based Approach 

During a week long trial in Nanjing for Hong Kong customer, we found that the new 
traffic detection cycle could be as long as a week, by the time it is detected, the 
network Quality of Service is already affected. There are a few reasons behind the 
slow detection process: 

(1) Some video traffic is encrypted, and this prevent the existing protocol analyze 
to decode it; obtaining password is a lengthy approval process. 

(2) Part of video traffic is using some proprietary algorithms, deviate from the 
standard video format. 

(3) The other video traffic is complete disguised format, trying to sneak through 
firewall. 

(4) The large volume of traffic forced DPI filter switched into sampling mode, by 
pass potential harmful traffic. 

To solve above issues one by one is not an easy task, as such, we looked at the 
problem from a complete different angle. Based on the observations that encryption or 
change of the data format does not affect video stream’s traffic activity behavior or 
more precisely the Hurst parameter [6], and the Hurst parameter of single video 
stream will not diminish, when mingled with a large volume of average traffic. The 
stream with high Hurst (more active) hurt the QoS of entire network the most, and 
thus need to be watch out for. 

For these reasons, we propose two detection schemes, with the first is easy to 
implement, and the second is more accurate. 

(1) We collect the packet size only, skip the collection of time interval, to speed up 
calculation and lower the cost of implementation, and calculate the Hurst based on the 
size. 

(2) Analysis based on the autocorrelation curve of size, so that the relative of time 
relationship is not skipped completely [7]. 

IDC (Index of Dispersion for Counts) can be used to evaluate Hurst parameters with 
minimum calculations. From the nature of slow variance attenuation of self-similar 
process (m)

lX , when the sample size m→∞ , the variance of arithmetic average decay 

slower than its bottom of the sample size [8]. Therefore, when m→∞ , we have the 
following formula: 

( ) β−ασ m~X )m(
l

2  (1)

α is limited normal number and independent of m, 10 〈〈β . 
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X={ KX ,1≤k≤L, k∈ N}, X is time series, its length is L. It is divided into d data 

blocks; the size of one data blocks is m. So, d=L/m. 
Calculate the sample mean of each data block: 

d≤n≤,1X
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Calculate the sample variance to different m: 
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Take logarithm to (1): 
( )( )[ ] α+βσ logmlog~xlog m
l

2  (4)

Draw points in the logarithm coordinates: ( )( )2log,log mmp σ .
 

According to the generalized least squares, make linear fitting lines, and find out 
the slope of the line, β− . The slope of the IDC curve gives the Hurst parameter 

from equation (5). 

10,1H <β<β−=  (5)

Autocorrelation function means relevance of one sequence at different times. 
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Plug equation (7) in equation (6). 
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Assume that audio and video are independent, 0== )m(R)m(R
avva XXXX  , we have 

that the cross correlations are zero, and we have    

)m(R)m(R)m(R
vam XXX +=  (9)

Since )Rx(FFTPSD = , PSD means power spectrum density, according to the 

definition, we further have 

)video(PSD)audio(PSD)mix(PSD +=  (10)
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2.2   Measurement Analysis 

Most DPI products support H.232 and SIP protocols, dynamic opening and closing 
ports of transmission voice and video. Voice over Broadband is the use of broadband 
access networks and terminals to provide services, connected with the traditional 
PSTN. Users on the Internet to realize the voice communication through the PSTN 
gateway to access networks. We have collected 50 audio traces (MagicJack) and 1 
video gaming trace (RuneScape) via WireShark, Matlab processing the collected data. 
According to IDC curve, we get Hurst parameters. We choose 12 typical traces from 
them and merged together, video’s Hurst parameter is 0.741, as show below. Ha 
means Hurst of merged audio, Hm means Hurst of mixed audio and video. 

Table 1. Hurst parameters 

H Ha Hm 
0.536 0.573 0.577 0.578 0.582 0.583 0.524 0.785 
0.655 0.657 0.658 0.671 0.678 0.679 0.611 0.791 

 
The table can be seen, H became large when adding video. In PSTN network, 

fractional T1 can be sold in nearly any fractional of a 24 channel, 1.54Mbps circuit. 
For example, out of the 24 channels in a full T1 line, 12 channels might be used in a 
fractional T1 to provide a 768 k connection.  

  

(a) 12 traces audio IDC curve (b) Video IDC curve (c) Mixed audio video IDC 
trace 

Fig. 1. IDC curves  

Figure (a), shows the Hurst is 0.536 when video is off, Figure (c) shows the Hurst 
is 0.745 when video is on.  

  

(a) Audio (b) Video (c) Audio added video 

Fig. 2. Correlation and PSD curves 
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The correlation curve is shown in Figure 3. Correlations show a predictive 
relationship in a sequence of data. Fig.3 shows that video frames are strongly 
correlated. When adding even one video into 12 audios, the strong correlation shows 
up immediately. This way, we are surely to identify the presents of the video traffic. 
We can further calculate the power spectrum density of the correlation length, and use 
the power density near the origin as a signature of the concerned video. In our case, 
PSD (Audio) =1.5, PSD (Video) =10, and PSD (Audio + Video) =11.5; from which 
we can understand the amount of the activities that could adversely affecting the 
network Quality of Service. In another words, how “bad” is the traffic behavior itself. 

There are three fundamental massages been transmitted over the network audio, 
video and text. Video is the only one has strong correlation; the main reason is that 
the current video frame is always similar to the previous video frame, it can not be 
completely different, and otherwise human eyes can not see anything meaningful [9]. 
However, audio frame or text frame can make sense alone; although added correlation 
may help on better understanding of the whole story.  

4   Conclusion and Future Work 

The challenges for the new unknown video traffic detection has been discussed, a 
brand new calculation method is proposed, the measurement is conducted to verify 
the effectiveness, during an international link tests. The theoretic signatures are 
derived, the flow chart based on the derivation is offered. More measurement works 
need to be done on the production network. More rigorous theoretic bound in terms of 
the maximum ratio between audio and video need to be derived. 
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Abstract. B-spline surface reconstruction is a challenging problem in CAD 
design, data visualization, computer animation, virtual reality, especially in 
reverse engineering. Fairing B-spline surface is regarded as one major 
precondition for reverse engineering. There are two main stages in B-spline 
surface reconstruction: 1) knot vector selection, 2) Surface Parameterization. 
Stage one plays a decisive role between the two stages. To obtain a good 
surface approximation, knot vector is treated as variable and optimized by the 
immune genetic algorithm (IGA). The experimental results show that this 
method performs well in terms of accuracy and flexibility. 

Keywords: B-spline surface, Immune Genetic Algorithm, Knot adjustment, 
Reverse engineering. 

1   Introduction 

In reverse CAD/CAM, laser scanner systems can yield a cloud of 3D data points from 
a 3D model easily. Although there are numbers of outstanding achievements in the 
field of the research on the surface reconstruction, a lot of key issues and difficult 
problems remain to be solved and perfected [1]. 

The paper [2], [3], [4] describe that the distribution of knots is a multivariate and 
multimodal nonlinear optimization problem. Zhao el. [5] proposes a B-spline curve 
approximate that optimize the knots by the GMM-based continuous optimization 
algorithm. Akemi el. [6] optimizes the knots by GA, but does not talk much about 
random points. Meanwhile, traditional GA is easy to fall into the local optimal 
solution [7]. 

In this paper, in order to obtain a better fairing B-spline fitting surface, we 
introduce a new method for surface reconstruction from a cloud of random 3D data 
points. Firstly, knots are optimized by IGA [8]. Then the fitting surface can be 
achieved by solving least squares equations through LU factorization method. 

2   Surface Reconstruction 

A order lk × B-spline surface ),( vup [9] is parametric surface as following equation: 

∑∑
m

i

n

j
ljkiji vNuNdvup

0 0
,,, )()(),(

= =
= , 11, ++ ≤≤≤≤ nlmk vvvuuu  (1)

                                                           
* Corresponding author. 
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Where, ),,1,0;,,1,0(, njmid ji == are control points determine the shape of the sur-

face, )(, uN ki and )(, vN lj are the B-spline basis functions of order k and l . Respectively, 

two knots are ],,,[ 110 ++= kmuuuU and ],,,[ 110 ++= lnvvvV . 
 

Step1. Data points parameterization. Firstly, the initial surface, usually called based 
surface, is constructed to be a bicubic coons surface using the given four boundary 
curves }3,,0,{ =iiΓ of the original points [10]. Then the random points project onto 

base surface and parameterize to be ( ) Mrvu rr ,,0,, = [11]. 

Step2. Computed control points. The control points can be computed by performing 
the least-squares solution fitting of equation F . 

fairlsq FFF βα += , (2)

where lsqF is least-squares term, fairF is fairing term. 
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α is approximate weight, β is fairing weigh, 1=+ βα , the value ofα is bigger the 

approximation is better, the value of β is bigger the surfaces is more fairing. Order 

0/ =∂∂ jiPF )1,,1;1,,1( −=−= njmi . Basing on least-squares solution, we can 

deduce a nonsingular linear systems of equation as ΒΑΧ = [12]. Then solve the 
equations by means of LU factorization method to achieve the inner control points. 

3   Automatic Knot Adjustment by the Immune Genetic 
Algorithm 

Knots playing a crucial role in surface reconstruction, so knots are adjusted by IGA. 
Let ],,,[ 110 ++= kmuuuU and ],,,[ 110 ++= lnvvvV as the initial knots can be gained 

by chord length parameterization method. Antigens represent the target surface. 
Respectively, antibodies represent knots. Note that antibodies represent every 
potential solution of the problem. 

Step1. Create the initial random population.  
Taking B-spline surfaces bidirectional knots as a random variable vector, antibody 

can be defined as },,,;,,,{ 10s10

l
t

lllll
l vvvuuuAnti ……= , where 1++= kms and ++= lnt  

1 . Initially, for each },,,;,,,{ 1010

l
t

lll
s

ll
l vvvuuuAnti ……= , its l

iu and l
jv are chosen 

randomly from the initial knots ,2/)[( 1−+ ii uu ]2/)( 1++ ii uu and ++ − jjj vvv (,2/)[( 1  
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]2/)1+jv . Then },,,{ 21 NAntiAntiAntiAntiPop …=  can be achieved as the initial 

anti-body population, where N is the number of population. 

Step2. Calculate the fitness between antibody and antigen, and select the better ones 
as vaccines. 

The fitness function is defined by the approximate error of the measured data 
points ),,1,0( Mrqr = from the surface. In this paper, we consider the sum error 

value as fitness function, given by: 

( ) Mrqvupf
M

r
rrr ,,1,0,,

0

=−=∑
=

 (5)

Note that the good knots is the one with the minimum fitness. 

Step3. If the current population reached to iteration limit, then the course halts, or 
else, continue to iterate. 

If the whole error value is smaller than the θ (a smaller constant is threshold).Or 
the number of iteration is bigger than the MAXGEN (a constant given by prior 
knowledge) the course halts, or else, continue to iterate. 

Step4. Adjusted the probability of antibody based on its concentration. 

Giving two antibodies },,,;,,{ 1010

s
f
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where ε is threshold, then sAnti and tAnti are considered to be same or similar. 

The antibody’s concentration dp represent the same or similar antibodies’ propor-

tion; The antibody’s fitness probabilities fp is defined as its fitness value proportion 

in the whole fitness. 

Step5. Perform selection, crossover and mutation.  
Firstly, update antibodies’ probabilities of selection by using 

( )df ppp α−= 1  (7)

Where, 10 << α 1,0 << df pp . 

Then perform selection on Kth parent AntiPop obtain the next ptempAntiPo by the 

selection operator which is implemented as the classical biased roulette wheel with 
weighted in p . Finally, perform crossover and mutation on ptempAntiPo and obtain 

the new ptempAntiPo ′ . 
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Step6. Perform vaccination. Generate the new population and go to step2. 
Perform vaccination on ptempAntiPo ′ and obtain thK 1+ parent AntiPop . Vaccina-

tion means that the antibodies with smaller fitness are replaced by vaccine. 

4   Experimental Results 

In this section, we report the experimental results of reconstructing B-spline surfaces 
with knots adjustment by the IGA. In this paper, we validate our algorithm on a set of 
points from a tooth model. It should be noted that the number of knots affects the 
fitting result. More knots lead to a better fitting result.   

The set of parameters used for IGA is presented in Tab.1. Fig.1 is original points. 
Fig.2 shows its B-spline surface without knots adjustment. Fig.3 is the result with 
knots adjustment. A comparison with some previous approaches (shows in Tab.2, 
Fig.2 and Fig.3) express that our method can get a better fitting result. 

Table 1. The set of parameters 

Parameter IGA 
Population 100 
Crossover rate 0.6 
Mutation rate 0.4 
Concentration regulate  ratio 0.2 
The maximum generation 100 
3D data points 1717 
Approximate weight α  1 
Fairing weigh β  0 

Number of knots 15×15 

 
 

 

Fig. 1. The original points Fig. 2. The result without knots adjustment 
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Fig. 3. The result with knots adjustment 

Table 2. Fitness of the IGA 

Generation Fitness Average norm distance Maximum norm distance 
1 3.945666 0.002298 0.029988 
10 3.653776 0.002128 0.029891 
20 3.653776 0.002128 0.029891 
30 3.591964 0.002092 0.029911 
34 3.586813 0.002089 0.029959 
53 3.549039 0.002067 0.030134 
100 3.425415 0.001995 0.029743 

5   Summaries  

This paper introduce a new IGA-based B-spline surface reconstruction. The knots of 
B-spline surface are treated as antibodies, they are optimized by the IGA. 
Then, the fitting surface is calculated by least squares system of equations through LU 
methods. The experiment shows that the method yields a good result, and the method 
can obtain more precise surface reconstruction. 
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Abstract. The computer multimedia mobile terminal software research and 
development of key technologies were analyzed, and the completion of the basic 
module of the graft, core image processing algorithms, as well as computer 
mobile email and mobile terminal of the two computer game core software 
realization. Mobile multimedia terminal and the computer core software 
development have certain academic significance and application value.  
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1   Introduction 

With the rapid development of computer technology, the computer functions of the 
mobile terminal are increasingly high requirements. In a few short years, computer 
mobile terminal mobile phone products emerge in an endless stream of new function. 
Major manufacturers in order to occupy this Chinese huge market, undertake the 
technology innovates ceaselessly, make the function of the product is ceaseless and 
rich. Computer software of mobile terminal core technology research is imminent, it 
realize some function of the terminal software, developed computer software key 
technology of mobile multimedia terminal. Further multimedia and intelligent, will be 
the main tendency in the development of mobile communication terminal. 

Motion estimation algorithm is the core technology of the multimedia terminal 
software, and motion estimation algorithm can affect the coding bit rate, the 
reconstructed image quality and speed. If the prediction error as the criterion, the search 
is the best, the simple matching algorithm, but due to its computation amount is too 
high, not suitable for real-time application, it presents many improved fast algorithms 
such as the three steps, three steps, four steps and the new MPEG4 calibration model of 
rhombus method. Because they have a common characteristic is that they search range 
are determined, which will inevitably bring a certain redundancy. These algorithms for 
those running vector deviation smaller blocks also brought search effect, and for those 
running vector deviation of the larger block, is more likely to cause loss of image 
quality. Because of the use of the image motion correlation to find the initial search 
center position, and dynamically determined for each search block area size, thus it can 
according to the frequency and amplitude of the motion of different, different level land 
to reduce computational complexity. At the same time, this algorithm can also be 
associated with any other fast motion estimation algorithm in combination, and can 
basically not loss of signal to noise ratio of the premise, improving the operation speed 
of this search algorithm.  
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The return to basic concise design, do not have many options, get much better than 
H.263 compression performance, enhance the ability to adapt to the various channels, 
using network friendly structure and grammar, is conducive to the bit error and packet 
loss processing, application of a wide range of objectives, to meet the needs of different 
speed, different resolution and different transmission requirements. Can be widely used 
in digital broadcast, video conferencing, broadband TV, network stream media, digital 
image storage, digital film and other fields. In addition, the digital audio video coding 
standard and foreign standard is not the same, China standard by foreign limitation, it is 
domestic manufacturers save a lot of the patent fees.  

2   Adaptive Fast Motion Estimation Search Algorithm  

A fast motion estimation algorithm based on process include the prediction of initial 
search center position, to determine whether the stationary macroblock, dynamic 
adjustment of the search area size and according to the set value ahead of the end of 
search steps. On current macro block motion estimation, firstly, image motion 
correlation, find the initial search center position, and then according to some criterion 
for rapid determination of whether it is stationary macroblock, directly on the next 
block motion estimation, otherwise, according to the adjacent macroblock motion 
vector to dynamically determine the current block search area size, so as to reduce the 
number and reduce the computation complexity.  

Motion estimation algorithm commonly used in the matching criteria are of three 
types: the minimum absolute difference, minimum mean square error and the 
normalized cross correlation function.  

Minimum absolute difference MAD (I, J) = 1 / m * n  
(I, J) is the displacement vector, m * n is for macro block size.  
Minimum mean square error of the MSE = 1 / M * H,   
M * H which are Fang Hong block size, when the value of MES minimum time is the 

best matching point.  
Normalized cross correlation function  
NCCF (I, J) = MH / NT, when the NCCF value maximum points for the best 

matching point.  
In motion estimation and matching criterion for matching accuracy is not great, 

because the MAD guidelines do not require multiplication implementation is simple 
and convenient use so long, usually use SAD instead of MAD.  

Among the many measure optimal matching criteria, absolute difference and the 
smallest computation, also used the most, this paper uses SAD to best match measure.  

If the motion vector of the adjacent plates with large absolute value, the predictions 
of the motion vector of the current block and finally calculates motion vectors between 
the deviation of the domain of convergence will be relatively large, then the  need to 
enlarge the search to find the best matching block. When the motion vectors of adjacent 
blocks are more hours, then need to enlarge the search to find the best matching block, 
according to the search area is different, also can be related to specific fast motion 
estimation algorithm combining, in order to ensure the image quality of the premise, 
achieve the purpose of reducing the operation complexity.  

The corresponding movement is smaller, because the image in the vast majority of 
macroblock motion vector are relatively small, many part of macro block search region 
may be defined in a smaller range, greatly reducing the matching points, reduces the 
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computational complexity, but also does not affect the quality of the reconstructed 
image. Because most of the images of macroblock motion vector is still relatively small, 
so the matching points will be greatly reduced, but not high frequency, movement 
amplitude under the condition of a small decrease much, the image quality is also a 
certain loss, is also in the performance decline. According to the characteristics of sports 
area, especially on the same object, because it is highly associated with the macroblock 
motion vector, so if the use of adjacent macroblock motion vector to predict the current 
macroblock of the initial motion vector, then find the initial search center position, can 
make the final of the motion vector is closer to the global optimal value. 

3   Simulation Result 

In the experiment, the coded reference model to implement fast motion estimation 
algorithm, while the test environment is formulated according to encoder testing 
environment is extended to. In order to verify the effect of formation estimation 
algorithm, select broadly representative standard test sequence for the simulation test. 
Set the frequency, the quantization step size, the search range. After the coding 
sequence in addition to the first frame, the frame into a 5 frame. In order to compare, 
achieve full search method, three steps, three steps, four steps of new diamond and 
method five Classical algorithm. And the other 10 sets of data as the test samples, the 
number of training can set to 500, choose a different number of hidden layer nodes of 
the experiment conclusion is consistent. 

Based on the analysis of neurons in the hidden layer, choose the number of hidden 
layer neurons to (6, 8, 10) experiment, and with the other 10 groups of data as the test 
samples, the number of training can be set to 500, choose a different number of hidden 
layer nodes of the experimental conclusion is consistent. Sample data for D, F, A, R.  

Sample data 

D F A R 
1 7 9 12.27 
1 5 9 24.74 
1 4 7 12.89 
2 3 4 9.52 
6 3 4 4.59 
3 2 2 8.11 

MARS Algorithm for training after completion of the samples 

D F A R 
1.00 3.22 3.20 10.32 
0.99 4.55 4.50 20.45 
0.99 7.88 7.79 61.35 
0.99 6.55 6.47 42.39 
0.99 4.58 4.53 20.72 
0.99 8.32 8.22 68.39 
0.99 7.22 7.12 51.40 
0.99 4.87 4.80 23.36 
0.99 4.87 4.81 23.43 
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PNSR Algorithm for training after completion of the samples  

D F A R 
1.20 14.88 15.86 48.58 
0.99 24.55 14.50 20.45 
0.99 27.88 27.79 61.35 
0.99 6.55 6.47 42.39 
0.99 24.58 4.53 20.72 
0.99 8.32 8.22 68.39 
0.99 7.22 7.12 51.40 
0.99 4.87 4.80 23.36 
0.99 4.87 4.81 23.43 
0.98 7.87 7.74 60.95 
1.20 14.88 15.86 48.58 

 
To sum up, the MARS algorithm the image and PNSR algorithm is the most close to 

the. At the same time, when the test sequence of movements more hours, using MARS 
algorithm the SNR loss less. When the test sequence of movements is large, then the 
algorithm the image SNR loss will be small amplitude is increased, the main reason is 
because when the motion vector is compared, because of the use of SD algorithm, and 
introduce a little bit of quality loss.  

The average search points of comparison, the MARS algorithm requires the least 
number of comparison, because the motion vector of the current block are mostly close 
to the prediction of initial search center location. When the search range is equal to 1, 
MARS algorithm need only at most 9 search points, when the search range is equal to 2, 
need only at most 25 search points. Due to the introduction of static block method, a 
search will continue to decrease; the search is significantly smaller than the other types 
of search algorithms. This algorithm in matching accuracy, although with the 
full-search equivalent, but the calculation is greatly reduced. It can be in accordance 
with the adjacent motion correlation to predict the motion vector of the current block, 
and through some calculation for company to dynamically determine block search 
range. At the same time, because it can accord the specific conditions and the types of 
fast algorithm combining, therefore is very wide.  

With the rapid development of computer technology, the computer functions of the 
mobile terminal are increasingly high requirements. In a few short years, computer 
mobile terminal mobile phone products emerge in an endless stream of new function. 
Major manufacturers in order to occupy this Chinese huge market, constant technology 
innovation, make the function of the product is ceaseless and rich. Computer software 
of mobile terminal core technology research is imminent, it realize some function of the 
terminal software, developed computer software key technology of mobile multimedia 
terminal. Further multimedia and intelligent, will be the main tendency in the 
development of mobile communication terminal. 
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4   Conclusion and Prospect  

Motion estimation algorithm is the core technology of the multimedia terminal 
software, and motion estimation algorithm can affect the coding bit rate, the 
reconstructed image quality and speed. Aiming at the key technology of multimedia 
terminal core software in motion estimation algorithm, extensive access to a large 
number of domestic and foreign literature, and thus to establish computer mobile 
multimedia terminal basic software development model and development process, 
some core computer multimedia mobile terminal application software and game 
software development and implementation has a deeper understanding of.   
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Abstract. More and more diesel engines had been used as power source in an 
automobile when power was increasing and exhaust regulations for an 
automobile became more and more strict. Because compression ratio of diesel 
engines was higher than that of gasoline vehicles its performance of exhaust 
brake was prior to that of gasoline vehicles. Turbocharger was commonly used 
to improve power and reduce fuel consumption ratio. Study on effect of 
turbocharger on exhaust brake for diesel engines had practical significance. In 
this paper the effect of turbocharger on exhaust brake had been studied by 
theory method. 

Keywords: Automobile, Turbocharging, Exhaust brake, Diesel engine. 

1   Introduction 

With the development of highways, logistics and the pace of life weight and velocity 
of vehicles become more and larger, which make driving safety of vehicles lowered. 
Braking load of vehicles increases quickly so that primary brake system is easy to be 
overloaded and damage for overheating, then traffic accident will take place. In 
addition, for vehicles in the mountains, hills and city, the driver have to use the main 
braking system frequently for security reasons, which leads to the average speed 
lowed, and it would affect the operating cost. In Europe, UN-ECE R13 regulatory 
requirements that auxiliary braking system must be installed as compliant brake set 
for heavy vehicles [1]. Currently, more types of auxiliary brake, such as an eddy 
current retarder, hydraulic retarder, engine braking, etc., and they have their own 
characteristics, and have better braking effect only in a certain speed range [2]. The 
more popular method is that more than one retarders are installed to compensate for 
each other in their lack of braking, so brake load of primary braking system can be 
reduced to improve traffic safety [3]. 

The initial exhaust brake appeared in Alps mountain area during World War I, and 
it was used for a long history [4], then there was significant development in research 
aspect. Working principle of the exhaust brake is that a butterfly valve or similar body 
is built in the engine exhaust manifold, and when the valve closes wind tunnel the 
brake force of the vehicle starts to increase, so the engine's exhaust resistance 
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increases accordingly, and it makes the engine that takes as the source of automotive 
power becomes a set that consumes vehicle kinetic energy, in fact, the engine is 
transferred into the air compressor. The exhaust brake can prevent vehicle accidents 
due to rapid deceleration and skidding. Exhaust brake has simple structure, reliable 
performance and easy operation, and its braking power can reach about 60% rated 
power of the engine [5]. Many diesel vehicles are equipped with this device, such as 
the Steyr series, Dongfeng EQ Series, Isuzu EHD. Series of diesel vehicles are 
equipped with a structure similar to the exhaust brake. Especially in Japan, diesel 
exhaust brake usage of the car has more than 70% [6]. As the diesel engine 
compression is relatively larger than gasoline engine, when an engine works as the air 
compressor its retarder resistance is better than gasoline (because of its higher 
absorption of energy), so this set is mainly used for diesel engine. Turbocharged 
diesel engine unit is commonly used to improve the power per quality of the engine 
and to reduce fuel consumption rate, so effect of the exhaust gas turbocharger on 
braking performance has certain significance. 

1.1   The Structure of the Exhaust Brake 

Exhaust brake is generally divided into two kinds of pneumatic and vacuum form, and 
pneumatic controlled exhaust brake is used more. Figure 1 is electronic-controlled 
valve exhaust brake structure diagram. It consists of actuator, control organization and 
break-oil organization. The actuator includes brake cylinder and the butterfly valve, 
and control organization includes the brake switch, pedal and clutch switch, work 
lights, electromagnetic valve and air tubes, and break-oil organization includes the oil 
tank and other institutions and so on. 

 

Fig. 1. Electronic-controlled valve exhaust brake structure 
1. Battery 2. Brake Switch 3. Work Lights 4. Clutch Switch 5. Accelerator Pedal Switch  
6. Brake Valve 7. Brake Cylinder 8. Electromagnetic Valve 9. Gas Tank 

1.2   Working Principle of the Exhaust Brake 

When a four-stroke diesel engine works, as shown in Figure 2 heat energy that fuel 
releases is transferred into mechanical energy and transmitted by the camshaft out. 
Exhaust brake is the set that a special butterfly valve is installed in the engine exhaust 
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manifold as shown in Figure 3. In the normal working conditions the butterfly valve is 
opened, and this condition is similar to the status that exhaust brake is not installed, 
and flow area that exhaust manifold is cut is slightly reduced. When the exhaust brake 
retarder need work, firstly the fuel supply system is cut off, and this will make the 
engine flameout, secondly pressure cylinder and rocker promote the butterfly valve 
closed, and at this time exhaust gas emission is limited, and back pressure in the 
engine exhaust manifold start to increase, in the exhaust stroke gas in the cylinder and 
manifold is compressed again, and it will make the diesel engine become a air 
compressor that absorbs kinetic power of the vehicle, and movement of the engine 
piston is hampered by the compression of the gas, so this resistance is like a big 
spring stiffness (air springs), acting directly on the engine piston, and the equivalent 
retarder device provides a vehicle through the transmission gear wheel and makes the 
vehicle speed reduction without the use of or less the case with the primary braking 
system, and the speed of the vehicle is easy under control, meanwhile this affect can 
reduce the primary braking system maintenance chance. 

As there is cushion effect between the piston and cylinder it is benefit for 
extending the life of the engine after exhaust brake is used. And it can be overcome 
bigger inertial force when the vehicle is drove at the over speed, and in addition 
because the engine is used as brake set kinetic energy of vehicle is transfer into 
pressure energy and heat energy, at this time brake the engine temperature can keep 
constant, so engine thermal fatigue can be reduced in the mountain area [7,8]. 

    

Intake stroke Compression stroke Combustion stroke Exhaust stroke 

Fig. 2. Working process of four-stroke diesel engine 

1.3   Turbocharging 

Turbocharger driven by exhaust gas can add inlet air pressure to increase the amount 
of fresh air for diesel engine. So quality per power of diesel engine can be reduced, 
meanwhile the dimensions also is reduced, and raw materials and fuel consumption of 
the diesel engine is decreased. Above advantage can satisfy lightweight of a vehicle. 

Work principle of turbocharging is as followed. Exhaust manifold is connected to 
the turbine housing of the turbocharger, and diesel exhaust has a certain pressure and 
high-temperature, and exhaust gas pass through the turbine housing into the nozzle 
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ring, because the channel area of the nozzle ring changes from large to small, thus 
pressure and temperature of exhaust gas has a very large drop, while the rotation 
speed of the turbocharger is rapidly increasing, and high-speed exhaust gas flows and 
has a certain impact on the direction of the turbine, such as the turbine rotation speed, 
exhaust gas temperature. Pressure and temperature is higher, the higher the rotation 
speed of the turbine. Finally, exhaust gas go into the atmosphere through the turbine. 
And the shaft of turbine is connected with the shaft of a compressor, so their shafts 
are the same speed of rotation, and fresh air through the filter is inhaled into the 
compressor shell. High-speed rotation of the impeller presses fresh air through edge 
of the compressor impeller to increase the pressure and velocity, and fresh air flows 
into the diffuser to slow speed and increase pressure further. The pressurized air flows 
through the engine intake manifold into the combustion cylinder and more fuel can be 
injected to ensure a greater issue of diesel power. 

 

Fig. 3. The structure of exhaust brake  

2   Effect of Turbocharging on Exhaust Brake 

Without using turbocharger of exhaust gas the working process of engine is 1´→ 2 → 
3 → 4 → 5´, in a complete cycle negative power of the diesel is made up of two parts: 
A and B as Fig.4 shows. A part indicates consumption of power of the compression 
and expansion stroke for diesel engine, in this part the negative work is a relatively 
small; however in the B part exhaust stroke in the normal working hours (intake valve 
is closed at this time) is changed into the compression stroke (equivalent to the air 
compressor), so negative power caused by the compression and expansion stroke has 
an much larger area than the negative power in the normal working. Negative power 
can increase the engine power loss to improve the exhaust brake retarder effect. When 
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the intake valve is opened the air inside the cylinder with high pressure and 
temperature will cause air to the intake pipe, so air will flow back in the intake at this 
time. 

After installation of turbocharger diesel engine at this time does not work, and 
butterfly valve is closed, and in exhaust manifold there is no exhaust emissions so the 
turbine blades can not work, but because turbine blades has the blocking effect, and 
this effect can make lower inlet pressure of the diesel engine than it with no 
turbocharger, so air put is relatively small. At the end of the compression stroke or the 
piston reaches TDC the peak pressure will decrease a little, so the PV curve will have 
a slightly decreased (this condition is not shown in order to show clear). Above 
condition shows the installation of turbocharger of exhaust gas diesel engine will have 
some negative impact on exhaust brake. Diesel engine with turbocharger will 
consume more air and fuel and produce more gas, and in the same circumstances 
exhaust gas has higher air pressure and temperature, so at the beginning of the 
implementation of exhaust braking system a greater dynamic torque will generate, 
after the intake valve opens brake torque will decline, and at this time brake torque is 
lower than that no turbo exhaust brake system at same rotation speed. 

 

Fig. 4. P-V diagram of the diesel with supercharged and no turbocharged  

We can see from the characteristics of the exhaust brake that exhaust brake energy 
is closely related to engine speed. At lower rotation speed the braking energy is 
smaller, and the higher speeds, greater braking energy, and this performance is in line 
with vehicle braking requirements, so in order to maximize the effect of exhaust brake 
some certain measures such as exhaust valve is mounted near the exit of the 
turbocharger shell to minimum compression volume in order to improve braking 
performance; meanwhile brake body of the exhaust valve can be added, and its effect 
is that the exhaust valve can be opened instantly when piston reaches at the end of the 
TDC at compression stroke , so that air pressure inside the cylinder declines quickly, 
and in next stroke compression air do not form a thrust piston, then energy absorption 
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in compression stroke plays a role in the effective retarder, thereby the sum of both 
brake function can enhance the braking effect. 

3   Conclusion 

Followed conclusion can be obtained through PV diagram of diesel engine with 
exhaust gas turbo:  

① There are greater braking force for exhaust gas turbocharged diesel than that no 
turbocharged diesel at the beginning, then brake torque start to reduce and has 
approximately equal to torque with on turbocharged diesel, and it is said that effect of 
turbocharger on exhaust brake is very little. 
② Some certain measures can be taken to improve the braking performance such 

as the exhaust brake (butterfly valve) is mounted near the exit of the turbocharger 
shell to minimum compression volume, or the exhaust valve can be opened instantly 
when piston reaches at the end of the TDC at compression stroke. 

References 

1. He, J.: The design method of eddy current retarder in automobile and its performance 
analysis. Jiangsu University, Zhenjiang (2003) (in Chinese) 

2. Ma, J., Chen, Y., Yu, Q., Guo, R.: Distance control for automotive’s stopping with retarder. 
China Journal of Highway and Transport 16(1), 108–112 (2003) (in Chinese) 

3. Yu, Q., Chen, Y., Ma, J., Guo, R., Zhang, Q.: Study of non continuous linear control system 
of combining action with engine brake, exhaust brake and retarder. China Journal of 
Highway and Transport 18(1), 117–121 (2005) (in Chinese) 

4. von der Bie, H., Summerauer, J., Ryti, M.: Exhaust Brake-The viewpoint of the 
manufactures of engines and vehicles. Retarders for Commercial Vehicles (August 1980) 

5. Wiederick, H.D., Gauthier, N., Campbell, D.A., Rochon, P.: Magnetic Brake: Simple 
Theory and Experiment. Am. J. Phys. 55(6), 500–503 (1987) 

6. Lee, K., Paek, K.: Optimal Robust Control of a Contactless Brake System Using an Eddy 
current. Mechatronics (9), 615–631 (1999) 

7. Loehner, K., Stabl, G.: Die Schleppleistung der Viertkt-Dieselmotor bei Talfahrt. ATZ (11) 
(1956) 

8. Smith, H.B.: Function analysis on exhaust brake. Retarders for Commercial Vehicles 
(August 1980) 



 

D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 159–164. 
springerlink.com                     © Springer-Verlag Berlin Heidelberg 2012 

A Study on Classification Method of Discrete Data  
Basic on Improved Association Rules 

YueQin Cao 

Computer Department of Wenzhou Vocational and Technical College 
WenzhouCity, Zhejiang Province China 

416637928@qq.com 

Abstract. A large amount of data is involved in the processing of discrete data. 
As there is a large quantity of redundancy discrete data in mass data, it causes the 
error of discrete data association and reduced classification effect. To solve this 
problem, we brought forward the classification method of discrete data to 
improve associated mining algorithm. Before establishing association rule, we 
performed secondary validation of information which may contain redundancy 
data to lower down the probability of error in discrete data association, thus the 
possibility of false classification of data, and remove the defect of traditional 
method. As proved by simulation experiment, this improved algorithm is able to 
largely raise the preciseness of discrete data association and achieve better effect. 

Keywords: data classification, association rule, improved algorithm. 

1   Introduction 

With the explosive development of data capacity and processing technology in recent 
years, mass data becomes the effective carrier of various new-typed information and a 
great progress has been made in processing capacity. With increasing popularity of 
informatization worldwide, there is growing demand for data processing capacity of 
computer [1]. The world also raises higher demand for data processing, for example, 
rapid growth of applications, like websites, as well as required data processing scale 
and complexity between discrete data volume and information. Data classification 
encounters great challenge [2]. Current mainstream classification algorithms include 
association rule, cluster analysis and so on. As the demand of data process becomes 
widespread, more and more scholars participate in wider range of study on related 
data process algorithms and make it a hot science [3-4].  

Facing the increasingly huge information volume to be processed, traditional 
treatments meet some problems in processing of discrete data. Firstly, more and more 
redundant data exists in the large volume of information. While this kind of data 
makes no contribution to classification, efforts should be made to perform effective 
identification to obtain contents of candidate set in large range. Traditional methods 
work by the feature of discrete data. However, the widespread existence of redundant 
data may weaken the uniqueness of data characteristic, which turns out that redundant 
data is combined in classification reducing the rationality of data classification and 
lessening its effectiveness. Therefore, the precise classification of mass data, 
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especially the one with large volume of useless redundant discrete data, becomes a 
problem to be solved [5].  

To clear the above defect, we brought forward the classification method basic on 
improved association mining algorithm. Before establishing association rule for large 
volume of discrete data, we should firstly make secondly validation of potential data 
containing large amount of redundant data to lower down the probability of error in 
association of discrete data and thus decrease the possibility of false classification and 
set up strong bedding for data association in later stage. The improved algorithm 
removes the defect of traditional method. Simulation experiment shows that this 
improvement can greatly increase the rate of inquiry and bring a good effect. 

2   Principle of Classification of Discrete Data 

An important premise of classification method basic on association rule is the 
establishment of precise original feature cluster. By judgment of original 
characteristics, we can enrich this original cluster with association rule and evaluate 
the association similarity of discrete data under the rule, and then complete the prior 
association of characteristics of association type. Algorithm of association rule 
compares to obtain new cluster result and thereby completes the partition of data type. 
The principle is as follow: 

Firstly, supposing the effective type of data to be calculated in database is N, set up 
the model of data vector to be equipped with association rule, assuming y=﹛y1,y2,… 
,yn﹜. In this set, most elements are randomly selected without specific association. 
Randomness of data is great in the original data to be associated. If the randomness is 
represented by ω, we can have the following rule: 

ωk fluctuates between 0 and 1 representing that the compactness of data association 
is often related with the characteristic of data and the relevance of data varies with the 
connection between data. The maximum relevance of data is 1 and minimum value 
being 0; among different types, there may be data of greater similarity as well as more 
non-associated data. Optimization aims to make precise classification. Among the 
establishing methods of original association rule, it is a must to establish the relevance 
of data and then make the judgment of data dependency. The formula of dependency 
is shown as follow:  

2

( ) /k n
k

D w e eω
=

= ∑，

 
(1)

Thereinto, P is the quantitative evaluation of data to be associated by association rule; 
ωk represents the characteristic of dynamic association between data and is the 
variable related with characteristic; through formula 1, while meeting the premise of 
1≤p≤∞, ωk＞0,0＜k＜N, we can figure out the relevance of discrete data and then 
perform data classification.  

As known from the principle of algorithm, traditional classification algorithm of 
data association rule is basic on the characteristics of data. With the increasing 
volume of data, there is a large amount of redundant data in mass data, which is 
somewhat similar to the characteristic of classification, as a result, the ω value of 
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formula 1 may deviate and the result, which is gained by W, is mixed with great 
amount of redundant data. For that, the result of formula 1 may have a great deviation 
and the association rule may end up as a fault in later stage. The effect of 
classification is lowered down. Therefore, sorting of redundant discrete data becomes 
the challenge of research.  

To solve this problem, we brought forward the discrete data classification method 
to improve association mining algorithm and then verified the classified data by data 
verification method to decrease the possibility of false data classification. Simulation 
experiment shows that this improved algorithm can greatly accelerate the access to 
data and achieve a very good effect.  

3   Classification Method of Discrete Data Basic on Improved 
Association Rule 

As known from traditional classification method of discrete data, the processing of 
discrete data is greatly affected by large volume of redundant data. When there is 
excessive redundant data of same characteristics in the large volume of discrete data, it 
may cause large amount redundant data in discrete data during characteristic collection. 
As traditional algorithm doesn’t have a mechanism to detect redundant data, once 
redundant data is excessive, the effect of classification of discrete data is weakened. We 
will describe the principle of improved classification algorithm of discrete data: 

3.1   Collection of Characteristics of Discrete Data 

To make a classification, we need to have effective detection of data feature. The 
principle of discrete data detection is to complete data setting and characteristic 
collection by related calculation in order to stabilize the fluctuation of data feature 
within a certain scale.  
1) Firstly, we need to collect data characteristics to obtain the feature of discrete data. 
The method is as follow: 

ntt
n

i
i /

1
∑

=

=  (2)

ti represents a single-item characteristic of data; n is the number of characteristics; t is 
the final result of characteristic of discrete data.  

0)( ttte −=∇  (3)

2) Perform characteristic regulation for collected feature of discrete data, t. The 

deviation of data characteristic ▽e(t); 0)( ttte −=∇           

3) For collected characteristics, we can make fine adjustment according to 

characteristic derivation ▽e(t). The method is as follow: 
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Thereinto, kp is the scale factor of transverse characteristic adjustment; ki being 
coefficient of quantitative adjustment; kd the scale factor of longitudinal characteristic 
adjustment. These 3 parameters can dynamically modify the collected characteristic u 
(t) of discrete data. By parameter adjustment, we can make it fall in a precise interval.  

3.2   Verification Calculation of Redundant Data 

After we obtain the characteristic of discrete data, we need to remove the redundant 
data through an efficient data verification mechanism to guarantee the correctness of 
data classification. Though redundant data is with the similar characteristic of discrete 
data, the real discrete data to be classified is with certain homogeneity. Repeated 
comparison of data works better to discover redundant data.  

Firstly, we assume a verification data area, △AkBkCK. A large number of discrete 
data points spread around this area. The characteristic points of the discrete data can 
be described by Q . This characteristic point of discrete data contains the average 

weighting value of discrete characteristic. Verification area can be described by the 

following formula: ( ) 0P A n− • =  

Thereinto, P is a random characteristic vector in verification area of discrete data. 

It meets the following equation in the 3D space: P P xi y j zk= = + +  

A A AA x i y j z k= + +  is the vector expression of random discrete data A ; 

n ai b j ck= + + is the vector expression of data verification area. Through the 

above formula, we can have: ( ) ( ) ( ) 0A A Aa x x b y y c z z− + − + − =  

By applying the 2D characteristic of data characteristic point F in the area and 
another discrete data point D, we can have the linear equation for data verification as 
follow: 

,D F D F

r li m j nk

l x x m y y

= + +⎧⎪
⎨

= − = −⎪⎩
 (4)

To facilitate the operation, it can be turned to parameter method: ,Fx lt x= +
 

Fy mt y= +  

In the above formula, parameter t  represents the coefficient of variation of 
characteristic which tends to be empirical coefficient. The calculation is as follow:  

Q

p
t

s
= −               s al bm cn= + + 。 

After calculation, we have the expression of a 2D coordinate of a new characteristic 
point.  

,Q Q F Q Q Fx lt x y mt y= + = +  (5)

In the result of verification, we can have the expression method (x,y) of 2D 
coordinate of redundant data. After obtaining the expression method of 2D 
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characteristic of redundant data, we need to verify it again to confirm the accuracy of 
result. Through 2D plane, we can confirm whether it fits the request of deletion. 
Supposing that △AkBkCK contains the standard characteristic of data, so that the 
judgment of redundant data is turned into the matter of verifying the inside of area.  

4   Experimental Result and Analysis  

To validate the effectiveness of algorithm mentioned in this paper, we carried out 
contrast experiment to complete the validation of algorithm. The flow diagram of 
experiment is as follow: 

 

Fig. 1. Test Flow 

We classified the 200,000 data in database with traditional and improved 
algorithm. To construct experimental environment, a large amount of redundant data 
of same characteristics was added to database. The trend of results is shown in fig 2.  

 

Fig. 2. Contrast Trend of Classification Veracity of Different Algorithms 
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Fig 2 shows that X axis represents the magnitude of data; Y axis represents the 
accuracy of classification; 1# curve is the trend of result of traditional operation; 2# 
curve is the trend of algorithm mentioned in this paper. Through comparison, we can 
see that improved algorithm is superior to traditional one.  

Statistical result is shown in table 1 

Table 1. Experimental Data 

 

Data Magnitude Accuracy 

Traditional Algorithm 0.4 67% 

Algorithm in this paper 0.4 79% 

A comparison shows that the algorithm mentioned in this paper is superior to 
traditional one, especially after adding large amount of redundant data, because error 
is likely to happen with the existence of redundant data. The improved algorithm of 
this paper is equipped with the function of characteristic verification, so that the 
accuracy of data association is greatly improved and its advantage is highlighted.  

5   Conclusion 

This paper brings forward the classification method of discrete to improve association 
mining algorithm. Before establishing association rule, we performed secondary 
validation of data to be associated which contain large amount of redundancy data to 
lower down the probability of error in discrete data association, thus the possibility of 
false classification of data, and remove the defect of traditional method. At last, we 
proved the advantage of improved algorithm with experiment.  
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Abstract. Collaborative learning based on network environment builds 
collaborative learning environment by using computer networks and multimedia 
technology. At first place, this paper introduced the present situation of the 
research. Then, this paper analyzed the advantages and characteristics of 
collaborative learning based on network environment. In the middle of this 
paper, the describe of collaborative learning based on network environment 
including :the design of learning objectives, the design of learning resource, the 
design of collaboration tools, the creation of learning community, the design of 
learning evaluation. The collaborative learning based on network environment 
requires careful organization. Each link has to be carefully weighed and system 
planning. Of course, this research need more practice to test and developing. 
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1   Introduction 

With the development of the network technology, learning style has changed a lot. 
The new methods and means of learning are appearing constantly. Collaborative 
learning based on network environment is a new learning method. Collaborative 
learning is cooperation and mutual assistance of all relevant acts. Learners learn  
the knowledge as a team. They have the same learning goals. In order to achieve the 
goals, they formed a team. They can maximize the learning effect by cooperation. The 
power of individuals is limited. The learning effect is better by cooperation as a team. 

With the rapid development of computer-mediated communication and Internet 
technology, collaborative learning has broken the traditional boundaries of classroom 
walls, and the network environment, collaborative learning, began to be widely used. 
Collaborative learning based on network environment builds collaborative learning 
environment by using computer networks and multimedia technology. 

2   The Advantages and Characteristics of Collaborative Learning 
Based on Network Environment 

2.1   The Advantages of Collaborative Learning Based on Network Environment 

Breakthrough time and space constraints. Teachers and students are no longer subject 
to the classroom and geographical constraints, collaboration can range expansion 
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from their own class to class, grade even collaboration between the schools. Partners 
may also be learners of another region or another country. In this way, the various 
forms of interaction are likely in this collaborative circle, so that students get to 
varying degrees, a variety of different forms of experience. 

Online collaboration platform can effectively control the collaborative learning 
process. Collaborative learning based on network environment is to build 
collaboration platform set up by computer technology, collaborative activities and 
participants can not be divorced from the collaboration platform to achieve the 
ultimate learning goals. Therefore, the controllability of the collaborative process has 
been a strong guarantee [1]. 

The web collaboration platform is facilitating the collaboration of student 
communication. The collaborative learning based on network environment can take 
advantage of online collaboration platform, or a variety of exchange communication 
tools, such as the QQ, E-mail, video conferencing systems, etc., to overcome the 
communication barriers between the study partners. Due to the instant network 
messaging, the speed of collaboration and communication between students is very fast. 

2.2   The Characteristics of Collaborative Learning Based on Network 
Environment 

Compared to the collaborative learning in traditional classroom teaching, the 
collaborative learning based on network environment has the following 
characteristics: 

Access to learning resources is diversified. To some extent, as the carrier of the 
transmission of information, network is a large resource library. In the collaborative 
learning based on network environment, students can query through a search engine 
to the information he needs, they can also send E-mail to the teacher or the relevant 
experts to obtain information and knowledge they need. With dynamic web 
technology gradually moving towards maturity, the interactive features of the network 
information is also more powerful. Learners can get a lot of learning resources from 
the network, and the form of learning resources is becoming more and more vivid, 
emotional. 

Student grouping method is more flexible and diverse. In collaborative learning, 
the grouping of students is a flexible mechanism may include the individual units, for 
group as a unit and all the activities. This grouping can change. You must use the 
different groups in order to improve the learners' learning efficiency especially in the 
different periods of learning. With the aid of computer network, the grouping in 
collaborative learning is more convenient, flexible, and diverse. Students not only can 
be combined freely within the class group, but also can communicate and collaborate 
with other learners on the network when it necessary. 

A wide range of ability of students can be improved. It can develop students 
'information skills, learning ability and social skills, help students adjust to campus 
learning outside the classroom teaching and distance learning, and help develop 
students' lifelong learning abilities. Teacher-led role can be into full play. In 
collaborative learning by means of computer networks, the role of the teacher is the 
wizard and monitoring, and students can be fully autonomous learning, students' 
learning attitude is dynamic [2]. 
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The interaction between the learners is better. The communication efficiency is 
improved. Through the network, the learners can achieve a broader and higher quality 
of collaborative learning. It is helpful to communicate the information effectively 
between the learners. 

3   The Learning Objectives 

An important principle of collaborative learning in the network environment is to 
have appropriate learning goal orientation to ensure that the "lively" collaborative 
learning activities are not only formal, but able to achieve substantial learning effect. 
To this end, we must ensure that learners engage in meaningful problem solving 
activities, namely to solve the problem with understanding. It has the appropriate 
learning goal orientation. It collaborative learning activities with their domain 
knowledge behind (such as basic principles, concepts, methods, etc.), prompting the 
learner to focus sexual, reflective inquiry, guide students to the understanding of the 
basic relations, rather than just blindly try. We must be combined with the discipline-
specific content when the analysis and design of learning objectives.  

 

Fig. 1. The learning objectives 

Knowledge and skills objectives: we hope that learners can be integrated 
application of what knowledge points, or intellectual framework, or to find out what 
new knowledge or the development of what new skills. 

Methods of strategic objectives: we hope that learners able to develop what 
problem-solving strategies, learning strategies, cooperation, communication strategies 
and information literacy. 

Attitude experience objectives: we hope that learners get what attitude of emotional 
experience through collaborative learning activities. These objectives are the banner 
of the guidelines for the design of collaborative learning activities. 

4   The Learning Resource 

In order to solve the problem, students need to master new knowledge and additional 
information. To this end, it must be through the network to build a diverse library of 
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knowledge resources and related cases. Students search and locate information in 
accordance with their own list of issues. So that students can learn strategies for 
solving problems in broad learning resources [3]. In the design of resources should 
follow the following principles: 

The amount of information is adequate, and is closely related with the learning 
content. 

Resource structure should have a certain breadth, depth, and hierarchy in order to 
meet the needs of students at different levels. 

Resources manifestations (text, graphics, animation, video, case, etc.) should be 
diversified, easy to search and find. 

 

Fig. 2. The needs of resource in the class 

5   The Research of Collaboration Tools 

In the problem-solving process, team members, teems, students and teachers need to 
discuss and communicate the information of problem. Therefore, need to design a 
collaborative communication space, and collaboration tools in this space include the 
following aspects: 

Communication tool: This is an essential tool for cooperation and exchange between 
student and student, students and teachers, as well as teachers and teachers in the 
network environment. Through synchronous and asynchronous communication, the 
team members can communicate timely for problem solving suggestions and share the 
distribution of resources and awareness. Commonly used network communication 
tools have: QQ, UC, MSN, ICQ, Instant Messenger, E-mail, Internet telephony and 
BBS forums. 

Upload tool: Used to upload the student's observational data, the researchers report 
form, the mutual evaluation between the groups and to develop solutions, and many 
more in the form of the E-mail and FTP transfer. 
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Expert advice: According to each learning activities and learning tasks, we should 
hire experts in the field as a consultant. Students can directly ask the relevant 
questions to the experts or regularly organize the problems and the answers placed on 
the website for users to browse and learn. 

 

Fig. 3. The choice of collaboration tools in the class 

6   The Learning Community 

Collaborative learning is going in a Learning Community. Teaching organizers should 
take effective measures to create web-based active learning community. The so-called 
learning community is a group constituted by the learner and students (including 
teachers, specialists, counselors, etc.). They often communicate each other in the 
process of learning, they share the learning resource, and they complete a same 
learning mission. So they can influence and promote each other. Learning 
communities based on the network are often not just a class, but the joint multiple 
classes of different schools and stakeholders to participate [4]. These classes may 
come from different regions or even different countries, geographical and cultural 
differences are often better reflecting the significance of collaborative interaction. 

In order to create the learning community, we need to do something as flowing: 

Determine the range of the Learning Community. We should consider to organize 
which students in where and invite which experts or practitioners as a consultant. 

Enhance the sense of community. We should make learners aware of that they are 
learning in a group, but also to feel the value and significance of the groups. In the 
beginning of learning, allows each learner to write a self-introduction, to all members 
of the mailing list. Each learner can also create a personal home page, and attach a 
photo and personal information. Moreover, in the case of possible can also arrange 
some face-to-face activities; enhance the realism of the exchange. In addition, to 
encourage mutual assistance and to assist learners in the learning process, not just the 
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issue sent to the teacher, so that it enables the learners to feel the value of the 
Community. 

Determine the organization contact. According to the characteristics of learning 
tasks and learners to choose a certain organizational contact, for example, group 
cooperation, and each team to arrange a leader, at the site level arrangements subject 
head teachers, subject experts, a number of counselors as well as technical support 
personnel. 

7   Conclusions 

The collaborative learning based on network environment requires careful 
organization. Each link has to be carefully weighed and system planning. And it need 
to dynamic adjustment in the implementation process. Lack of design will lead to 
disorder and inefficiency of the collaborative learning activities, and over-design will 
lead to the rigidity of the collaborative learning activities and loss of the means of 
collaboration. Therefore, we must combine the characteristics of collaborative 
learning based on network environment targeted. This paper described some methods 
in detail. Hope to bring some help to the instructional design of collaborative learning 
based on network environment. Of course, this research need more practice to test and 
developing. 
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Abstract. Aiming at the problems existing in the current study on the uncertain 
evaluation and neglected quantitative analysis when the enterprises making 
investment decisions under hybrid cloud environment, this paper concludes  
five indicators that impact their decisions. Then, it introduces the Grey 
Comprehensive Evaluation System and organizes experts in grading, so that the 
qualitative indicators will be more quantified and the analysis more intuitive. 
Finally select the most suitable program when making investment decisions. 

Keywords: hybrid cloud, evaluation index, grey comprehensive evaluation 
method, investment decision-making. 

1   Introduction 

As a new IT delivery model at this stage and with its advantage of low cost, large scale 
and virtualization, cloud computing has become the fifth utility, together with water, 
electricity, gas and telecommunications [1]. According to its operational mode, Cloud 
computing can be divided into three types: Public Cloud, Private Cloud and Hybrid 
Cloud. While most customers do not want to migrate the system to all business on the 
public cloud because of the lack of security in public cloud [2], so that the " hybrid 
cloud "model which contains part of "private cloud" and part of "public cloud "has 
become the ideal solution for customers. Hybrid clouds combine the advantage of both 
public and private clouds, so that enterprises can not only retain their private cloud core 
systems, but also some of the services. 

To make IT investment decisions is the way to describe the process of identification 
and solution of environmental choice behavior of the decision-makers in the process of 
investment. At this stage, the research of hybrid cloud is mainly based on systems and 
technology, such as Lifeng using random keys genetic algorithm to solve the problem 
of the lowest-cost mix of customers under the cloud resource allocation and so on. But 
in the current study under hybrid cloud there weren’t an index system which affects the 
integrity of enterprises to make investment decisions, or the current impacts about the 
service indicators and the relative lack of data have caused the existence of some 
difficulties. However, in contrast to the qualitative indicators, quantitative indicators 
are more intuitive and convincing. To address the issue, this paper summarizes five 
indicators that impact the IT investment decisions, and introduces the Grey Evaluation 
System to comprehensively evaluated related index, presenting a quantitative model of 
these qualitative indicators. 
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2   Combination Method of Investment Decision-Making Index 
under Hybrid Cloud  

Under hybrid cloud, the factors that affect enterprises in investment decision-making 
include cost and Cloud QoS (quality of service). Costs mainly represent the cost of 
cloud computing and cloud storage. And the latter includes data storage, retrieval and 
transmission costs, while CQoS including execution time, security, availability, 
reliability and other factors. 

Taking example by the computing model of grid and web services, we can define the 
computing method of cost and CQoS.  

1) Define the expression of total cost of customers under hybrid cloud while using 
Cc to show the cost of cloud computing and Cs to show the cost of cloud storage. TCO Cc Cs (1)

2) Define the expression of cost of cloud storage while using CS1 to show the cost of 
data storage and Ct to show the cost of Cloud transmission. Cs Cs1 Ct Cs2 (2)

3) The total cost can be also defined as： TCO Cc Cs1 Ct Cs2 (3)

3   The Investment Decision-Making Index System of 
Corporations under Hybrid Cloud  

Under hybrid cloud, a combination of customer-oriented quality of service HCQoS 
largely depends on the security, availability, reliability and execution time of service 
platform. 

1) Security. Since their data are stored in the cloud, the control of customer’s data 
totally depends on their suppliers. Safety has always been the key indicator of 
customers to make investment decisions. 

2) Availability. It mainly refers to customers’ accession to cloud service in a certain 
time and under certain conditions. 

3) Reliability. It means the capabilities for corporations to provide customers with 
stable and accurate service. 

4) Execution time. It also means waiting time, referring to the time required for the 
system from receiving commands to finishing data analysis. 

Therefore, based on the characteristics of enterprises in investment decision-making 
under hybrid cloud environment, the index system is designed to include cost and 
quality of service, while quality of service also includes security, availability, and 
execution time. 
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Fig. 1. Investment Decision-making system of Enterprises under Hybrid Cloud 

4   Index Analysis of Investment Decisions Based on Gray 
Evaluation Method 

Four representative options are selected as evaluation objects, and the gray evaluation 
method is used to rate special steps as follows: 

Case I: rent all IaaS and SaaS public cloud. 
Case II: rent all IaaS public cloud, including virtual servers and storage, build private 

SaaS. 
Case III: rent virtual servers of IaaS public cloud; build the part of storage of IaaS 

cloud and SaaS. 
Case IV: build all IaaS and SaaS cloud. 
(Considering the depreciation of hardware and software elements, all the indicators 

in the four cases are observed in 5 years.) 

4.1   Build Evaluation Matrix 

Evaluation of the factors of the grade is set at "highest, high, medium and low”, 
assigned to the scores of four, three, two and one, and the scores of 3.5, 2.5, and 1.5 are 
assigned between them. Then organize experts to score the factors in each case, 
constructing an evaluation sample matrix. Assume that the number of the gray class is e 
(e=1,2,…,g). Since there are four evaluation gray class in this case, e=1, 2, 3, 4.The 
corresponding four whitening functions are: 
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 (5)

 (6)

 (7)

If Vie represents the eth gray class of the factor Vi, the evaluation-weight of the eth 
gray class of the Vi evaluation index in case S is: 

r s
ie

)(
＝  (8)

The gray evaluation matrix in case S is:  

 (9)

Table 1. The table of evaluation quantization in investment program 

  Cost(ten thousand yuan) Security Availability Reliability Execution time 

Case I 1000 0.4 0.39 0.4 0.4 

Case II 1500 0.52 0.49 0.49 0.5 

Case III 2000 0.6 0.6 0.6 0.6 

Case IV 4000 0.8 0.8 0.8 0.8 

Then the weight vector is calculated as:  λ= (0.30, 0.20, 0.10, 0.25, 0.15). 

4.2   Determine the Gray Correlation 

Select the relatively optimal value of every Vi in the evaluation matrix, then compose 
the optimal reference vector. The worst reference vector is selected in the same way. 
Finally initialize the matrix composed by these two vectors. Define 
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Then calculate the gray relational grade vector. 
In this case, the gray correlation factor related to the optimal reference vector is: 

),( bxxγ = (0.568, 0.4487, 0.581, 0.7061) 

The gray correlation factor related to the worst reference vector is: 

),( bxxγ = (0.568, 0.4487, 0.581, 0.7061) 

4.3   Comprehensive Evaluation of the Four Cases 

Make an order according to the two gray correlation factors 

 

(11)

The gray comprehensive evaluation value of the four cases are: 
V=(0.5124,0.4384,0.3043,0.1408), the maximum value of vi is in Case I, so the best 
investment program is case I. 

5   Conclusion 

This paper firstly summarized the indicators of enterprises to make investment 
decisions under hybrid cloud environment. Then evaluate each indicator by the gray 
evaluation method, taking full advantage of the ambiguity of experts to quantify these 
qualitative indicators. Finally prove the method’s practically in actual project. 
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Abstract. With the development of information technology, digital works such 
as software, video, music etc. have been the hottest resources in cyberspace. 
But the values conflicts severely between the intellectual property protection 
and public access to the knowledge. This paper tries to use a new improved 
system to manage the digital copyrights with a convergence service center. 
With the new system we can achieve the purpose that license to the clients 
automatically, meanwhile the copyrights owner will get the adequate economic 
interests, too. 
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1   Introduction 

21st century is the period of knowledge boom, and the internet is the most active 
economic growth point. Profit from the character of the internet, the mode of the 
works transmission has been revolutionarily changed. Paper has been the transmission 
media for more than 20 centuries, in these centuries, the content and the tool of works 
is always at peace. The copyrights owners and the disseminators didn’t bother each 
other. But the technology changed everything, digital disk substituted the paper as the 
most important media in a certain extent, this situation ends the honeymoon between 
the content and tools. The dispute occurs repeatedly because the tacit privities which 
deemed as constitution have been broken. 

Firstly, from the theory aspect, the traditional mode of license was criticized by 
many reputed scholars. For example, profess Samuelson [1], the winner of Nobel 
Prize in economics, argued that the copyrights act 1976 of United States has been 
outdated severely. And another expert of copyright, Littman [2] holds the opinion it is 
unfair that the Copyrights Act made too much comprise to the enterprises which are 
copyrights owner. If set the limitation to the Individual users, the copyrights will 
become the obstacle of the knowledge communication. This phenomenon deviates 
from the original intention of the copyright system. Viewing the individual download 
as commercial privacy is extremely unacceptable. For this reason the new copyrights 
system should attach importance to the custom and practical need, instead of waving 
the club at the public communication. And she also hold the idea that the allowance of 
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personal digital copying behavior’s benefits may outweigh the harm. If we have to 
regulate the harm, he also proposes to levy the special fee as well.  

From the technical aspect, Kalker Ton et al. [3] proposed that use of Digital Rights 
Management (DRM) technologies for the enforcement of digital media usage models 
is currently subject of a heated debate. Content creators, owners and distributors argue 
that DRM technologies are needed to protect their Intellectual Property (IP) from 
unauthorized access.  

Zhiyong Zhang et al. [4] insisted that effective usage control technologies can 
guarantee that end consumers are able to legally access, transfer, and share copyrighted 
contents and corresponding digital rights. From the technical and managerial 
perspectives, they give a wide survey on state-of-the-art of Digital Rights Management 
(DRM) system, and start with a generic DRM ecosystem that effectively supports two 
typical application scenarios, and the ecosystem builds multi-stakeholder trust and 
maximizes risk management opportunities. 

Another defect of DRM is lack a role which acts as a trusted third party (TTP). 
Song Yang etc. (2012) provided an improved certification contract protocol with a 
convergence manage method. A TTP based on national government creditability was 
proposed to conquer the illegally abuse the private rights [5]. Only with the 
application convergence management of TTP can the powerful solution for meeting 
the diverse needs of copyrights owners and clients. 

The rest of the paper is organized as follows. The second section we will discuss 
the value which the improved DRM of convergence management mode system is 
oriented. The third section is description the architecture and the certification 
algorithm. Finally, we end this paper with a conclusion and the future work. 

2   A Fundamental Analysis towards the System of DRM  

Although the DRM is a technical convergence manage measure, but its object is the 
rights set by law. So we have to discuss the digital copyrights in the cyberspace in the 
context of law and society before studying the DRM. Only by this means can we lay 
the ground criteria and basic concepts for the technology. 

2.1   The Diverse Values of the Digital Copyrights in the Cyberspace  

The copyright is a kind of private right, in other words, the copyrights belong to the 
individual persons. But from another angle, copyrights have the public character as 
well. Essentially speaking, the object of copyrights is knowledge. And the value of 
knowledge is for communication. In this sense, the privacy and public transmission 
conflicts with each other. And this contradiction become more severely after come 
into being of internet. The transnational and intangible character of the internet 
crippled the copyrights owners’ control capability. 

We should also attach the importance to the public right for access the knowledge 
and fair use the works. In Germany and France, the government view the knowledge 
accessible for public is same to the private copyrights which can be classified as one 
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of innate human rights. With the technology of Web 2.0, the internet has exceeded the 
means of information media in a certain extent; it emphasizes the interactivity among 
the users. The users can not only explore the internet but also construct the web 
content. For example, the well known game soft company Blizzard developed a game 
which is named after War craft Ⅲ. This game is released the source code by the 
company, soon a lot new mod games based on the original version were programmed 
by the amateur game team. Among them, there are listed the outstanding 
representatives such as DOTA. These MOD versions enhanced the game’s life 
unquestionably. 

In addition, if we protect the internet digital copyrights according to the traditional 
standard strictly, the great inconvenience will set back the development of internet and 
life experience online. The reason is obviously, according to the traditional concept of 
copy, which should be authorized. In this sense, the “illegal copy” is happening in the 
computer’s cache all the time. Moreover, ordinary Internet users use the works just for 
personal purpose. This kind of use occurs too frequently and universally, so as to be 
impossible to get the permission prior to the use. Even the provide as this, the 
compliance cannot be reached as well. Obviously the “market ineffectiveness” prevails 
in the digital copyrights circumstance. " Free ride" and" external effects" results in 
production number of copyrighted works may be less than the social total demand, the 
market allocation of resources cannot get effective configuration. And the traditional 
negotiation -- licensing models also have to face the" Coase Theorem in transaction 
cost". In real life, the transactions need cost, sometimes the cost is expensive. Whether 
the interests of all parties through private negotiations can solve the problem of 
externalities depends on the transaction cost quantity.   

Obviously, only after the transactions being made, the new added value exceeds the 
exchange cost, can we say the trade is meaningful. If the exchange gains equal to or 
less than the transaction cost transaction cost, transaction activity will be abandoned. 
Because of the existence of transaction costs, private negotiations often fail to solve 
external effects problem heroin. When the parties with different interests are too many, 
the effective protocol is more difficult to achieve, because the coordination of each 
person's is too difficult. Because of work can not meet the society demands, even if the 
encryption technologies was made by copyright owner by the self-help means, but 
these techniques also is facing the inevitable fate of crack by more and more 
sophisticated hackers. Out of market, can the legal measure such as law suit solve the 
problem? The answer is no. Reason is that the infringing parties are too many. It is 
impossible to sue every consumer using internet. So the negotiation-license mode 
cannot fulfill the need of avoiding free riding by individual copy online.      

The jurisprudence which appeared in Germany as early as in the last century 
introduced the system of copyright compensation. In 2007, German Senate passed the 
copyright law of the “Second part of standardizing the information society ". The law 
reform include: private copying in digital form, including the network environment 
will statutory license to the others by law. And after then a convergence packed 
compensation was paid to the copyrights owners. Under the new law, which bears the 
payment obligations typically provide replication services to download resources, and 
manufacturing storage medium enterprises. The law obviates the principle of 
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voluntary licensing out of networked digital media creatively, instead a system of 
compensation. This kind of system seems to be setting limitations on authors' rights. 
However, due to the protection of collective management, copyright by the author of 
the most important value - the economic benefits, compared to only the exclusive 
right can not control the efficiency is much favorable.  

2.2   The Mechanic of Convergence DRM and Its International Application 

Early in the last century, the EU proposed to build DRM technology systems, put the 
digital copyright into a convergence management model. And the European Union, 
through its powerful transnational legislative competence, unifies the members’ 
domestic law system, such as Copyright Directive in information Society, European 
Parliament and of the council on certain legal Aspects of Information Society, in 
particular Electronic Services etc.  

In 1992, Japan established a compensation system for digital copy. It requests the 
media producer and the equipment manufacturer pay some money to the owner of 
copyrights. The amount of the compensation is determined through consultation and 
authorized by official.  

In summary, the Western developed countries has initially formed the convergence 
management mode in the management of copyright, and try to coordinate the 
contradiction between the public knowledge communication and the copyright 
protection as a private right through the compensation system. The gap is significant 
between China and the developed, Chinese copyright system is not perfect, social 
NGO sector development is not perfect, too. With the rapid development in the digital 
network environment, and promote the establishment of public administration 
vigorously. The need of construction of service system in order to promote copyright 
market transactions and the requirements of the development of copyright transaction 
in copyrights and intellectual industries is imminent.  

3   Architecture Design for the Convergence DRM System 

According to the principle which has discussed, the first step is to build a neutral 
convergence copyrights management service facility as the trust third party (TTP). 
We call the facility as convergence digital copyrights management center (CDCMC). 
The law should grant the service center the jurisdiction for managing the digital 
copyrights. And the service center should be imparted the national public credit. The 
certification, automatic license and compensation should be carried out by the 
directing of the service center.   

A．The copyrights owner establish connection with sever of CDCMC. 
B．Copy rights owner exchange the Certificate ID with CDCMC. 
C. CDCMC query protocol online to verify the validity of the certificate of the 

copyright holder, if authenticated, the next step. Otherwise, the content server returns 
an error message to the user and terminates this Agreement. 



 A Novel Convergence DRM System Based on a Trusted Third Service Center 181 

D. Copyright owner submit the request and the ID information to the content server 
for the registration request. 

E. The information submitted by the content server to verify the copyright holder. 
Verify that the content server to save the user's information to their local copyright 
holder information in the database to register information, and then return to the 
copyright holder to terminate the agreement; such as the copyright holder of copyright 
should not submit their true identity or their the claims of copyright does not belong 
to the user's content server returns an error message to the user and the next step. 

F. The copyright holder may cancel the registration and termination of the 
agreement; or update the information submitted and re-send the content server, go to 
Step E. 

G. After having taken the Copyright and copyright owner’s information, CDCMC 
generate a certificate to restore the identity information of the works. At the same 
time, the certificate will be accompanied by a download stream counters to record the 
number and times for download and use. The certificate and the stream counter meter 
are forced to be implanted into the download stream suppliers. 

H．Meanwhile, download user must also register an account in CDCMC. After 
verification, the downloader was assigned private key, after the works download they 
need the private key been shown and automatically obtain the corresponding 
authorization. And some eternal records were kept in the server, in order to accept 
supervision and pay for the download later.  

I. Download stream suppliers offer the download service and provide the 
appropriate Certificate of Authorization 

J. According to stream counter meters, the authorization number of traffic 
providers will be notified of payments to copyright owners. 

The program steps can be seen in the Fig 1. 

 

Fig. 1. The steps of the convergence digital copyrights management systems 
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And the algorithm can be descripting as follows: 

Definitions: the two-tuples of (c,r) meets the request of c=H (m‖g‖g1‖h1‖grhc

‖gr1hc1), we call it symmetry information. m∈(0,1)*is about a knowledge signature 

of h,h1.Recorded as：SPK｛α∣h=gα∧h1=g1
α
｝(m). Prove that if you know an integer: 

x=log=logg
1h1.  

And then set parameters, download providers offer CDCMC their own identity 

information, select s∈RZ*
n as the information of registration in CDCMC. Next 

CDCMC use the Schnorr identification scheme to make sure if the applier has 

registered in the commercial administration department and the existence of adequate 

Security deposit in the bank. If the reply is “true”, then the respective account should 

be built in the database of CDCMC. Of course the stream counter meter also will be 

implanted into the stream supplier’s system. After completion of this course, the 

authorization and deciphering code will be sent to the stream supplier.  
The concrete deciphering algorithm is to take decryption key as CK. (Random 

generate after confirming the identity and having implanted the stream counter 
meter). 

1−kj
D =(EGPK(CK))=（CKemod ∏

∈SrNj

Nj）
dj
modNj 

      =(CK
e
mod(Nj· )∏

≠∧∈ rjtst

tN modNj)
jd
 modNj 

   =(CKe
modN) 

jd
 modNj 

     =CK
jed

 modNj 

=CK
1)( +Φ jnx
mod Nj 

    =CK 

4   Conclusion  

Based on the above discussion and experiment, we can clearly recognize that applying 
the convergence DRM system can greatly improve the efficiency of copyright 
management. This system enables the public clients download and uses the works in 
freedom.  
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Abstract. Due to its simplicity and robustness, the stochastic gradient (SG) 
algorithm has become a very popular learning algorithm for adaptive radial 
basis function (RBF) network filter. However, a difficulty is its inherent 
compromise between convergence speed and precision, that is imposed by the 
selection of a fixed value for the step sizes. In this paper, to solve the problem, 
we propose to generalize the views of the convex combination, which is 
combining multiple RBF filters (MCRBF) using the SG algorithm with 
different step sizes. Simulation works with nonlinear system identification have 
been carried out to illustrate the effectiveness of this approach. 

Keywords: radial basis function, neural network, adaptive filter, stochastic 
gradient algorithm, convex combination. 

1   Introduction 

It is well known fact that adaptive RBF network filter is a FIR type nonlinear filter. 
To train RBF networks, several learning algorithms (Stochastic gradient algorithm 
(SG) [1-2], Orthogonal least square (OLS) [3], Resource allocation network extended 
Kalman filter (RANEKF) [4], Growing and pruning algorithm (GAP) [5] and etc.) 
have been proposed in the literature. Among these algorithms, similar to the least 
mean square (LMS) algorithm of the finite impulse response (FIR) linear filter, the 
stochastic gradient (SG) algorithm for adaptive RBF filter has become the most 
popular learning algorithm due to its robustness, good tracking capabilities, and 
simplicity in terms of computational complexity and easiness of implementation. 
Therefore, it has been successfully employed in a wide variety of applications such as 
nonlinear plant identification.  

However, like the LMS algorithm, slow convergence speed and high misadjustment 
are mainly drawbacks of SG algorithm. The selection of fixed step sizes of the SG 
algorithm imposes the convergence and steady-state error performance. That is, the 
large step size would lead to rapid convergence but highly steady-state error, while the 
small step size low steady-state error but slow convergence speed. Therefore, it is very 
difficult to balance between speed of convergence and final maladjustment. In this 
paper, we will pay attention to this issue. 
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Recently, combining two adaptive linear filters with different step sizes is gaining 
popularity as a simple solution to mitigate the compromises inherent to adaptive 
linear filters [6]. A similar combination scheme has been previously used by in the 
nonlinear signal processing fields of functional link artificial neural network 
(FLANN) [7-8] and adaptive Volterra filter [9]. The approach of the convex 
combination is just aimed at improving the speed of convergence vs precision balance 
of adaptive algorithms [7-9]. As a consequence, generalizing the views of the convex 
combination approach, a novel nonlinear adaptive filter-the convex combination of 
multiple RBF networks (MCRBF) is presented to improve the convergence speed and 
reduce the steady-state error of the SG algorithm with different step sizes in this 
paper.  

2   Multiple Convex Combination of Radial Basis Function 
Networks 

( )x n

1Z −

1Z −

( 1)x n −

( 1)x n m− +

1( )nλ
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( )d n

1( )y n

( )Ly n

1( )e n

( )eqy n

( )eqe n

+

−
+

−

+

+

2 ( )y n
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( )Le n

2 ( )nλ

( )L nλ

 

Fig. 1. Schematic of the MCRBF network 

Keeping the views of the convex combination, the generalized of the convex 
combination of multiple RBF network filters is presented as show in Fig. 1. The 
nonlinear filter allows the combination of an arbitrary number of individual RBF 
network filters using the SG algorithm with the different step sizes to overcome the 
disadvantages of slow convergence and low steady-state error. From the figure, it is 
clearly shown that a novel MCRBF network filter consists of L radial basis function 
networks, with the input vector X(n) defined by 

( ) [ ( ), ( 1), , ( 1)]TX n x n x n x n m= − − +  (1)

where m is the memory length of the nonlinear filter and T denotes the transpose 
operator. 

For the ith RBF network, its hidden layer has k computing units 

, ( ), 1, , , 1, 2, ,i lh n l k i L= = , which is the response of the lth hidden neuron to the 

input X(n). In this paper, we can select a Gaussian function as , ( )i lh n
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2

,

, 2
,

( ) ( )
( ) ( ), 1, 2, , .

2 ( )
i l

i l
i l

X n C n
h n exp l k

nσ
−

= − =  (2)

where •  denotes the Euclidean norm, the centre for the lth hidden neuron is a 1m×  

vector , ( )i lC n  as follows: 

, , ,1 , ,2 , ,( ) [ ( ), ( ), , ( )]T
i l i l i l i l mC n c n c n c n= . (3)

and 2
, ( )i l nσ  represents the width of the Gaussian function.  

Thus, the output ( )iy n  (i=1,2,…,L) of the ith RBF of the proposed nonlinear filter 

is expressed by 

, ,
1

( ) ( ) ( ) ( ) ( )
k

T
i i l i l i i

l

y n w n h n W n H n
=

= =∑  (4)

where , ( )i lw n  is the weight coefficient of the ith RBF network, ( )iW n  and ( )iH n  

vectors are respectively defined by 

,1 ,2 ,( ) [ ( ), ( ), , ( )]T
i i i i kW n w n w n w n=  (5)

,1 ,2 ,( ) [ ( ), ( ), , ( )]T
i i i i kH n h n h n h n=  (6)

Therefore, we can obtain the output of the proposed nonlinear filter as follows: 

1

( ) ( ) ( )
L

i i
i

y n n y nλ
=

=∑  (7)

and ( )i nλ  is a mixing coefficient, and is defined by  

1

( ( ))
( ) , 1, 2, ,

( ( ))
i

i L

jj

exp a n
n i L

exp a n
λ

=

= =
∑

 (8)

which guarantees that 0 ( ) 1i nλ≤ ≤ , and 
1

( ) 1
L

ii
nλ

=
=∑ . 

3   Adaptive Learning Algorithm of the MCRBF Filter 

To train the MCRBF network, according to the SG algorithm rule, the cost function of 
the proposed nonlinear filter is defined by 

2 21 1
( ) ( ( ) ( )) ( )

2 2 eqE n d n y n e n= − =  (9)

where ( )eqe n  represents the error between the desired response d(n) and the output 

y(n), and defined by 
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( ) ( ) ( )eqe n d n y n= −  (10)

Furthermore, the error ( )eqe n  of the overall scheme can be expressed as a convex 

combination of the errors of the component networks as 

1 1 2 2 2 2

1

( ) ( ) ( ( ) ( ) ( ) ( ) ( ) ( ))

         ( )

eq

L

i
i

e n d n n y n n y n n y n

e n

λ λ λ

=

= − + + +

=∑
 (11)

where the error ( )ie n  of the ith RBF filter is defined by 

( ) ( ) ( )i ie n d n y n= −  (12)

For the MCRBF filter, the weight coefficient ( )iW n , the centre , , ( )i l jc n  and width 

, ( )i l nσ  of the Gaussian function of the each RBF network are individually adjusted. 

Thus, by the gradient descent algorithm rule, the update equation of the weights 
( )iW n  of the RBF i network is given by 

( 1) ( ) ( ) ( ) ( )i i wi i i iW n W n u n e n H nλ+ = +  (13)

where wiu  is the step size and controls the convergence performance, 

Similarly, the parameters , , ( )i l jc n  and , ( )i l nσ  ( 1, 2, , ; 1,2, , )j m l k= =  of the 

proposed network are adapts by the stochastic gradient algorithm as follows: 

, ,
, , , , , 2

,

( 1) ( )
( 1) ( ) ( ) ( ) ( )

( )
i l j

i l j i l j ci i i i l
i l

x n j c n
c n c n u e n W n h n

nσ
− + −

+ = +  (14)

2

,

, , , 3
,

( ) ( )
( 1) ( ) ( ) ( ) ( )

( )
i l

i l i l i i i i l

i l

X n C n
n n u e n W n h n

nσσ σ
σ

−
+ = +  (15)

where ciu  and iuσ  are the step sizes. 

As for the proposed network, to minimize the cost function E(n) of the overall 
network, the gradient adaptive algorithm is used to calculate the correction ( )ia nΔ  

along the negative of the gradient ( )
ia E n∇ . So the update equation of the parameter 

( )ia n  of the mixing coefficient ( )i nλ  is given by 

[ ]

( 1) ( ) ( )

( ) ( )

( ) ( ) ( ) ( ) ( )
i

i

i i i

i a a

i a eq i i

a n a n a n

a n u E n

a n u e n y n y n nλ

+ = + Δ
= − ∇

= + −

 
(16)

where the step size au  is used to keep ( )nλ  in the interval [0,1]. However, a 

disadvantage of this scheme is that ( )a n  stops updating whenever ( )nλ  is close to 0 

or 1. To solve this problem, ( )a n  must be restricted to the interval [-4, 4].  
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4   Simulation 

To illustrate the effectiveness of the proposed adaptive network, nonlinear system 
identification application is carried out in the simulation. 

−

( )x n ( )y n

ˆ( )y n

( )e n

 

Fig. 2. Identification scheme of a nonlinear system 

Fig. 3 depicted the identification scheme of a nonlinear system-based on the 
MCRBF network filter. The plant is described by the difference equation as follows: 

3
2

( )
( 1) ( )

1 ( )

y n
y n x n

y n
+ = +

+
 (17)

During the test phase, effectiveness of MCRBF networks is analyzed by a sinusoidal 
signal as follows: 

2
( ) 0.5sin( )   

1000

n
x n

π=  (18)

In this simulation, the parameter L of the CRBF filter is set to 4. To obtain best 
results, the learning parameter values of RBF and MCRBF networks are chosen for 
several trials. All the parameters are summarized in Table 1. 

Table 1. The parameters of all the nonlinear filters 

Parameters MCRBF RBF 

Learning rate 1

2

3

4

0.5,

0.3,

0.1,

0.05,

w

w

w

w

u

u

u

u

=
=
=
=

1 1

2 2

3 3

4 4

0.1,

0.05,

0.01,

0.005,

c

c

c

c

u u

u u

u u

u u

σ

σ

σ

σ

= =
= =
= =
= =

1

2

3

4

200,

200,

200,

200,

a

a

a

a

u

u

u

u

=
=
=
=

=0.03,

=0.03,

=0.03.

w

c

u

u

uσ

 

Number of inputs 2 2 
Number of hidden layer 
neurons  

4 4 

 
The results of nonlinear identification with the sinusoidal signal (18) are depicted 

in Fig. 3. It is clearly shown that the identification of the plant of the MCRBF filter is 
more satisfactory than that that of RBF network. Meanwhile, we can find that the 
estimation error of the MCRBF network is less than that of the RBF network. 
Moreover, the steady-state normalized mean square errors after the convergence of 
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MCRBF and RBF networks are obtained by -28.1809 dB and -22.1088 dB, 
respectively. In addition, we can obviously observe that the speed convergence of the 
MCRBF network is faster than that of the RBF network.  

Therefore, the performance of the CRBF network is superior to that of the RBF 
network. 
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Fig. 3. Identification of the nonlinear plant with the test sinusoidal signal 

5   Conclusion 

The paper presents a novel adaptive nonlinear filter that uses the convex combination 
of multiple RBF networks (MCRBF) using the SG learning algorithm with different 
step sizes. The performance of the proposed network is evaluated by nonlinear system 
identification. Simulation results demonstrate the effectiveness of the MCRBF filter. 
The use of the convex combination of adaptive nonlinear filters represents a logical 
direction for further research in actual applications. Currently, we are working on 
combining different algorithms for adaptive nonlinear filter in a similar manner. 
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Abstract. Estimation of rotor resistance rapidly and accurately has received a 
lot of attention due to its significance in improving the performance of 
induction motor(IM) vector control system. In this paper, algorithm of 
estimating rotor resistance of IM based on extended Kalman filter(EKF) is 
presented. The algorithm can estimate the rotor resistance on line by measuring 
the voltage, current and speed of stator. Using MATLAB/SIMULINK, a 
simulation model is built and tested. The simulation results show that the 
presented algorithm is effective and accurate. 

Keywords: parameter estimation, extended Kalman filter, rotor resistance, 
indirect vector control. 

1   Introduction 

Vector control has been used widely in motor drive systems to improved 
performance. According to different way by which produce the reference vector in 
coordinate transformation, vector control can be divided into the indirect and direct 
vector control. Indirect vector control is one of the most effective method due to its 
simplicity in designing and construction. Under the rotor flux synchronous rotating 
coordinate, the excitation of the stator current component and torque component 
control the torque and rotor flux independently, the flux position angle using in 
coordinate rotation transformation is calculated from rotor speed and slip rotate 
speed. The slip gain relate to the rotor time constant which is define by rotor 
resistance. However, rotor resistance is changing with temperature and excitation 
conditions and thus affect the control system performance largely. To achieve 
satisfied performance, estimate the rotor resistance rapidly and accurately is 
necessary [1],[2]. 

This paper present a method of estimation of rotor resistance based on EKF. The 
paper is organized as follows. Section 2 describes the model of induction motor 
model. In Section 3 an estimator using EKF for the rotor resistance is designed. 
Simulations of the scheme are carried out in Section 4 and some conclusions are 
given in Section 5. 
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2   Induction Motor Model 

To using EKF for estimation of the rotor resistance, various machine models is 
possible to be used. For example, it is possible to use the equations expressed in the 
rotor flux oriented reference frame, or in stator flux oriented reference frame. In order 
to avoid extra calculations and non-linear transformation, stationary reference frame 
is preferred. A fourth order dynamic model for induction motor developed in 
stationary reference frame is as following[3]: 

2

2

1sa m m r m
sa ra r r s

s s r s r s r s

di L Rr L R LRs
i pw u

dt L L L L L L L Lβ αψ ψ
σ σ σ σ σ
⎛ ⎞

= − + + + +⎜ ⎟
⎝ ⎠

 . (1)

2

2

1s m m r m r
s r ra r s

s s r s r s r s

di L Rr L R L RRs
i pw u

dt L L L L L L L L
β

β β βψ ψ
σ σ σ σ σ
⎛ ⎞

= − + − + +⎜ ⎟
⎝ ⎠

 . (2)

ra r r
m s r r r

r r

d R R
L i Pw

dt L Lα α β
ψ ψ ψ= − −  . (3)

r r r
m s r r r

r r

d R R
L i Pw

dt L L
β

β β α
ψ

ψ ψ= − +  . (4)

( ) ( )3 / 2e m r s r s rT PL i i Lα β β αψ ψ= −  . (5)

3   Rotor Resistance Estimation Algorithm Based on EKF 

3.1   EKF Algorithm 

Extended Kalman filter is a full-order random observer. Based on system noise and 
the statistical characteristics of measurement noise, EKF can be used to obtain the 
multi-input multi-output system such as induction motor model, real-time recursive 
optimal. The development of the Kalman filter is closely linked to the stochastic 
systems. The nonlinear stochastic systems are described by relations.[4] 

( ) ( ) ( ) ( )( )
( ) ( ) ( )( )

1 , ,

,

x k f x k u k w k

y k h x k v k

•
= −

=
 . (6)

where x and u are state variable and control variable respectively. w(k) represents the 
disturbances apply at the system input, while y(k) is the measurable output affected by 
the random noise v(k) .It will be assumed that w(k) and v(k) are not correlated and 
zero-mean stochastic processes. From the statistic point of view, the stochastic 
processes w(k) and v(k) are characterized by the covariance matrices Q and R 
respectively. It is further assumed that the initial state x0(k) is a vector of random 
variables of mean x0 and covariance P0 , not correlated with the stochastic processes 
w(k) and v(k) over the entire interval of estimation. For nonlinear time invariant 
systems, the following relations of recurrent computation describe the general step of 
the implementation algorithm of Kalman filters [5],[6]. 
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step 1: state prediction 

( ) ( )
• •

-1 , ( ), 0x k f x k u k x⎛ ⎞= ⎜ ⎟
⎝ ⎠

 . (7)

step 2: computation of convariance 

( ) ( ) ( ) ( )1
T

P k G k P k G k Q= − +  . (8)

where ( ) ( ) ( ) ( )( )1 , 1 , 1
f

G k x k u k w k
x

∂= − − −
∂

 

step 3: computation of Kalman gain 

( ) ( ) ( ) ( ) ( ) ( )( )-1T T
K k =P k M k M k P k M k +R  . (9)

step 4: state update 

( ) ( ) ( ) ( ) ( )
• • •

x k+1 = x k +K k y k -h x k
⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 . (10)

step 5: estimation covariance computation 

( ) ( )( ) ( ) ( )-1P k = I-K k M k P k  . (11)

3.2   Rotor Resistance Estimation Based on EKF 

EKF can be used for combined state and parameters identification by treating selected 
parameters as extra states and forming an augmented state vector. The rotor resistance 

rR  is the parameter to be estimated and augmented into state vector, model of IM 

developed in stationary reference frame is as following: 

•

X =AX+Bu

y=CX
 . (12)

as

1
0 0

1
0 0

1
0 0

1
0 0

0 0 0 0 1

s m r m

s r s r r s r

s r m m

s r s r s r r

m
r

r r

m
r

r r

R L w L

L L L L L

R w L L

L L L L L
A L

w

L
w

σ
σ στ σ τ σ

σ
σ στ σ σ τ

τ τ

τ τ

⎡ ⎤⎛ ⎞−− +⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥

⎢ ⎥⎛ ⎞−⎢ ⎥− + −⎜ ⎟⎢ ⎥⎝ ⎠⎢ ⎥= ⎢ ⎥− −⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

,
1 0 0 0 0

10 0 0 0

T

s

s

L
B

L

σ

σ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 

T
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Considering the process noise and measure noise, assume the sampling time is 
sT ,Equ.12 is discrete and linearized and following formula is obtained: 

( ) ( ) ( ) ( )
( ) ( ) ( )

1

1

d d

d

X k A X k B U k W k

Y k C k V k
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Based on equ.13,using EKF algorithm, the state can be estimated at different times 
and thus estimate rotor resistance of IM. 

4   Simulation Result 

To verify the effectiveness of the proposed scheme, simulations were conducted in 
Simulink .Induction machine driven by a VSI with rotor estimation was show in fig.1. 

In fig. 1,a squirrel cage induction motor was used to test the algorithm. Induction 
motor parameter are: Nominal output power PN=1.2kW, Nominal voltage UN=380V, 
Nominal voltage current IN=2.67A, Nominal frequency fN=50Hz, 
Rs=5.27Ω,Rr=4.35Ω, Ls=479mH, Lr=479mH, Lm=421mH, σ=0.228,P=2, Nominal 
speed SN=1440rpm. 

Assumed the reference flux is constant with the value of 0.856 Wb, and the 
reference speed and load is 157rad/s and 10N.m respectively. Fig 2 a) show the real 
and estimation of rotor resistance when rotor resistance is constant,it can be seen from 
the figure that it takes less than 0.5 seconds to reach the true value despite small 
fluctuations around the true value. 
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Fig. 1. Structure diagram of rotor resistance estimation based on EKF 
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Fig. 2. Rotor resistance estimation with resistance constant and changing 

To simulate the change of resistance due to different running condition such as 
temperature change, assume that the rotor resistance was stepped from 100% to 150% 
of its rated value in one second and stepped from 150% to 25% of its rated value in 
two second, reference flux, reference load and reference speed is the same as above 
discuss. Simulation results of rotor resistance estimation including the convergence 
process was show in fig.3.b). As seen in the figure, after about 0.5s the estimated 
value of  rotor resistance converges to the true value as expected. When the true 
value steps up and down, the EKF estimator can estimate the rotor resistance changes 
quite well. 

5   Conclusion 

Estimation of the rotor resistance rapidly and accurately can improve greatly the static 
and the dynamic performance of the indirect vector control systems of IM. In this 
paper ,a simple estimation algorithm based on EKF in indirect vector control has been 
presented. Simulation results show that the estimation algorithm is robust to the 
variation of the rotor resistance which is changing when the IM is running. the 
effectiveness and the validity of the proposed EKF estimator is verified. 
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Abstract. China seismic precursory network consists of more than 800 
precursory monitoring stations and over 30 Oracle database nodes, and it is 
responsible for collecting, transferring and monitoring the seismic precursory 
data. There are several approaches to exchange data among database nodes, but 
they are mostly adapt to two Oracle database nodes and difficult to manage for 
the usage of database link (DBlink) technology. In this paper, we introduced a 
novel data exchange solution for seismic precursory observation data using 
user-defined update operation logs. While an update operation (insert, delete or 
update) triggers, the relative information of it will be recorded into the update 
log table. We detail the update log table schemer, exchange task structure and 
three phase of an exchange task: export, transfer and import phases. This 
solution is an effective, manageable, flexible solution for exchange of seismic 
precursory observation data. 

Keywords: Seismic Precursory Observation Data, Earthquake, Data Exchange, 
Data Replication, Oracle Database. 

1   Introduction 

China [1] is one of the countries which have very high seismicity in their continents 
and have suffered severe damage from past strong earthquakes. More than half of 
China’s land locates in an area with intensity VII or above. China has built a national 
network on earthquake observation which includes 1160 stations for strong motion 
observation, and over 800 precursory monitoring stations that can observe gravity, 
earth’s magnetic field, crustal deformation, earth’s electric field and underground 
fluid. The completion of this advanced modern earthquake observation network 
provides a solid basis to carry out exploration and application of earthquake 
prediction research and for accumulation of rich and large volumes of observation 
datasets for future earthquake research. 
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In order to collect, manage and share the earthquake precursory observation data, a 
management information system based on Oracle database system for earthquake 
precursory observation network has been developed, which includes data collection 
module, data service module, data exchange module, configuration module and 
system monitoring module. Data exchange module is an import one that is responsible 
for transmitting the collection precursory observation data from area node to national 
earthquake precursory network center and backup the production data produced by 
five subject centers. 

There are several approaches to realize data exchange and replication between two 
or more Oracle databases nodes. For example, we may complete data exchange based 
on Oracle Stream or snapshot log technologies. But these solutions face to database 
specialist, not for end users, and they are difficult to modify configuration and lack of 
convenience and manageability. In this paper, we introduce a novel data exchange 
solution for seismic precursory observation data using our own update log record, 
which logs all update recorders’ relative information. An exchange task will select 
update recorders according to operation logs and task information, and package them 
into one or more .zip files, then transfer them to the target database node, all .zip file 
are extracted and imported into database while transmission completed. 

The paper is organized as follows. Section 2, we briefly describes the China 
seismic precursory network and its data management system. Section 3 discusses 
several approaches for data exchange between two or more Oracle database nodes. A 
data exchange solution for seismic precursory observation data is proposed and 
discussed in section 4. Section 5 concludes the paper. 

2   China Seismic Precursory Network Data Management System 

As shown in Fig. 1, China seismic precursory network includes over 800 precursory 
monitoring stations and more than 2000 precursory observation instruments that can 
observe gravity, earth’s magnetic field, crustal deformation, earth’s electric field and 
underground fluid data.  

All observation data of instruments are collected by over 30 area seismic 
precursory network centers (AC node) every day, and area nodes forward them to the 
national seismic precursory network center ( NC node), then NC node distribute the 
observation data among 5 subject centers (SC node), i.e., national gravity network 
center, national geomagnetic network center, national crustal deformation network 
center, national earth’s electric field network center and national underground fluid 
network center, according to the classification of them.  

In seismic precursory network, each node, such as AC, SC and NC, is installed 
Oracle database and other applications, so it is a distributed application. 

The exchange data can be classified into several groups, such as observation data, 
metadata, monitoring data and preprocessing observation data. In this paper, we only 
consider observation data. All observation data collected by ACs must be transferred 
to the NC node and then are distributed to SCs. 
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3   Related Works 

Recently, distributed applications have become popular due to the rapid development 
of internet technology. The distributed applications may have huge amounts of data 
which are stored in several relational databases, so data exchange and replication is a 
big issue for these applications for consistence, availability, correctness of data.  

China earthquake precursory network uses Oracle 10g database system to store the 
observation data. Oracle database provides several generic replication models for data 
replication; now let’s talk about them respectively. 

 

Fig. 1. China Earthquake Precursory Observation Network 

3.1   Data Exchange Solution Based on Snapshot Replication  

Snapshot replication [6], also known as materialized views, is the basic replication of 
Oracle and implemented using standard CREATE SNAPSHOT or CREATE 
MATERIALIZED VIEW statements. It can only replicate data (not procedures, 
indexes, etc), replication is always one-way, and snapshot copies are read only.  

Ref. [8] introduced a data exchange model of earthquake precursor metadata with 
the help of Oracle snapshot replication technology. Ref. [9] described and tested a 
data exchange method between two Oracle nodes using materialized view technology 
and summarized that sequences and tables without primary key are not suitable for 
replication. Ref. [10] analysis the data structure of snapshot log and present a data 
exchange solution based on snapshot log. 

3.2   Data Exchange Solution Based on Advanced Replication 

Oracle Advanced Replication is one of several Oracle database replication 
technologies and supports bidirectional replication, multiple masters, conflict 
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resolution, etc. Advanced replication [6] can not only be used to replicate tables, but 
also indexes, views, packages, procedures, functions, triggers, synonyms, etc. Unlike 
snapshot based data replication, advanced replication allows update operations to each 
mast and slave nodes. 

Ref. [5] gave a data replication example for distributed enterprises application 
using Oracle advanced replication.  

3.3   Data Exchange Solution Based on Oracle Streams 

Oracle streams [7] replication is another replication solution. Oracle Streams captures 
events, updates and messages from applications. These are then distributed for use 
with replication and, event notification, data warehouse loading and many other 
applications. 

Ref. [2] introduced the application of Oracle streams replication in database 
backup and disaster recovery and pointed out that Oracle Streams replication is a 
choice for E-commerce database disaster recovery. [11] presented the architectural 
design and recent performance optimizations of a state-of-the-art commercial 
database replication technology provided in Oracle Streams.  

3.4   Data Exchange Solution Based on Middleware 

There are some common middleware can be used to exchange data between two or 
more database nodes except Oracle tools. Ref. [4] pointed the gap along three axes: 
performance, availability and administration of different data replication solution and 
summarized the research difference about data replication from academia and 
industry. Ref. [3] developed a navel system and method for exchanging data between 
two or more applications includes a data exchange engine and a number of adapters 
associated with a corresponding number of applications. This system allowed users to 
define their own adapters if need to realize data exchange. 

4   Data Exchange Solution for Seismic Precursory Observation 
Data 

From the discussion of above section, there are many data exchange solutions. From 
the general principle, these solutions may be adapted to seismic precursory 
observation network, but they have several shortcomings. First of all, most data 
replication methods except middleware solution strongly rely on database link 
technology (DBlink), which is a definition of how to establish a connection from one 
Oracle database to another, this means that we must configure the peer’s login user 
and password in one database which lead to difficult to manage database users, 
inconvenience of modifying users’ password, and insecurity without modifying 
password. Another shortage of these replication methods is they are used by database 
administrators (DBAs), not by end users. If a new observation device is deployed, its 
observation data must be exchange to the related subject center. It is difficult for end 
users to modify the replication configuration. 
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It is necessary to build a flexible, configurable, high performance and safe data 
exchange solution to ensure the consistence, correctness, completeness and security of 
seismic precursory observation data.  

4.1   Update Operation Log Table 

Because all database schemes of database nodes in seismic precursory network are 
same, we only consider the data replication (table replication) and ignore other 
database objects, such as procedures, functions and triggers, etc. In order to identify 
each observation data record, we use a universally unique identifier (UUID), which is 
a unique reference number used as an identifier in computer software and the value of 
a UUID is a 16-byte (128-bit) number and represented as a 32-character hexadecimal 
string as the primary key for each observation data tables. 

While an update operation to the observation data table coming, a new transaction 
that contains this update operation and a new insert operation to Operation Log table 
is composed and executed. As shown in Table 1, an operation log record includes 
table name, UUID, Instrument’s identifier and operation type (insert, delete or update 
operation). 

Table 1. Scheme of Update Operation Log Table 

Filed Name Field Type Primary Key Description 
RowIndex Number(38) Yes Sequence, step by 1 
TableName Varchar2(50) No Table’s name that is updated 
Operation Varchar2(10) No Insert, Delete or update operation 
UUID Varchar2(36) No The updated recorder’s UUID 
InstrumentId Varchar2(50) No Instrument’s identifier 

4.2   Data Exchange Task and Data Exchange Task Log 

Seismic precursory observation data is replicated from AC nodes to the NC node, and 
then are distributed to SC nodes according to their category. So the data exchange can 
be viewed as an incremental data exchange. A data exchange requirement is defined 
by a data exchange task, which describes source node, target node, exchange moment, 
exchange cycle, instruments, and etc. User can modify freely exchange moment or 
relative instruments via web pages. 

Data exchange log table record the detail execution info of each task, including 
task’s identifier, starting moment and ending moment of task, try times, first row 
index and last row index of update operation log table, successful export flag, 
successfully transfer flag and successfully import flag, and etc. While a task starts, it 
locates the next record of the last exchange recorder of previous exchange task.  

4.3   Data Exchange Flow 

As shown in Fig. 2, a data exchange is divided into three phases: export phase, 
transfer phase and import phase.  

In export phase, the data for exchange are selected from Oracle database using 
Data Access Module which is realized by EJB, and are serialized into byte array and 
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are compressed into a .zip file. While the exported recorder number reaching the 
configured maximum number, the .zip file is closed and a new .zip file is created to 
store the next exported records. Each entry’s name of .zip file is composed by the 
update operation name (insert, delete or update), UUID, table name, and order 
sequence number. 

During transfer phase, all .zip files of a task created in export phase will be sent to 
the target node using socket technology. Firstly, socket client sends the authorization 
data to the socket server, namely target node, if verification is successful client and 
server consult whether starting transfer from last break point of transmission. Then 
client send all .zip files of task, and send an “OK” flag message while all files are 
transferred successfully. In order to ensure the correctness, consistence and integrity 
of transmission, we make a digest for all .zip file using MD5 Algorithm that is a 
widely used cryptographic hash function that produces a 128-bit (16-byte) hash value 
and is employed in a wide variety of security applications, and is also commonly used 
to check data integrity, and send it to target server, target server also make a digest for 
all received .zip files and compared to the received MD5 message, if they are same, 
server closes the channel to client, otherwise deletes all .zip files and starts to transfer 
again.  

 

Fig. 2. Data Exchange Solution Architecture 

During import phase, a transaction is started firstly, and then all .zip files of a task 
are unzipped according the time order, each entry of zip file is deserialized to an 
entity object by the table name and UUID information and is updated into Oracle 
database. When all update recorders are executed successfully, the transaction is 
committed. 

Only if three phases are completed successfully, a data exchange is successful. 
Because the network bandwidth between nodes is narrow and instability, while the 
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servers’ performance is strong enough, we employ compress technology to enhance 
the system’s performance and stability and resume from break point technology to 
increase the performance of system. 

5   Concluding Remarks 

In this paper we firstly introduced China seismic precursory network, and listed the 
data exchange requirement of precursory observation data. Secondly, we compared 
several data replication approaches for Oracle database each other and discussed the 
shortage of them. Finally, we present a novel data exchange solution for seismic 
precursory observation data, it is easy to configure and flexible to use. 
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Abstract. Researched the MVC pattern and Struts framework, designed and 
realized an online bookstore system. Introduced system requirements analysis 
and design process in detail, realized functions of each module in the system. 
Basically meet the design requirements, function test results show that the 
system can run normally. Research results to some extent, make beneficial 
exploration to the application of design patterns in Web system development and 
making use of the mature framework technology to make system development. 

Keywords: MVC pattern, Struts framework, Online bookstore system, Web 
application. 

1   Introduction 

In recent years, with the continuous development of Internet technology and the wide 
application of J2EE platform, multilayer Web system structure based on the B/S 
gradually has developed and matured, violently attacked the C/S system structure. B/S 
structure becomes the current choice architecture of application software. But with the 
increase of scale and complexity of software systems, in the development of multilayer 
Web application, have a lot of problems, such as low efficiency, low reusable program, 
maintenance difficulties, not easy to expand and so on. Therefore, how to write simple 
and efficient, easy to extend and maintain applications, is an important research issue. 

The biggest characteristic of MVC pattern is the separation of display logic and 
business logic, which is very advantageous for the development of large Web 
application system, it is adapted to the development tendency which Web application 
systems become more and more complicated. According to the thought of MVC 
pattern, Struts framework provide a framework to create Web application, which 
greatly improves the development efficiency, so Web application system development 
pattern based on the MVC pattern will be more widely applied. 

2   The Design of the Online Bookstore System 

2.1   The Design of the System Function  

According to the function requirements of the system, the online bookstore system 
can be divided into two modules: the foreground user module and the background 
management module. Functional structure as shown in Fig.1 and Fig.2. 
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Fig. 1. The function structure of the foreground user module 

  

Fig. 2. The function structure of the background management module 

2.2   The Database Design 

From the requirement analysis can find that database entities used in the system 
include user information entity, administrator information entity, books entity, 
member order entity, member order details entity and books category entity. The 
corresponding database tables are UserInfo, Admin, Books, messageRecord, record 
and Type. The relationship between the tables as shown in Fig.3. 
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Fig. 3. The relationship between the tables 

3   The Realization of the Online Bookstore System 

In the development process of online bookstore system, in strict accordance with the 
MVC design pattern idea, use Struts framework to develop Web application. Due to 
limited space, here introduce the realization of model module. 

Model module includes ActionForm class and Action class, many functions of the 
online bookstore are realized by these classes.  

In the ActionForm class, use custom member variables to describe corresponding 
attribute in form, and at the same time generate get or set method of the member 
variable. For example, corresponding ActionForm class name of the administrator 
login page is AdminLoginForm.java, the configuration and realization code in the 
Struts-config.xml file is as follows. 

The configuration in the Struts-config.xml file: 
<form-bean name="adminLoginForm" type="com.web.form.AdminLoginForm" /> 
Realization code: 
public class AdminLoginForm extends ActionForm{ 
private String apass; 
private String aname; 
public String getApass(){ 
return apass;} 
Public void setApass(String apass){ 
This.apass=apass;} 
Public String getAname(){ 
Return aname;} 
Public void setAname(String aname){ 
This.aname=aname;} 
} 
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When a user submits a request, ActionServlet will package automatically username 
and password information to AdminLoginForm object, and pass to the Action. Using 
the get method can obtain information which ActionForm object holds in Action, for 
example: 

AdminLoginForm adminLoginForm=(AdminLoginForm)form; 
String adminname=adminLoginForm.getAname( ); 
String adminpass= adminLoginForm.getApass( ); 

So can get the username and password information which user submitted in the page. 

4   Conclusion 

Focus on MVC pattern, Struts framework and how to use the MVC pattern based on 
Struts framework to develop Web application software. In the base of that design and 
realize an online bookstore system, function test results show that, the system can run 
normally. Research results to some extent, make beneficial exploration to the 
application of the design pattern in systems development and using mature framework 
technology to make system development.  
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Abstract. The least trimmed square algorithm is a robust statistical method. 
Comparing with the classical least square method, it can eliminate the inference of 
the abnormal observed data in the process of data analysis. But the least trimmed 
square algorithm has disadvantages, such as on the condition of nonlinear function 
fitting. On the other hand, the evolution strategy method has the excellent global 
searching ability. The paper utilizes the evolution strategy algorithm to realize the 
solution to least square algorithm, which can overcome the disadvantages of the 
least square algorithm. Some examples show that the method is feasible. 

Keywords: the least trimmed square algorithm, evolution strategy, parameter 
estimation. 

1   Introduction 

The least square algorithm is widely used in variously, which is classical statistical 
method to extract data and interpret data. The criterion of the least square algorithm is 
to minimum the square sum of estimation residual, but it is sensitive to the abnormal 
data. In order to overcome the characteristics of sensitive to outliers, many robust 
regression methods were proposed, such as least median square(LMS). It sorts the 
residual from high to low, and only make the residual square of median minimum. So 
when the ratio of median least square in outliers is up to 50%, it can still work rightly. 
The least trimmed square (LTS) is the improved method of LMS, it sorts the residual 
from high to low, and it makes the sum of the first h terms minimum, h can be 
adjustable according to the requirements. So LTS has better statistical characteristics 
than LMS, and parameter estimation is more robust. But they are helpless for 
nonlinear fitting. The genetic algorithm [5] was proposed by Karr to solve the least 
median square, and achieves better results. The method of covariance matrix 
adaptation evolution strategy (CMA-ES) is proposed in the paper to solve the least 
trimmed square algorithm, the random searching ability is more stronger. Some 
examples are given to prove the method feasible. 

2   The Least Trimmed Square 

Consider the linear regression model 

1 1 2 2 ... 1,...,t
i i i ip p i i iy x x x e e i nθ θ θ σ θ σ= + + + + = + =x           (1) 



212 Y. Dong and J. Ding 

 

Where 
ix  is independent variables of p  dimensional vector, 

iy  is dependent 

variable, 
ieσ  is error item. The n  observations are ( , )Z X= y , for a given estimation 

parameter θ̂ , the residual is ˆ ˆ( ) t
i i ir yθ θ= − x . 

The classical least square algorithm makes the residual square sum minimum, that 

is, make the objective function 2
n

LS i
i

s r=∑  minimum. From the objective function, it 

can be seen that even an abnormal data can make the parameter estimation of least 
square failure. A simple improved method is to turn the objective function into the sum 

of residual absolute values 
n

LA i
i

s r=∑ , then for objective function the outliers residual 

is amplified squarely no longer, and it can improve the outliers influence on parameter 
estimation to some extent. On this basis, Huber[1] developed the M estimation, the 
objective function is the function of residual, but it greatly increased the difficulty of 
solving. In 1984, Rousseeuw [2] proposed the least median square, the residual square 
sum are sorted from small to large, 2 2 2

1: 2: :( ) ( ) ... ( )n n n nr r r≤ ≤ ≤ , the middle term of 

residual square sum of objective function is ( )2
:( ) [( 1) / 2]LTS h ns r h n p= = + + . Then it 

was improved as the least trimmed square, and the objective function is the sum of 

residual squares and the first h residual squares after sorting, that is, 
2

:
1

( )
h

LTS i n
i

s r
=

=∑ , and 

h  can be adjustable. When the outliers are less, set h  larger, which can make the 
LTS performance more close to the classical least square. When [( 1) / 2]h n p= + + , 

the anti-outliers ability is equal to that of the least median square. Compared with the 
least median square, LTS objective function has smoother and better statistical ability, 
and it is more difficult to solve.  

3   Evolution Strategy 

The evolution strategy (ES) was proposed by Recheberg [3]. Evolution strategies 
use natural problem-dependent representations, and primarily mutation and 
selection, as search operators. In common with evolutionary algorithms, the 
operators are applied in a loop. An iteration of the loop is called a generation. The 
sequence of generations is continued until a termination criterion is met. As far as 
real-valued search spaces are concerned, mutation is normally performed by adding 
a normally distributed random value to each vector component. The step size or 
mutation strength (i.e. the standard deviation of the normal distribution) is often 
governed by self-adaptation. Individual step sizes for each coordinate or 
correlations between coordinates are either governed by self-adaptation or by 
covariance matrix adaptation (CMA-ES) [4].  

Two main principles for the adaptation of parameters of the search distribution are 
exploited in the CMA-ES algorithm [6]. First, a maximum-likelihood principle is 
based on the idea to increase the probability of successful candidate solutions and  
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search steps. The mean of the distribution is updated such that the likelihood of 
previously successful candidate solutions is maximized. The covariance matrix of the 
distribution is updated (incrementally) such that the likelihood of previously 
successful search steps is increased. Both updates can be interpreted as a natural 
gradient descent. Also, in consequence, the CMA conducts an iterated principal 
components analysis of successful search steps while retaining all principal axes. 
Estimation of distribution algorithms and the Cross-Entropy Method are based on 
very similar ideas, but estimate (non-incrementally) the covariance matrix by 
maximizing the likelihood of successful solution points instead of successful search 
steps. 

Second, two paths of the time evolution of the distribution mean of the strategy are 
recorded, called search or evolution paths. These paths contain significant information 
about the correlation between consecutive steps. Specifically, if consecutive steps are 
taken in a similar direction, the evolution paths become long. The evolution paths are 
exploited in two ways. One path is used for the covariance matrix adaptation 
procedure in place of single successful search steps and facilitates a possibly much 
faster variance increase of favorable directions. The other path is used to conduct an 
additional step-size control. This step-size control aims to make consecutive 
movements of the distribution mean orthogonal in expectation. The step-size control 
effectively prevents premature convergence yet allowing fast convergence to an 
optimum. 

4   The Evolution Strategy Implementation of LTS 

LMS and LTS only resolve the linear problem, and they can not solve the nonlinear 
parameter estimation, or resolve the problem after linearizing the nonlinear problem. 
The initial solution is given into the objective function, then the function value is get 
by evolution strategy. The optimal process is determined according to the value, thus 
the evolution strategy is irrelevant with the linear objective function or not. So the 
evolution strategy can solve the difficulty of LMS and LTS very well.  

5   Examples and Analysis 

5.1   Linear Fitting 

The simplest linear equation y a bt= +  is considered here. The Gauss white noise 

of 10db original signal and outliers are added to the generated simulation data, the 
generated original simulation data is shown in Fig.1. The fitting results based on 
evolution strategy LTS is also shown in Fig.1. It can be seen that the fitting exclude 
completely the influence of abnormal data, and recovery the original linear signal 
perfectly. 
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Fig. 1. the original data and fitting data by 
linear fitting 

Fig. 2. original data with spotted outliers and 
fitting data by quadratic function 

5.2   Quadratic Function Fitting 

The aircraft data generally can be expressed by quadratic function, and the aircraft 
data may contain data bulge, that is spotted outliers. The quadratic function 

2y a bt ct= + +  is used in this section, and the Gauss white noise and spotted outlier 

are added, as shown in Fig.2. and the fitting results by LTS is also shown in Fig.2. It 
can be seen that the fitting effect is good, and the spotted outliers do not influence the 
fitting precision. In the telemetry data joint process, there usually contains many data 
bulge. In actual data LTS fitting processing, h can be determined by the ratio of bulge, 
which can avoid the bulge influencing on the processing precision. 

5.3   Nonlinear Fitting 

There are some dynamic systems in control system, such as spring-heavy-damper 
system with typical two order system, the transient response under the operation of 
the initial displacement is 

2

2

(0)
( ) sin( 1 )

1

ty
y t e tζω ω ζ θ

ζ
−= − +

−
 (2)

Where 1cosθ ζ−= , the initial displacement is (0)y , ζ  and ω  are constant value 

related to the mass of heavy, the elastic coefficient of the spring, and damping 
coefficient. Set theses parameters, then the random Gauss white noise and the 
abnormal data are added to the transient response, the produced data and the obtained 
fitting data by LTS is shown in Fig.3. From the figure, it can be seen that the LTS 
algorithm based on the evolution strategy for the nonlinear fitting obtained better 
fitting precision. As shown in Fig.3, the value of h should be restricted strictly, the 
data contributing to fitting should be much more. And for data with oscillator 
attenuation, the ability the LTS algorithm to resist the outliers is limited. 
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Fig. 3. the original data and fitting data by nonlinear fitting 

6   Conclusions 

The intelligent algorithm of evolution strategy is used to solve the least trimmed 
square in the paper, and examples verify that the LTS algorithm has good anti-
inference performance to isolated outliers and spotted outliers. And the most 
important is the method can be well applied for nonlinear parameter estimation and 
data fitting, which has benefit to error separation of guidance instruments. 
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Abstract. With the rapid development of network technology, the network 
security has gained more and more attention. The modern university campus 
network is an open network environment, and many users are using the internal 
network to achieve office automation and resource sharing, so that the security 
of the intranet information becomes increasingly important. This paper analyzes 
and studies the security issues faced by current campus network as well as the 
firewall technology, data encryption technology, intrusion detection technology, 
anti-virus technology, VLAN technology and other security technologies that 
can solve the issues. 

Keywords: University Campus, The network security, Information security, 
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1   Introduction 

With the development of information technology, especially the network technology, 
most university campuses have set up the internal local area network (LAN) for 
internal office and realizing resource sharing, and this has played an invaluable role in 
speeding up information processing, improving working efficiency, reducing labor 
intensity and realizing resource sharing [1]. In LAN, there are some confidential data 
files and information passed over the network every day. For example, files and 
documents with certain security classification and the financial data within the unit 
are all confidential data, and to protect the security of these confidential data is very 
important. Therefore, at the meantime of achieving the rapid information exchange 
within the network interoperability, how to strengthen the security within the network 
and prevent the university’s critical data from leakage is a major research issue in the 
network security field. 

2   Analysis of Internal Network Security Technology 

At present, the network security technologies widely used mainly include the physical 
security analysis technology, the network structure security analysis technology, the 
system safety analysis technology, the management security analysis technology as 
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well as other security services and security strategies. The following is the analysis of 
some important technologies. 

2.1   The Intrusion Detection Technology 

The intrusion detection technology is the system to identity and appropriately handles 
the malicious uses of the computer and network resources, and it includes the external 
invasion and the non-authorized behaviors of internal users. Designed and configured 
for ensuring the security of the computer system, it can promptly detect and report 
unauthorized or abnormal phenomena in the system, and it is used to detect the 
behaviors which violate the security strategy in the computer network. 

The intrusion detection capability is an important factor to measure whether a 
defense system is complete and effective. Powerful and complete intrusion detection 
systems can compensate for the insufficiency of the firewall’s relatively static 
defense. 

Given the characteristics of the university campus network, rising’s intrusion 
detection system (RIDS) not only has the traditional intrusion detection capability, but 
can also interoperate with the Rising firewall through installing the interactive plug-
ins [2]. In order to more effectively detect the external and internal attacks of the 
campus network, corresponding RIDS is installed in each network that needs 
protection, thus to interoperate with the firewall through a dedicated response mode. 

2.2   The Anti-virus Technology 

The computer virus is the program which causes computer failure and damages 
computer data, and it can infect other programs and do self-replication. Especially in 
the network environment, the computer virus has the immeasurable threat and 
destructive power. Therefore, to prevent the computer viruses is an important part of 
the construction of campus network security, and the specific method is to frequently 
scan and monitor the files in the server with the anti-virus software, or to use anti-
virus chips and set the access permission to the network directory and files on the 
workstation. For example, our university has installed the trend anti-virus software 
configured by the distance education center for real-time monitoring, and the results 
are good. 

2.3   The Auditing and Monitoring Technology 

Audit is the process to record the user’s all activities of using the computer network, 
and it is the important tool to improve security. It can not only identify who has 
access to the system, but can also point out how the system is used. As to determine 
whether there is a network attack, the audit information is very important for 
identifying the problem and the attack source. Meanwhile, the system event log can 
more quickly and systematically identify the problem, and this is the important basis 
for dealing with accidents in the subsequent stage. Besides, by continuous collection, 
accumulation and analysis of the security incidents, to do selective audit trail to some 
of the sites or users can early detect the possible disruptive behaviors. 

Therefore, in addition to using general network management software to 
systematically monitor and manage the system, the relatively sophisticated network 
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monitoring equipment at present should also be used to do real-time inspection, 
monitoring, alarm and blocking to the common operations at all levels of LAN, 
thereby preventing the attacks and crimes against the network. 

2.4   The Firewall Technology 

The firewall is the particular network interconnection equipment to strengthen the 
access control between networks, prevent the external network users entering the 
internal network and having access to internal network resources through external 
network with illegal means, and protect the internal network operating environment 
[3]. It inspects the data packets like the lined mode transmitted between two or more 
networks according to certain security strategy, thus to determine whether the 
communication between networks is allowed and monitor the network operation. 

According to the overall security of university network, two firewalls are 
considered to be arranged in the interconnection area, that is, the interface between 
the education network and the campus network as well as the interface between the 
INTERNET network and the campus network. The configuration scheme is as 
follows: Firewall 1 is to isolate the education network and the campus network, and 
Firewall 2 is to isolate the INTERNET network and the campus network, thereinto, 
WWW, e-mail and other external servers are put in the DMZ area of the firewall to be 
isolated from the internal networks. 

2.5   The Data Encryption Technology 

The data encryption technology is mainly to protect the reliability of the network 
security through network data encryption, and this can effectively prevent the leakage 
of confidential information. The emergence of encryption technology has provided a 
guarantee for the global e-commerce, so that the Internet-based electronic trading 
system becomes possible, therefore, the perfect symmetric encryption and asymmetric 
encryption technology is still the mainstream of 21st century [4]. The symmetric 
encryption is the conventional password-based technology, and the encryption and 
decryption operations use the same key. The asymmetric encryption means that the 
encryption key is different from the decryption key, and the encryption key is 
disclosed to the public and can be used by anyone, but the decryption key is only 
known by the decryption person. 

2.6   The Network Host’s Operating System Security and Physical Security 
Technologies 

As the first defense line, the firewall cannot fully protect the internal network, and it 
must be combined with other measures to improve the system’s security level. 
Following the firewall, it is the operating system security and physical security 
measures based on the network host. According to the level from low to high, it is 
respectively the host system’s physical security, the operating system’s kernel 
security, the system service security, the application service security and the file 
system security; meanwhile, the host security check, the bug fixes and the system 
backup security are the supplementary security measures. These constitute the second 
defense line of the entire network system, mainly to prevent some attacks that 
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breakthrough the firewall and attacks launched within the system. The system backup 
is the last defense line of the network system, and it is used to restore the system after 
attacks. After the firewall and the host security measures, it is the overall safety 
inspection and response measure constituted by the system’s safety auditing, intrusion 
detection and emergency response mechanism. It extracts the network status 
information from the firewall and network host in the network system or directly from 
the network link layer as the input to provide to the intrusion detection subsystem. 
The intrusion detection subsystem determines whether there is an invasion occurring 
according to certain rules, and if there is, it will start the emergency treatment 
measures and generate a warning message. Moreover, the system’s security auditing 
can also serve as the information source to handle the attacks and consequences as 
well as improve the system safety strategy in the future. Firewall structure figure of 
the system can be seen in Fig 1. 

 

Fig. 1. Firewall structure figure 

2.7   The Access Control 

The access control includes authentication and access control. The authentication 
technology is the security technology which is the first to be applied in the 
computer, and it is still widely used currently, as it is the first barrier for the 
network information security. The access control is an important aspect of the 
network security theory, mainly including staffing constraint, data identification, 
access control, and type control and risk analysis. To use the access control and the 
authentication technology together can give users with different identities different 
operating authority, thus to achieve the graded management of information with 
different security classification. 
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2.8   The VLAN Technology 

In addition to using the above technologies in the campus network security, to 
strengthen the campus network’s security management will play an effective role in 
protecting the network information security [5]. As for the campus network, VLAN 
technology can be used to strengthen the management, and to segment and isolate the 
network according to different security classifications can achieve the inter-user 
access control, and this can reach the purpose of limiting the users’ unauthorized 
access. The campus network can also be divided into multiple IP subnets, and the 
subnets are connected to each other via routers, routing switches, gateways or 
firewalls and other devices, so that the security mechanisms of the middleware can be 
used to control the access between the subnets. 

3   Conclusions 

The university network security is a comprehensive issue which involves technology, 
management, use and many other aspects, and this not only includes the security 
issues of the information system, but also includes the physical and logical technical 
measures, while one technology can only solve one kind of problem and it is not a 
panacea [6]. Therefore, to establish a sound network management system is an 
important measure for the campus network security, and the healthy and normal 
campus network needs to be maintained by all the teachers and students together. 
With the further development of computer network technology, the protection 
technology for university network security will also develop continuously following 
the development of network application. 
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Abstract. This paper proposed a robot reinforcement learning method based on 
learning classifier system. A Learning Classifier System is a accuracy-based 
machine learning system with gradient descent that combines reinforcement 
learning and rule discovery system. The genetic algorithm and the covering 
operator act as innovation discovery components which are responsible for 
discovering new better reinforcement learning rules. The reinforcement learning 
component is responsible for adjusting the fitness of rules in the system 
according to some reward obtained from the environment. The advantage of this 
approach is its accuracy-based representation, which can easily reduce learning 
space, improve online learning ability and robot robustness. 

Keywords: Accuracy-based machine learning system with gradient descent 
(XCSG), Genetic algorithm, Reinforcement learning. 

1   Introduction 

Reinforcement learning is defined as the problem of a robot that learns to perform a 
task learns by trial-and-error interaction with its unknown environment which provides 
feedback in terms of reward and makes it more efficient and more effective in 
choosing its correct action[1]. However, big learning space, slow learning speed, 
learning outcomes and other issues of uncertainty still exists. 

This paper proposed a novel approach to solve the problem of a robot reinforcement 
learning. XCSG is a accuracy-based machine learning system with gradient descent 
that combines reinforcement learning and rule discovery system. The reinforcement 
learning component is responsible for adjusting the fitness of rules in the system 
according to numerical reward obtained from the environment. The rule discovery 
system which includes covering operator and genetic algorithm acts as an innovation 
discovery component which is responsible for discovering new better learning rules. 
The advantage of this approach is its accuracy-based representation, which can easily 
reduce learning space, improve robot online learning ability and robustness. 

The rest of this paper is structured as follows. Section 2, we provide the 
necessary background knowledge on reinforcement learning include RL, RL-GDM, 
XCS, XCSG and Reinforcement Learning is designed. The experimental design and 
results are described in Section3. Finally, conclusion and future works are given in 
Section 4. 

                                                           
* Corresponding author. 
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2   Background Materials 

2.1   Reinforcement Learning (RL) 

Reinforcement learning [2-3] (RL) algorithms are very suitable for robot learning by 
trial-and-error interaction with its dynamic environment. At each time step, the robot 
perceives the complete state of the environment and takes an action, which causes the 
environment to transit into a new state. The robot receives a scalar reward signal that 
evaluates the quality of this transition. This feedback is less informative than in 
supervised learning, where the robot would be given the correct actions to take. 
Q -learning is one of the well-known reinforcement learning, the algorithm does not 

require any model. Q -value and the optimal strategy for the algorithm are updated as 

follows: 

1( , )t t tQ s a+ =
1 1 1( , ) *( *max ( , ) ( , ))t t t t t t t t tQ s a r Q s a Q s aβ γ + + ++ + −       (1) 

1 1( , ) arg max ( , )t t t ts a Q s aπ + + =                      (2) 

Where (0 1)β β≤ ≤ is learning rate, (0 1)γ γ≤ ≤ is discount factor. 

2.2   Q -Learning with Gradient Descent Methods (RL-GDM) 

While applying gradient descent to jcl  learning, we are trying to minimize estimate 

error. At each time step t+1, we usually parameterize a function approximation of 
Q -learning by a weight matrix W using gradient descent. 

             
1 1

( , )
( max ( , ) ( , )) t t

t t t t

Q s a
w r Q s a Q s a

w
β γ + +

∂Δ = + −
∂

        (3) 

2.3   Accuracy-Based Machine Learning System with Gradient Descent（XCSG） 

The XCSG [4-7] classifier system is an LCS that evolves its classifier by an 
accuracy-based fitness approach. Each XCS classifier contains the usual condition, 
action, and reward prediction parts. Complementary, XCS contains a prediction error 
estimate and a fitness estimate, which represents the relative accuracy of a classifier. 

2.3.1   Mapping ( , )t tQ s a to XCS 

To improve the learning capabilities of XCS and reduce learning unstable, we add 
gradient descent methods to XCS. The system prediction is computed as fitness 

weighted average of classifier predictions. The relationship ( , )t tQ s a  and ( )tP a  

based on 
1

A
−

 is computed as follows: 
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Where jP  and jF  are the prediction and the fitness of classifier jcl  respectively. 

2.3.2   Mapping Weights to XCS 
The weights w  of a weight matrix W are used as the function arguments to produce 
an approximated value in usual methods. XCS consider the value as the classifier’s 

prediction. We estimate the gradient component for a classifier [ ] 1kcl A
−

∈  by 

computing the partial derivate of ( , )t tQ s a  about kP  of a classifier kcl . 
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2.3.3   Reinforcement Component with Gradient Descent 
XCS with gradient descent (XCS-GDM) [8-10] works as the traditional XCS except 

for the update of classifier prediction. When the parameters of classifier in [ ] 1
A

−
 

are updated, the sum [ ] 1
AF

−
 of classifiers’ fitness in [ ] 1

A
−

 is computed as follows:  

                          

[ ]
[ ]1

1

jA
clj A

F F
−

−∈

= ∑
                         (6) 

In XCS-GDM, we regard classifier prediction as the main role in function 

approximation approaches. For each classifier [ ] 1kcl A
−

∈ , it’s kP  is updated as 

follows:  
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k k k
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−
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3   Experiments and Simulation 

Robot learning environment is composed by a number of grids. If a grid has been 
occupied by obstacles, the grid marked by “O”; Free grid is marked by“ ”; The target 
position is marked by “G”. Robot can stop at any free grid and can also move to any 
free connected grid. The robot has eight sonar sensors, Each is associated with 
detecting the status of the grid. Sensor information is coded by two binary code, 10 
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denote obstacles Code, 11 target location coding, 00 free code grid position, so each 
robot has 16-bit binary sensor input. Eight each robot moves correspond to the eight 
adjacent grid, assuming that the robot target position is located in the center of Fig.1.  

Experimental environment is formed by a number of Grids. Simulation objective is 
that robot can move from the free grid to the goal G by reinforcement learning. When 
the robot reach the target position, the entire simulation process is completed. This 
paper is to test XCSG learning results in robot domain through different experimental 
environments. 
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Fig. 1. Robot positions 
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Fig. 2. RL in maze 5 environment（N=3000） 

Experiment 1: RL in maze 5 environment 
The experimental environment is maze 5(Fig.3), from the curve point of view, when 
the classifier number of individuals N = 3000, XCS and XCSG can achieve optimal 
operation in fig.2. However, when the classification number of individuals N = 2500, 
XCS learning strategies were not all be optimized, but XCSG learn optimization 
strategies are always stable in fig.5. 
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Experiment2: RL in maze 6 environment 
The experimental environment is maze 6(Fig.4), the target location is more subtle 
compared to maze 5, which causes the robots walk more random. We can find that 
XCS can not optimize from the Fig.6, and XCSG can achieve stable and rapid learning 
optimization. All the individual classifiers can achieve global optimization compared to 
Experiment 1 in maze 5 environments 
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     Fig. 5. RL in maze 5（N=2500）          Fig. 6. RL in maze 6（N=2500）  

4   Conclusions and Future Work 

We propose a XCSG method to solve multi-robot reinforcement learning problems. 
XCS can establish low-dimensional approximation functions mapping to the 
environment return value. Gradient descent technique can use on-line knowledge to 
establish a stable approximation of functions, so that return values of environmental 
mapping table has been maintained at a low-dimensional state. Algorithm analysis and 
simulation show that, XCS with the gradient descent method in multi-robot 
reinforcement is efficient and stable convergence. 

O O O O O O O O O 

O       G O 

O   O  O O  O 

O  O      O 

O    O O   O 

O  O  O   O O 

O  O   O   O 

O      O  O 

O O O O O O O O O 

O O O O O O O O O 

O      O G O 

O   O  O O  O 

O  O      O 

O    O O   O 

O  O  O   O O 

O  O      O 

O      O  O 

O O O O O O O O O 



228 J. Shao, S. Chen, and C. Zhao 

 

References 

1. Barid, L.C.: Residual algorithms: Reinforcement Learning with function approximation. In: 
Proc. 12th Int. Conf. Mach. Learn., pp. 30–37 (July 1995) 

2. Glorennec, P.Y.: Reinforcement learning: An overview. In: Eur. Symp. Intell. Tech., 
Aachen, Germany, pp. 17–35 (2000) 

3. Wiering, M.: Multi-agent reinforcement learning for traffic light control. In: Proc. 17th Int. 
Conf. Mach. Learn. (ICML 2000), June 29-July 2, pp. 1151–1158. Stanford Univ., Stanford 
(2000) 

4. Dixon, P.W., Corne, D.W., Oates, M.J.: A Preliminary Investigation of Modified XCS as a 
Generic Data Mining Tool. In: Lanzi, P.L., Stolzmann, W., Wilson, S.W. (eds.) IWLCS 
2001. LNCS (LNAI), vol. 2321, pp. 133–150. Springer, Heidelberg (2002) 

5. Kovacs, T., Kerber, M.: Some dimensions of problem complexity for XCS. In: Wu, A.S. 
(ed.) Proc. 2000 Genetic and Evolutionary Computation Conf. Workshop Program, pp. 
289–292 (2000) 

6. Butz, M.V., Goldberg, D.E., Lanzi, P.L.: Gradient descent methods in learning classifier 
systems: Improving XCS performance in multistep problems. IEEE Trans. Evol. 
Comput. 9(5), 452–473 (2005) 

7. Bernadó-Mansilla, E., Garrell, J.: Accuracy-based Learning Classifier Systems: Models, 
analysis and applications to classification tasks. Evolutionary Computation 11(3), 209–238 
(2003) 

8. Hung, K.-T., Liu, J.-S., Chang, Y.-Z.: Smooth path planning for a mobile robot by 
evolutionary multiobjective optimization. In: IEEE Int. Symposium on Computational 
Intelligence in Robotics and Automation, Jacksonville, Florida (June 2007) 

9. Butz, M.V., Lanzi, P.L., Wilson, S.W.: Function approximation with XCS: Hyperellipsoidal 
conditions, recursive least squares, and compaction. IEEE Trans. Evol. Comput. 12(3), 
355–376 (2008) 

10. Bagnall, A.J., Cawley, G.C.: Learning classifier systems for data mining: A comparison of 
XCS with other classifiers for the Forest Cover dataset. In: Proc. IEEE/INNS Int. Joint Conf. 
Artificial Neural Netw., Portland, OR, July 20-24, vol. 3, pp. 1802–1807 (2003) 



 

D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 229–234. 
springerlink.com                         © Springer-Verlag Berlin Heidelberg 2012 

Research on Multi-robot Path Planning Methods Based 
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Abstract. This paper deals with the problem of multi-robot path planning based 
on learning classifier system in a dynamic narrow environment, where the 
workspace is cluttered with unpredictably moving objects. A Learning 
Classifier System is an accuracy-based machine learning system with gradient 
descent that combines reinforcement learning and rule discovery system. The 
genetic algorithm and the covering operator act as innovation discovery 
components which are responsible for discovering new better path planning 
rules. The reinforcement learning component is responsible for adjusting the 
fitness of rules in the system according to some reward obtained from the 
environment. The advantage of this approach is its accuracy-based 
representation, which can easily reduce learning space, improve online learning 
ability and robot robustness. 

Keywords: Learning classifier system, Genetic algorithm, path planning, 
Multi-robot, Gradient descent, covering operator. 

1   Introduction 

Multi-robot path planning [1-3] is one of the most important topics in robotics 
research. The goal of robot path planning is to find a trajectory for all robots from a 
starting position to a goal position, while avoiding collision with obstacles. Recently, 
a number of path planning algorithms have been developed, But the main difficulties 
in finding an optimal path in narrow environment arise from the fact that the 
analytical methods are too complex to be used in tangible and enumerative search 
methods are overwhelmed by the size of the search space. On the other hand, many 
evolutionary algorithms have been shown to be ineffective in path planning when the 
search space is large. 

This paper proposed a novel approach to solve Multi-robot path planning in narrow 
dynamic environment. XCSG is an accuracy-based machine learning system with 
gradient descent that combines reinforcement learning and rule discovery system. The 
reinforcement learning component is responsible for adjusting the fitness of rules in 
the system according to some reward obtained from the environment. The rule 
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discovery system which includes covering operator and genetic algorithm acts as an 
innovation discovery component which is responsible for discovering new better path 
planning rules.  

2   Accuracy-Based Learning Classifier System (XCS) 

The XCS [4-7] classifier system is an LCS that evolves its classifier by an 
accuracy-based fitness approach. Each XCS classifier contains the usual condition, 
action, and reward prediction parts. Complementary, XCS contains a prediction error 
estimate and a fitness estimate, which represents the relative accuracy of a classifier. 

2.1   Implementation Component 

The initial classifier set is randomly generated. Each classifier is represented as the 

state, action pair in P . According to the environmental input, the match set M   is 

formed from the population P , and then action sets A composed of classifier’s 

action is generated. The final, a action based on the classifier probability is selected. 

The prediction array ( )iP a  of each action ia is calculated by the following equation: 

                         

( ) k i k k
i

k i k

cl M a P F
P a

cl M a F

∈ ×
=

∈
∑
∑

                       (1) 

2.2   Reinforcement Component 

Each classifier in the process of implementation component will obtain a reward from 
the environment and the reward prediction. Classifier fitness strength will be updated as 
follows:  

                                max ( )P R P aγ← +                          (2) 

Where (0 1)γ γ≤ ≤  learning rate, R serves as the reward from the environment. 
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Where 0ε （ 0 0ε > ） Control prediction errors redundancy, (0 1)α α< < and 

( 0)ν ν >  denote constant, which  control decline of accuracy k  rate  When 
0ε  is 

exceeded. In action set, the absolute accuracy value k is converted to a relative 

accuracy value 'k . XCS's fitness value is to be updated based on the relative precision 
of the value: 

                                *( ' )j j j jF F k Fγ← + −                       (7) 

2.3   Rule Discovery System 

The task of rule discovery system is to generate new classifiers by using covering 

operator and genetic algorithm. If the match set M is empty, covering operator will 

generate new classifier whose condition part will be matched with the environmental 
message / input message and this new classifier will be added to the classifier store by 
replacing the worst classifier in order to keep the fixed size of the classifier store.  

After reaching timed interval, XCS will select two classifiers from action set 
1

A
−

 

by using roulette wheel for running genetic operators. To sum up, XCS can evaluate the 
exiting rules and discover high performance rules by using covering operator and 
genetic algorithm. So its capabilities of implicit parallelism, robust and potential 
self-adaptive learning will benefit robot reinforcement learning. 

3   XCS with Gradient Descent Methods (XCS-GDM) 

3.1   Mapping ( , )t tQ s a to XCS 

To improve the learning capabilities of XCS and reduce learning unstable, we add 
gradient descent methods to XCS. The system prediction is computed as fitness 

weighted average of classifier predictions. The relationship ( , )t tQ s a  and ( )tP a  

based on 
1

A
−

 is computed as follows: 
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             (8) 

Where jP  and jF  are the prediction and the fitness of classifier jcl  respectively.  

3.2   Reinforcement Component with Gradient Descent 

XCS with gradient descent (XCS-GDM) [8-9] works as the traditional XCS except for 

the update of classifier prediction. When the parameters of classifier in [ ] 1
A

−
 are 

updated, the sum [ ] 1
AF

−
 of classifiers’ fitness in [ ] 1

A
−

 is computed as follows:  
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[ ]
[ ]1

1

jA
c lj A

F F
−

−∈

= ∑                         (9) 

In XCS-GDM, we regard classifier prediction as the main role in function 

approximation approaches. For each classifier [ ] 1kcl A
−

∈ , it’s kP  is updated as 

follows:  

          

[ ] 1

( max ( ) ) k
k k k

A

F
P P R P a P

F
β γ

−

← + + −                    (10) 

4   Experiments and Simulation 

Experimental scenario 1 Dynamic narrow environment with U-shaped obstacles 
Figure 1 shows Multi-robots in the narrow context of the U-shaped trajectory. Dynamic 
obstacles (No. 1-3) were in their narrow U-shaped environment for up and down 
movement, four were successfully reach the ultimate goal of the robot point G point. 

 

Fig. 1. Multi-robot trajectory in the U-shaped environment 

Experimental scenario 2 Multi-barrier in narrow dynamic channels 
environments 
Figure2 is the in the multi-robot trajectory in narrow channel environment. Dynamic 
obstacles (No. 1-3) were down as a straight line in their environment, all involved in the 
planning of the robots have achieved satisfactory simulation curve. Presented in this 
paper XCSG based integration algorithm, because all XCSG have strong ability to 
forecast returns, all the stability of the robot can achieve a satisfactory convergence 
effect for multi-robot trajectory in the narrow dynamic environment. 
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Fig. 2. Multi-channel robot trajectories in narrow channel environment 

Experimental scenario 3 Multi- punch obstacles in narrow dynamic environments 
Figure 3 is the trajectory of the multi-robot systems with multi-punch obstacles in 
narrow environment. Although there are several easy to fall into local minimum risk, 
the robots (R1, R2, R3) can still be very stable to reach their goals. 

 

Fig. 3. Trajectories of multi-robot in multi-convex and concave narrow environment 

5   Conclusions 

This paper presented a novel approach to solving the problem of multi-robot path 
planning. XCSG is a accuracy-based machine learning system that combines covering 
operator and genetic algorithm. The covering operator is responsible for adjusting 
precision and large search space according to some reward obtained from the 
environment. The genetic algorithm acts as an innovation discovery component which 
is responsible for discovering new better path planning rules.  
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Abstract. This paper proposed a new robot hybrid architecture based on that 
multi-DSP system. In the system, cooperation-planning layer undertakes the 
parallel processing, which combine different system structure adopted in 
different periods for development of robot, established robot hybrid architecture 
based on Parallel processing of multi-DSP, DSP hardware realizes and concrete 
application, in order to reduce the system structural design time, the common 
ability, real-time character and dependability of the security system, and offer the 
theoretical foundation for the fact that robot cooperated with the design of the 
control system. And easy to realize the robot signal communication and system's 
expansion, enhanced the entire robot assembly system's Practicality, Real-time 
and Reliability. 

Keywords: robot, hybrid architecture, multi-DSP. 

1   Introduction 

Robot technology has already been widely used in many fields, urged by investigation 
and application, research of robot has been a hot field. Reasonable robot architecture is 
the important basis of finishing the robot architecture. In some task orientation 
applications, reasonable robot architecture and efficient navigation are key 
technologies of robot navigation, and also the requirement of the rapid development of 
multi-robot system navigation technology. Based on the analysis of traditional robot 
architecture, a novel control architecture which integrated DSP with artificial potential 
field method techniques is proposed for robot architecture. 

The system structure of multi-intelligent robots DSP is defined between every part 
of intelligent robot system interaction and function are distributed, determine the 
information flow relation of robots each other or a lot of intelligent robot systems and 
logical calculation structure. The system structure is an important content to robot 
systems study, it mainly studies how to organize and control the hardware of the robot 
and software system to realize the necessary work [1 ] [7 ]. Robot systems are 
composed of individual robots. As the key part of the individual robot, the control 
system of the robot has determined the cooperation ability of the robot in many robots 
systems. This architecture realized the flexible combination of basic function modules 
of robot architecture, which made the function and knowledge have better 
expansibility. 
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2   Traditional Robot System Structures 

2.1   Serial System Structure 

The serial system structure follows a serial control line controlled from electrical 
machinery that the environment is perceived, the modeling, planning, Act, and 
according to the flow direction of information and behavioral function, resolve the 
control course of the robot into different function module, the module close the ring 
chain after making up one, information is flowed into via the sensor by the 
environment, the environment of returning via the executive body after planning 
decision is dealt with, thus implement the behavior of controlling. See Fig. 1. The 
intelligence of this system lies in planners or programmer, but not the system of 
executing the task, the control between every part flows and information flow is 
one-by-one in the system, but planning and modeling of such systematic structure are 
very difficult, and the whole serial connection of system structure is relatively long, 
can't meet the real-time change of the external environment condition.  

 

Fig. 1. Serial system structure 

2.2   Subsumption System Structure 

Subsumption structure proposed by Rodney A Brooks in 1986 [2 ], while exporting ports 
in input in the traditional structure, that is to adopt the network level from bottom to top to 
construct the structure between sensor system and act system, upper layer behavior may 
behavioral output to lower floor inhibitory activity has produced. Because of setting up 
avoiding hindering, avoiding hindering roaming, following three control systems, 
subsumption structure has strong real-time character. Because all control system is 
designed as independent module, and should interferes the behavioral internal function of 
lower floor in upper layer behavior each other, it is unable to carry on the independent 
design to the system, it causes the redesign of the whole control system.  

2.3   Pass the Stepwise Structure Hierarchically 

G. Saridis proposes passing the stepwise system structure [3 ][5] hierarchically. The 
system structure well arranged the structure of this system, and easy to realize, 
interrelate by way of passing the steps hierarchically between the module, but each 
layer can only exchange information instead of a link from head to foot storey, the 
lower floor should wait for the planning of the upper layer, the upper layer should wait 
for the task of the lower floor to finish, the complex reaction time of the foreign 
department incident is relatively long.  
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2.4   Response Type System Structure 

The response type system structure based on Motor Schema that Arkin put forward[4 ], 
see Fig. 2. The system structure allowed each Motor Schema to correspondent to a 
basic behavior, strengthened systematic flexibility, and designed the module which can 
meet different tasks and environmental demand, easy to reconstruct, suitable for the 
trends, open environment.  

 

Fig. 2. Response type system structure 

3   Robots Hybrid Architecture (Rha) 

Robot DSP Mixed control system divide into 4, successively from top to bottom 
functionally: Task Coordinates Layer (TCdL), Behavioral Planning Layer(BPL), 
Behavior Control Layer(BCL) and sense and act Controls layer. See Fig.3. Task 
coordinate layer and behavioral planning layer form upper strata control, behavior 
control layer and sport control layer form ground floor control. The upper strata control 
through the analysis in information such as the operation state of environmental 
information and robot that is perceived to the transducer and deduce, deal with task 
scheduling and trouble of every function module while controlling in the ground floor 
effectively, so as to ensure that moves high-efficient and dependability that the robot 
operates wholly; The ground floor is made up by a lot of DSP function module 
independently each, finishes each of photo electricity correctly separately.  

4   Robot Architecture Based on Multi-DSP 

The hardware is controlled and divided into two parts :upper layer controlling and 
ground floor control, which adopt CAN bus and link some network of the controller 
between the control system of the upper layer and control system of the ground floor 
and between DSP process systems in the ground floor, can realize reliable data 
communication and real-time, high-efficient task scheduling well. The block diagram 
of the hardware is seen Fig4   
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Fig. 3. Hybrid architecture of multi-robot DSP 

 

Fig. 4. The block diagram of the hardware 

Note: WcuC: Wireless communication card, CMUS: Controlling machine of upper 
strata,PID: proportion Integration Differentiation 

4.1   Upper Layer Control Systems 

In order to realize the real-time communication between every layer within the robot, 
adopt CAN bus card of the industrial standard to connect each job module in the ground 
floor DSP control system in the control system of the upper strata, the ones that are used 
for realizing the robot and controling personnel are real-time and mutual, transmit and 
realize the pronunciation control of the robot through the wireless, can convey other 
working orders. Meanwhile, the robot can be transmitted the real-time visual scene and 
vision result by the wireless, infrared, supersound, close to the transducer to survey 
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robot states such as the result, etc. to send the master station, so that controling 
personnel further assign the task order, realize the good one man-machine 
harmoniously and mutually. 

4.2   Control System of Ground Floor 

In the control system of ground floor, every sensor signal sends into corresponding 
DSP system and deals with respectively. See Fig. 5. These DSP process system adopt 
TMS320LF2407A that TI Company produced, DSP chip is specially employed to the 
controlled field, system structure that high-speed signal deals with and the digital 
control function need, its order carries out the pace and is up to 80MIPS, and most 
orders can finish during the single cycle of one 25ns. In addition, it also has I / O port 
and other ancillary equipment in very strong slice, can simplify the peripheral circuit to 
design, reduce the systematic cost.  

 

Fig. 5. Robots hardware block diagram 

5   Conclusions 

Reasonable robot architecture is the important basis of finishing the robot task. Based 
on the analysis of traditional robot architecture, a new control architecture which 
integrated DSP with artificial potential field method techniques is proposed for robot 
hybrid architecture. This architecture realized the flexible combination of basic 
function modules of robot architecture, which made the function and knowledge have 
better expansibility. 
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Abstract. Image Fusion Technique is an new research issue. This essay brings 
forward to a skill of compromising use ratio and image which can efficiently 
decrease interference made in compromising pictures and provides more 
abundant, accurate and reliable information according to physical characteristics 
generated by sensors, so further analysis and management can be done. 

Keywords: probability theory, sensor, Image Fusion. 

1   Introduction 

Image Fusion, an important branch of information fusion, refers to maximatily extract 
useful information of photo data processed by image-processing and computer 
technology, and finally synthesize images of high quality to raise the utilization rate of 
image information. Until now great achievements have been made due to researchers’ 
efforts. Image fusion based on pyramid [1], firstly propounded by Buri and Adelson, 
and is a method of image fusion of multi-scale and multi-resolution. Its fusion process 
is carried on the groundwork of different degree, spatial resolution and analysis. 
Though data in the telescoping-decompounding are redundancy, and the gross value 
should have been increased by more than one third comparing with original image [2]. 
While image fusion based on wavelet transform [3], multiple-scales and multires are 
much better, whereas it may extend output-time when decomposition progression is 
large [4]. Yet affine algorithm can automatically carries out medical image fusion with 
accordance with the gray level medical images [5], using pixel fusion algorithm. 

Owing to different physical characters produced by sensors, problems maybe come 
up in image fusion procedure. For instance, probable complementation of different 
sensors’ informational features, polarity contrary of local contrast of visible lights and 
infrared rays and interference that sensor may suffer. To overcome the above flaws, this 
essay propounds a method of image fusion based on improved probability theory [6]. 
Its procedure can be showed as below: 

Step1: Sensors images are needed to be modeled, 
Step2: Image should be multires—dissected in image fusion based on pyramid 

Laplacian. 
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Step3: Fuse them using BM DOA Estimator  
Step4: Images can be gotten by reversing pyramid. 

The new point of the research is that all sensor images are changed into standard 
image by additive noise affine transformation. And image fusion is turned into 
likelihood estimation of all kinds of sensors. Yet BM DOA framework affords ways of 
approximate evaluation, maximum likelihood estimation and maximum posteriori 
probability estimation 

2   Analysis and Design of Image Fusion Based on Probability 

2.1   Design and Realization of Fusion Process 

Under the condition of same illumination, unlimited visibility and noiseless sensors, 
supposedly take imaging real scene where image made by real sensor may be 
transformed as s , while in 

                      
( , ) ( , ) ( , ) ( , ) ( , )   

i i i i
a t t t s t tα β ε= + +l l l l l          (1) 

i
a as image in sensor number I, ( , , )x y k≡l , ( , )x y as pixel position, k as 

the k layer pyramid, t as time, α as sensor offset, β as sensor gain(including local 

adverse effect and complement effect), ε  as zero-mean noise.  

Imaging parameter and noise location are supposed to be very slow, so some 

parameter in small space region is real and available. Parameter estimation can be 

simplified taking advantage of this hypothesis. 
Next, the Bayesian Estimation fusion [7] will be carried on. Supposedly, s as 

Gaussian normal distribution of mean value 0 ( , )s tl  which can be gotten from image 

in fine day, variance 2 ( , )s tσ l . Yet conditional probability density function P( | s)a  is 

supposed to normal location, mean value to s +β α , variance to 

1 2

2 2 2
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q
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σ σ σ∑ =
ε , therefore marginal probability density function 

P( )a should be normal location, mean value should be 0m s= +μ β α , variance  
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= +∑M β β . With the above probability density definition, 

obviously there are two fusion methods that can be chosen—maximum likelihood 
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∧

= a  and maximum posteriori probability estimation  
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MAP posteriori fusion estimation shall be its mean value  
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β β β a α

            
(3) 

If 2
lim

s
σ → ∞ , the ML fusion estimation can be received. 

2.2   Model Parameter Estimation 

Parameters are needed to estimated including ( , )tα l ， ( , )tβ l and ( ), tε∑ l . In 

order to estimate β 、α， β 、α、∑ ε 、 0s  and 2
sσ  are supposedly close to 

constant in a small space region. If α is seen as the extreme value of its logarithm 

likelihood function
1

lg[ ( )]

N

n

n

L P
=

= ∑ a , the maximum likelihood estimation can be gotten. 

                                    0
ML a s

= −α μ β                                 (4) 

( a∑ Is variance of this region 5 5× ), the solution is 

                    

1

1 2

2
( 1 )

M L

s

r
ε

σ

−
= ∑

λ
β U                      (5) 

U 、 λ  are the feature vectors of matrix 
1 1

2 2
a aε ε

−

∑ = ∑ ∑ ∑  and eigenvalue r=±1 

A way except maximum likelihood estimation [8] is the method of least square. 

Least squares estimate 
LS

α  can be realized by making of α minimal. LSβ  By making 

Minimal the solution is   

                         

1

2

2L S

s

r
λ

σ
=β U                           (6) 

in which U ， λ are the feature vectors of co variation matrix ( )
a ε−∑ ∑  and 

eigenvalue r=±1. 

2.3   Defect Analysis and Assumption about Solution 

The parameter estimation mentioned above do not afford the value of 0s and 2
sσ . 

Supposedly, we can set up a single well-work solid pattern, however it has to strengthen 

constraint to combine all part models. Making 1=β tenable all the time or 2
sσ λ=  

in the formula (8). λ Is the main eigenvector of
a ε−∑ ∑ , moreover change rate a  

depends on the change of s . Therefore we hope 2

s
λ σ∝  and each model is restrict 

and ensured to have the same rate. Then notice that changing 
0

s  also causes s
∧

’s 



244 C. Zhao, X. Wang, and J. Shao 

change. 0s  Have to be always zero in order to get the consistency of areas, so choose 

limit parameter estimation of 
0s and 2

sσ is LS r=β U , further 

                                     LS a=α μ                                     (7) 

space average is used to calculate sampling mean value and variance to estimate 

β 、α , which is not consistent because 0s is space change attributing to 2
sσ  and 

leading to its over-estimation (for instance ,there are regions in scene) can not record 
clearly model’s mean value and variance. Although a more integrated model should 

imitate 0s ’s space change, though it can produce bigger change. 

Finally, parameter r  does not show clearly in each super-pixel. Each super-pixel is 
chosen carefully to combine part models and super-pixel’s show shift to another β . 

Arbitrary direction signs leaded to by large location change are not permitted, yet a 
simple heuristic rule can do.3 Comparisons between MAP Algorithms and PCA 
Algorithms. 

MAP and ML fusion law is quite close to PCA. Noise is supposed to be 
variance 2

s
Iε σ=∑ .  

                          

02 2 2 2

1 1
( )

1 / 1 /
s s

s s

ε ε
σ σ σ σ

∧

= − +
+ +

T

a a
U a μ                        (8) 

3   Experiment Result and Analysis 

Applying the fusion method to runway with ALG system of visible light and infrared 
rays, experiment result will be show as below 

 

Fig. 1. Image fusions of Visible Light and Infrared Rays Imitated by Data Image 

Experiment 1 Fig 1 is result of experiment fused by data image. Fig2 (a) and Fig 2 (b) 
imitate original images of noise of visible light and infrared ray, the scene is runway in 
airport. Fig2 (c) is the image of same scene from topographic database. Although the Fig 
can be seen clearly, It does not show the real shape of runway. We can take image 
luminance in database as mean value 0s  of MAP fusion law in formula (5), what 
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measure in image as variance 2
sσ (parameter β

、
α and scene noise variance  have 

to be accurately estimated before). Fig 2（d）（e）（f）are MAP fusion image of 2

s
σ 12.251, 

27.331, 58.087. The higher the value of 
2

s
σ is, the more contribution the original image 

emphasizes, while low 2
sσ  shows the greater contribution. 

 

Fig. 2. Comparisons between Amount of Information of MAP and PCA Algorithm 

Experiment 2 Fig 2 is the comparison of the amount of information E in the final 
image fusion of MAP and PCA algorithm 

                              
1

o g 2
n

q q

q

E p l p
=

= − ∑                               (9) 

P q As conditional probability [9] that sensors put on expected image, q=1…..n as 

the number of sensor. 
From the result of analogue experiment, the amount of information of fusion image 

of MAP algorithm is more than PCA algorithm, the more the amount of information is, 
the better the fusion quality is (8),(9). As the number of sensors increases, the 
differences of this two amount of information are great, which can indicate that the 
MAP algorithm indeed ensure efficiently the amount of information of image fusion in 
imaging system of many sensors. 

4   Conclusions 

Image probability fusion methods put forward in this essay applies to imaging system 
of many kinds of sensors with visible light, infrared ray and radar. It not only combines 
firm framework like PCA algorithm, but also affords a method of fusing information of 
imaging form database. The result of simulation experiment shows that this method can 
fuse image efficiently, enhance obviously image definition of final image and 
information capacity. 

In recent years, unceasing emergence of efficient image fusion methods make full 
cognition and being recognized of application of image fusion in medical science, 
remote sensing, computer vision, weather prediction and military target recognition, 
which is believed to overcome research direction of some technical difficulty   
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Abstract. This paper introduces improving rate and proposes the incremental 
mining algorithm with the weighted model for optimizing association rules 
based on CBA mining algorithm. The risk analysis of the strong association 
rules is proposed for trend forecasting. And the risk degree of the lost rules 
based on the incremental mining is also analyzed. Comparing with the 
traditional algorithm, the improved algorithm is fast, efficient in incremental 
data mining and can find trends in association rules. The decision making 
reliability is enhanced by the association rules obtained from the improved 
algorithm. The algorithm was used in bank cost analysis with test results 
showing that the prediction precision of the algorithm is better than that of the 
traditional algorithm.  

Keywords: incremental mining, risk analysis, bank cost analysis. 

1   Introduction 

Apriori algorithm is the way that is commonly used for mining association rules’ 
frequent item set. But it mostly finds association rules from the static information 
database. In factual application, this algorithm has some shortcoming. The paper 
analyzes the change of the strong association rules with data updating in database by 
incremental mining algorithm according to factual need of decision-making. We 
analyze the strong association rules by the weighted model and consider the risk 
degree of the lost association rules. Accordingly, we improve the significance of 
incremental updating association rules mining and efficiently forecast the trend of 
rules. 

2   Traditional CBA Algorithm 

CBA is one traditional mining algorithm using in bank cost analysis. CBA algorithm 
produces classifier through two processes. The first process, find classification 
association rules(CAR). The second process, choose high prior degree rules for cover 
training set from the discoverable CAR, that is, if the left of the associations rules are 
the same and the right of them are different, we choose high-cof. rules as possible 
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rules. After obtaining association rules that satisfy the min-sup and min-cof. between 
the conditional attributes and the decision attributes, the importance of the rules is 
defined. 

Traditionally, CBA was used in bank cost analysis.  In part 2 and part 3, we’ll 
discuss a new mend of the original algorithm. 

3   Introduction of the Improving-Rate Factor 

The higher the cof. is, the stronger the association rules is, namely, the strong 
association rule. But sometimes it is wrong. In circumstance of precondition and 
conclusion both with high-sup, although the precondition and conclusion are 
irrelative, their association cof. is high. One better way to judge the intensity of 
association rules is to compare the cof. with the standard value of the rule, here we 
suppose that relative item set’s generate probability created with every rule and 
generate probability of former item set is independent. We can use frequent item set’s 
frequency to calculate the standard value. Standard cof. is the concomitantly generate 
association’s sup divided by the number of transaction in database. And this can help 
us calculate “the improving-rate” of the rule. “The improving-rate” is the cof. of the 
rule that is divided by the cof. of generate association supposed to be independent. If 
the rate is bigger than 1, it means that the rule is useful. And the bigger “the 
improving rate’’ is, the higher the association rule’s intensity is. 

4   Incremental Mining Algorithm 

Apriori algorithm is the way that mines and analyzes the static information data. 
When the data in database keeps invariability, it is useful. But when the data is 
changed, it needs to scan the new database over again for adapting the increase of 
data in database. With the updating of the database, the original rules are not likely to 
keep identical. In the modern data management circumstance that information 
increases rapidly, it results in much repeated work and over-load of database’s 
operation. And it wastes the original result obtained by old database mining. 

We use the incremental mining algorithm to mend the original algorithm. The 
incremental mining algorithm takes full advantage of the old mining results and mines 
updating association rules with the incremental portion of the database. And it can 
efficiently decrease the database scanning times and sufficiently improved the 
efficiency of data mining. Suppose D for the original database, and d for changing 
data set. The incremental updating of the association rules mostly means how to get 
association rules of D d∪  when the new data set d is added to the original database 
D or d is deleted from D with the changeless min-sup and the changeless min-cof 
(sometimes they can changed). For the incremental updating database, incremental 
mining concerns the following four instances of item set: (1) frequent in D , frequent 
in d , then frequent in D d∪ ; (2) frequent in D, not frequent in d , then uncertain in 

D d∪ ; (3) not frequent in D, frequent in d , then uncertain in D d∪ ; (4) not 

frequent in D , not frequent in d , then not frequent in D d∪ . 
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For satisfying high efficiency updating of association rules, it creates many kinds 
of data mining algorithm as FUP, IUA, AIUA, NEW FUP and FUFIA. 

FUP algorithm solves (1), (2) and (4), but it can not solve the third. IUA and NEW 
FUP algorithm solve (3), but the efficiency isn't high. 

5   Improvement of Original Algorithm by Incremental Mining 
Algorithm 

In Apriori algorithm of original association rules mining, if the database is updated, 
the rules created by original database mining will be not appropriate. The ecumenical 
way is to mine the new database again using the algorithm. In the modern data 
management circumstance that information increases rapidly, it results in much 
repeated work and over-load of database’s operation. And it wastes original result 
obtained by old database mining. The ameliorative algorithm pays attention to the 
trends of rules development when mines database by association rules algorithm. The 
new algorithm reduces the number of database scan, and improves efficiency of data 
mining. It has better precision in decision-making support. 

We use incremental mining algorithm to mend the original algorithm. For 
protecting rules, we present a rule protection model with weight. This rule protection 
model with weight will exert forecast function in the latter work of incremental 

mining. Suppose 1W  and 2W  are the weight of D  and d respectively. For 

association rule X Y⇒ , we define the sup and cof. as the following[5]: 

1 1

2 2

( ) ( )

( ) , ( )

( ) / ( )

S u p p w X Y W S u p p X Y

W S u p p X Y c o n f w X Y

S u p p w X Y S u p p w X

 =
+ ⇒ =

  

∪ i ∪
i ∪

∪  

Here, 1( )Supp X Y∪  and 2 ( )Supp X Y∪  are the rule’s X Y⇒  sup. in D  

and d  respectively. ( )Suppw X Y∪  and ( )confw X Y⇒ are the rule`s 

X Y⇒ sup. and con. in D d∪  respectively. 

For association rule X Y⇒ , its sup. and cof. are defined as the following[5]: 

1 1

1 1

( ) ( )

( ) ,

( ) ( )

( ) ,

n n

n n

S u p p w X Y W S u p p X Y

W S u p p X Y

C o n fw X Y W C o n f X Y

W C o n f X Y

= + +

⇒ = ⇒ + +
⇒

∪ ∪
∪

 

Here, ( )iSupp X Y∪ and ( )nConf X Y∪ are rule’s ( X Y⇒ ) sup. and cof. in 

incremental set iD . 
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First, we use AIUA(advanced incremental updating algorithm) to mend 
incremental association rules when min-sup isn’t changed. The algorithm need 
respectively scan only once the original database and the new incremental database. 
The algorithm is as the following [6]: 

Input: DB , the original transaction database 
L , the set of DB ’s frequent item set db ; 

0S ,the min-sup 

Output: ''L , the set of DB db∪ ’s frequent item set 

(1) ''L ϕ=  

for each X L∈  do begin 

if X .count 0 (| | | |)L S DB db≥ × + , then { }'' ''L L X= + ; 

{ }FL L X= − ;Else max max{ sup | }D i iS x D x L− =  ∈  

end 

(2) min 0 max 0( )d DS S t S S− −= − × − ;for each x db∈ do begin 

if X . count 0 (| | | |)db S DB db≥ × + then { }'' ''L L X= + ; { }db db x= − ; 

else 
'

min{ | .

(| | | |)}
i dL x db x count db S

DB db
−= ∈  ≥ ×

+
 

end 

(3) for each FX L∈  do begin 

for each 'x L∈ do begin 

if X .count FL X+ .count '
0 (| | | |)L S DB db≥ × +   

then '' '' { }L L X= + ; ' ' { }L L X= −  

else  { }F FL L X= −  

end 
end 

(4) ' '
min 0{ | , }d dL L x S x Supd S−= − ≤  ≤  

(5) if '
dL ϕ=  then output ''L  

else for each '
dx L∈ ,do begin 

max max{ sup | }d i iS x d x L− =  ∈ ; min 0 max 01/ ( )D dS S t S S− −= − × −  

end 
end 

(6) min( , )D k DL aproiri gen L S −= −   

(7) for each '
dx L∈  do begin  ;for each DX L∈  do begin  
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if X .count DL X+ .count '
0 (| | | |)dL S DB db≥ × +  then " " { }L L X= +   

else delete X  
end 
end 

(8) output "L  

Here: X .count L , X .count db , X .count FL  , X .count L′  , X .count DL  and 

X .count dL′  are item set X sup in L , db , FL  , L′  , DL  and dL′  respectively. 

Then, we calculate significative association rules’ sup and cof in new database 
using the rule protection model with the weight. Calculate sup( x ) in 

/ sup( )D d x∪  in 1D −  and cof( x ) in / ( )D d cof x∪  in 1D − , then we 

get 1T  and 2T  . Here we call them T. T reflects change trend of the strong 

association rules on the basis of incremental mining. We analyze and forecast the 
useful association rules by the change trends with database updating every time. 
Thereby, it supports the decision-making better. 

On the other side, we study the lost rules that were the strong association rules in 
the original database after database updating. Calculate sup( x ) in D d∪  and 

cof( x ) in D d∪ , and get T . The absolute value of T shows the eliminated risk 
when the strong association rules in the original database are changed with updating 
data. The absolute value of  T for the lost association rules, it is defined as risk 
degree of the lost. In practical application, people often concern the risk of the strong 
association rules in the original database, which is the risk of being weak with 
periodic increase of database. We can also regard the risk degree as the risk that the 
strong rules turn into the weak rules or the weak rules turn into the strong rules. 
Higher the risk degree is, lower the universality of the rule is. The introduction of risk 
degree is for the need of solving the practical problem. It forecasts the trends of 
association rules based on incremental mining from the different aspect and increases 
the reliability of forecasting. 

6   The Application of Improved Algorithm in Bank Cost Analysis 

In process of bank cost analysis, we analyze the basic product attributes and product 
cost. Based on it, we get the rule that product’s profit is relative to one or some of the 
attributes and obtain idiographic association rules. The data mining process of bank 
cost analysis includes: gathering of data, data pretreatment, model training and model 
evaluating. 

We analyze the six months statistic information of bank product. The former five 
months’ data is the original database. And the sixth months’ data is the incremental 
data. We use the original algorithm and the improved algorithm to mine the bank cost 
analysis database. 

The result shows that the improved algorithm is better than the original CBA 
algorithm. The precision of cost analysis is improved 30 percent. So, with the 
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improved algorithm, we can efficiently mine association rules and mend incremental 
data mining in database, then improve precision of decision-making. 

7   Conclusion 

We introduce the improving-rate factor to increase the precision for optimizing the 
original algorithm, and present the improved algorithm for mining incremental data in 
database. With the data of one bank’s six months statistical information, we test the 
new algorithm and compare it with the original algorithm. The result shows that the 
improved algorithm improves the reliability of data mining, and provides more 
information for decision-maker. 
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Abstract. LEACH is the first protocol of wireless sensor networks based on 
clustering and layered structure technology, but the security problem related to 
the wireless sensor network is not considered. Therefore, it is necessary to 
provide an efficient security routing algorithm for practical wireless sensor 
networks. In this paper, we proposed a LEACH-based key management scheme 
for wireless sensor networks based on Exclusion Basis Systems and μ  TESLA. 
We use EBS for key generation and distribution, and use μ TESLA to guarantee 
the cluster head can update security key after the first round. The proposed 
algorithm decreases the storage requirements of keys, and the network 
communications load for updating cluster keys. The key management scheme 
can enhance the survivability and ensure the security of WSNs. 

Keywords: WSNs, Exclusion Basis Systems, LEACH, Security protocol. 

1   Introduction 

Due to the fact that in certain applications of sensor networks, like military 
applications, diplomatic communications, e-learning and air traffic control etc., 
security of WSNs becomes more and more important. These systems process data 
gathered from multiple sensors to monitor events in an area of interest. Sensors in such 
systems are typically disposable and expected to last until their energy drains. Some 
recent researches have focused on managing secure wireless communications in such 
networks. When a large group of sensors are constrained in energy, computation and 
communication resource, an efficient key management procedure becomes critical. 
LEACH (Low Energy Adaptive Clustering Hierarchy) has very important significance 
for wireless sensor network routing protocol, so design appropriate key management 
scheme to strengthen its security is an important issue of current research.  

1.1   System Model 

The system architecture of the WSN is depicted in Fig. 1. In this model, a sensor 
network consists of a large number of sensors distributed over an area of interest. 
LEACH is a self-organizing, adaptive clustering protocol that uses randomization to 
distribute the energy load evenly among the sensors in the network. The nodes organize 
themselves into local clusters, with one node in each cluster acting as the cluster-head. 
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Fig. 1. Hierarchical architecture of Wireless Sensor Network 

The cluster-heads fuse the data from the different sensors, perform mission-related data 
processing, and send it to the base station via long-haul transmission. The cluster-head 
nodes are not fixed but self-elected at different time intervals. 

1.2   Related Work 

Wireless sensor networks have a wide use on civil and military applications that call for 
security, e.g., target surveillance in hostile environments. The resource constrained 
environment has motivated extensive research that addresses energy-aware hardware 
and software design issues [1], [2]. Much effort has been done on the energy-efficient 
communication protocols [3], [4]. The energy-constrained nature of the sensor 
networks makes the problem of incorporating security very challenging. The design of 
the security protocols for sensor networks should be developed towards conservation of 
the sensor resources. The level of security versus the consumption of energy, 
computation and memory resources constitute a major design trade-off [10]. 

Recently, a number of solutions for securing WSNs have been proposed [5-9]. 
Ferreira A．C etc. have proposed SLEACH, which use μ  TESLA to authorize the 

cluster head through the base station [6]. Leonardo B Oliveira presented a random key 
distribution solution for securing clustered sensor networks which implemented the 
authentication of cluster head to the members of the cluster, so as to ensure the 
legitimacy of the cluster members [7]. Ding Han-cheng proposed a key management 
for dynamically clustering WSN (KMDC) which adopts the EBS optimal combination 
group key management algorithm, and can reduce the storage burden of the 
management of the key and the key communication load of networks [8]. 

2   LEACH-Based Security Routing Protocol 

A key management procedure is an essential constituent of network security. It is 
necessary to maintain a balanced security level with respect to those constraints. In this 
section we propose a LEACH-based security routing protocol for sensor networks, 
whose objective is to minimize the sensor’s computation, communications and storage 
overhead due to the key management operations.  

Cluster1 

Member node 

Cluster head 

Cluster2 

Base station 

Cluster3 
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2.1   Exclusion Basis Systems 

EBS was proposed by Eltoweissy in 2004, which based on a combination of group 
communication principles [5]. Exclusion Basis Systems provide a general framework 
for the investigation of key management systems. An EBS is defined as a collection of 
Γ  that denotes subsets of the set of members. Each subset corresponds to a key, and 
the elements of a subset A∈ Γ  are the nodes have that key. An EBS Γ  of dimension 
(n, k, m) represents a situation in a secure group, n means the number of sensor nodes; k 
means the number of keys assigned to each node and k+m means the total number of 
keys. So it can be proved to be that:  

1) When k
k mC n+ ≥ , any n  combinations from k

k mC +  can constitute an EBS (n, k, m), 

and then form a key distribution scheme. 
2) By broadcast at most m packets, we can dynamically cancel and update the whole 

key of any node, then drive out this node. 

The base station is the only authority for key generation. It will be the direct service for 
the administration keys for the cluster head and communication keys for the 
inter-cluster head interaction and for message traffic. Although the head of a cluster 
would be responsible for the key management for the sensors in the cluster, the keys 
still have to be generated by the base station. Each cluster will be assigned a set of 
distinct communication keys for data encryption. Sharing the same key among sensors 
in a cluster will enable selective decryption of data messages for the purpose of 
aggregation if instrumented in the network operation. The base station will periodically 
renew keys for the inter-cluster head and cluster head to sensor nodes communication 
to counter potential on-going spoofing. 

It is proved in [5] that the overhead of an optimum EBS is half of that a binary key tree. 
However EBS may suffer from collusion attacks. In [9], a special kind of polynomial, the 
common trivariate polynomial, is presented, which can guarantee that all the nodes 
having the same polynomial can get the same key. The common trivariate polynomial 
keys are used in stead of the normal keys in EBS system and a new dynamic key 
management scheme is designed for clustered wireless sensor networks, which can solve 
the collusion attacks problem effectively. This problem is out the scope of our research. 

2.2   System Initialization and Operation  

The basic terminology in Table 1 is used for describing the key management protocol. 

Table 1. Notation used in the Key management Protocols 

Notation Description Notation Description 

B  Base station intK Initialization key 

jC  Cluster j ( )a jK C The authentication key of cluster 
j 

iN  Sensor node i ( )j i
Mem C Member node i of cluster j 

jH  Cluster-head of cluster j ebsK EBS key management set  

( )iID N  Sensor node i identifier ( )E ,K Data
 

Encryption function of data 
with key K 

( )master iK N  Key shared between node 
i and BS  Concatenation operator 
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We assume that the base station is secure. In the cluster establishment phase, sensor 
nodes customize cluster head according to LEACH’s selection method and, then, the 
cluster head broadcasts a hello packet. The Hello packet must be authenticated, and 
encrypted through the initial key intK in the first cluster formation process, 

:E( )j intH broadcast K ,Hello→  . (1)

Member nodes receive the packet and then return the response to the cluster. Response 
content includes their ID and Ack, 

( )( ):Ei j int iN H K ,ID N Ack→  . (2)

And then cluster head sent the identification of all the members who want to join this 
cluster to the base station, 

( ) ( ) ( )( )B: Ej master j i mH K H ,ID N ID N→  . (3)

The base station construct EBS, each cluster is assigned a set of distinct communication 
keys for data encryption, 

( ) ( ) ( ) ( ) ( )( )( )B : E Ej master j j a j master i a jebs ebs
H K H ,ID C K C K K N K C K→  

. 
  (4)

At the network stable working stages, the member node i of cluster j sent the 
authentication key of cluster j, identifier of the member node i of cluster j, EBS key 
management set and data to the cluster-head of cluster j. Cluster-head of cluster j 

sent ( )a jK C , ( )jID C , ebsK , ( )jID H , ( )master jK H and the fused information received 

from cluster member nodes to base station,   

( ) ( ) ( )( )( ):Ej j a j j ebsi i
Mem C H K C ,ID Mem C K ,Data→  . (5)

( ) ( ) ( ) ( )( )B:Ej a j j ebs master j jH K C ,ID C K K H , ID H ,Data→  . (6)

Once the clusters are created and the TDMA schedule is fixed, data transmission can 
begin. Assuming nodes always have data to send, they send it during their allocated 
transmission time to the cluster head. The first round security LEACH cluster protocol 
working process is shown in Fig. 2. 

After a round of operation, the system reselects cluster head. Different from the 
initial condition, the key intK  will be erased for security reasons. Before the broadcast, 

new cluster head request a radio key from base station, the μ  TESLA (a 

combinatorial optimization of the group key management problem) is to broadcast 

macK  packet first, and then announced the keys by base station [11], to conform the 
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Fig. 2. Flow map of the first round security LEACH cluster protocol constructing 

attacker can't forge the correct broadcast packets before the key is announced. The intK  

is replaced by macK , and a new round of security LEACH become work.  

3   Conclusion 

In this paper, we present a LEACH-based security routing protocol for WSNs. We use 
exclusion basis system for key generation and distribution. Exclusion Basis Systems 
provide a general framework for the investigation of key management systems. By 
using EBS, the storage requirements of storing keys is decreased, the network 
communications load for updating cluster keys is reduced. The use of μ  TESLA 

guaranteed the cluster head update security after the first round. Such flexibility is 
invaluable for the resource constrained sensor nodes.  
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Abstract. Robot’s adaptability to surrounding as an essential subject of robot 
research is based on detecting environment precisely and acting timely. Moving 
object detection and tracking is an important approach of robot detecting 
external environment. Moving object detection and tracking based on computer 
vision means building a system with vision part and motor drive of the robot. In 
this paper, the robot estimates the motion of object and tracks it by driving 
motors according to the changes of optical flow fields got from modified optical 
flow calculation of collected images. In the experiment, this system responded 
quickly, stably and accurately. And it could make the robot move exactly and 
timely to respond to changes of surrounding.  

Keywords: Modified optical flow, Moving object detection and tracking, 
Computer vision. 

1   Introduction 

As an essential research of computer vision, there are many analysis methods, such as 
frame, optical flow and the method of reducing background [1]. And in these analysis 
methods, optical flow algorithms have advantages of follows: first, the optical flow is 
better for comparatively complicated movement, such as scaling and rotation. Second, 
optical flow can correctly detect the sub-pixel mobile distance with higher precision. 
Optical flow algorithms have three mainly kinds: differential optical flow algorithm, 
the frequency domain optical flow algorithm and correlation optical flow algorithm 
[2]. LK (Lucas-Kanade) and HS (Horn-schunk) [3] are two typical differential optical 
flow algorithms. Compare to LK, HS has advantages of visual geometric meaning and 
smaller amount of calculation.  

This paper discusses one system which associated the robot vision part and motor 
drive part. Through the optical flow algorithm, the robot gets optical flow fields of 
collected images from vision part, and will drive motors to track the moving target 
detected by analyzing changes of optical flow fields. In the experiment, we use 
Pioneer3-DX robot from Activ Media Company. The paper is organized as follows: 
Section2 presents a brief description of moving target detection and tracking system 
and modified optical flow. Section3 talks about the detail presentation of moving 
target detection and tracking system. Section 4 provides experiments and results 
analysis. Section 5 gives conclusions and future work. 
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2   Description of the System  

The visual system is playing a more and more important role in the robot obstacle 
avoidance, target detection and tracking and so on. Because of demand of the 
complex data and accuracy, obstacle avoidance mainly uses binocular vision system.  
And monocular vision system is mainly used in target detection and tracking, 
navigation, robot path planning, etc.  

If call the part through which the robot get external information as visual part; The 
optical flow calculation and analysis will be called calculative part; And the robot 
motor drive system will be called motor part. The robot target tracking system is the 
combination of visual part, calculative part and motor part. After analysis and 
calculation of the data collected by visual system, the robot will get direction and 
speed of movement of the target need to be tracked. And according to the direction 
and speed the robot can drive motor to track the target. As shown in Fig. 1. 
 

 

Fig. 1. Flowchart of the moving target detection and tracking system. 

In the system, the visual part is video capture. Calculative part consists of optical 
flow calculation and target detection. Motor part is comprised of left wheel motor 
drive and right wheel motor drive. Among these three parts, the calculative part is the 
foundation of this system. HS optical flow algorithm can detect the complete contour 
of the moving object, but the amount of the computation is large. A combination of 
pyramid LK optical flow and HS optical flow is proposed for moving object detection 
and tracking. The result of experiment shows that this algorithm can effectively 
improve the speed of computation of the moving object detection and tracking 
system. 
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3   Realization of the System 

The three-dimensional object in the real-world environment to be observed projects 
the velocity vector to the image. And this projection is the two-dimensional motion 
vector. These two-dimensional instantaneous velocity vectors together constitute a 
velocity field called optical the flow field. Easy to know that, the optical flow field 
not only embodies the information of moving object, but also embodies the 
surrounding environment three-dimensional data. Moving targets detection is the 
premise of the robot’s target tracking, also is a hot issue of computer vision. There are 
two main methods to detect moving object: motion compensation method [4] and 
optical flow method [5]. Motion compensation method is mainly dependent on the 
accuracy of the compensation. And this method cannot describe the complete contour 
of target. HS optical flow algorithm [6] can detect the complete contour of the moving 
target. And HS optical flow method [7] has been widely used in the static background 
moving target detection. 

3.1   Video Capture 

The video capture system is monocular system adopting CanonVC-C50i camera in 
the experiment. Image acquisition card is the VCE-B5A01 image acquisition card 
produced by IMPERX Company. and sampling frequency 60 frames per second. The 
images are collected in size 320×240. This size affects the computation amount of the 
optical flow algorithm mentioned below. 

3.2   Modified Optical Flow Algorithm 

The optical flow algorithm is a calculation method, which has to solve the problem of 
optical flow equation as the first priority, looking for two-dimensional instantaneous 
velocity vector field to reconstruct the three-dimensional object information. Optical 
flow has been used widely in the target segmentation, identification and tracking, 
robot navigation, the information of shape recovery, and other important fields [8].  

The HS optical flow algorithm is a kind of typical differential optical flow 
calculation methods. Differential method [9] is also named Spatio - temporal gradient 
method. It is a method to calculation each image point velocity vector on the basis of 
Spatio - temporal differential in the time-varying image grey space. 

Let I (x, y, t) is the image brightness of image point (x, y) at t moment. if u (x, y) 
and v (x, y) are this point optical flow vector level and vertical components. if this 
point moves to (x + δx, y+ δy) at the time t +δt. And the brightness is unchanged, so 
that 

, , , ,I x x y y t t I x y tδ δ δ+ + +（ ）=（ ）. (1)

In the equation above, x u tδ δ×=  and y v yδ δ×= . After series development of the 

equation with Tarlor and a series of operations, u and v can be given by the following 
iterative formula: 



262 G. Cui, K. Liang, and J. Guo 

2 2

1 ( )
k k

k x x y tk

x y

I I u I v I
u u

I Iα
+ + += −

+ +
. (2) 

2 2

1 ( )
k k

k y x y tk

x y

I I u I v I
v v

I Iα
+ + += −

+ +
. (3) 

In the equations, u and v  are the local average. k is iteration times. α is weighted 
value. By iterative formulas above, it is known that the calculation amount of HS 
optical flow depends on the size of the image and iteration times. When the size of 
images initial value is more adjacent the real value, iteration times should be reduced. 

For this reason, we calculate the sparse optical flow field of the images using the 
pyramid LK optical flow algorithm which has a high speed of operation. After that, 
we remove the moving targets from the sparse optical flow field and extract the 
motion vector of the background as the initial value of HS optical flow. After a few 
iteration times, HS algorithm can detect the complete contour of the moving target. 
Algorithm flow chart is shown in Fig. 2 

 

Fig. 2. Flow chart of algorithm in this paper. 

3.3   Motor Drive 

Most of the robots move by driving motor. Especially, step motor and servo motor are 
used to robots widely. Pioneer3-DX robot uses two step motors. And there are two 
sets of step motor control system that can control two wheels independently. If v 
denotes the robot translational speed; ω  denotes the angular velocity of robot; 

lω and rω denote left and right step motor angular velocity respectively. Their 
relationship is as follow:  
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2 2

r l

r

r r l

R R
v

R R

T T

ω
ω ω

⎡ ⎤
⎢ ⎥⎡ ⎤ ⎡ ⎤= ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦−⎢ ⎥
⎣ ⎦

. (4) 

In the equation 4, rR and lR are the radius of two wheels respectively. Optical flow 
field got from the HS optical flow algorithm can't be the parameters directly to drive 
motors. It still needs to be singular value decomposition. After the singular value 
decomposition, the robot will get combination of principal component linear. In the 
optical flow field each column could expressed as ja . And ja  can be corresponding to 
column vector of the matrix A. After the singular value decomposition, it has the 
following formula: 

T

m n m n n n n n
A P Q E× × × ×= . (5) 

In the equation 5, P is columns related orthogonal matrixes. Q matrix is diagonal 
matrix. And the diagonal element of matrixes Q is the singular value of matrixes A. 
ET is the characteristic vector matrixes namely the orthogonal vectors matrixes. Every 
movement of the robot can be seen as the combines of two basic movements: 
translation and rotation. So that, the optical flow field ja  can be seen as 

1 1 2 21 2j j j

T Ta p q e p q e= + . (6) 

The two components in the equation 6 correspond to the translation and rotation 
vector respectively. This is used to drive stepping motor as the parameters for robot to 
make a movement to realize the moving target tracking. 

4   Results Analysis 

Video sequences used in the experiments are collected by the CanonVC-C50i camera 
on the mobile robot Pioneer3-DX. Video sequence has its background of white plastic 
plate, and has a target moving independently. The size of the image sequence is 
320×240 as mentioned above. Image sequences given in Fig. 3 are collected by the 
camera in the situation that the robot moves only, camera doesn’t. Moving object is 
the paper box. And the paper box moves in a straight line. 

Figure 3 (a) and (b) are two consecutive frames of the image sequences. Figure 3 
(c) is the optical flow result of traditional HS optical flow algorithm. And it has the 
iterative times 180. Figure 3 (d) is the algorithm result of modified optical flow 
algorithm used in this paper. And it has the iterative times 10. Figure 3 (e) and (f) are 
the figures enlarged of traditional HS optical flow and modified optical flow 
respectively for illustrating the detail of optical flow field. 
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(a) The 346th frame of image sequences.         (b) The 347th frame of image sequences. 
 

     
 

(c) Result of traditional HS optical flow.           (d) Result of modified optical flow. 
 

     
 

(e) Detail of traditional HS optical flow field.      (f) Detail of modified optical flow field. 

Fig. 3. Comparison of traditional HS optical flow algorithm result and modified optical flow 
algorithm result. 

We can see that modified optical flow has a similar result with traditional HS 
optical flow. But the iterative times of traditional HS optical flow is at least 15 times 
than modified optical flow. From the detail, we know that the motion vector of 
modified optical flow is not accurately as traditional HS optical flow. And the texture 
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smooth area of the background has no optical flow vector been detected in these two 
methods. It makes troubles to moving object detection and tracking. The algorithm 
should be improved again in the future. 

5   Conclusion 

Modified HS optical flow algorithm is simple and can describe complete contour of 
moving object. This algorithm used to moving target detection and tracking system of 
the robot can estimate the contour of moving targets accurately and track the contour. 
In the laboratory, after many times experiment with the system, the robot moved more 
accurately, stably, and smoothly in the target tracking process. But, in dynamic 
background moving target detection, Modified HS optical flow algorithm is sensitive 
to noise and can not detect the optical flow vector in the texture smooth area of the 
background. At present, we are seeking a method to make a further improvement for 
these problems.  
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Abstract. Wavelet analysis has become a developing branch of mathematics for 
over twenty years. In this paper, the notion of orthogonal nonseparable 
quarternary variate wavelet packs, which is the generalization of orthogonal 
univariate wavelet packs, is proposed by virtue of analogy method and iteration 
method. Their biorthogonality traits are researched by using time-frequency 
analysis approach and variable separation approach. Three orthogonality 
formulas regarding these wavelet wraps are obtained. Moreover, it is shown 
how to draw new orthonormal bases of space 

2 4
( )L R  from these wavelet 

wraps. A procedure for designing a class of orthogonal vector-valued finitely 
supported wavelet functions is proposed by virtue of filter bank theory and 
matrix theory.  

Keywords: Nonseparable, binary wavelet packs, wavelet frame, Bessel sequen-
ce, orthonormal bases, time-frequency analysis approach. 

1   Introduction and Notations 

Computer science or computing science designates the scientific and mathematical 
approach in information technology and computing. A computer scientist is a person 
who does work at a professional level in computer science and/or has attained a 
degree in computer science or a related field. Wavelet analysis is nowadays a widely 
used tool in applied mathematics. The advantages of wavelet wraps and their 
promising features in various application have attracted a lot of interest and effort in 
recent years. Aside from the straightforward construction of Daubechies’ wavelets, 
only a few, specific construcion of multivariate orthonormal wavelet systems exist 
presently in the literature. The main advantage of wavelets is their time-frequency 
localization property. Already they have led to exciting applications in signal 
processing [1], fractals, image processing [2] and so on. Sampling theorems play a 
basic role in digital signal processing. They ensure that continuous signals can be 
processed by their discrete samples. Vector-valued wavelets are a sort of generalized 
multiwavelets [3]. Vector-valued wavelets and multiwavelets are different in the 
following sense. For example, prefiltering is usually required for discrete 
multiwavelet transforms but not necessary for discrete vector-valued wavelet  
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trans-forms [4]. In real life, video images are vec engineering [2,3]. Coifman R. R. 
and Meyer Y. firstly introduced the notion for orthogonal wavelet packets which were 
used to decompose wavelet components. Chui C K. and Li Chun L. [4] generalized 
the concept of orthogonal wavelet packets to the case of non-orthogonal wavelet 
packets so that wavelet packets can be employed in the case of the spline wavelets 
and so on. Tensor product multivariate wavelet packs has been constructed by 
Coifman and Meyer. The introduction for the notion on nontensor product wavelet 
packs attributes to Shen Z [5]. Since the majority of information is multidimensional 
information, many researchers interest themselves in the investigation into 
multivariate wavelet theory. But, there exist a lot of obvious defects in this method, 
such as, scarcity of designing freedom. Therefore, it is significant to investigate 
nonseparable multivariate wavelet theory. Nowadays, since there is little literature on 
biorthogonal wavelet wraps, it is neces-sary to investigate biorthogonal wavelet 
wraps. 

In the following, we introduce some notations. Z and Z+  denote all integers and 

all nonnegative integers, respectively. R  denotes all real numbers. 4R denotes the 4-
dimentional Euclidean space. 2 4( )L R denotes the square integrable function space. 

Let 
1 2 3 4

4 4

1 2 3 4
( , , , )( , , , ) , ,x x x x x R Rω ω ω ωω= ∈ = ∈ 4

1 2 3 4
( , , , ) ,k k k k k Z= ∈  The 

inner product for any functions ( )x and 2 4( ) ( ( ), ( ) ( ))x x x L Rg g ∈ and the Fourier 

transform of ( )xg are defined, respectively, by  

4 4
( ) ( ) , ( ) ( ) ,, i x

R R
x g x dx g g x e dxg ωω − ⋅= =∫ ∫  

where 1 1 2 2x x xω ω ω⋅ = +  and ( )g x  denotes the complex conjugate of ( )g x . Let R 

and C be all real and all complex numbers, respectively. Z and N denote, respectively, 
all integers and all positive integers. Set {0} , ,Z N a s N+ = ∈∪ as well as 2a ≥  By 

algebra theory, it is obviously follows that there are 4a elements 10 ,d d 4 1
,

a
d

−
in 

4 4
1 2( ) ( )d mZ d mZ φ+ + =∩ , where 20 0 1 1

{ , , , }
a

d d d
−

Ω = denotes the aggregate of 

all the different representative elements in the quotient group 4 4/( )Z mZ and order 

0
{0}d = where {0}  is the null element of 4

Z
+

 and 1 2,d d  denote two arbitrary 

distinct elements in 0Ω .Let 0 {0}Ω = Ω − and 0,Ω Ω  to be two index sets. Define, 

By 2 4( , )sL R C , we denote the set of all vector-valued functions 
2 2( , ) : { ( )sL R C x= 2 4

1 2( ( )), ( ), , ( )) : ( ) ( ), 1,2, , }T
u lh x h x h x h x L R l s= ∈ = ,where 

T means the transpose of a vector. For any 2 2( , )sL R C∈  its integration is 

defined as follows 4 4 4 41 2( ) ( ( ) , ( ) , , ( ) )T
sR R R R

x dx h x dx h x dx h x dx=∫ ∫ ∫ ∫ . 

Definition 1. A sequence 4

2 4{ ( ) ( , )}s
n n Z

x L R C
∈

⊂  is called an orthogonal set, if  

                        4
,, , ,n v n v sI n v Zδ〈 〉 = ∈ ,                         (1) 
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where sI  stands for the s s×  identity matrix and ,n vδ  , is generalized Kronecker 

symbol, i.e., , 1n vδ =  as n v=  and , 0n vδ = , otherwise. 

2   The Quarternary Multiresolution Analysis 

Firstly, we introduce multiresolution analysis of space 2 4
( ).L R  Wavelets can be 

constructed by means of multiresolution analysis. In particular, the existence 
theorem[8] for higher-dimentional wavelets with arbitrary dilation matrice has been 
given. Let 2 4( )( ) Rh x L∈  satisfy the following refinement equation: 

                          4

4( ) ( )kk Z
f x m b f mx k

∈
= ⋅ −∑                     (2) 

where 2{ ( )}
n Z

b n
∈

 is real number sequence which has only finite terms and ( )f x is 
called scaling function. Formula (1) is said to be two-scale refinement equation. The 

frequency form of formula (1) can be written as 

                  1 2 3 4( ) ( , , , ) ( ),f B z z z z f mω ω=                      (3) 

where 

           
4

1 2 2 2

1 2 3 4

( , , , )

31 2 4
1 2 3 4 1 2 3 4( , , , ) .( , , , )

n n n n Z

nn n n
n n n nB z z z z z z z zb

∈

= ⋅ ⋅ ⋅ ⋅∑     (4) 

Define a subspace 2 4( ) ( )jX L R j Z⊂ ∈  by 

               
2 4

4

( )
( ) : .j j

j L R
V clos m f m x k k Z= − ∈                 (5) 

Definition 2. We say that ( )f x in (2) generate a multiresolution analysis { }
j j Z

V ∈ of 
2 4( )L R , if the sequence { }j j ZV ∈ defined in (4) satisfy the following properties: 

(i) 1, ;j jV V j Z+⊂ ∀ ∈  (ii) {0};j j
j Z j Z

V V
∈ ∈

=∩ ∪ is dense in 42 ( )L R ; (iii) 

( )x Vψ ∈ 1( ) ,kmx V k Zψ +⇔ ∈ ∀ ∈  (iv) the family 2{ ( ) : }jf m x n n Z− ∈  forms a 

Riesz basis for the spaces .jV  

Let ( )kY k Z∈  denote the complementary subspace of jV  in 1jV + , and assume 

that there exist a vector-valued function 21 2 1
( ) { ( ), ( ), , ( )}

m
G x g x g x g x

−
=  

constitutes a Riesz basis for kY , i.e., 

                       
2 4

4 4

: ,( )
: 1, 2, , 1; ,j j nL R

Y clos g m n Zλ λ= = − ∈           (6) 
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where j Z∈ , and / 2

: , ( ) ( ),j j

j kg x m g m x kλ λ= − 4 41, 2, , 1; .m k Zλ = − ∈  Form 

condition (5), it is obvious that 1 2( ), ( ),g x g x 4 1
, ( )

m
g x

−
are in 0 1.Y X⊂  

Hence there exist three real number sequences 4( ){ }( {1,2, , 1},nq mλ λ ∈Δ = −  
4 )n Z∈  such that 

4

4 ( )( ) ( ),k
k Z

g x m q f mx kλ
λ

∈

= ⋅ −∑                      (7) 

Formula (7) in frequency domain can be written as  

( ) 2
1 2( ) ( , ) ( ), 1,2, , 1.g Q z z f m mλ

λ ω ω λ= = −           (8) 

where the signal of sequence 4 4( ){ }( 1, 2, , 1, )kq m k Zλ λ = − ∈  is 

                            

1 2

1 2
2

1 2

( ) ( )

1 2 ( , ) 1 2

( , )

( , ) .n n

n n

n n Z

Q z z q z zλ λ

∈

= ⋅ ⋅∑                (9) 

A bivariate function ( )f x ∈ 4 4
L (R ) is called a semiorthogonal one, if  

                        0,( ), ( ) kf f k δ⋅ ⋅ − = ,  4 .n Z∈                        (10) 

We say 41 2 1
( ) { ( ), ( ), , ( )}

m
G x g x g x g x

−
=  is anorthogonal bivariate vector-valued 

wavelets associated with the scaling function ( )f x , if they satisfy: 

                        
( ), ( ) 0f g kν⋅ ⋅ − = ,  ,ν ∈ Δ  4k Z∈ ,              (11) 

                        , 0,( ), ( ) ,ng g nλ ν λ νδ δ⋅ ⋅ − = , ,λ ν ∈ Δ 4n Z∈       (12) 

3   The Traits of Nonseparable Bivariate Wavelet Packs 

To construct wavelet packs, we introduce the following notation: 02, ( ) ( ),a h x f x= =  
( )0( ) ( ), ( ) ( ),h x g x b n b nν ν= = ( ) ( )( ) ( ),b n q nν ν= whereν ∈ Δ  We are now in a position 

of introducing orthogonal bivariate nonseparable wavelet wraps. 

Definition 3. A family of functions { ( ) : 0,1, 2,mkh x nν+ = 3, ,⋅ ⋅ ⋅ }ν ∈ Δ  is called a 

nonseparable bivariate wavelet packs with respect to an orthogonal scaling function 

0 ( )xΛ , where 

                              
4

( )( ) ( ) ( ),mk kn Z
x b n mx nν

ν+ ∈
Λ = Λ −∑                     (13) 

where 0,1, 2, 15.ν =  By taking the Fourier transform for t (12), we have 

                          
( ) ( )( )

1 2 3 4( , , , ) 2 .nk kh B z z z z hν
ν ω ω+ = ⋅                      (14) 
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where 

                   
( ) ( ) 31 2 4

4
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∈
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Lemma 1 [6] . Let ( )xφ 2 2L (R ). ∈ Then ( )xφ  is an orthogonal one if and only if 
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2

2
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Lemma 2. Assuming that ( )f x  is an semiorthogonal scaling function. ( )1 2,B z z is 

the symbol of the sequence{ ( )}b k  defined in (3). Then we have 

            

2 2 2 2
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Proof. If ( )f x is an orthogonal bivariate function, then ( )2

2
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2  =1f kω π

∈
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Therefore, by Lemma 1 and formula (2), we obtain that  
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This complete the proof of Lemma 2. Similarly, we can obtain Lemma 3 from (3), (8), 
(13). 

Lemma 3. If ( )xνψ ( 0,1,2,3ν = ) are orthogonal wavelet functions associated 

with ( )h x . Then we have 

1 ( ) ( )

1 2 1 20

( ) 1

1 2
{ (( 1) , ( 1) ) (( 1) , ( 1) ) (( 1) , ( 1) )j j j j
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For an arbitrary positive integer n Z+∈ , expand it by 

                       
1

1
4 ,j

jj
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=
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Lemma 4. Let n Z+∈  and n be expanded as (17). Then we have 
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Lemma 4 can be inductively proved from formulas (14) and (18). 
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Theorem 1. For n Z+∈ , 3k Z∈ , we have 

                            0,( ), ( )n n kh h k δ⋅ ⋅− = .                              (20) 

Proof. Formula (20) follows from (10) as n=0. Assume formula (20) holds for the 

case of 00 4rn≤ < ( 0r is a positive integer). Consider the case of 0 0 14 4r rn +≤ < . 

For ν ∈ Δ , by induction assumption and Lemma 1, Lemma 3 and Lemma 4, we 

have 
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Thus, we complete the proof of theorem 1. 

Theorem 2. For every 2k Z∈ and ,m n Z+∈ , we have 

                            , 0,( ), ( )m n m n kh h k δ δ⋅ ⋅ − = .                            (21) 

Proof. For the case of m n= ， (20) follows from Theorem 1.As m n≠  and 

0, ,m n ∈Ω  the result (20) can be established from Theorem 2, where 

0 {0,1, 2,3}Ω = . In what follows, assuming that m is not equal to n  and at least 

one of { , }m n doesn’t belong to 0 ,Ω  rewrite m , n  as 

14m m= 1 1 1, 4 ,n nλ μ+ = + where 1 1, ,m n Z+∈ and 1 1 0,λ μ ∈ Ω .Case 1 If 

1 1,m n= then 1 1.λ μ≠ By (17), formulas (21) follows, since 
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Case 2 If 1 1m n≠  we order 1 2 24 ,m m λ= + 1n = 24n 2 ,μ+ where 

2 2, ,m n Z+∈
 
and 2 ,λ 2 0.μ ∈Ω If 2m 2 ,n= then 2 2 .λ μ≠ Similar to Case 1, 

we have (21) follows. That is to say, the proposition follows in such case. 
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As 2 2 ,m n≠ we order 2 32m m= + 3,λ
 2 3 32n n μ= + , once more, where 

3 3, ,m n Z+∈ and 3 3 0, .λ μ ∈ Ω Thus, after taking finite steps (denoted by r ), we 

obtain 0, ,r rm n ∈ Ω and 0, .r rλ μ ∈ Ω  If ,r rα β= then .r rλ μ≠ Similar to Case 1, 

(21) holds. If r rα β≠ , Similar to Lemma 1, we conclude that 
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Theorem 3. If 2{ ( ), }G x Zβ β +∈ and 2{ ( ), }G x Zβ β +∈ are vector-valued wavelet packs 
with respect to a pair of biorthogonal vector-valued scaling functions 0 ( )G x  and 

0 ( )G x , then for any 2, Zα σ +∈ , we have 

                          2
, 0,( ), ( ) , .k sG G k I k Zα σ α σδ δ⋅ ⋅ − = ∈               (22) 
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Abstract. Gas emission is controlled by various factors; it is a very complex 
problem how to predict gas emission according to these factors. When by using 
geological information and winning technical data to predict it, there are lots of 
uncertainty, ambiguity and highly nonlinear characteristics. This feature is 
difficult using traditional mathematical expressions to describe. This paper 
combines grey relational analysis with improved fuzzy neural network (IFNN) to 
predict gas emission. Based on grey relational degree these gas emission-sensitive 
factors are optimality collected. Take these factors as input of IFNN model, the 
prediction model of gas emission is established. Results show that it is reliable. 
Recognition precision is high, and practicability is better. 

Keywords: Grey Relation, Improved Fuzzy Neural Network, Gas Emission, 
Prediction. 

1   Introduction 

Gas occurs in the coal seam, almost everywhere there is in the mine. It can be disturbed 
in all mining activities every time. Gas emission, gas outburst and gas disaster involve 
complex geological information and winning technical factors. Gas emission has 
fuzziness and randomness and is controlled by geological information and winning 
technical factors, these factors tend to have non-linear characteristics. Therefore, the 
prediction of mine gas emission is an important and indispensable step in new mine, 
mine reconstruction and productive mine. The prediction accuracy of mine gas 
emission is directly related to mine safety and economic benefit. So the prediction 
method research and the improvement of its prediction accuracy has been one of 
important subject all over the world's major coal-producing countries. 

In the actual study, when more factors, it will increase the network complexity, 
reduce the network performance and affect the calculation accuracy. Grey relational 
analysis provides a better solution. It can conduct a comprehensive quantitative 
analysis of all factors and determine the main factors. Fuzzy neural network has 
powerful knowledge expression and powerful learning ability [1-2]. Not only it 
expands the application scope of fuzzy technology, but also it is better than the 
conventional neural network in learning time, training step and precision [3]. Because 
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of its advantages, fuzzy neural network technologies are widely applied in petroleum 
exploration and development. During predicting gas emission by using conventional 
data, there are some characteristics of uncertainty, ambiguity and highly nonlinear 
problem between these factors and gas emission. Thus, the method of combining grey 
relational analysis and improved fuzzy neural network is applied to predict gas 
emission in this paper.  

2   Predicting Model of Gas Emission Based on Grey Relational 
Analysis and Improved Fuzzy Neural Network 

2.1   Grey Relational Analysis Method 

Grey relational analysis is a multi-factor analysis method with good and broad 
adaptability [4]. It is a new method developed on the basis of grey system theory. By 
comparing the grey relational degree, the primary and secondary factors can be found 
out in the system and the primary factors of affecting on one variable can be obtained. 

Based on the qualitative analysis of the researched matter, a dependent variable and 
multi-independent variable are determined. 

Assume that the dependent variable is the sequence of mine gas emission. 

[ ]Tnxxxx )(,),2(),1( 0000 ⋅⋅⋅=  (1)

The corresponding independent variable is the sequence of influencing factor: 

[ ]Tiiii nxxxx )(,),2(),1( ⋅⋅⋅= (i=1,2,…,m) (2)

The relational coefficient of the sequence of mine gas emission affected on the “i”th 
factor sequence at the “k”th moment is: 
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Where: 10 << ρ , if the ρ value is smaller, the difference between the relational 

coefficients is bigger. In this paper, 5.0=ρ .  

The average value of relational degree at each moments is: 
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),( 0 ixxr  is the relational degree of mine gas emission affected on the “ i ”th factor 

sequence. Based on the value, the relational degree of mine gas emission affected on 
each factor sequence can be determined. 
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2.2   Improved Fuzzy Neural Network 

The improved fuzzy neural network shows in Fig.1. There are four layers, namely, the 
input layer, the fuzzy layer, the fuzzy inference layer and the anti-fuzzy layer. 

 

Fig. 1. The improved four layers fuzzy neural network structure 

In the first layer, each neuron node is connected directly to each input component. 
Input variable x is an n-dimensional feature vector, n is determined by the specific 
problems. 

In the second layer, each neuron node represents a fuzzy linguistic variable, which is 
to calculate the memberships of each component of the input vector belongs to the 
language variable corresponding to the fuzzy sets. The number of nodes of the fuzzy 
layer is nm× ( m is the number of clusters). The input variables are ix , the output is the 

degree of membership that each variable belongs to cluster. 
The membership function is the following formula, as follows, 

      
))(exp( 22

ijijiij mxu σ−−=     1≤ i ≤ n ; 1≤ j ≤ m    (5) 

Where, ix  is input variable, ijm , 2
ijσ  corresponds to each node of the fuzzy layer. 

In the third layer, each neuron node represents a fuzzy rule, which is to match the 
fuzzy rules and calculate the practical degree of each rule. The node output jπ  is the 

multiply of membership. The number of nodes m  is obtained by sample cluster 
analysis based on K-means method, which can also adjust the value of this function 
according to actual needs.  
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In the fourth layer, each neuron node is carried on anti-fuzzy calculation, and the exact 
value of network output is obtained. The node output is respectively all input algebraic 
multiply. y  is the ultimate anti-fuzzy output as follows, 

mmy πωπωπω +⋅⋅⋅++= 2211    (7) 

Where, iω is the weight between the fuzzy inference layer and the anti-fuzzy layer. 

Improved BP algorithm is introduced in the network learning process [5]. The 
strategy of using the momentum method, the adaptive learning rate and the 
self-adjustment of the number of neurons in the hidden layer thereby can enhance the 
learning speed and increase the reliability of the algorithm. 

3   Instance Analysis 

The mine gas emissions in HC coal mine are predicted by the network training of the 
method and the verification of the actual result. 

3.1   Quantification of the Predictive Index 

When the index of improved fuzzy neural network model are optimized by the use of 
the grey relational analysis, in order to eliminate the difference between unit and 
dimension of all factors, firstly the unitary method must be carried out to the initial 
data. The mine gas emission rates and the influencing factors in HC coal-mine are 
shown in Table 1. Roof lithology, geological structure and mining method are treated 
as qualitative variable. The initial data will be converted to the numerical values [0,1] 
range with equation (8) in input layer, the date in exchange with equation (9) in output 
layer. 

Table 1. The mine gas emission rate and the influencing factors in HC coal-mine 

Sample GZ MCHD/m MCMS/m TBYX BBYX Romax MTJG XPXS SYZH Q/m3·t-1 

1 2 7 582.85 4 3 1.58 3 1.62 69.79 0.54 
2 5 14 439.76 3 1 2.05 5 0.05 27.03 0.95 

3 5 12 525.62 3 2 1.88 4 0.02 15.78 0.74 

4 3 8 658.13 3 2 1.73 4 0.76 8.44 0.65 

5 5 17 397.20 3 1 2.05 5 0.70 32.04 0.93 

6 4 12 414.52 3 2 1.78 4 0.43 25.36 0.72 

7 4 10 544.38 3 2 1.78 4 0.70 27.72 0.70 

8 5 6 553.55 4 2 1.65 3 0.16 30.19 0.60 

9 5 13 536.85 3 1 1.92 5 0.15 12.55 0.80 

┆ ┆ ┆ ┆ ┆ ┆ ┆ ┆ ┆ ┆ ┆ 
30 2 7 343.80 4 2 1.64 3 0.95 41.75 0.50 
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minminmax )( xxxxx ii +−= −    (9) 

Where, −
ix is the normalized data, ix  is the un-normalized data, minx is the minimum 

value of data change, maxx is the maximum value of data change. 

3.2   The Optimization of Predictive Index 

Treat mine gas emission as a reference sequence, the influencing factor as a comparison 
sequence, in accordance with (3) the relational coefficient between mine gas emission 
and each factor at the “i”th factor sequence at the “k”th moment are calculated, and then 
the relational degree of influencing factor are computed and played in sequence. The 
main factors of influencing on mine gas emission are determined by the sequence of 
relational degree. The results are shown in table 2. 

Table 2. The relational degree and the factors sequence of influencing on mine gas emission 

Influencing factor GZ MCHD MCMS TBYX BBYX Romax MTJG XPXS SYZH 
Relational coefficient 0.754 0.761 0.631 0.537 0.458 0.427 0.385 0.615 0.672 

The sequence 2 1 5 6 7 8 9 4 3 

 
As can be seen from Table 2, in many of these factors, the largest factor of 

influencing on the mine gas emission is the coal seam thickness (MCHD); the results 
show that the relational degree is 0.761, followed by geological structure (GZ). 
Combined with the law of gas geology, the characteristic of gas emission and winning 
technology, the five parameters (MCMD, GZ, SYZH, MCMS, XP) are determined as 
the prediction model index. 

3.3   The Improved Neural Network's Computation Based on the Optimized 
Index 

Based on the grey relational analysis of the factors of influencing on mine gas emission, 
mine gas emission is predicted by using improved fuzzy neural network. According to 
the calculation and the sequence of grey relational degree, the above-mentioned five 
factors are treated as the input factors in improved fuzzy neural network model. The 
network input layer consists of five input variable, and the output layer is the mine gas 
emission. At the same time the errors are computed between the actual output and the 
expected output of the network. The results are shown as followed in table 3. 

As can be seen from Table 3, the maximum prediction error is 10.81% and the 
average error is 8.01%. With a view to the actual production of coal mine, the improved 
fuzzy neural network prediction method can be used as a reference method for 
predicting mine gas emission. 
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Table 3. The network testing results 

Training sample 1 2 3 4 5 6 7 8 9 10 
Measured gas emission / 

m3·t-1(Q) 
0.54 0.95 0.74 0.65 0.93 0.72 0.7 0.6 0.8 0.5 

Networks output /m3·t-1(Q) 0.59 1.02 0.69 0.71 1 0.8 0.66 0.65 0.72 0.54 
Relative error /% 8.34 7.25 6.48 8.79 7.65 10.81 5.38 7.62 9.38 8.35 

Relative average error /%     8.01     

4   Conclusion 

Mine gas emission is affected by a variety of factors. If never take these factors to 
analysis, it increases the difficulty of analyzing problem. The model stability will be 
affected; the results have the larger prediction error and low accuracy. In this paper the 
main factors of influencing on mine gas emission are determined more precisely by 
grey relational analysis; thereby the prediction of mine gas emission has much more 
pertinence and forecast accuracy. 

The five main factors of influencing on mine gas emission are determined through 
the sequence of grey relational degree. These factors are treated as the input of 
improved fuzzy neural network model, and the corresponding mine gas emission as the 
model output. Predicted results show that the model is reliable. Recognition precision is 
relatively high, and practicability is better. It provides a new way for the mine gas 
emission projections. 
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Abstract. According to the depth estimation, the calibration technology of 
zooming cameras, which combines the general method of camera calibration 
with characteristics of zooming cameras, is researched in this paper. By the 
least squares method, two coordinates of shrink-amplify center which have been 
generated under two different focal length are calibrated and analyzed. Thus, 
the foundation of depth estimation for zooming image would be laid. The 
experimental results show that the depth estimation can be done by shrink-
amplify center which replaces the principal point and the coordinate of shrink-
amplify center has good stability after calibrated many times. 

Keywords: Zooming image, Depth estimation, Shrink-amplify center, 
Calibration. 

1   Introduction 

The depth estimation of the two images is a fundamental problem in computer vision. 
It is the key step towards the goal of image understanding and has important 
application in robotics, scene understanding and 3-D reconstruction. Zooming image, 
as a kind of monocular visual depth cues [1, 2] has a wide range of application in 
visual surveillance, visual tracking, robot context awareness and map building and so 
on [3]. Ma and Olsen [4] first proposed the method of depth estimation by using zoom 
lens. In theory, zooming image can provide the information about depth. Lavest etc. 

[5, 6, 7, 8] did accurate research on the optical properties of zoom lens and put 
forward that the zooming lens must be described by thick lens model in depth 
estimation. Asada and Baba etc. [9, 10, 11] put forward three-parameter model of 
zoom lens which includes zoom, focus and aperture that based on the actual structure 
of lens. Fayman, etc.[12] applied depth estimation of zooming image to the visual 
tracking and came up with a active vision technology of zooming tracking which 
broaden the application of depth estimation for zooming image. All above of studies 
are based on the calibration for zooming lens.  

2   Calibration for Zooming Cameras 

Camera calibration is a very important question in computer vision. The so-called 
camera calibration, getting interior parameters and external parameters according to the 
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given camera model, is the process that establishes the relationship between camera 
image point position and 3D space point position. In a fixed parameter of zoom lens, 
there is no much different between zoom camera calibration and ordinary camera 
calibration. In order to establish the accurate model of the zoom camera, it is need to set 
up a table and record a series of calibration results which are obtained under different 
settings of zoom lens. Calibration of zoom camera has some characteristics. For 
example, main point drift, relation between internal and external parameters which 
under different focal length. And in the specific application, only use the right camera 
internal and external parameter model can we obtain the accurate results. 

Optical properties of zoom lens are determined by three parameters, they are: 
zoom, focus and aperture. Through the zoom, we can get images of target in different 
resolution. Focus can make focus to different distance of targets. When using 
aperture, we can adjust brightness of image according to the light condition. The 
calibration of zoom lens is indispensable for depth estimation technology. Limited to 
experimental conditions, normal manual zoom camera is used for getting image in 
this paper. The hardware of calibration system includes manual zoom camera, plane 
calibration board and camera support. 

2.1   Collection for Zooming Camera 

Acquisition of zooming image need at least a focusing process and interior parameters 
of camera are often changed. So how to ensure the repeatability of manual zoom must 
be concerned. For manual zoom lens, repeatability of focusing can be guaranteed by 
scale of zoom ring. But more secure method is to use the minimum and maximum 
limit focal length. 

On the basis of availability of calibration data, the clarity of the image must be 
considered. Because it directly affect the precision of image matching and depth 
reconstruction. For this reason, we do a simple test about the clarity of zooming 
image, as shown in figure 4. Firstly, we do focusing in different focal length and then 
get image. There is a set of consecutive zoom images in figure 1(a) and two images 
under maximum and minimum focal length in figure 1(b). Although having done 
single focus, the obtained images are very clear. 

 

    (a)                                        (b) 

Fig. 1. Collection for zooming images�

From what has been discussed above, we can infer that: 

1) Zooming cameras, based on manual focusing, uses the method of off-line 
calibration in this paper. 
2) The stability of the calibration data can be ensured though the fixed aperture, single 
focusing and limit focusing. 
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3) A distinct image can be got though not every image at the best focus location and 
making only single focusing. 

2.2   Least Squares Estimation of Shrink-Amplify Center 

Shrink-amplify center is a very important parameter for matching and depth 
estimation. Firstly, it can optimize matching and eliminate mismatch; secondly, it is 
reference point for calculating radial parallax. Every image has a shrink-amplify 
center. This is determined by the position of the optical axis when do imaging. For 
high-grade zoom lens, the change of main point can be neglected and main point or its 
mean can be used as shrink-amplify center. But for most of ordinary zoom lens, the 
change or stability of main point must be concerned. The zooming images used for 
depth estimation reflect the same scene in different scale. And there is always a 
relative shrink-amplify center between different zooming images. When calculating 
the radial parallax for depth estimation, we need the shrink-amplify center. So the 
calibration and calculation method about shrink-amplify center are crucial.  

Firstly, the calibration of a pair of zooming images should be investigated. Assume 
that n  pairs of match points are obtained from a zooming image. A pair of match 
point can determine a line. So there are n  linear equations: 
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The foregoing formula can be simplified for: 

bA =θ  (3) 

Obviously, shrink-amplify center ),( yx ZZ=θ can be converted into the least 

squares parameter estimation. That is when the N>2, shrink-amplify centerθ is only 
determined by the following formula: 
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3   Calibration Results and Analysis 

Firstly, a pair of shrink-amplify center of zooming image should be estimated by least 
squares. Taking calibration board as structured scene, we can extract scene feature point 
easily. As shown in figure2 (a), we should collect a pair of zooming image of at a fixed 
position in static scene. With the calibration kit, it is accurate to extract the feature 
corner of each image. The extraction results are shown in Figure 2 (b), where a pair of 
feature points of zooming image are put under the same image coordinate system. 
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                             (a)                               (b) 

Fig. 2. Image corner extraction 

The experiment can extract 247 pairs of feature matching points from the scene, 
which can determine 247 linear equations. And then use the least squares estimation 
method proposed in the last sections to calculate the shrink-amplify center of two 
images. As shown in figure 3(a), all straight lines, determined by feature matching 
points, are drew in the figure by black lines. In figure 3(a), least squares estimation 
results of shrink-amplify center are marked with a red cross lines. And the calculation 
results of shrink-amplify center, shown in figure 3(b), are marked in the original 
image of this zooming image. In order to observe the shrink-amplify center position 
clearly, the partial enlarged display are carried out, as shown in figure 3(c). Shrink-
amplify center is almost the same point in real scene. In fact, the zoom camera is 
centered on this point for the zooming image of the scene. 
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                 (a)                             (b)                           (c) 

Fig. 3. Least squares estimation of shrink-amplify center 

For the zoom camera, it is necessary to consider the repeatability and stability of 
the parameters. The following would describe repeatability and stability of shrink-
amplify center from two aspects. (1) The changes of shrink-amplify center under two 
fixed focal lengths. (2) The drift of shrink-amplify center in continuous zoom. 
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Fig. 4. Calibration for shrink-amplify center under two fixed focal length 

For the changes of shrink-amplify center in two fixed focal length, the experiment 
collects 10 pairs of zooming image under F18 and F55, as shown in Figure 4(a). From 
left to right, top to bottom, zooming images are composed of a pair of images. In 
addition to using the least square method to estimate the shrink-amplify center of each 
pair of zooming image, it also uses means value algorithm. The means value 
algorithm is that calculates all the points of intersection directly and then calculates 
the mean. By comparing the two kinds of calculation results, it shows that the least 
square method obtains better results. As shown in figure 4(b), red marks show the 
calculation results of least square method and the blue marks show the calculation of 
means value method. The circle's center in the chart is the means value of shrink-
amplify center calculation results. The standard deviation is radius. 

Table 1. Results of Repeated Calibration for Shrink-amplify Center 

serial number least square method means value method 

01 586.7117  389.6217 586.2630  389.7364 

02 587.6138  389.5541 588.6589  389.1921 

03 587.7742  389.8048 586.9955  389.2346 

04 587.0007  388.9011 586.7202  388.5516 

05 588.8428  389.4934 588.0648  389.7696 

06 587.2123  389.4562 587.2798  389.6083 

07 588.8829  386.0627 588.6782  385.4847 

08 587.0944  389.7135 587.1269  389.7077 

09 587.1181  389.7392 587.2309  389.6722 

10 588.3253  389.4170 588.2958  389.4255 

mean value 587.6576  389.1764 587.5314  389.0383 

variance 0.7817    1.1229 0.8384    1.3027 
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Table 1 shows the actual results of two methods. The calculation results of shrink-
amplify center has shown in the image coordinates. The unit is pixels. From the 
experimental results, the repeatability and stability of shrink-amplify center are good 
under two fixed focal length and the deviation of shrink-amplify center is about 1 
pixel in different operation. 

4   Conclusion 

In order to achieve the depth estimation of zooming image, this paper builds a 
monocular stereo vision system. From the characteristics of zooming camera and the 
method of camera calibration, the stable shrink-amplify center of zooming image can 
be got by least square method. Taking into account the characteristics of manual 
zooming lens, the stability of the calibration parameters are investigated, so as to 
complete the depth estimation of zooming image. 
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Abstract. Along with the development of electronic technology, it is more and 
more important to design a printed circuit board (PCB) and test it for electronic 
product. At first it analyzed the PCB auto-test system, and then designed the 
contact-type PCB detection system. It is mainly composed of a needle plate to 
fix the tested circuit board, power supply module, A/D conversion module, 
single-chip microcomputer (SCM), display module and the keyboard module. 
With the core of AVR SCM ATmega16, it transmitted the measured point 
voltage gathered by A/D conversion module to the SCM, and then displayed it 
by the displaying module. After tested, the device works well and meets the 
requirements.  

Keywords: Printed circuit board (PCB), Single-chip microcomputer (SCM), 
ATmega16, A/D. 

1   Introduction 

The PCB has been widely used in the modern electronic industry, various methods for 
detecting the quality of circuit board are also emerged as the times require because of 
the urgent need for industry [1]. The paper designed a printed circuit board testing 
system. With the core of the single-chip microcomputer, the paper designed the 
circuit board fast-scanning detecting device, which can simultaneously detect several 
points voltages on the circuit board, also has the properties of low cost and simple 
operation, and saves the time for workers during the course of detection of a large 
number of circuit boards, greatly improving the work efficiency and reducing the 
manpower and material resources. 

2   Function of Fast-Scanning Detecting Device for Circuit Board 

Function of fast-scanning detecting device for circuit board as shown in Fig. 1, it is 
made up of the needle board to fix the tested circuit board, input signal and variables 
acquisition module (A/D conversion), centralization and control processing module 
(SCM), parameter setting and manual control module (keyboard operation), detection 
result display module (nixie tube display) and result and memory communication 
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module. With the core of ATmega16 SCM, the device transmits the measured point 
voltage gathered by A/D conversion module to the SCM, and then displays it by the 
nixie tube displaying module or data storage or transmission by result and memory 
communication module. 

 

Fig. 1. The functional diagram of fast-scanning device 

3   Hardware Design 

3.1   Power Supply Module 

After voltage transformation, the AC voltage connected to the POWER interface is 
rectified by the bridge rectifier and filtered by the capacitor, and then connected to the 
chip 7805, so as to get the 5V DC voltage from the output terminal of 7805 [2]. The 5V 
DC signal filtered by the capacitor provides the ATmega16 single-chip microcomputer 
with the power supply, so as to ensure ATmega16 SCM work normally. With parallel 
connection of a resistor and LED light-emitting diode branch on the output terminal of 
the power circuit is used to display whether power supply circuit could work normally 
(bright: normal ;contrary: abnormal ), circuit is shown in Fig. 2. 

 

Fig. 2. The power supply circuit 
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3.2   A/D Module 

A/D module uses the ADC of Atmega16, the ADC is a kind of 10-bit successive 
approximation, and connected to a 8-channel analog multiplexer which allows 8 
single-ended voltage inputs constructed from the pins of Port A, the single-ended 
voltage inputs refer to 0V (GND); The ADC contains a sample and hold circuit which 
ensures that the input voltage connected to the ADC is held at a constant level during 
the course of conversion; The device also supports 16 differential voltage input 
combinations [3]. At first, Atmega16, from 8-way data channel of Port A, takes 
sample from the needle plate, and then, after the single-chip processing, finally the 
result is sent to LED digital tube to display it. 

3.3   Storage and Communication Design 

In the AVR microcontroller, there are 512 bytes of data memory E2PROM and serial 
peripheral interface SPI, USART and Two-wire serial interface (TWI) and other 
communication interfaces. The user can set a full duplex asynchronous 
communication mode to communicate with some equipments, such as CRT terminal, 
personal computer and so on.  

4   Software Design 

4.1   Main Program 

After putting the measured circuit board on the needle plate, AVR SCM starts to 
work, on the LED digital display the initial state “00" can be seen. At first, keyboard 
will be detected, at this time the system can be turned into the setting state or the stop 
state. After the keyboard test is finished, SCM begins to check whether the circuit 
board to be tested is connected to the needle plate correctly. If the connection isn’t 
correct LED digital tube will display an error code, contrarily, SCM will detect the 
voltages of the circuit. If the detection voltages are different from the given 
parameters, SCM will trigger the buzzer; on the contrary, LED digital tube will 
display the code "88". The flow chart of the main program is shown in Fig. 3. 

4.2   Keyboard Control Program 

When entering the work state, keyboard detection will be started, pressing the key K1 
could turn into the setting state, also pressing the key K2 could run the program of 
voltage detection. After entering the settings state, the key K2 is used to plus 1 for 
detecting period and the key K3 is used to reduce the detecting cycle, each pressing 
could change the cycle, also can quit and stop the detection program. During the 
course of running the program, the key K2 is used to switch to the stop state and then 
regain to detection state. Besides, during the course of detecting, the key K3 is used to 
terminate the test program or enter the ready state. The flow chart of keyboard control 
program is shown in Fig. 4. 
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Fig. 3. The flow chart of the main program 
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Fig. 4. The flow chart of the keyboard control program 
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5   Conclusion 

With the development of the electronics and printed circuit board manufacturing 
technology, modern electronic products become increasingly complex, the density of 
printed circuit board is increasing, followed by detection and repair of printed circuit 
board has become even more difficult [4]. The fast-scanning detecting device which 
uses single-chip microcomputer as the core has simple operation, low cost, high 
efficiency and so on. After tested, the device works well. 
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Abstract. Timely and accurate acquisition of the farmland information is the 
foundation of the implementation of precision agriculture. Farmland 
information acquisition technology based on the GPS is an important means of 
precision agriculture information acquisition. According to the characteristics of 
field information collection, such as high density, high accuracy, low cost and 
so on, it designed intelligent farmland information acquisition node based on 
GPS. The node with the portable GPS positioning module, used the embedded 
processor STM32F103VC as the core, integrated the farmland information 
acquisition sensor, could acquire, process and transmit temperature and 
humidity in the field information, so as to realize to monitor the farmland 
information parameter in the long distance. After tested, the node works well 
and has achieved the design requirements.  

Keywords: Precision agriculture, Information acquisition, GPS positioningm, 
Intelligent node, Humiture sensor. 

1   Introduction 

Precision agriculture is a rising and interdisciplinary synthesis technology developed 
in the international agriculture field at the early 1980s [1], it is an important modern 
agriculture form developed on the basis of the modern information technology, 
biotechnology, engineering technology and a series of high and new technology, 
provided with some characteristics, such as the reasonable use of agricultural 
resources, increase of crop yield, lower production costs, improvement of the 
ecological environment [2]. Farmland information collection technology plays an 
important role in the implementation of precision agriculture. Application of the low 
cost, high efficient intelligent equipment in farmland information collection to get 
temperature, humidity, light and CO2 concentration which could affect the crop 
growth and soil moisture and other real-time dynamic microenvironment information 
based on precise space position can better advance the implementation of precision 
agriculture. On the basis of characteristics of farmland information data acquisition, 
the paper designed a farmland information intelligence collection node based on GPS, 
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which can better acquire temperature and humidity parameters in the farmland 
microenvironment information and implement the corresponding data display, storage 
and transmission, thus, provide the farmland information data support for 
implementation of precision agriculture. 

2   Application of GPS Technology in the Farmland Information 
Acquisition 

GPS (Global Positioning System) is the English abbreviation of navigation satellite 
timing and Ranging/global positioning system, referred to as the" global positioning 
system". The system which is a satellite-based radio navigation and positioning 
system, has totipotency(land, sea and aerospace), global, all-weather, continuous and 
real-time navigation, positioning and timing function, provides all types of users with 
precise three-dimensional coordinates, speed and time [3]. 

In order to increase the soil utilization rate to the hilt, Precision agriculture 
technology based on the geographical coordinates is to manage various measures 
effectively in crop production (fertilizer, seeds and pesticides) according to the soil 
characteristics and crop physiological state, optimize the crop production, so as to 
achieve the minimal resource consumption and environmental pollution, maximize 
economic benefits, and make agriculture develop sustainably. GPS equipment can 
provide the accurate information of spatial position. On the basis of the combination 
of GPS technology and farmland information acquisition technology, in the 
acquisition of farmland information, spatial location information could be acquired 
synchronously at the same time, thus dynamic microenvironment information for each 
spatial position could be obtained in real time, which could provide data support for 
the precision agriculture [4]. 

3   Overall Design of System 

Farmland information collection of precision agriculture mainly obtains crop growth 
microenvironment information, including humiture, illumination, CO2 concentration 
and soil moisture, which are important for crop growth. According to those above 
information, the paper designed the farmland information intelligent acquisition node 
based on GPS, the node used the embedded processor STM32F103VC as the core, 
collocated with the portable GPS positioning module, Nokia5510 LCD module, 
humiture sensor module, ZigBee wireless transmission module and SD card data 
storage module, can be used alone for data acquisition, processing and display as well 
as constitutes wireless sensor network together with the ZigBee module and the other 
node for field information data collection. The general diagram of the node is shown 
in Fig.1. 
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4   Hardware System 

The hardware system of the farmland information intelligent acquisition node mainly 
comprises a microprocessor module, GPS positioning module, humiture sensor 
module, LCD display module, wireless transmission module and power supply 
module. 

 

Fig. 1. The system overall block diagram 

4.1   Microprocessor Module 

The microcontroller adopts 32-bit processor STM32F103VC used ARM Cortex-M3 
as core , its working frequency is 72MHz, built-in high-speed memory (high 128K 
byte flash and 20K byte SRAM); it has a wealth of enhanced I/O port and peripheral 
connected to the two APB bus; contains two 12-bit ADC, three general 16-bit timer 
and a PWM timer, also contains a standard and advanced communication interfaces: 
up to 2 I2C and SPI, 3 USART, one USB and one CAN [5].  

4.2   GPS Positioning Module 

GPS positioning module use the global satellite positioning receiving chip GS-89m-J 
which belongs to the Gstar series. GS-89m-J is a high performance, low-power 
consumption intelligent satellite receiver module, which is the third generation 
satellite positioning receiving module made by the United States Rifi company as 
well as a complete satellite positioning receiver. The module takes a digital /analog 
separate-design method, which effectively improves the anti-interference ability; 
besides, it has 32-channel capture engine, maximum update rate is 1s, accuracy range 
is less than 10 meters. The module connect with the microprocessor through the serial 
interface , the GPS data receiving circuit as shown in Fig. 2. 
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4.3   Humiture Sensor Module 

SHT71 is a high-integrated chip which integrates many functions such as temperature 
sensing, humidity sensing and signal conversion, A/D conversion and heater, and 
output the digital signal. The SHT71 has high antijamming capability, higher cost 
performance and lower power dissipation; additional, all the technical index of the 
SHT71 is identical to the design requirement.  

 

Fig. 2. GPS data receiving circuit 

4.4   LCD Module 

LCD module using Nokia3310 LCD, can display English characters and Chinese and 
graphics. The control driver of LCD is PCD8544. PCD8544 is a low-power 
consumption CMOS LCD control driver, designed to drive the 48 rows and 84 
columns of the graphical display, all the necessary display function are integrated on a 
chip, including LCD voltage and the bias voltage generator, only need a few external 
components and small power consumption. 

4.5   ZigBee Wireless Transmission Module 

Wireless transmission module is mainly used for data transmission when the node 
constitutes wireless sensor network with other nodes, here ZigBee technology is 
adopted. The chip used the second generation of ZigBee®/IEEE 802.15.4 RF SoC of 
TI Company CC2530, which is mainly used for 2.4 GHz free-license ISM band. 
CC2530 integrates enhanced 8051 microcontroller core, 2.4GHz RF radio transceiver 
in accordance with the IEEE802.15.4 standard and the 256k Flash program memory, 
supports the newest ZigBee2007pro protocol stack, equips with two powerful USART 
with support for multi-group serial protocol, one MAC timer in accordance with IEEE 
802.15.4, one 16-bit timer, and two 8-bit timer. 
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5   Software System 

The software system of the farmland information intelligent collection node includes 
a board-level initialization procedure, driver, embedded operating system and 
applications, these parts combined together organically form specific integration 
software system. The bottom-up software architecture of the node includes: driver 
layer, operating system layer and application layer, software architecture as shown in 
Fig. 3. 

 

Fig. 3. The structure chart of the software architecture 

5.1   The Imbedded Operating System 

μ COS-II is a real-time and be-deprived kernel of operating system. The operating 
system supports up to 64 tasks, but every task’s priority should be different each 
other; the task provided with small priority number has higher priority than the task 
provided with large priority number, also, the system always dispatches the ready task 
provided with the highest priority to run.  

5.2   Task Management and Communication of μCOS-II 

A task is in four different conditions, namely, dormancy state, ready state, running 
state, wait or suspend state. The conversion of the different task status is shown in 
Fig.4. Once the task is established, it will be in ready state and waiting for running, 
and when the concurrent events emerge, the task provided with the highest priority 
will be immediately given the right to CPU, and after the task is finished and 
suspended or the interrupt service routine is finished, next task provided with the 
highest priority than others will get the right to use CPU. If the running of system 
results in that the priority of the task which in the ready state is higher than the 
priority of the task which in running state, the system will call the scheduling 
function, so the task which in the running state will lose the occupation of the CPU 
and return to the ready state, however, the task in ready state which has the highest 
priority will be turned to the running state. 
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Fig. 4. Tasks state transition diagram 

6   Conclusion 

During the course of the implementation of precision agriculture, farmland 
information collection technology is indispensable and important. Application of low 
cost, high-efficient intelligent equipment in farmland information collection and the 
use of information technology to promote and transform traditional agriculture could 
push forward Chinese traditional agriculture to develop towards precision agriculture 
steady and rapidly. 
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Abstract. Shuffled frog-leaping algorithm (SFLA) has long been considered as 
new evolutionary algorithm of group evolution, and has a high computing 
performance and excellent ability for global search. Knapsack problem is a 
typical NP-complete problem. For the discrete search space, this paper presents 
the improved SFLA (ISFLA), and solves the knapsack problem by using the 
algorithm. Experimental results show the feasibility and effectiveness of this 
method. 

Keywords: shuffled frog-leaping algorithm, knapsack problem, optimization 
problem. 

1   Introduction 

Knapsack problem (KP) is a very typical NP-hard problem in computer science, which 
was first proposed and studied by Dantzing in the 1950s. There are many algorithms for 
solving the knapsack problem. Classical algorithms for KP are the branch and bound 
method (BABM), dynamic programming method, etc. However, most of such 
algorithms are over-reliance on the features of problem itself, the computational 
volume of the algorithm increasing by exponentially, and the algorithm needs more 
searching time with the expansion of the problem. Intelligent optimization problem for 
solving NP are the ant colony algorithm, greedy algorithm, etc. Such algorithms do not 
depend on the characteristics of the problem itself, and have strong global search 
ability. Related studies have shown that it can effectively improve the ability to search 
for the optimal solution by combining the intelligent optimization algorithm with the 
local heuristic searching algorithm. 

Shuffled frog-leaping algorithm is a new intelligent optimization algorithm, it 
combines the advantages of meme algorithm based on genetic evolution and particle 
swarm algorithm based on group behavior. It has the following characteristics: simple 
in concept, few parameters, the calculation speed, global optimization ability, easy to 
implement, etc. and has been effectively used in practical engineering problems, such 
as resource allocation, job shop process arrangements, traveling salesman problem, 0/1 
knapsack problem, etc. However, the basic leapfrog algorithm is easy to blend into 
local optimum, and thus, this paper improved the shuffled frog-leaping algorithm to 
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solve combinatorial optimization problems such as knapsack problem. Experimental 
results show that the algorithm is effective in solving such problems. 

2   The Mathematical Model of Knapsack Problem 

Knapsack problem is a NP-complete problem about combinatorial optimization, which 
is usually divided into 0/1 knapsack problem, complete knapsack problem, multiple 
knapsack problem, mixed knapsack problem, the latter three kinds can be transformed 
into the first, therefore, the paper only discussed the 0/1 knapsack problem. The 
mathematical model of 0/1 knapsack problem can be described as: 

0

0

max

(x 1 0, 1, 2,..., )

n

i i
i

n

i i i
i

x v

x w C or i n

=

=

⎧
⎪⎪
⎨
⎪ ≤ = =
⎪⎩

∑

∑
 (1)

where: n is the number of objects;  

      wi is the weight of the i-th object(i=1,2…n); 
      vi is the value of the i-th object; 
      xi is the choice status of the i-th object; when the i-th object is selected into 

knapsack, defining variable xi=1,otherwise xi=0; C is the maximum capacity of 
knapsack. 

3   The Basic Shuffled Frog-Leaping Algorithm 

It generates P frogs randomly, each frog represents a solution of the problem, denoted 
by Ui, which is seen as the initial population. Then it calculates the fitness of all the 
frogs in the population, and arranges the frog according to the descending of fitness. 
Then dividing the frogs of the entire population into m sub-group of, each sub-group 
contains n frogs, so P =m*n. Allocation method: in accordance with the principle of 
equal remainder. That is, by order of the scheduled, the 1, 2, ..., n frogs were assigned to 
the 1,2, ...., N sub-groups separately, the n+1 frog was assigned to the first sub-group, 
and so on, until all the frogs were allocated.  

For each sub-group, setting UB is the solution having the best fitness, UW is the 
solution having the worst fitness, Ug is the solution having the best fitness in the global 
groups. Then, searching according to the local depth within each sub-group, and 
updating the local optimal solution, updating strategy is: 
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q wU U S= +  (3)

where, S is the adjustment vector of individual frog, Smax is the largest step size that is 
allowed to change by the frog individual. rand is a random number between 0 and 1.  

4   The Improved Shuffled Frog-Leaping Algorithm for KP 

A frog is on behalf of a solution, which is expressed by the choice status vector of 
object, then frog U=( x1, x2, …, xn ), where, xi is the choice status of the i-th object; when 
the i-th object is selected into knapsack, defining variable xi=1,otherwise xi=0; f (i), the 
fitness function of individual frog can be defined as: 
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4.1   The Local Update Strategy of Frog 

The purpose of implementing the local search in the frog sub-group is to search the 
local optimal solution in different search directions, after searching and iterating a 
certain number of iterations, making the local optimum in sub-group gradually tend to 
the global optimum individual.  

Definition 1. Giving a frog’s status vector U, the switching sequence C(i,j) is defined:  
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where, Ui said the state of object i becomes from the selected to the cancel state, or in 
turn; Ui= Uj, object i and object j exchange places, that object i and object j are  
selected or deselected at the same time. Ui≠Uj, object i is selected or canceled, or in 
turn. Then the new vector of switching operation is: ' ( , )U U C i j= +  

Definition 2. Selecting any two vectors Ui and Uj of frog from the group, D, the 

distance from Ui to Uj is all exchange sequences that Ui is adjusted to Uj.  

{ }i 1 1 2 2 m( , ) ( , ) ( , ) ... ( , )j mD U U C i j C i j C i j= → → →  (6)

where, m is the number of adjusting. 
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Based on the above definition, the update strategy of the individual frog is defined as 
follows:  

{ }, maxmin int[ ],B Wl rand D l= ×  (7)

{ }( , )B Ws D U U=  (8)

q wU U S= +  (9)

where, l is the number of switching sequence D(UB,UW) for updating UW; lmax is the 
maximum number of switching sequence allowed to be selected; S is the switching 
sequence required for updating UW. 

4.2   The Global Information Exchange Strategy 

During the execution of the basic shuffled frog-leaping algorithm, the operation of 
updating the feasible solution was is executed repeatedly, it is usually to meet the 
situation that updating fail, the basic shuffled frog-leaping algorithm updates the  
feasible solution randomly, but the random method often falls into local optimum or 
reduces the rate of convergence of the algorithm.  

Obviously, the key that overcoming the shortcomings of basic SFLA in evolution is: 
it is necessary to keep the impact of local and global best information on the frog jump, 
but also pay attention to the exchange of information between individual frogs. In this 
paper, first two jumping methods in basic SFLA are improved as follows: 

Pn= PX + r1*(Pg－Xp1 (t)) +r2*(PW－Xp2 (t)) (10)

Pn= Pb + r3*(Pg－Xp3 (t)) (11)

where, Xp1(t), Xp2(t), Xp3(t) are any three different individuals which are different 
from X. Meanwhile, we remove the sorting operation according to the fitness value of 
frog individual from basic SFLA, and appropriately limit the third frog jump. Thus, we 
get an efficient modified SFLA based on the improvements of above. In the modified 
algorithm, the frog individual in the subgroup generates a new individual ( the first 
jump)by using formula(10), if the new individual is better than its parent entity then 
replacing the parent individual. Otherwise re-generating a new individual (the frog 
jump again) by using (11). If better than the parent , then replacing it. Or when r4 ≤ FS 
(the pre-vector, its components are 0.2≤ FSi ≤ 0.4), generating a new individual (the 
third frog jump) randomly and replacing parent entity. 

The new update strategy will enhance the diversity of population and the search 
through of the worst individual in the iterative process, which can ensure communities’ 
evolving continually, help improving the convergence speed and avoid falling into 
local optimum, and then expect algorithm both can converge to the nearby of optimal 
solution quickly and can approximate accuracy, improved the performance of the 
shuffled frog-leaping algorithm. 
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5   Simulation Experiment 

Two classical 0/1 knapsack problem instances were used in the paper, example 1 was 
taken from the literature_[4], example 2 was taken from the literature_[5]. The 
comparison algorithm used in the paper was branch and bound method for 0/1 
knapsack problem. Under the same experimental conditions, two instances of 
simulation experiments were conducted 20 times, the average statistical results were 
shown in Table 1. 

Table 1. Comparison of two algorithms 

Capacity of value

ISFLA BABM

Average 

running time

(ISFLA/BABM)

1.83/2.35

6.73/8.21

1042/878 1037/878

3025/989 3025/989

instance

1

2

The set of solutions

101110101111101

11011101011010011011100100011010001011
 

6   Conclusion 

The shuffled frog-leaping algorithm is a kind of search algorithm with random 
intelligence and global search capability, this paper improved shuffled frog-leaping 
algorithm and solved the 0/1 knapsack problem by using the algorithm. Experiments 
show that the improved algorithm has better feasibility and effectiveness in solving 0/1 
knapsack problem. 
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Abstract. The objective of this paper was establishing the bounding box applied 
on 3D dental models which reflected the characteristics of single-tooth shapes 
accurately. First, according to the Gaussian curvature of each tooth’s surface and 
the definition of feature points on single-tooth in oral medicine, the feature points 
are extracted. Second, based on the feature points, established a local coordinate 
system which reflect the direction of the inertia axis, mesi-distal and 
buccolingual. Finally, according to the maximum value of the local coordinate 
system, constructed a bounding box for each tooth adopted the Axis-Aligned 
Bounding Box (AABB) method. Based on the model and method, a software is 
developed by using Visual C++ and OpenGL for the bounding box establishment 
of single tooth. Experiments show, that method meet the requirements of oral 
medicine, more reliable and effective compared with traditional methods. 

Keywords: Bounding Box, Gaussian Curvature, feature point, Orthodontics. 

1   Introduction 

In traditional dental treatment, treatment facilities need to adjust to achieve the correct 
path for tooth movement repeatedly. The treatment process is usually time consuming 
and expensive. Therefore, developing a computer-aided simulation system will be an 
important goal of orthodontics [1].  

A computer-aided virtual surgery system employs the image data to help doctors to 
decide operation program reasonably, to evaluate all surgical techniques before the 
actual operation, and improve the success rate, security and accuracy. Therefore, virtual 
surgery [2] had been an important role in the medical treatment.  

The virtual orthodontics treatment system is the basis of the virtual surgery. In the 
virtual orthodontic system, from the arrangement of the teeth to the tooth movement 
path planning, we need to use a single-tooth which has the original feature of tooth. 
Therefore, the establishment of a bounding box for a single-tooth is necessary. This 
paper was analyzed the process of the construct a bounding box with the combination 
of the characteristics of single tooth and oral medicine. A method for construct a 
bounding box based on the feature points was presented. 
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2  Feature Point Extraction 

The dental model is composed of a number of vertices which is the most basic primitive 
geometric element of the surface. Feature points are an important factor 
in describing the characteristics of tooth. Therefore the extraction of feature points 
plays a significant role in the surface segmentation and integration of measurement data 
in Reverse Engineering (RE)[3]. 

The feature point will not variable with the variation of the coordinate system, it's a 
core for establishment of coordinate system for single tooth, so the extraction of feature 
points referred as one crucial indicator for dental description as well as the key to 
represent the direction of the teeth. Three-dimensional dental cast as an irregular shape 
and it is impossible to use precise mathematical function to describe the corresponding 
three-dimensional mesh surface, also there is no continuous curvature. The discrete 
Gaussian curvature of the curve, which can describe the feature points of tooth surface, 
has adopted to reflect the degree of bend. To calculate the curvature values of vertices 
of the triangular patch using the following formula: 
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The geometric meaning of this formula is simple and clear. The Gaussian curvature 
value of the vertex in triangular mesh surface is regards as the ratio of the numerator 
and the denominator, representing the curvature of the point in a field. The numerator is 
the difference of the 2π and union of the angles which is adjacent neighborhood of the 
point corresponding to the vertex and triangles. The denominator is the corresponding 
area of the adjacent neighborhood of the point. 

Today, there are several methods to estimate the discrete curvature of triangular 
surface mesh, but this paper adopted the following metho. 

In the triangular grid, define the edge ijj ppe −=  of two end points ip and jp , and 
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Define the angle between the normal vector of two adjacent triangles 1−jT and jT to 
be ),( 1 jjj nnR −=β . 

Every two triangles 1−jT  and jT  with mutual edge je  make a small internally 
tangent cylinder, so that the triangular mesh surface will be substituted by a series of 
small cylinders which make up the surface more smooth than before. Therefore, direct 
from the theorem of differential geometry can be Gaussian curvature and the discrete 
mean curvature formula. The A is in the formula (3) is showed in the Fig1. 
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Fig. 1. Area calculation (the left is the graph of the acute triangle and the right is the graph of the 
obtuse triangle) 
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When the ip  is an acute triangle, the area was calculated by the formula(4) : 
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When the ip  is an obtuse angle, the area was calculated by the formula (5) to (8): 
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Solving Gaussian curvature of the triangular mesh surface we need to use discrete 
differential geometry, using the following formula: 

)2()( 1 ∑−= iAvK θπ
 

(9)

Based on the method mentioned above, the feature points are extracted by the following 
steps of different teeth. 
(1) Three points were selected as feature points in the central incisors and lateral 
incisors, namely: mesio-incisal- edge point, distal- incisal- edge point and a point in 
line of intersection with crowns and gums. 
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(2) There points are selected to determine the direction of the canine teeth. These three 
points were each tooth cusp point in the direction of prominent peak, near and far in the 
direction of prominent peak. 
(3)Four points were selected as feature points to determine the direction of premolar. 
Buccal cusp points, proglossis point, prominent peak near the surface, distal surface 
prominent peak. 
(4)There points were selected as feature points to determine the direction of premolar. 
molar teethThere are mesiobuccal cusp point, Distal buccal point, near or far in the 
direction of proglossis. The point near or far from the direction of proglossis is 
determined by the value of the Gaussian curvature. 

The extraction result of the feature points as shown in Fig 2. 

    

Fig. 2. Extraction result(where from left to right are feature point extraction result of  left canine, 
left first premolar, left first molar and the left second molar) 

3   Local Coordinate System Establishment 

In this paper, the following method was adopted to establish the tooth local coordinate 
system under the restriction of the feature points, with three axes to reflect the direction 
of upper and lower jaws direction, mesio-distal direction and buccolingual direction. 
(1) Define the mesial feature point of the cutting edge known as A, distal feature point 
named B, and the point in the intersection line of crown and gums as a feature point C 
.The line AB and the cutting edge of incisor are parallel lines, so defined the direction 
of AB as the Z axis, namely the direction of mesio-destial of incisors; use the direction 
of cross product which determined by BC and AB as the X-axis, it also the direction of 
labiolingual of incisors. Finally, defined the direction of Y-axis use the cross product of 
X-axis and Z-axis, namely the direction of upper and lower jaws. 
(2) Define the cusp point of canine teeth as A, recorded the most prominent peak near 
and away the direction of mesio-distal as B and C. The direction of the line BC is 
defined as the Z axis coordinate system, namely the direction of mesio-destial of canine 
teeth; used the direction of the cross product of AB and BC defined as the coordinates 
of the X-axis, it also the direction of ligula of canine teeth; define the direction of cross 
product of X-axis and Z-axis as Y-axis, namely the direction of the upper and lower 
jaws. 
(3) Premolar teeth has four feature points, defined the cusp of the buccal as A, recorded 
the spire point of longue as B, close to the most outstanding point of the name C, far the 
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most outstanding point of the name D. The line AB reflects the direction of the buccal 
and lingual tooth, defines the direction of the X-axis coordinate system; define the 
direction of Y axis used the direction of the cross product of AB and CD; Finally, 
define the direction of the cross product of X and Y as the Z-axis. 
(4) The mesial-buccal cusp point of the name recorded as A, distal-buccal cusp point of 
the name recorded as B, near the distal tip of the tongue tip or apex vertex names 
recorded as C. Point where the line AB and the tooth parallel to the direction of nearly 
far in, so define where the line AB direction of Z axis coordinate system; definition of 
straight line AB and BC lines where the direction of the cross product for the Y-axis 
coordinate system, and the upper molars mandibular direction; Finally, the definition of 
Y axis and Z axis direction of the cross product line where the X-axis coordinate 
system, and the molar buccolingual. 

Fig.3 shows the feature points under the surface of the teeth were established incisor, 
premolar, canine and molar process of local coordinate system. 

    

Fig. 3. The establishment of the teeth Local coordinate(where from left to the right are local 
coordinate system of the Incisor teeth, premolars, canine teeth, molar teeth) 

4   Bounding Box Construction  

By the previous description, we had known that according to morphological 
characteristics, local coordinate system of every tooth was defined. The pose 
description of the tooth space can be converted to the description of the corresponding 
teeth coordinate system. Traditional bounding box was divided int the following 
categories: bounding sphere, axis-aligned bounding box (AABB), fixed oriented 
bounding box, oriented bounding box (OBB). Different bounding box have different 
characteristics. Therefore, choosing the different bounding box according application is 
needed. 

This paper drawn the bounding box of incisors, molars and canine teeth with the 
AABB method, close degree of tolerance is better, and simple calculation, the 
calculation of the intersection test not much, to better meet the collision detection 
process to achieve real-time requirements and procedures easier, but also to meet the 
arrangement of teeth in the tooth mesial to solve the calculation of the width 
requirements. Therefore this paper was adopted AABB as the method to establish the 
bounding box which is the basis for collision detection and teeth arrangement.  
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Part of the implementation code are as follows 

BA = face.NodeList[indexs[0]].Node - 
face.NodeList[indexs[1]].Node; 
BC = face.NodeList[indexs[2]].Node - 
face.NodeList[indexs[1]].Node; 
Direction_Z = BA; 
Direction_X = CrossProduct(&BA,&BC); 
Direction_Y=CrossProduct(&Direction_X,&Direction_Z) 
Vertex_Calculation( i ); 
// Calculate the maxmum value of the vertex i in the coordinate system 
Draw_Axes_Box(i,indexs,offset,Line_Direction_X,Line_Direc
tion_Y,Line_Direction_Z); 
//draw the coordinate system and bounding box of teeth i. 

The result of the bounding box as Fig.4.  

              

Fig. 4. Bounding box(where from left to the right are the bounding box of the premolars, Incisor 
teeth and molar teeth)  

The establishment of the bounding box of teeth provides the basis for the teeth 
arrangement. First, according to the bounding box can determine the width of direction 
of the mesial, it is the basis of teeth arrangement. Second, it is also the key of the 
collision detection in the process of Path planning for teeth movement.  

5   Conclusions 

Single-teeth is the basis for teeth movement, therefore establish the single-tooth model 
accurately is very important. In this paper, Gaussian curvature was used to described 
the feature points of the teeth and establish the coordinate system of teeth based on the 
feature points, and finally adopted the AABB to determine the bounding box of the 
single-tooth, achieved excellent results. The coordinate system of the teeth is a new 
exploration to provide a theoretical basis for path planning and teeth arrangement, and 
it boosts the development of virtual orthodontics treatment system. 
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Abstract. In this paper, a binary sparse observation matrix for compressive 
sensing is deterministically constructed via a pseudo-random sequence 
generated by the sub-shift mapping of finite type on the chaotic symbolic space. 
Analysis and experimental results demonstrate the proposed matrix’s 
simplification can be regarded as a reliable method and is usable in compressive 
sensing applications. 
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1   Introduction 

In the recent years, Compressive Sensing [1, 2], which can represent sparse signals at 
a rate significantly below the Nyquist rate, has drawn much of attention in the field of 
signal processing. Such an optimum compression technique seeks to acquire as less as 
possible linear measurements by a non-adaptive observation matrix while maintaining 
the ability to reconstruct the original signal. Briefly Speaking, Compressive Sensing 
has an outstanding capability in reducing the number of project samples which is far 
below the original signal dimension. 

Suppose nRx ∈ denote an original signal with at most nk <<  nonzero 

components, )( nmRy m <∈  the compressed measurements and nmR ×∈Φ the 

observation matrix. The main process of Compressive Sensing can be described as to 
solve the following inverse problem: 

xytsx Φ=..min
0

 (1)

Where 
0

⋅ means 0 norm that counts the number of non-zero components of x . 

Note that most natural signal α  is not sparse in temporal or space domain but in 
other transform domain (e.g. Fourier, discrete cosine transform (DCT), discrete 
wavelet transform (DWT)). In such cases the notation changes to 

αΦΨ=Φ= xy  (2)

Where Ψ  is called sparsifying matrix. 
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Generally, the minimization problem (1) is NP-hard and needs a combinatorial 
search through any possible sparse signal x . Donoho and Candes [1, 2] firstly 
provided the basis pursuit algorithm to find the accurate approximation by relaxing 

the non-convex 0  condition loss to a convex optimization task such as 1  

minimization. Another kind of proposed reconstructing method is the greedy iteration 
algorithms such as orthogonal matching pursuit [3], Gradient pursuits [4], iterative 
thresholding algorithm [5], and Bayesian method [6], etc. 

One sufficient condition to specify for which kinds of observation matrices the 
perfect recovery is feasible is the restricted isometry property (RIP) [7] given by 
Baraniuk. RIP implies that any subset of columns in ΦΨ  with cardinality less than 
the sparsity level of x  is orthogonal. Some observation matrices have been explored 
and investigated. This paper tries to make a study on the observation matrices of 
Compressive Sensing. In section 2, we give fundamental theory and existing 
observation matrix ensembles. In section 3, we give the chaotic based observation 
matrix and comparing it with others. Section 4 is the Numerical results and section 5 
is the conclusion. 

2   Observation Matrices 

For Compressive Sensing, the coherence between rows of the observation matrix Φ  
and columns of sparsifying matrix Ψ  ought to be as small as possible, which can be 
measured by the inner product.  

2.1   Random Observation Matrices 

According to the smallest coherence principle, random observation matrices are firstly 
investigated, such as Gaussian random matrix, Bernoulli matrix, Hadamard matrix 
and partial Fourier matrix, et al. The entries of Gaussian random matrix [8] or 
Bernoulli matrix [9] are with independent and identically distribution therefore almost 
universally incoherent with any fixed sparsifying basis, leading to most least number 
of samples needed for perfect construction. However, it results in high cost to realize 
such random matrices in practical applications as they require very high 
computational complexity and large storage capacity due to their inherent random 
structure. Hadamard matrix and partial Fourier matrix [10, 11] are procured by 
randomly selecting arbitrary m  rows from an nn×  orthogonal matrix and then 
renormalizing the columns to be unit-normed. Although partial FFT has fast and 
efficient implementation, it only performs well in the case that the sparsifying basis is 
the identity matrix. For Hadamard matrix cases, it only works when the dimension of 
m  is equal to a power of 2.  

2.2   Deterministic Observation Matrices 

For the sake of making Compressive Sensing applications more practicable, a mount 
of variable techniques also have been presented for constructing deterministic 
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observation matrices, including complex-Valued chirp sequences [12], second order 
Reed-Muller codes [13], dual BCH codes [14], Kerdock and Delsarte-Goethals codes 
[15] and Additive character matrices with small alphabets [16]. Yu [17] construct a 
Toeplitz-structured observation matrix with digital logistic chaotic sequence and 
indicate the RIP of this kind of matrix is guaranteed. 

Meanwhile, some researchers [18, 19] put a loft of effort in sparse observation 
matrices, with a view to designing good encoding and recovery algorithms with short 
sketch lengths and low computational complexities.  

Although the theoretical recovery bounds may worse than those of random 
matrices or even difficult to gain in some cases, the deterministic observation matrices 
may guarantee the recovery performance that is empirically reliable, allowing fast 
processing and low complexity.  

3   Deterministic Sparse Chaotic Matrix 

To facilitate the benefits of deterministic construction, this section presents how to 
construct a deterministic sparse observation matrix for Compressive Sensing via a 
pseudo-random chaotic sequence. Precisely, we construct the matrix by employing a 
sequence generated by sub-shift mapping of a finite type of symbolic chaotic space as 
its elements. 

Chaotic maps are one of the most approaches for pseudo-random sequences 
generation. Three main advantages are easily addressed to chaotic signals. One lies in 
its noise-like observation and can be quantified to independent-identical-distribution 
sequences. Secondly, the generated sequences are sensitive to the given initial-values 
and parameters. Thirdly, it owns the perfect non-periodic and ergodic properties. 
What’s more, generating of chaotic signal is often of low computational cost and 
storage. 

Most widely used chaotic pseudo-random sequences generator is the digital non-
linear maps such as the well known Logistic Map, which is represented by the 
following formula: 

)1(1 nxn xrxx −=+  (3)

Where r  is a positive constant. For the cases 499465.3 ≤< r , the system is in 
chaotic state and produces very complicated pseudo-random sequences.  

However, in practical applications, all the digital chaotic sequences will degenerate 
to periodic ones because they are only allowed to be accomplished in subsistent 
mechanisms with finite precision. As it happens, excellent properties of digital chaotic 
sequences are weakened.  

To overcome the period degeneration issue, in [20] we have proposed a pseudo-
random sequence generation method through the sub-shift mapping of finite type on 
the chaotic symbolic space. Comparing with the digital chaotic maps, the sub-shift of  
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finite type is determined by a 16-order square matrix and complete nonlinear. The 
produced sequences are with elements within the integer subset {0, 1, 2, …, 15} and 
have proved overwhelming non-periodic, non-convergent advantages over digital 
chaotic sequences. 

In this paper, we consider a binary observation matrix Φ  that is associated with 
the pseudo-random sequence which is mentioned above.  

Suppose { }lz  denotes a pseudo-random sequence generated by the sub-shift 

mapping of finite on the chaotic symbolic space, with elements within the set {0, 1, 

2, …, 15}. Construct a observation matrix nmij ×=Φ )(φ  column by column with 

this sequence, written as 

⎩
⎨
⎧ +=+=

=
.0

; div 16mod161

otherwise

mzljandmzliif ll
ijφ  (4)

Where )mod(⋅  denotes the remainder function and )(div ⋅ the quotient function 

after a dividend is divided by a divisor. From the definition, the location of the 
nonzero component of the matrix is chosen uniformly by the value and the subscript 

of lz . According to the ergodic property of chaotic sequences, one can see the binary 

sparse matrix Φ  containing almost same amount of nonzero values per column and 
per row, where the nonzero components take the value 1 with probability 1/16. Note 
that only non-zero elements of Φ  will lead to computational operations in encoding 
process. Therefore, the encoding complexity of Compressive Sensing with the 
proposed structural matrix has been decreased. Using such a structure, the matrix can 
be efficiently implemented in practice. 

4   Numerical Simulations 

In the experiments, we compare the properties of the proposed measurement matrix, 
the Bernoulli matrix and the Toeplitz-structured matrix. A one dimension discrete 
sparse signal of length 1024 with only 32 non-zero elements was chosen as test data. 
The reconstruction algorithm is orthogonal matching pursuit (OMP) algorithm. 

The performances of these measurement matrices are compared by the accurate 
reconstruction rate-the proportion of correct data numbers of the reconstruction 
signals to all data numbers of original signal. The results based on experiments are 
shown in Fig. 1. 

When increasing the number of samples in the tests, accurate reconstruction rate 
will ascend correspondingly. When the number of samples is larger than a certain 
threshold, the signal finally can be perfectly reconstructed. As can be seen in Fig. 1, 
the proposed observation matrix outperforms the two other candidates. It provides 
attractive feasibility for implementation in practice.  
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Fig. 1. Comparison of accurate reconstruction rate of the tested observation matrices 

Table 1 illustrates the MSE (Mean Square Error) performance between the original 
signal and the reconstructed signals of different observation matrices under different 
measurement number. It demonstrates the proposed observation matrix outperforms 
the others once again. 

Table 1. Results of the reconstructed errors 

 

5   Conclusion 

In this work, we explored a non-periodic pseudo-random sequence to form an 
observation matrix for Compressive Sensing. Simulation results show that matrix 
perform quite well to two other matrices. Since such matrix is sparse reducing the 
computation and storage complexity, it is desirable for practice of applications. 
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Abstract. This paper proposes a steady data judgment algorithm, which 
includes three major parts, i.e. gross error detection, steady data judgment and 
steady data re-sampling. In order to minimise the impact caused by noise when 
training neutral network, the paper introduces the RANSAC algorithm and put 
forward a RANSAC-BP algorithm. In this algorithm a t-distribution based 
confidence interval is constructed to replace the distance threshold, which is 
selected by experience; the algorithm culls noisy data during neutral network 
training and then re-train the neutral network with noise free data. The 
algorithm has been validated by a simulation experiment. 

Keywords: Combustion optimization, Steady data, RANSAC-BP, Confidence 
interval. 

1   Introduction 

In China at the current stage, the thermal power generation is the major approach for 
energy acquisition. In the overall thermal power generation cost, the fuel generally 
accounts for over 70%, thus to improve the efficiency of the boiler combustion 
system is of great significance to decreasing the operation cost of the electric power 
system. The coal-dominant energy structure results in serious air pollution in China, 
which costs high economic cost as well as environment cost. Therefore, the high 
efficiency and low emission combustion of coal-fired boiler has become the objective 
of the boiler combustion optimization research, which could effectively increase the 
operation efficiency, decrease the power generation cost, reduce the emission of 
pollutants, and monitor the safe operation of the boiler [1], thus attracting more and 
more attention. 

The boiler combustion optimization techniques include three categories [2]. The 
first category detects on line the important parameters of the boiler combustion, and 
then directs the operators to regulate the combustion, which takes the domestic 
predominance at present [3,4]. The second category is a kind of boiler operation 
monitoring and control system based on DCS, which adopts advanced control logic, 
control algorithm or artificial intelligence technology [5] to realize the boiler 
combustion optimization. This category has been developing rapidly with the gradual 
maturity of the advanced control and artificial intelligence technology and its 
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successful application in industry [6]. The third category optimizes the boiler 
combustion through improving the combustion equipment, such as combustor, 
heating surface, etc. The three categories mentioned above have their respective 
advantages in practice, however, the second one doesn’t need to transform the boiler 
equipment, instead it takes full advantage of the boiler operating data, takes DCS 
control as the basis, applies the advanced modeling, optimization and control 
techniques, and directly increases the operating efficiency of the boiler and decreases 
the NOx emission. For its advantages of small investment, low risk, and obvious 
effect [7,8], it has become the most preferred combustion optimization technique. 

To apply the second category of combustion optimization technique should be 
based on the acquisition of reliable data which are able to reflect the working 
condition of the boiler combustion system, i.e. steady data. The working condition 
data acquired from direct measurement or DCS include not only steady data but 
unsteady data as well. That’s because it is a dynamically regulating process for the 
boiler combustion system shifting from a steady state to another steady state. The 
working condition data acquired in the unsteady state are of no significance for boiler 
combustion optimization. The traditional criterion for steady data judgment is 
relatively simple, which is generally based on the distance between neighboring 
working conditions. But the problem with this criterion lies in that the judgment 
threshold’s acquisition relies on experience, which brings a lot of inconvenience in 
application. Besides, neutral network is usually used for boiler combustion modeling. 
However, in the working conditions used for neutral network training there normally 
exist noises which will seriously affect the training results. Thus it is necessary to find 
an approach to cull noises before training neutral network. 

Assuming the measuring parameters obey the Gaussion distribution, this paper 
proposes a steady data judgment algorithm, which includes three major steps, i.e. 
gross error detection, steady data judgment and re-sampling. Inspired by the 
RANSAC algorithm and combining the BP network training algorithm, the paper puts 
forward a RANSAC-BP neutral network training algorithm, which reduces the impact 
caused by noises during neutral network training. In addition, a simulation experiment 
is conducted to validate this algorithm. 

2   Steady Data Judgment Algorithm 

The power generation in a thermal power plant is a process where firstly the 
pulverized coal is burnt to turn chemical energy to thermal energy, and then through 
steam doing work, the thermal energy is turned to electric energy finally. At different 
stages of the boiler combustion, the parameters (working conditions) are always 
transiting from one steady state to another. The steady state refers to a state before 
and after which in short intervals the parameters (working conditions) vary little. And 
the corresponding working conditions are called steady data. 

Let m nD R +⊂ denotes the set of all working conditions, and working condition 

[ ] [ ]1 2 1 2, , , , , , , ,m nd X Y x x x y y y D= = ∈… … , which could be acquired from DCS or 

relevant measuring equipment. Hereinto, Y  refers to the output parameters of boiler 
combustion, e.g. combustion efficiency, emission load of NOx, exhaust smoke 
temperature, etc. X  denotes the other combustion parameters besides the output 
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parameters, which could be grouped into the improvable parameters, i.e. variable 
parameters (e.g. the primary air quantity, the secondary air quantity, combustion 
angle, etc.) and the un-improvable parameters, i.e. constant parameters (e.g. 
pulverized coal composition, etc.). Without loss of generality, let 

[ ] [ ]var 1 1, , , , , ,con r r mX X X x x x x+= = … … . (1) 

Hereinto, [ ]var 1, , rX x x= … refers to variable parameter and [ ]1, ,con r mX x x+= …  

refers to constant parameters. 
Among all the working conditions, only the steady data have significance to the 

combustion optimization, the reason is that one working condition is usually the data 
acquired at the same time, but in the unsteady data what X corresponds to is not Y , 
but the one later than Y . Thus, the steady data must be selected for the acquisition of 
the relation between X and Y , i.e. the acquisition of steady data is the premise of 
boiler combustion optimization. 

For the acquisition of the boiler combustion data, the common practice is to obtain 
working conditions at a regular interval tΔ . Thus the working conditions comprise of 
both steady data and unsteady data, which makes it necessary to have a criterion to 
judge the steady data. To make it easy to state, all the working conditions is noted in 

chronological order as { }1,...,iD d i N= = ， 1 2 1 2, , , , , , ,i i i i i i
i m nd x x x y y y⎡ ⎤= ⎣ ⎦… … . 

2.1   Gross Error Detection 

Gross errors refer to the errors beyond the expectation under stated conditions. Due to 
subjective or objective reasons, in the original working condition set D, there 
inevitably exist measuring errors. If the errors are too big, then they will be gross 
errors, i.e. noises. If the working conditions with gross errors are not be removed, it 
will influence not only the judgment of steady data but also the modeling of boiler 
combustion, even the combustion optimization effect eventually. 

This paper assumes the variable components of the working conditions obey the 
Gaussion distribution. Take jx  as an example, and let ~ ( , )j j jx N u σ ， j r≤ . 

Hereinto, ju  and jσ  are respectively the mathematical expectation and the standard 

deviation of jx . According to the 3σ criterion for gross error, if the jx  satisfy 

3 3j j j j ju x uσ σ− ≤ ≤ + . (2) 

the working condition component jx  can be considered to be free of gross errors. 

Thus, if every working condition component satisfies the formula above, then it is can 
be considered that the working condition has no gross errors. 

The exact values of jx 's mathematical expectation ju  and standard deviation jσ  

are unknown to us, but they can be estimated through the unbiased statistics below. 

1

1
ˆ

N
i

j j
i

u x
N =

= ∑ . (3) 
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2

1

ˆ ˆ( ) ( 1)
N

i
j j j

i

x u Nσ
=

= − −∑ . (4) 

2.2   Steady Data Judgment Criterion 

2 1p − of neighboring working conditions 1 2 2 1, ,..., pd d d −  are taken to form the 

working condition matrix below 

1 1

2 2 (2 1) ( )

2 1

1 0 0

0 1 0

0 0 1

p m n

p m n

d

d
S R

d

σ
σ

σ

− × +

− +

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥= × ∈
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎣ ⎦⎣ ⎦

u

u

u

. (5) 

Hereinto vector [ ]1 2, ,..., m nμ μ μ +=u is the mathematical expectation of working 

condition, and 1 2, ,..., m nσ σ σ +  are the standard deviations of working condition 

components. Element of the working condition matrix S  

~ (0,1)
i
j ji

j
j

x
s N

μ
σ
−

= . (6) 

Thus 2 2( ) ~ (2 1)i
j

i

s pχ −∑ . According to the working condition matrix, a judgment 

criterion can be formed. Let 

2max ( )i
j

j
i

S s= ∑ . (7) 

If 

2 2 (2 1, )S pχ α≤ − . (8) 

then pd is considered as steady data. This is the Chi-distribution based steady data 

judgment criterion. Here α  is the remarkable level of Chi-square distribution, and 
the threshold 2 ( , )r nχ α+  means 

2( (2 1, )) 1P pξ χ α α≤ − = − . (9) 

where random variable 2~ (2 1)pξ χ − . 

Likewise, according to the working condition matrix (5), the statistic below can be 
constructed 

2( ) ( )
p
j j i

j j
i pj

x
s

μ
η

σ ≠

−
= ∑ . (10) 
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Since ~ (0,1)
p
j j

j

x
N

μ
σ
−

 and 2 2( ) ~ (2 2)i
j

i p

s pχ
≠

−∑ , then ~ (2 2)j t pη − . If 

max (2 2, )j
j

t pη α≤ − . (11) 

then pd is considered as steady data. This is the t-distribution based steady data 

judgment criterion. Here α  is the remarkable level of t-distribution, and the 
threshold (2 2, )t p α−  indicates 

( (2 2, )) 1P t pξ α α≤ − = − . (12) 

and random variable ~ (2 2)t pξ − . 

The value of the remarkable level in the two judgment criteria can be changed in 
order to get sets of steady data satisfying different requirements, i.e. the bigger the 
remarkable level value is, the more reliable the obtained steady data will be. 

2.3   Steady Data Re-sampling 

Filtered by the steady data judgment criterion, the steady data still need to be re-
sampled according to the time at which they were obtained. The reason is that when 
the boiler combustion comes into a relatively stable condition, it is possible that many 
neighboring working conditions are all steady state data. But the information reflected 
by these working conditions are almost the same. As a result if all the working 
conditions are stored, the data will be excessively redundant, causing low efficiency 
in data processing and waste of storage space. 

In practical operation, we can cluster the steady state data according to the time 
when they were obtained, and pick up a subset of each cluster randomly to store. In 
this paper, we do it along a simple way: Firstly, sequence all the steady data according 
to their obtainment time, and then select a positive integer k based on experience. 
Secondly, randomly generate a positive integer I . If I is an odd (even) number, then 
observe all the steady data at odd (even) parity. If the minimum sampling interval 
between a steady data and its two neighboring steady data is less than k tΔ , then the 
working condition should be deleted from the steady data set. The process won’t be 
stopped until no steady data need to be deleted. 

One point to mention: if the steady data to be observed has only one neighbor, e.g. 
the first or the last steady data, then we only need to observe the interval between the 
working condition and its only neighboring steady data. If the interval is less than 
k tΔ , delete it from the steady data set. 

2.4   Judgment Algorithm 

The steady data judgment algorithm is summarized as follows: 
The inputs of the algorithm are the set of all the working conditions sequenced by 

sampling time { }1,...,iD d i N= =  and the positive integer k (based on experience). 
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① For all the id D∈ , use the 3σ criterion to judge whether id  contains gross error, 

 If id  contains gross error, then delete it from D ; 

② For all the ,id D p i N p∈ ≤ ≤ − , construct the statistic 2max ( )i
j

j
i

s∑  according to 

formula (7), and construct the statistic max j
j

η  according to formula (10); 

 If 2max ( )i
j

j
i

s∑ does not satisfy the judgment criterion of formula (8), label id ; 

 If max j
j

η  does not satisfy the judgment criterion of formula (11), label I ; 

Delete the labeled id  from D  

③ Generate a positive integer I  randomly. 
 If I is an odd number, then observe all the steady data id  at odd parity from 

the first steady data; 
 If I is an even number, then observe all the steady state data id  at even parity 

from the first steady data; 

Record the minimal sampling interval 1 1min( ( , ), ( , ))i i i iT d d T d d− + between id  and 

its neighboring steady data. 
④ Label id , which satisfies 1 1min( ( , ), ( , ))i i i iT d d T d d k t− + ≤ Δ  and record the number 

of labeled id  as num ; 

 If 0num > , then delete the labeled id  from D , and go to ③; 

 If 0num = , then stop. 

Output D . 

3   BP Network Robust Training 

The problem this paper discussed is a complicated multivariable coupling nonlinear 
one. Based on experience, we should take a BP network with at least two hidden 
layers as the learning machine to obtain the relation between X and Y . This paper 
takes the network model with two hidden layers. Generally, the output of the neutral 
network is the boiler combustion efficiency and the NOx discharge. Experiments 
showed that the relation between X and Y is better expressed by two neutral networks 
with multi inputs and single output than one neutral network with multi inputs and 
binary outputs. In this paper we separately train two neutral networks with multi 
inputs and single output as Figure 1 demonstrates. 

Although the steady data can be obtained through the steady data judgment 
criterion, there inevitably exist noises in the steady data due to the measuring 
equipments precision, human operation and other factors. If the neutral network is 
trained with data containing noises, the training result will not be satisfying. Thus it is 
necessary to find a method to cull the data noises before training. 
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RANSAC[9] algorithm is a robust estimation algorithm. Its key idea is selecting 
appropriate data subset to train the model, and use the obtained model to judge 
whether the data in the data set satisfy the given conditions. All the data satisfying the 
given conditions form a consensus set. The ultimate model is fitted with the largest 
consensus set. 

 

Fig. 1. A neutral network with two hidden layers 

Based on the RANSAC algorithm, we put forward the RANSAC-BP algorithm as 
follows: 

① ite=0. Randomly sample a subset of the steady data set ite
selD D⊂  and train BP 

network ( )f • , 1ite ite= + ; ite
conD φ= . 

② For all the d D∈ , calculate ( )f • ’s confidence interval ( , )ite
selCI X Dα  determined 

by d  and ite
selD . If ( , )ite

selY CI X Dα∈ , then ite
cond D∈ .  

 If ite
con numD T≥ , then go to ③; otherwise, if iteite T≥ , then go to ④, otherwise go 

back to ①; 
③ Use all the steady data in ite

conD  for training and get the BP network ( )f • . 

④ Let { }max arg max ite
conD D= , Train ( )f •  with maxD . 

Parameter Specification 

α is the remarkable level, ( , )ite
selCI X Dα is the confidence interval of 100(1 )%α−  of 

( )f • . According to [10], ( , )ite
selCI X Dα  can be represented in the form below 

1
0( , ) (1 ) ( )

2
T T

N qf X t s Z Z
αθ −

−± − Z Ζ . (13)

Hereinto, 0θ is the parameter vector to determine the neutral network ( )f • ; N is 

the number of data in ite
selD , i.e. ite

selN D= ; q is the dimension of 0θ , i.e. 0
qRθ ∈ ; N qt −  

refers to the t-distribution with degree of freedom N q− . 
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If Ψ denotes actual output vector of neutral network, then the expected output 
vectorΨ can be expressed as 

1 0 1 0 0[ ( , ), ( , ), , ( , )]T
Nf X f X f Xθ θ θ=Ψ …  , 1k N= … . (14)

Thus in formula (13) 

( ) ( )T

s
N q

− −=
−

Ψ Ψ Ψ Ψ
. (15)

Column vector 

0

( , )f X
Z

θ
θ θ θ

∂=
∂ =

. (16)

Matrix 

1 2[ , , , ]T
NZ Z Z=Ζ …  . (17)

In formula (17) 

0

( , )k
k

f X
Z

θ
θ θ θ

∂
=

∂ =
, 1k N= … . (18)

The reason we use the form of confidence interval described in formula (13) instead 
of fixed threshold to evaluate the training result is that when remarkable level is 
given, the confidence interval is adaptive, this is significant. 

Meanwhile, one point worthy notice is that in the step ② of the above algorithm, 
ite
cond D∈  when remarkable level α  is given, the actual outputs of the neutral 

networks should fall within the respective confidence interval to which X  responds. 

4   Simulation Experiment 

In order to test the validity of the RANSAC-BP algorithm, this section designs a 
simulation experiment. 

Take the simple neutral network with single input and single output as example, 
then the functional relation to be trained is a simple function 3xy x= . To takes 

samples at a interval of 0.05 between 1-3, then 41 input points can be obtained, as 
demonstrated in Table 1 (Lines 2 and 6). If there is no noise, according to the function 

3xy x= , the ideal outputs are showed in Lines 3 and 7. Now we randomly select 15 

ideal output data from Line 3 and 7, add Gaussian noise with standard deviation 2.5, 
the stained data is shown in Lines 4 and 8. 

If there are noises, we use the original BP algorithm to train the neutral network, 
i.e. using the data x (Lines 2 and 6 in Table 1) and y added with noises (Lines 4 and 8 
in Table 1) to training the network, then we get the results shown in Figure 2. 
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In Figure 2, the blue curve represents function 3xy x= , the black triangles refer to 

locations of the data with noises, and the red diamonds indicate the expected outputs 
of the neutral network. Obviously, when noises exist, there is big deviation between 
the expected outputs and the actual data, which illustrates that the noise has great 
influence on the result of the neutral network training. Thus, it is necessary to find a 
way to cull the noisy data first and then train the neutral network. 

Table 1. Training data 

Index  
of 

sampling 
point 

x 
y  

without 
noises 

y  
added 
with 

noises 

Index 
of 

sampling 
point 

x 
y  

without 
noises 

y  
added 
with 

noises 

1 1 0.3333 0.3333 22 2.05 1.4520 1.452 

2 1.05 0.3509 0.6357 23 2.1 1.5832 3.369 

3 1.1 0.3702 0.3702 24 2.15 1.7283 1.7283 

4 1.15 0.3915 0.3915 25 2.2 1.8889 1.8889 

5 1.2 0.4149 3.0818 26 2.25 2.0668 6.1257 

6 1.25 0.4406 0.5888 27 2.3 2.2639 2.2639 

7 1.3 0.4688 0.4688 28 2.35 2.4825 0.7531 

8 1.35 0.4998 0.4998 29 2.4 2.7251 4.8701 

9 1.4 0.5339 0.2948 30 2.45 2.9946 6.1296 

10 1.45 0.5713 0.5713 31 2.5 3.2940 3.2940 

11 1.5 0.6124 0.6124 32 2.55 3.6271 -0.357 

12 1.55 0.6575 0.6575 33 2.6 3.9977 3.9977 

13 1.6 0.7071 -1.373 34 2.65 4.4104 0.808 

14 1.65 0.7616 0.7616 35 2.7 4.8704 4.8704 

15 1.7 0.8216 1.5576 36 2.75 5.3832 5.3832 

16 1.75 0.8876 0.8876 37 2.8 5.9555 7.3834 

17 1.8 0.9602 0.9602 38 2.85 6.5946 6.5946 

18 1.85 1.0403 1.0403 39 2.9 7.3086 7.3086 

19 1.9 1.1285 -2.212 40 2.95 8.1069 8.1069 

20 1.95 1.2259 1.2259 41 3 9 9 

21 2 1.3333 1.3333     
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Fig. 2. Neutral network trained by BP 

With the same noisy data, we use the RANSAC-BP algorithm to train the neutral 
network and show the training result in Figure 3. Here the blue curve represents the 
function 3xy x= , the black triangles (overlapped with red diamond) refer to 

locations of the data without noise, the red diamonds indicate the expected outputs of 
the neutral network, and the green “*” mark the locations of the identified noisy data. 
As the RANSAC-BP algorithm culled the noises first and then trained the network 
with data without noises, the noise-free data agree well with the expected data of the 
neutral network. 
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Fig. 3. Neutral network trained by RANSAC-BP 
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5   Conclusion 

Assuming the measuring parameters obey the Gaussion distribution, this paper 
proposes a steady data judgment algorithm, which includes three major parts, i.e. 
gross error detection, steady data judgment criterion and steady data re-sampling. In 
order to minimise the impact caused by noise when training neutral network, the 
paper introduces the RANSAC algorithm into the neutral network training and put 
forward the RANSAC-BP algorithm. This algorithm is robust to data noises, and has 
been validated by a simulation experiment. 

To find the optimal working condition is the ultimate objective of the boiler 
combustion optimization. The traditional way is to realize the optimization by genetic 
algorithm and other optimization algorithms. However, there always exist 
complicated coupling relations between different components of a working condition, 
but these coupling relations are not taken into consideration Thus, further study will 
be needed on how to measure the coupling degree between working condition 
components and how to apply this coupling relation to benefit the combustion 
optimization. 
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Abstract. Some large distributed systems benefit from the implementation of 
network coordinates. However, triangulation inequality violation (TIV) will 
degrade the performance of network coordinate systems. In fact, TIV is an 
attribute of the Internet delay space. In this paper, we explore TIV in Internet 
delay space, and its impact on Vivaldi firstly. Then, we propose a detection 
mechanism to identify nodes with serious violations of triangulation inequality. 
Furthermore, we apply our method to filter reference nodes with severe 
violations on Vivaldi and evaluate its performance. The experimental results 
show its effectiveness. 

Keywords: Triangle Inequality Violation, TIV, Network Coordinate, Network 
Measurement. 

1   Introduction 

Currently, a number of large distribution applications, such as content service, VoIP, 
video on demand, are deployed widely on the Internet [1], [2], [3]. Their 
performances depend on the underlying network topology. Therefore, some methods 
based on active measurements are proposed to obtain distance information to improve 
performance of these applications. However, the utility of active measurement is 
generally limited since it is time-consuming and may result in network congestion in 
the Internet. Also, methods based on network infrastructure have drawbacks that a 
large number of infrastructure nodes will increase maintenance cost and network 
overhead [4], [5]. Therefore, network coordinates systems (NCSs) are applied to 
distributed network applications to estimate network proximity [6], [7], [8]. In NCSs, 
network delays are mapped into Euclidean space and can be estimated by Euclidean 
distances.  

However, network delays do not necessarily satisfy triangle inequalities, and this 
will decrease the accuracy of estimating network distances [9]. In the Internet the 
triangle inequality states that for any three hosts A, B, and C, the distance AC is 
greater than the sum of distances AB and BC. This means that the direct route to a 
host is less than that through an intermediate node, and triangulation inequality 
violation (TIV) appear. In fact, TIV, which are mainly caused by routing policies, e.g. 
commercial interests, are common in Internet delay space [10], [11]. Since it is 
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impossible to change the existing architecture or routing policies of the Internet, TIV 
will inevitably exist in Internet delay space.  

In [12], researchers have attempted to identify the severity of violating triangulate 
inequality of an edge and improve the performance of NCSs. However, it is 
inefficient as a large number of edge delays are needed to denote the severity which 
result in the complicated calculations. 

In this paper, we aim at exploring the TIV of Internet delays and reducing its 
impact on network coordinate systems. The rest of the paper is organized as follows. 
In section 2, we analyze characteristics of TIV of Internet delays and the impact on 
Vivaldi. In section 3, we propose a method to detect TIV, and evaluate it. In section 4, 
the related work is presented. In section 5, we summarize the paper and propose 
recommendations for future work. 

2   Related Work 

2.1   Triangulation Inequality 

In [13], the triangulated heuristic rules are applied to estimate network distances. The 
key idea is to assume the triangulation inequality holds and select n base nodes Bi (1 < 
i < n), and a normal node H being assigned a coordinate according to distances 
between H and the base nodes. Then, coordinate of H is denoted as (dHB1, dHB2, ... , 
dHBn). Given two nodes Ha and Hb, the distance between them is greater than  

{ } ( )
ibia BHBHni ddL −= ∈ ,,2,1max …

 and less than
{ } ( )

ibia BHBHni ddU += ∈ ,,2,1min …
. Various 

weighted averages of L and U is used to estimate the distance between Ha and Hb. 
In [14], the authors believe that most of the delays are consistent with the 

triangulation inequality rules. And the triangulation inequality rules are used to filter 
malicious nodes. 

2.2   Vivaldi 

Vivaldi is a decentralized scheme that estimates network proximity. The key idea is 
that each node in Vivaldi is corresponding to a few reference nodes and assigned a 
Euclidean coordinate. Any node whose coordinate is known can be selected as 
reference node. Their coordinates are calculated by simulating a spring system, in 
which the measured latencies are modeled as the extensions of a spring between 
bodies with unit mass. Since a spring always tries to reach a low-energy state, the 
coordinates can be calculated by minimizing the error function created according to 
errors between actual distances and predicted distances. 

3   TIV in the Internet 

The online version of the volume will be available in LNCS Online. Members of 
institutes subscribing to the Lecture Notes in Computer Science series have access to 
all the pdfs of all the online publications. Non-subscribers can only read as far as the 
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Fig. 1. The cumulative distribution of TIV in the Internet delay datasets 

 

Fig. 2. Distortion of the map from delay space to Euclidean space 

abstracts. If they try to go beyond this point, they are automatically asked, whether 
they would like to order the pdf, and are given instructions as to how to do so. 

Please note that, if your email address is given in your paper, it will also be 
included in the meta data of the online version. 

3.1   Characteristics of TIV in the Internet 

As Internet route also reflect the social relationships, a selected route does not be 
selected with least hop count or smallest delay. In the process of route selection, 
economic interests and political relations, as well as network performance (e.g., the 
shortest path routing), have to be considered [10]. Therefore, it is inevitable for 
Internet delays that violate triangulation inequality.   

We use King dataset, PlanetLab dataset, and Meridian dataset to analyze the 
characteristics of TIV on Internet routes. Given any three nodes A, B and C, edge AC 
causes a violation if dAC > dAB + dBC. We use triangulation ration to characterize edges 
with TIV on Internet delays. Triangulation ration is the ration of one side length in a 
triangle to the sum of the other two. We compute the triangulation ratio of any three 
nodes in these datasets. The cumulative distribution is shown in Figure 1. We can see 
that nearly 30 percent of king data and PlanetLab data violate triangulation inequality. 
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Moreover, less than 10 percent of them violate seriously. Although Meridian dataset 
has a more severe violation, it presents the similar characteristics as the other two. 
This shows that TIV are common in the Internet, and only a small portion of paths 
have serious violations on triangulation inequality. 

3.2   Impact on Vivaldi 

Because of the existence of TIV, mapping from the Internet delay space to the 
Euclidean space will necessarily leads to distortion. In network coordinate systems, 
nodes compute their coordinates according to coordinates and delays of reference 
nodes. Therefore, TIV will impact accuracy of estimating network coordinate 
systems. 

Take coordinates of A, B and C in Vivaldi as an example. In Figure 2(a), delays 
between any two nodes are denoted. We can see that the sum of dAB and dAC is 120 
which is less than dBC (150). Therefore, it means that the route from B to C is longer 
than that through A, and they violate the triangulation inequality. When they are 
mapped into Euclidean space using Vivaldi (in Figure 2(b)), we can see that the sum 
of d'AB and d'AC is greater than d'BC, and the distortion of BC is more serious than the 
other two edges. 

Further, we will analyze the impact of TIV on an network coordinate system—
Vivaldi. Firstly, we run it on King dataset, PlanetLab dataset, and Meridian dataset 
that include TIV routes, and present the experimental results in Figure 3(a). As a 
comparison, we filter out routes with serious TIV in these datasets and run Vivaldi on 
them. The experimental results are shown in figure 3(b). We can see that for Vivaldi 
in PlanetLab datasets including TIV routes, nearly 90% of relative errors are less than 
0.5. However, for that without TIV routes, nearly 95% of relative errors are less than 
0.5. And in the other two datasets the similar results can be seen. This shows that 
routes with TIV reduce the performance of Vivaldi. 

 

(a) Performance of Vivaldi with TIV edges 

Fig. 3. The cumulative distribution of TIV in the Internet delay datasets 
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(b) Performance of Vivaldi without TIV edges 

Fig. 3. (continued) 

4   Detecting TIV 

It is difficult to ascertain whether a path violates triangulation inequality. In NCSs, 
selecting a reference node with smaller severity of TIV would improve the accuracy 
of estimating network distances. To illustrate severity of TIV on a node we define a 
new metric γ as follows: 

( )
2

MN AM AN
d d d

n
γ

+
= ∑∑

 (1) 

where n is the number of nodes in a given collection R that includes some selected 
nodes. And M, N denotes any two nodes in R. The ratio of dMN to the sum of dAM 
and dAN which is greater than 1 indicates that TIV occurs on MN. The greater the 
value of γ is, the more likely the path violates triangulation inequality. 

As γ indicate severity of TIV of a node, we can use it to identify TIV. In NCS each 
nodes select n nodes and calculate the corresponding γ. The parameter would be sent 
to its peers with its coordinates and RTTs. Then, its peers would determine whether it 
can act as the reference nodes by the parameter γ. The one that has a serious violation 
will not be selected as reference nodes. In non-centric NCS like Vivaldi, nodes can 
select the k nodes that often communicate with them as their reference nodes. 

In the following, the algorithm for detecting TIV in NCS is presented. For each 
node A in the system, compute_severity computes its parameter γ. And node B judge 
whether update its coordinate according to TIV severity of node A in 
update_coordinate. 

//algorithm1:  detecting TIV in Node A 
// Input: latencies from reference nodes 
// Output: Severity of TIV of Node A 
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compute_severity (L) 
for each i in L 
γ=0 
for each j in L 

               γ=dij/(dik +dkj) 
γ=γ/n2 

 
//algorithm2:  updating coordinates 
// Input: coordinate and TIV severity from A 
// Output: coordinate 
update_coordinate(B) 

If  γ >  threshold exit 
compute coordinate according to coordinate from A 

We apply the detection method into Vivaldi. To select reference nodes with less 
severity of TIV, nodes will eliminate those with severely violation of triangulation 
inequality. The results of running Vivaldi on the datasets are shown in Figure 4. The 
accuracy of predicting network distance is improved, and is as good as datasets 
without TIV routes. 

5   Discussions 

In this paper, we explored the characteristics of triangulation inequality violations 
(TIV) in Internet delay space, and its impact on Vivaldi. Then, we presented a 
detection mechanism to identify nodes that violate triangulation inequalities severely. 
Moreover, we applied our scheme in Vivaldi. The experiments show the effectiveness 
of our scheme. 

Our detecting method does not take into account exceptions. For instance, a reference 
node with low severity on TIV may send unexpected delay. In the future, we will make 
further study on TIV in the Internet, and attempt to exclude TIV from network 
coordinate systems and improve their performance in more complex situations. 

 

Fig. 4. Severity of TIV with detection mechanism 
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Abstract. The emerging technology of P2P realizes the peer computing by 
utilizing nodes in Internet. The applications of P2P lie in many fields such as 
file sharing, distributed computing, collaborative work, Internet storage and so 
on. The overload of servers and the occupation of bandwidth are mitigated. This 
presents a wide and deep promise of applications. However, the ever-increasing 
nodes present some research and technical challenges, such as the stability of 
the target system, the latency of forward of nodes among multiple layers, the 
dependability of communications among nodes and so on. The paper presents a 
novel hierarchy of data transmission system based on P2P by the management 
of nodes. The super node is coined to optimize the structure of network of P2P. 

Keywords: Data Transmission, P2P, Super Node, End Agent. 

1   Introduction 

The emerging technology of P2P realizes the peer computing by utilizing nodes in 
Internet. P2P fully taps the idle resources of Internet and has the potential advantages 
in terms of utilization of resources, extensibility and fault tolerance. The applications 
of P2P lie in many aspects such as file sharing, distributed computing, collaborative 
work, Internet storage and so on. If P2P was applied into the data transmission system 
under the environment of game playing, the role of client machines would be found 
by buffering a part of information acting as a role of server and thus scattering the 
services. By this way, the overload of servers and the occupation of bandwidth are 
mitigated. This presents a wide and deep promise of applications. 

However, the ever-increasing nodes present some research and technical 
challenges as follows. 

 The system should adjust and monitor the action of nodes. 
 To ensure the stability of the target system. 
 To decrease the latency of forward of nodes among multiple layers. 
 To guarantee the dependability of communications of nodes. 
 To provide the good extensibility of the target system. 

The key approach to resolve these challenges is to design better networking structure 
of data transmission system based P2P technology. Some literatures contribute to the 
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field for these challenges. Chi-Feng proposes a DLNA-based Multimedia Sharing 
System [1]. A method for classifying broadband users into a P2P- and a non-P2P 
group based on the amount of communication partners ("peers") is presented in [2]. 
The self-structured organization combines the benefits of both unstructured and 
structured P2P information systems [3]. Relevant research is presented in [4-6]. 
Gorodetsky proposes virtual peer-to-peer (P2P) emulation environment intended for 
testing and verification of implemented mobile P2P agent applications in [7]. An 
algorithm which creates a random overlay of connected neighborhoods providing 
topology awareness to P2P systems is put forward in [8]. 

The paper presents a novel hierarchy of data transmission system based on P2P by 
the management of nodes. The super node is coined to optimize the structure of 
network of P2P. 

2   The Hierarchy of Data Transmission System 

The hierarchy of the data transmission system based on P2P is divided into four 
aspects: application layer, notification layer, networking transmission layer and 
physical layer as illustrated in Figure 1. 

 

Fig. 1. The Hierarchy of Design of Data Transmission System based on P2P 

(1) Application Layer 
The application layer provides the interface between users and the system. Users 
share a virtual file space, which provides some basic functions associated with 
files. Application Layer shields the technical detail of routing and transmission.  

(2) Notification Layer 
The layer implements the node and directory management. The structure of the 

transmission system is designed and realized. The primary function is the choice of 
super node. When a normal node logs on, basic information is written into the super 
node. The inner networking is constructed by utilizing the hashed IP address. The 
indexing data is stored into the relevant node after computing key words by Hash 
functions. 

(3) Transmission Layer 
The layer is the core one in the whole system. The functions include that nodes 

search resources and upload and download resources. The overload balance, QoS 
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(Quality of Service) and security model is added into this layer to improve the 
efficiency and security of the system. 

(4) Physical Layer 
Physical layer is composed of computers with storing space and computing 

ability, nodes and underlying physical elements. The user node constitutes the 
elementary unit of P2P storage system by contributing the storage space and 
computing resources. The layer is the lower entity of file storage and the physical 
basis of the entire system. 

2.1   The Management of Nodes 

In fact, the management of nodes is the process of communications among nodes, 
which includes several steps. 

(5) The logon of nodes 
When a new node wants to join in the target P2P system, it is necessary for it to 

logon the super node, i.e., to establish the relationship between the super node and the 
new node. The IP address and username of the new node will be registered into the 
super node to get service and relevant management provided by the super node. On 
occasions, the new node will evolve into a super node and waits for the request of 
another nodes. The super node maintains a local table that records all the information 
of another nodes having connected into the super node. The necessary information 
contains IP address, username, connection status, the reputation value and the factor 
of resource consuming. 
(6) The construction of the structure of shared files in the same cluster 

Once added into the target system, the node uses the hash function to compute the 
key words of files existing in the shared directory. The index information is placed 
into the matched node. The information is dynamic with different size and the shared 
content can be modified at any time. Accordingly, the index information is not stored 
in the database, but the new memory space is employed with table-driven method 
recording the information of key words. The method decreases the time consuming of 
read data and improves the searching efficiency. 
(7) Establishing the connection while nodes are downloading 

After registration of nodes, they can use the downloading function. Users enter the 
filename to be searched. Then, the system computes the keywords and queries the 
routing table. At the same time, the keywords are submitted to super nodes who 
forward the query to other super nodes. The super node firstly searches the local 
database. If not matched, the super node sends the request package to another super 
node by corresponding routing algorithm. The address of source node having the 
resource requested is returned to the query node. If the source node does not exist, the 
timeout information is informed to the query node. 
(8) The exit of nodes 

The exit of nodes is classified into two categories of normal nodes and super 
nodes. When super nodes exit, the factor of resource consuming is queried to judge 
the node that can replace the exit node. The information of memory database and the 
routing information of other super nodes are sent to the replacing node. The system 
broadcasts the exit of the node and the change of the super node. 
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When normal nodes exit, the information of key words is sent to the neighbor 
nodes. In the meanwhile, the relevant super node is informed to disconnect with the 
exit node. The super node deletes the relevant entries of the exit node and sends the 
information to other nodes to update the routing tables. 

3   The Architectural Design of Data Transmission System 

The data transmission system based on P2P consists of Web service, Controller, 
Media Server and End Agent. Also, Stream Reporting Bus and Aggregate Bus are 
designed based on bus technology, as illustrated in Figure 2. 

 

Fig. 2. The Architectural Design of Data Transmission System based on P2P 

Controller server is employed to monitor user behavior and is charge of the 
networking structure of nodes. Controller server is composed of Controller program 
and Date Service. Media server intercepts the media stream and furthermore coding 
them. The real stream is provided for the root user node by the Media Server. The 
user node has two categories: End Agent and Stream Consumer. The End Agent is a 
basic unit, which forms the entire system networking. An End Agent is responsible 
for its father node to get the real stream and provides for child nodes. Furthermore, 
the Agent has the transmission function of control information between user and 
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controller. In order to balance the overload of the underlying system, controllers are 
composed of Controller Front and Data Service center. The Streaming Reporting Bus 
reports the streaming information from End Agent to controllers and the Aggregate 
Bus collects stream resulting from controller interacting with Date Service. 

In the context of game playing, the media data will be handled. The decoding of 
media data is integrated into the Player. The End Agent is distributed into the 
networking structure acting as a communicating module. Agents are the main unit 
composing the structure of networking tree. Tasks of agents are the receipt and 
forward of media stream and the instruction interaction with controller servers. The 
End Agent will buffer the stream of father nodes and retain the service status. 
Controlling instructions should be added between agents and control servers to 
strengthen the management of users. 

When a user wants to join the network, some tasks must be done as follows. 
Firstly, the potential user send a request named Get to Web Service to get the server 
address of the responding controller. Secondly, the TCP connection is established 
according to the address. If the user is a new one, registration activity is invoked. If 
the user is an old one, a validation process is invoked. This information is stored in 
the public Data Service center. After the success of validation, the data provided by 
the Media Server can be requested through the Controller Server. The Controller can 
choose 10 neighbor node addresses, which are nearer to the node chosen, according to 
the IP address. The user node can get a data stream required by a TCP connection. 

In order to find the optimized father node, the ping sensor method is employed to 
select the ideal father node. The ping sensor algorithm works as in the Figure 3. 

 

Fig. 3. The Algorithm of Ping Sensor 
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The algorithm returns the node information that has the minimal ping time between 
the initial node and the target node. The computing process is done by the iterating all 
the 10 father nodes. The algorithm detect the time of returning ping package. The 
node with the minimal time of returning time is the optimized node. The exception is 
that nodes protected by firewalls cannot be detected. This can be resolved by 
detecting nodes when they apply to join the system. The detection is executed during 
the user online. 
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Abstract. For huge systems like video processing, FPGA prototyping plays an 
important role before taping out. In this paper, a verification system for 
H.264/AVC encoders with FPGA prototyping is proposed and implemented. An 
H.264 encoder with baseline profile of Level 3.2 was carried out with a clock 
frequency of 200MHz on a Xilinx Virtex-6 FPGA connected with DDR3 
memory, which could satisfy real-time encoding for HDTV applications 
(720P@60fps) with a PSNR around 34 db. The encoder was finally 
implemented with SMIC 65nm CMOS technology for silicon verification. 

Keywords: FPGA Prototyping, Verification, H.264/AVC, HDTV. 

1   Introduction 

Moore’s low shows that the processing capability of IC manufacturing has been 
improved increasingly, and that the average annual growth rate can approach 58% [1]. 
At the same time, FPGA leading companies Xilinx and Altera announced FPGA 
products with 28nm process technique on 2011 [2][3]. It makes whole verification 
system integrated on FPGA with real-time running becomes possible. Fig. 1 shows 
the trade-off between performance and flexibility of a variety of verification methods 
[4]. It shows that FPGA prototype takes good balance between performance and 
flexibility. Therefore, for complex IC such as ASIC or SoC (System on Chip), FPGA 
verification is still an effective method before IC tape-out. 

 

Fig. 1. Trade-off between performance and flexibility of a variety of verification methods 
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Nowadays FPGA is of higher and higher integration and many modern applications 
use FPGAs to implement complex systems. In order to design quickly and with more 
flexibility, FPGA-based development board becomes more and more popular. A 
development board is comprised of one or more piece of latest high-capacity and fast-
speed FPGA, varieties of proven peripherals, industry standard interfaces, power 
supply circuits, status indicators, control switches and debug interface to make it easy 
to create a prototype system for most complex applications. 

A facility and effective verification approach is proposed for an H.264/AVC 
encoder design and then implemented on a highly integrated FPGA platform. The 
system is first simulated for function debugging and then implemented on the FPGA 
platform for real-time verification with a clock frequency of 200MHz. The paper is 
organized as follows: Section 1 is a general introduction, section 2 presents an 
overview of H.264 encoder and the FPGA platform used in this paper, section 3 
introduces the proposed schemes and the architecture and the verification system, 
section 4 shows the implementation results and section 5 draws the conclusion. 

2   Overview of H.264 Encoder and FPGA Prototype 

For providing better compression of video images, H.264/AVC standard is jointly 
developed by ISO/IEC Moving Picture Experts Group (MPEG) and ITU-T Video 
Coding Experts Group (VCEG) and has been published in 2003 [5]. Fig .2 shows the 
H.264 encoder system block [6].  

In Fig. 2, current frame (named as Fn) is processed in units of MBs (macro block), 
which are encoded in intra or inter mode. A predicted MB (marked as ‘P’) is formed 
based on reconstructed frame which is unfiltered (named as uF`n). The reference 
picture use the previously encoded frames named as F`n-1.  In Intra mode ‘P’ is 
formed from samples in the current frame that have previously reconstructed, while in 
Inter mode ‘P’ is formed by MC (motion compensation) from F`n-1. The ‘P’ is 
subtracted with Fn to produce a residual block named as Dn, which is then processed 
by DCT and Quantization to obtain a set of quantized transform coefficients marked 
as ‘X’, which is then encoded with Entropy and  NAL encode for transmission or 
storage. The coefficients ‘X’ sent to Inverse Quantization and IDCT to produce a 
differential block named as D`n. ‘P’ is added to D`n to create a reconstructed block 
named as uF`n, which is then filtered by DB (de-blocking) filter to reduce the effects 
of blocking distortion and obtain the reconstructed reference frame named as F`n. 
 

 

Fig. 2. The architecture of H.264 Encoder 
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Fig. 3. The architecture of purposed FPGA prototype 

Fig. 3 shows the architecture of FPGA platform [7] used in this paper. The Marvell 
MV78200 CPU connected with the Configuration FPGA (Xilinx Virtex-5 
XC5VLX85T) is used to configure the two user FPGAs (Xilinx Virtex-6 
XC6VLX240T). The User FPGA XC6VLX240T uses 40 nm copper CMOS process 
technology and the platform can emulate up to 5 million gates of logic as measured by 
a reasonable ASIC gate counting standard. The Marvell MV78200 can interact with 
PC through either the USB, Ethernet or PCIe interface. Xilinx ISE Project 
Navigator12.3 suite tool with Chipscope provides simulation and debug environment. 
A Linux kernel (Linux 2.6.22.18) provides the basic services and device drivers used 
on the Marvell CPU. External memory of the FPGA platform is DDR3 SODIMM, 
which can be used to store the RAW data and encoded data of the H.264 encoders. 
The JTAG device is connected between PC with FPGA, which provides a 
configuration and debug interface via JTAG chain. 

3   Architecture of Purposed Scheme 

An H264/AVC encoder for HDTV (720P@60fps) application with target spec of 
baseline profile at Level 3.2 is designed. The proposed design is conducted with a 
pipelining architecture of 5 stages, which is controlled by a control unit. The first 
stage is ME (Motion Estimation); the second stage is FME (Fraction Motion 
Estimation); the third stage consists intra prediction, DCT/IDCT, quantization and 
inverse quantization; the fourth stage is composed of VLC (variable length coding) 
and DB (de-blocking filer) and the fifth stage is NAL (network abstract level) coding. 

 

Fig. 4. Architecture of purposed H264 Encoder 
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Fig. 5. The proposed simulation and debugging system for H.264 encoder 

 

Fig. 6. FPGA prototyping system based on DN-DualV6-PCIe-4 platform 

Shared memories and distributed memories are used among the pipeline stages for 
data transfer, which means the flowing of the pipeline is data-driven. This can 
increase the utilization of memories and obtain better timing performance. Controller 
modules provide control signals which dominate the coding behaviors in the H.264 
encoder. Direct Memory Access controller (DMAC) module plays as interface with 
external memory of DDR3. 

Fig. 5 shows the architecture of the proposed simulation and debugging systems 
for the encoder. The simulation procedure is divided into three steps. Firstly, the 
system controller control arbiter to choose the raw data path and write raw data to 
DDR3 memory. Secondly, the arbiter switches to the encoder path and the encoder 
interacts with the DDR3 while the coding is carrying on. Thirdly, the encoded bit-
stream in the DDR3 is transferred to the result monitor through the arbiter. A H264-
to-DDR3 module and Simtop-to-DDR3 module are designed to match the DDR3 
protocol. The DDR3 model uses Micron MT8JSF12864HY SODIMM for simulation. 
And the DDR3 controller with PHY uses Xilinx Memory Interface Generator (MIG) 
tools, which is provided by Xilinx [8]. Fig. 6 shows FPGA prototyping system based 
on DN-DualV6-PCIe-4 platform [7], which is developed by the DINI group of 
California, USA. The platform can be connected to PC with either USB or Ethernet or 
PCIe interface. The “Xilinx USB Cable” cable is used to configure and debug the 
FPGAs via JTAG chain. 
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Table1 shows the hardware and software used in proposed system. ModelSim and 
Xilinx ISE suit are used for simulation, debugging and implementation to the FPGA. 
A Linux kernel is installed on FPGA prototype board, which provides the FPGA 
platform a configuration and communication environment with PC. 

Table 1. (a) Hardware and (b) Software environment in the proposed scheme 

Software Description Note 
Window 7 Win7 Professional 64 OS of PC 
Linux Linux 2.6.22.18 OS of FPGA Prototype Board 
Xilinx ISE Xilinx ISE Navigator v12.3 Xilinx FPGA design suit v12.3 
 Xilinx ChipScope Xilinx Debug tools 
ModelSim ModelSim SE PLUS 6.5 Simulation tool 

(a) 
Hardware Description 
PC MB: ASUS M4A88TD-M 

CPU: AMD Athlon™ II X2 250 processor 3.0 GHz 
RAM: DDR3-1333, 4GB x 4 

FPGA Prototype 
Board 

Marvell MV78200 CPU (Dual) 
Configuration FPGA: Xilinx Virtex-5 LX85 
User FPGA: Xilinx Virtex-6 XC6VLX240T x 2 

Programming Cable Xilinx USB Cable 
Router 801.11 b/g router, for Ethernet interface use 

(b) 

4   Results and Discussion 

Before FPGA implementation, function simulation is first conducted with Xilinx ISE 
based on the simulation system proposed in Fig.5 and the simulation waveform is 
demonstrated in Fig.7 (a). The design is then implemented on the platform presented 
above and Fig.7 (b) shows the debug waveform with Xilinx ChipScope. Both the 
simulation and implementation results provide good evidence for the correctness of 
the encoder.  

The overall system is implemented on a Xilinx Virtex-6 xc6lx240t-1156 FPGA 
with 200MHz working frequency, which can support real-time HDTV applications. 
92,109 slices of the FPGA are occupied and Table 2 shows the FPGA utilization 
summary. Table 3 presents the results comparison of the proposed implementation 
and that in Ref. [9] and [10]. It has to be noted that the 92K slices occupied includes 
the DDR3 MIG and the H264-to-DDR3 module. Furthermore, the proposed design 
is implemented with SMIC 65nm CMOS technology and the core size is about 3.24 
mm2 with a clock constraint of 350MHz. Fig.10 shows the layout of the ASIC 
design. 
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(a) 

 

(b) 

Fig. 7. (a) Simulation waveform with Xilinx ISE; (b) Debug waveform with Xilinx ChipScope 

Table 2. FPGA utilization summary of H.264 encoder implementation 

Slice Logic Utilization xc6vlx240t (Used/Available) Utilization 
Slice Registers 77,646/ 301,440 25% 
Slice LUTs 92,109/ 150,720 61% 
Occupied Slices 33,718/37680 89% 
RAMB36E1/FIFO36E1s 92/416 22% 
DSP48E1s 28/768 3% 
Bonded IOBs 183/600 30% 

Table 3. Specification and performance comparison with other work 

Items Ref.[9] Ref.[10] Proposed 
Spec Baseline profile, Level 

3.0; 1024 x 768@30fps 
Baseline profile, Level 
3.1; 1280 x 720@30fps

Baseline profile, Level 
3.2; 1280 x 720@60fps 

Platform & 
performan
ce 

Xilinx Virtex II with 
SDRAM; 12K slice size; 
50MHz. 

 Xilinx Virtex6 with 
DDR3 SDRAM; 92K 
slice size; 200MHz. 

ASIC 
Design 

UMC0.18um, 3.88mm2, 
100MHz 

UMC0.18um, 
31.7mm2, 108MHz 

SMIC65nm, 3.24mm2, 
350MHz 
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The encoded bit-stream from the real-time coding is decoded with a standard 
H.264 decoder and the comparison of original frame and the decoded frame is 
demonstrated in Fig. 8. Fig. 9 presents the PSNR of the Y, U and V under 3.7Mbps 
bitrates with a QP of 32. The average PSNR of the first 30 frames is about 34 db. 

   

Fig. 8. Comparison of original frame with decoded frame after the H.264 encoded 

 

Fig. 9. PSNR of the first 30 frames within the testing case 

 

Fig. 10. The layout of ASIC implementation of the proposed encoder (with pads) 

5   Conclusion 

In this paper, a verification system for H.264/AVC encoders with FPGA prototyping 
is proposed and implemented based on the Dini DN-DualV6-PCIe-4 platform. An 
H.264 encoder of baseline profile at Level 3.2 with a DMAC interface that can 
interact with DDR3 SDRAM was carried out with a clock frequency of 200MHz on a 
Xilinx Virtex-6 FPGA, which could satisfy real-time encoding for HDTV applications 
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(720P@60fps) with a PSNR around 34 db. The encoder was finally implemented with 
SMIC 65nm CMOS technology for silicon verification with a core size of 3.24 mm2 

and working frequency of 350 MHz.  
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Abstract. In order to improve the assessment accuracy of white noise, Gauss 
blur, JPEG2000 compression and other distorted images, this paper puts 
forward an image quality assessment method based on support vector machine 
and particle swarm optimization. Firstly, it extracts the sample image data and 
determines the assessment indexes. Secondly, it pre-treats the sample data, 
including normalized and PCA (Principal Component Analysis) dimensionality 
reduction process. Thirdly, it uses particle swarm optimization to select the 
optimal parameters. Fourthly, it uses the best parameters to train the training set 
data. Finally, it predicts and analyzes the predictive set data and establishes the 
image quality assessment model. The experimental results show that the image 
quality assessment method has a higher accuracy than traditional method and it 
can accurately reflect the image visual perception of the human eye. 

Keywords: support vector machine, particle swarm optimization, image quality 
assessment. 

1   Introduction 

Image quality assessment is an important study topic in the image processing area, 
which has a higher practical application value. Image quality assessment method is 
usually divided into two classes: subjective quality assessment and objective quality 
assessment. Subjective quality assessment depends on the subjective feelings of 
perceivers for the image quality, and as the method is subject to the perceivers’ 
background, psychological and physiological factors and other factors, it is more 
difficult to be applied directly for actual image processing. 

Image quality objective assessment uses the mathematical model to quantitative the 
assessment index and simulates human visual perception system to assess the image 
quality. Common image quality objective assessment indexes include PSNR (Peak 
Signal to Noise Ratio), SSIM (Structural Similarity), and FSIM (Feature-Similarity). 
Related study finds that the objective assessment deviates from the subjective 
assessment, hard to be consistent because the understanding and analysis process of 
human brain for image is nonlinear and image information itself is complicated and 
diversified. To solve this problem, it puts forward an objective assessment method 
based on the Human Visual System (Human Visual System, HVS). Because of the 
complexity of HVS and imperfection of visual error theory, the method is more 
difficult to be applied practically. 
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Support vector machine has an obvious advantage in the treatment of the highly 
nonlinear classification, regression and other practical problems, which is an 
important method to solve the "Dimension Disaster" and "Learning" [1]. LibSVM is 
the SVM pattern recognition and regression packages developed by the professor Jen 
Lin of Taiwan University, the software can solve C-SVC, nu-SVC, epsilon-SVR, nu-
SVR and other problems [2]. 

This paper puts forward an image quality assessment model, which uses LibSVM 
image to link the subjective and objective assessment of image quality, and uses 
Particle Swarm Optimization looking for the best parameters, to improve the accuracy 
of image quality assessment. 

2   Realization of SVM in the Subjective and Objective 
Assessment of Image 

2.1   Realization of SVM in the Subjective and Objective Assessment of Image 

The principle of Support vector machine is to establish a classification hyper plane as 
a decision surface, making the separation edge between positive cases and counter 
cases be maximized［3］. According to the input data, SVM prediction finds the 

nonlinear mapping function:  mapping to the output space, and its 
principle is as shown in Fig.1, higher dimensional space effect as shown in Fig.2. 

 

 

Fig. 1. Mapping Schematic Diagram from 
Sample Space to Feature Space 

Fig. 2. Higher Dimensional Feature Space 
Schematic Diagram of Support Vector 

And then it makes the linear estimates in the higher dimensional feature space, and 
its estimating function is: 

                    (1) 

Where,  is the bias term,  is the inner product operation,  and  are 
minimized through the generalization function and are estimated to get the Eq. (2). 

                       (2) 
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Where,  is the penalty factor, representing the penalty for misclassification, the 
bigger  is the more powerful the penalty for misclassification is;  is the 

insensitive loss function, and  represents the true output of SVM [4]. 
Because the dimensionality of feature space is higher, and the target function is no 

differentiable, it will be more difficult to directly solve the Eq. (2). SVM solves this 
problem through the introduction of dot product function  and the duality 
of Wolfe, and the solution of dual problem for Eq. (2) is: 

                       

(3)

 

Where iξ  and iξ̂  are slack variables, considering some samples cannot be correctly 

classified by hyper planes, the introduction of Lagrange multiplier method can get the 
weight vector. 

                         
(4) 

Get  from Eq. (1) and Eq. (4): 

    

(5)
 

 represents the kernel function of SVM. 

2.2   Introduction of SVM Image Quality Assessment Method 

Main factors influencing the application effects of SVM: 

 1) The selection of samples. The sample set affects most the final trained model, if 
the selection range of samples is smaller, the application generalization ability of 
the trained model will be lower, and if the selection range of samples is larger, the 
time of constructing model will be longer. 

 2) The selection of kernel function. The models trained from different kernel 
functions have different effects, so need to find the kernel function with the best 
effect. Because this paper uses samples as natural or character image, the kernel 
function uses general radial basic function, as Eq. (6) shows: 

                   
                        

(6)
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 3) The selection of the optimal parameters for SVM. The parameters of SVM affect 
most the model precision, so selecting the suitable SVM parameters is an 
important step of the algorithm process. 

3   The Optimal Parameter Selection of SVM Based on PSO 

3.1   Search Algorithm Selection 

From Eq. (5) and Eq. (6), the optimal parameter selection in this method is mainly to 
determine the optimal penalty factor  and the width of radial basic function . 
The traditional grid search and cross validation method are simple, but to achieve 
high precision of prediction needs a long time, so this paper will adopt heuristic 
optimization algorithm. Commonly used heuristic optimization algorithms include 
ACA (Ant Colony Algorithm), GA (Genetic Algorithm), PSO algorithm, and SA 
(Simulated Annealing). ACA easily falls into local optimum. In GA, chromosomes 
share information with each other, and the whole population moves uniformly to the 
optimal area. In PSO, only gBest gives information to other particles, this is one-way 
flow of information, the whole search update process follows the current optimum 
process, compared with GA, in most cases all the particles of PSO may quickly 
converge at optimum, so this paper choose PSO algorithm. 

3.2   The Optimal Parameter Selection of PSO Based on SVM 

The optimal parameters selection algorithm process in this paper is as shown in Fig.4: 

 1) LibSVM initialization setting includes the population quantity, evolution generations, 
cross validation broken number, the search range of the optimal parameters. 

 2) Construct the initial population to generate a group of population randomly, in 
which each individual represents a group of LibSVM parameters. 

 3) Use the accuracy of CV (Cross Validation) in LibSVM toolbox as the standard of 
assessing each model error, determining the fitness of each individual to reflect 
the generalization and predictive ability of the model, the higher the accuracy is, 
the higher the fitness is. 

 4) For each particle, compare its history optimal fitness with the fitness value of the 
best position experienced in groups, and if better, take it as the current global best 
position. 

 5) Judge whether it can meet the termination condition, if it meets determine 
LibSVM model, or else update the speed and position of particles and then turn to 
step 3, until it gets the satisfactory LibSVM model parameters. 

4   Image Quality Assessment Method Test Based on LibSVM and 
PSO 

4.1   Sample Selection and Parameter Configuration 

The trial samples use LIVE Image Quality Assessment Database 2 provided by the 
image and video engineering lab from American TEXAS University, which has 29 
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high-accuracy and high-quality color images as the original images, and simulates the 
Gaussian blur, Rayleigh channel distortion, Gaussian white noise, JPEG compression, 
and JPEG2000 compression, and these distortion types form five chart galleries, with 
a total of 779 images. These chart galleries provide every image with DMOS 
(Differential Mean Opinion Score), as the comparative standard of objective quality 
assessment. The bigger DMOS value is, the worse the image quality is, the smaller 
DMOS value is, the better the image quality is, and the value range of DMOS is 
[0,100]. Randomly select a portion of images from the database as a sample set, and 
then take the rest images as a test set. 

In this experiment, select these eight characteristic values PSNR (X1), (X2), 
FSIM SSIM (X3), VIF (X4), VSNR (X5), NQM (X6), IFC (X7), UQI (X8) of sample 
images as the input of LibSVM [5], use DMOS (Y) corresponding with database as 
the output of LibSVM, to construct the sample data set, part of data as shown in table 
1. Select 400 pieces of images with the serial number of 001-400 as the sample of 
training set, and 379 pieces of images with the serial number of 401-779 as the 
sample of test set. 

Table 1. Index Value of LIVE Image Quality Assessment Database 2 

Image Y X1 X2 X3 X4 X5 X6 X7 X8 
001 15.513 31.983 0.982 0.991 0.655 37.397 35.009 7.717 0.931 
002 24.090 31.330 0.940 0.975 0.484 29.081 31.309 4.148 0.766 
003 68.991 22.857 0.836 0.902 0.226 18.698 22.885 2.088 0.540 
004 74.398 23.620 0.826 0.892 0.183 17.309 20.634 1.503 0.471 
005 69.229 22.280 0.814 0.891 0.200 17.913 22.193 1.847 0.510 
… … … … … … … … … … 
777 35.233 30.728 0.965 0.986 0.651 33.542 38.483 6.116 0.733 
778 56.341 28.776 0.926 0.963 0.464 28.056 25.732 3.821 0.633 
779 34.050 31.271 0.968 0.986 0.673 29.761 38.119 6.352 0.747 

 
This paper uses Matlab (2011 b) combining with Libsvm-3.1 toolbox to make 

programs. The selection of initial parameters is as follows: speed update parameters 
c1 = 1.5, c2 = 1.7; maximum number of evolution maxgen = 200; the greatest number 
of population sizepop = 20; the maximum penalty factor popcmax = 100, the 
minimum popcmin = 0.1; the maximum nuclear function parameter g popgmax = 100, 
the minimum popgmin = 0.01; cross validation brokennumber v = 5. 

4.2   Results and Analysis 

Use Libsvm-3.1 and the above initial parameters for optimizing parameters of 
samples, and the experiment results show that the optimal penalty factor  = 
0.90654, the optimal kernel function parameter g = 2.4493, mean square error MSE = 
0.0036734. After analysis,  g and MSE value all meet the standard of optimal 
parameters, parameters optimization effect is very good. The final fitness curve is as 
shown in Fig.3, the fitting effect of training set is as shown in Fig.4, and the fitting 
effect of test set is as shown in Fig.5 below. 
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Fig. 3. PSO Fitness (Accuracy Rate) Curve of Searching Optimal Parameters 

  

Fig. 4. Training Set Fitting Effects Fig. 5. Test Set Fitting Effects 

In order to validate the relative merits of the model this paper puts forward, carry 
out the contrast test, and the reference models are: linear regression model, BP 
artificial neural network model, LibSVM model based on the grid search, LibSVM 
model based on GA, and predictive analysis results of each model are shown in  
Table 2. 

Table 2. Each Model Prediction Result Square Error Sum 

Reference Models Error sum of square 
Correlation coefficient of the 

model 
linear regression model 100.6922 0.7863 

BP neural network model 793.9206 0.5172 
LibSVM model based on grid search 151.4513 0.8017 

LibSVM model based on GA 62.412 0.8315 
LibSVM model based on PSO 45.6232 0.8816 

 
Table 2 results show that the square error sum of LibSVM model based on PSO is 

the smallest, and the correlation coefficient of model is the highest. It also proves that 
SVM for the image quality assessment based on PSO algorithm this paper puts 
forward is not only feasible, but also can get a better assessment result, which is an 
effective image quality assessment method. 
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5   Conclusions 

This paper puts forward an image quality assessment method based on SVM and PSO 
on the basis of studying support vector machine and particle swarm optimization, and 
overcomes the shortcoming of traditional image quality subjective and objective 
assessment method when dealing with higher dimension, nonlinear problems. This 
method first uses SVM to establish image quality subjective and objective correlation 
function, and then uses PSO to optimize the parameters for SVM, making the 
assessment method more accurate and reliable. The experimental results show that 
this method has a higher advantage in the prediction accuracy and correlation 
compared with the traditional method, the correlation between subject and object is 
accurate, so it is an effective image quality assessment method. 
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Abstract. To solve the “information island” problem in e-government system, 
this paper presents a heterogeneous data exchange model based on XML 
standard and Web Service transport technology. Using SOAP encapsulation 
mechanism and XML encryption to provide data transport security from data 
exchange center system to each bureau branch OA system. A dynamic 
configurable adaptor was implemented to translate message between data center 
system and each bureau branch OA system. This model elevated data exchange 
level from simple data sharing to directly government business exchange and it 
has been applied and tested in practice. 

Keywords: e-government, heterogeneous data exchange, XML, Information Island. 

1   Introduction 

In the process of e-government construction over past ten years, some achievements have 
been obtained. Accompany with the rapid development of e-government, there have been 
many problems, in which the most serious problem is that it is extreme difficult in data 
sharing and exchanging among government agencies because of the differences of 
applications, construction, system structure and data resources in original departments. 
For the reason of scattered data resources, many “information islands” were formed and 
information can not effectively share on online e-government system, especially in the 
process of business needed parallel approval among various departments, which business 
data flow between various departments. Therefore, the data exchange among 
departments has become the first problem to be solved for parallel approval. 

For these reasons, a centralized heterogeneous exchange model base on XML, Web 
Service technology was proposed in this paper. By using XML data exchange standards 
and data conversion adapter, data exchange between client and central system can be 
implemented which has great practical significance and is easy applied in China. 

2   The Design of Heterogeneous Data Exchange System 

Now many cities have built one-stop parallel approval system to improve government 
office efficiency. The one-stop parallel approval system uses centralize exchange way 
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which includes a data exchange center as middleware of data exchange. The main 
function of data exchange center is managing data which flow between different 
departments, and ensure data uniqueness, data availability and data submit in workflow 
process, which application model is shown as figure 1: 

 

Fig. 1. Application model of data exchange system 

By data exchange center in one-stop parallel approval system, each department can 
simply share data and exchange file. But because of fundamental difference of content 
of exchange data, and without uniform standard in each department OA system, 
therefore, in order to ensure the universal and independence of data exchange center in 
one-stop parallel approval system, it need to define a data exchange standard based on 
XML[1]. Therefore, when each department exchanges data with data exchange center, 
it need to convert its own business data format to data exchange center predefined data 
format, then uses data exchange service provided by data exchange center.  

Data exchange system as a data center system matching system, provides service to 
each department which need exchange data, and integrate it into workflow system in 
one-stop system, can be seem as relatively independent system, which forms a loose 
coupling relation with data exchanging center. To implementing business data 
exchange, we design a centralized exchange model and its structure is shown as  
figure 2:  
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message

message

message

message

 

Fig. 2. Architecture of data exchange system 

The data exchange system consists of the following four modules: 

(1) Data exchange center system.   
Be responsible for transforming data flow and converting data format between 

different departments. Through the center adapter module, data exchange center system 
obtains business data according to the configuration file from extranet. Then a new 
business approval will generate which is analyzed and managed by process tracking 
module and process handling module in data exchange center and the new approval 
workflow will be corresponds to the proper department. 

(2) Network transmission module. 
Be Implemented by Web Service technology. This module uses soap messages to 

encapsulate and transport XML business data and binary file upload and download, 
which is independent with concrete physical network condition and firewall[2]. 

(3) Security module. 
Use the XML SOAP message encryption and XML electronic signature technology 

based on PKI technology to replace traditional SSL encryption. 
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(4) Client converting adapter. 
Be responsible for exchanging data and docking between each department OA 

system and data exchange center. The client adapter access files from data exchange 
center and upload internal approval results by invoking the Web Service[3].  

3   The Design of Client Converting Adapter 

Acting as an interface between data exchange center and department OA system, 
application adapter system mainly implements application connection, data 
conversion, data mapping, application interface call and other functions. In another 
word it is selection, delivery and management of data[4]. 

Application adapter consist of five modules which include XML analyzer, data 
import, data export, timing driver and file transfer, which structure is shown as figure 3: 

 

Fig. 3. Functional structure of application adapter 

Details of each module are as following:  

(1) XML analyzer: mainly be used to analyze the structure of configuration file, so 
that the data exchange center system can obtain the business system interface of 
specific department. 

(2) Data import: be use to obtain interfaces of its own department business systems 
by analyzing XML configuration file, and mapping data from other departments, 
making data effective , then write data into its own background database systems 
in specific sectors, and store attachment in specified location, at last generate a 
new business process in  its own business systems. 

(3) Data Export: be use to obtain interfaces of its own department business systems 
by analyzing XML configuration file and periodically check its own background 
database system to obtain the state of pending processes. After gaining approval 
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state, the approval data finished will convert into the format of data exchange 
system and be written it into a specific directory on the server. 

(4) File transfer: by using specific network protocol to transfer files with other 
departmental and periodically obtain data from other departments, Meanwhile, 
this module specific directory use for uploading files to servers of other 
department. This module mainly provides an interface, the actual model file 
transfer services will be provided by Web services transport layer[5][6]. 

(5) Timing driver: work like an agent, which periodically drive data export module 
check the status of pending process and periodically drive file transfer module go 
to the business system which had sent agent requests, and query the approval 
results[7]. 

In the subsystems of different department, XML is used when data interfaces were 
offered to external, and a unified set of XML data specification was followed, which 
resolved the problem of inconsistent data structure and data dictionary in multi-level 
networking[8].Figure 4 was the standard of XML packet received by city council, 
including process ID, approving opinions and so on[9].   

Example: municipality, virescence cutting, pruning,migration seedlings application，
                receiving data
<?xml version="1.0" encoding="gb2312"?>
<XDE xmlns="http://www.kingsoft.com/egov/xde">

<flowID>1672</flowID>
<instanceID>5457</instanceID>
<stepID>3</stepID>
<practicer>szj:0</practicer>
<docFile></docFile>
<exFile></exFile>
<field><name>JLDYJ</name><value>1</value></field>
<field><name>YLKPS</name><value>approve</value></field>
<field><name>JLDPS</name><value>approve</value></field>
<field><name>YLKYJ</name><value>1</value></field>

</XDE>
 

Fig. 4. Receiving XML data standard by municipality 

4    Application of Data Exchange Model 

Heterogeneous Data Exchange System in E-Government Based On XML was well 
applied and tested in the one-stop parallel approval E-government system of Zhaoqing 
City, Guangdong province. Multiple administration department data exchange has been 
completed, for example data exchange of urban and rural planning bureau(C/S 
architecture, SQL Server Database), City council (J2EE architecture, Oracle database), 
Health bureau (Lotus Domino). This system realized the seamless heterogeneous data 
exchange among government agencies and parallel approval data center. 
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5    Conclusions 

This paper is focus on current “Information Island” background and difficulty of 
heterogeneous data exchange among government agencies in e-government system. A 
centralized heterogeneous data exchange model based on XML and Web Service 
technology was designed and realization. XML was used as standard of data exchange 
and Web Service technology was used in transmission, which resolved the problems of 
data mapping and data transfer among heterogeneous database. An adapter subsystem 
was designed to achieve the government data exchange by the conversion of XML 
documents. Finally, the joint work of scattered government agencies was realized. 
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Abstract. Moisture eliminating ratio of heating zone in tobacco leaf re-drying 
line is one of key parameters to measure how much water contained in the 
tobacco leaf, which hardly is directly measured online. Therefore, this paper 
introduces how soft-sensing technology is applied to the process of tobacco 
leaf’s re-drying, in order to achieve online soft-sensing measurement of 
moisture eliminating ratio. The paper adopts multiple linear regression analysis 
method and multiple stepwise regression analysis method, establishing the soft-
sensing model of moisture eliminating ratio. It shows that the multiple stepwise 
regress analysis method have significant prediction effect in the modeling of 
moisture eliminating ratio, by comparison the analysis results that multiple 
linear regression and multiple stepwise regress analysis method get. 

Keywords: Tobacco Leaf re-drying Line, Moisture Eliminating Ratio, Multiple 
Linear Regression, Multiple Stepwise Regression, Soft-Sensing. 

1   Introduction 

Tobacco leaf re-drying is one of important links in the production of tobacco and 
moisture eliminating ratio of heating zone of tobacco leaf re-drying line is one of key 
parameters to measure how much water contained in the tobacco leaf. Because of 
many affected factors, moisture eliminating ratio is hardly directly measured online. 
Soft-sensing technique as a new technology rises up in recent years, may be used for 
measuring indirect measurement physical quantity. This paper uses multiple linear 
regression analysis method and multiple stepwise regression analysis method to 
establish the soft-sensing model of moisture eliminating ratio. In order to get the best 
method, two models are used for analysis and prediction. 

                                                           
* Corresponding authors. 
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2   The Craft General Situation of Tobacco Leaf Re-drying 
Machine 

Tobacco leaf re-drying machine can regulate moisture of the tobacco leaf and remove 
impurity gas. This machine is a key device that can provide fine quality material. 
Tobacco leaf re-drying production line is composed of stockroom–style feeder, 
electronic belt conveyor scale, five drying regions, one cooling region, two reversion 
regions and belt conveyor [1]. The production line is shown as Fig.1. 

 

Fig. 1. Construction diagram of tobacco leaf re-drying line 

The process is that tobacco leaf is taken up by feeder, then leaf falls down to belt 
conveyor. First, tobacco leaf is dried and circulating air is heated by saturated steam 
in the drying region. Saturated steam enters into the box by heat exchanger. At the 
same time, partial humidity of tobacco leaf is exhausted .Second, when tobacco leaf 
enters into cooling region, its temperature reduces to 40℃. Last, in the reversion 
region, dry and cool tobacco leaf reach finally moisture content and temperature by 
high pressure water spray system, steam spray system and forced convection used 
with gas circulator. Therefore, the drying region is an important link in tobacco leaf 
re-drying production line. 

3   Data Processing 

The data used by this paper has 150 groups that were measured by Real-time 
production line derived from real tobacco leaf re-drying company. In order to obtain 
reasonable, typical data, this paper establishes the ideal soft-sensing model of 
moisture eliminating ratio and the data is dealt with correlation analysis and 
pretreatment. 

3.1   Correlation Analysis 

Correlation analysis is one kind of numerical value measurement, which is the 
relationship between two random variables. Correlation analysis can portray the liner 
relationship precisely by calculating correlation coefficient. Considering the actual 
production, there are many influenced factors of moisture eliminating ratio rate 
y(kg/h) This paper selects six variables, which are x1 environment temperature(0C), x2 

environment absolute humidity(g/m3), x3 temperature of the ventilation of region(0C), 
x4 absolute humidity of the ventilation of region(g/m3), x5 exhaust air rate (m3/h) and 
x6 atmospheric pressure(Pa). 
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Based on 150 groups from field data, this paper selects 120 groups data which have 6 
influenced factors. Then, the liner relationship between different influenced factors and 
moisture eliminating ratio can be got by calculating correlation coefficient .There are 5 
regions that constitute heating zone of tobacco leaf re-drying line. The operating 
principle of these regions is similar. Here is as the third region for example to illustrate 
specific analytic process. The result of correlation analysis is shown as Table 1. 

Table 1. Correlation coefficient matrix of influencing factors for row wave ratio 

 x1 x2 x3 x4 x5 x6 y 
x1 1.00      
x2 0.94 1.00      
x3 -0.30 -0.37 1.00     
x4 0.25 0.27 -0.51 1.00    
x5 -0.21 0.20 -0.43 0.13 1.00   
x6 -0.63 -0.58 0.35 -0.18 0.05 1.00  
y 0.23 0.25 -0.54 0.99 0.21 -0.17 1.00 

 
The table.1 shows that the 3th region correlation coefficient between atmospheric 

pressure and moisture eliminating ratio is minimum, that is -0.17, so the atmospheric 
pressure is removed. The rest of five factors are used to establish the regression model. 

3.2   Data Pretreatment  

Before building the model, data should be pretreated and process mainly includes 
detecting, eliminating abnormal data, data normalization or normalization processing. 

This paper has 103 groups samples after processing. Among this data, 65 groups 
samples are used to build model and 38 groups samples are used to verification. 

4   Soft-Sensing Model of Moisture Eliminating Ratio 

This paper analyses influenced factors about moisture eliminating ratio of tobacco 
leaf re-drying line by multiple linear regression and multiple stepwise regression 
analysis and establishes the soft-sensing model of moisture eliminating ratio. By 
comparison and analysis research results, the significant prediction effect will be got. 

In five regions, this paper select x1 environment temperature, x2 environment 
absolute humidity, x3 temperature of the ventilation of region, x4 absolute humidity of 
the ventilation of region and x5 measured value of exhaust air rate as input and 
moisture eliminating ratio y as output . The structure of this model is shown as Fig.2. 
 

 

Fig. 2. Soft-sensing model structure of moisture eliminating ratio 



370 J. Dong et al. 

4.1   Multiple Linear Regression 

Regression analysis is the most common experience modeling method, which 
provides an effect method to search function relation and correlation ship. The 
coefficient is obtain from least squares method. 

Multiple linear regression model of moisture eliminating ratio is shown as 
formulae (1) and i=(1~5) is drying region number. 

                    Yi= b0i + b1ix1i + b2ix2i + b3ix3i + b4ix4i+ b5ix5i.                  (1) 

Least squares method calculates coefficient in the formula (1). Multiple linear 
regression model of the third region is displayed as formula (2), and other regions 
have the same structure but coefficient is different. Because space is limited, other 
coefficients don’t list out anymore. 

  Y3= -136.9805+0.0033 x13 -0.0011 x23-+0.0023x33 + 3.5460x43 + 0.0386x53.      (2) 

4.2   Multiple Stepwise Regression 

Stepwise regression algorithm is on the basis of each independent variable which 
influences dependent variable, using Sum of squares of partial regression to calculate 
and check F value. Then, we can get less terms, better correlation and higher accuracy 
optimal regression equation. 

From the point of view of the correlation coefficient, influenced effect of 
moisture eliminating ratio from big to small in proper order is x4 absolute humidity 
of the ventilation of region, x3 temperature of the ventilation of region, x2 
environment absolute humidity, x5 exhaust air rate and x1 environment temperature. 
Utilizing the idea of stepwise regression, considering marked degree of factors to 
moisture eliminating ratio, impact factors are introduced into the equation. The 
comparison between evaluation index and appropriate statistical variable F are 
showed as Table 2. 

Table 2. Summary statistics updated with each step based on multiple linear regression model 

 x4  x4,x5 x3, x4, x5 
R2 0.991829 0.999996 0.999997 
Adj-R2 0.99157 0.999996 0.999997 
RMSE 0.233185 0.004869 0.00439 
F 7647.54 8.8424E+6 7.2303E+6 

 

                 Y3= -136.6774 - 0.0021x33 + 3.546x43 + 0.0385x53 .              (3) 

Table 2 shows influenced significant variables of moisture eliminating ratio are x3, x4, 
x5.Through the multiple stepwise regression, stepwise regression equation of the third 
region is shown as formulae (3). 
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5   Inspection of the Soft-Sensing Model of Moisture Eliminating 
Ratio 

5.1   Statistical Analysis and Inspection 

There are four evaluation indices to inspect and analysis of two models, which are 
MSE, R2, F variable and p. The result of text and analysis about multiple linear 
regression and multiple stepwise regression are shown as table 3. 

Table 3. Error analysis of moisture eliminating ratio for multiple linear regression model and 
multiple stepwise regress model 

 multiple linear regression model 
1# 2# 3# 4# 5# 

R2 0.937 0.963 0.974 0.980 0.947 
MSE 0.875 2.287 1.852 6.389 11.196 

F 3.50E+6 3.21E+6 4.32E+6 4.33E+6 2.83E+6 
p 0 0 0 0 0 

multiple stepwise regress model 
1# 2# 3# 4# 5# 
0.9996 0.9992 0.9997 0.9997 0.9996 
0.875 2.287 1.852 6.389 12.074 
5.93E+6 4.34 E+6 7.23E+6 1.08E+6 6.41E+6 
0 0 0 0 0 

 
The table.3 shows that R2=0.974 at the model of multiple linear regression, the 

correlation is very little. So, the result is not good. But R2=0.9997, the value approach 
1 at the model of multiple stepwise regression. This illustrate liner relation is closed 
and the fitting of model is better. At the same F=4.7724E+6, P<0.01, the model of 
multiple stepwise regression is more meaningful. 

5.2   Model Fitting Effects 

According to simulate the 38 groups moisture eliminating ratio. It is observed that not 
only at the model of multiple linear regression but also at the model of multiple 
stepwise regression two curves have basically the same trend. But at the model of 
multiple stepwise regression, two curves are essentially coincident, which have better 
simulated effect. 

5.3   Model Predicting Effects 

The significance of designing model is to predict moisture eliminating ratio of heating 
zone of tobacco leaf re-drying line. The measured value about environment 
temperature and absolute humidity of the ventilation of region are generated into 
multiple linear regression equation (2) and multiple stepwise regression equation (3) 
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(a) Fitting curve of multiple linear regression        (b) Fitting curve of multiple stepwise regression  

Fig. 3. Fitting curves of two models 

can predict moisture eliminating ratio. Figure.4 shows prediction results of regression 
model of moisture eliminating ratio and Table.4 shows parts of prediction results and 
relative error. 
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(a) Forecasting curve of multiple linear regression    (b) Forecasting curve of multiple stepwise regression  

Fig. 4. Forecasting curve of two models  

Table 4. Model prediction analysis 

Measured 
value 
kg/h 

Predicted value kg/h relative error % 
multiple linear multiple stepwise multiple linear multiple stepwise 

135.4455 137.4431 137.3735 1.47 1.42 
135.4383 136.3009 136.7716 0.64 0.98 
134.2859 137.9576 138.2755 2.73 2.97 
134.3378 138.4963 138.8642 3.09 3.36 
132.7683 139.2057 139.3630 4.84 4.96 
133.2480 138.9814 138.9515 4.30 4.28 
135.7316 137.0075 136.8452 0.94 0.82 
140.9610 135.8832 135.9562 3.60 3.55 
140.7746 135.7336 136.0626 3.58 3.34 
138.3019 135.0132 135.1663 2.37 2.26 
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Figure.4 and Table.4 show that forecasting curve and actual curve have basically 
the same trend. Two curves of multiple stepwise regression model are essentially 
coincident but relative error is less than multiple linear regression model. So multiple 
stepwise regression model has higher prediction accuracy. 

According to contrast data statistics test analysis, fitting effect and prediction effect 
about multiple linear regression model and multiple stepwise regression model, this 
paper can obtain that data statistics test analysis, fitted value and prediction effect at 
the model of multiple stepwise regression are better than the model of multiple linear 
regression. 

6   Conclusion 

This paper focuses on establishing the model about moisture eliminating ratio of 
heating zone of tobacco leaf re-drying line. Multiple linear regression method and 
multiple stepwise regression method are used to establish the model. From the result 
of the model, conclusions are as follows: 

1) Heating zone of tobacco leaf re-drying line is a complex process and simple 
multiple linear regression could not satisfied with demand. 

2) According to lead impact factor to regression equation gradually, the multiple 
stepwise regression model is established. Better fitting and predicting effects can 
achieved by analysis and simulation. 

3) There are three factors influence moisture eliminating ratio of heating zone of 
tobacco leaf re-drying line. They are air absolute humidity, temperature and flow 
rate of the ventilation gate at the region. According to analysis influencing factors 
and establishing soft-sensing model, online measurement can be realized. 
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Abstract. In order to eliminate the influences of time wrap and sensor system 
errors on precision of multi-sensor data fusion in maritime cooperation of multi-
platform, the transfer relation between Earth-Center Earth-Fixed coordinate 
system and Cartesian coordinate frame described by navigation information is 
modeled, in which Earth-Center Earth-Fixed coordinates are transitional 
characters and to be eliminated. Combined with innovation correlation function 
sequence, a self-adaptive filter is presented to register time and sensor system 
errors for multi-platform, which identifies model characters and error characters 
on line. Contrastive simulations show that the registration algorithm based on 
high-precision navigation equipments can converge quickly with high precision. 

Keywords: Multi-sensor, Navigation information, Self-adaptive filter, System 
error registration. 

1   Introduction 

For maritime cooperation of multi-platform, the precision of multi-sensor data fusion 
is obviously influenced by sensor system errors and time wrap coming from 
communication delay, information desertion and clock inconsistency [1]. At the same 
time, navigation equipments as GPS or COMPASS are common on many platforms, 
and in the process of error registration position errors of the sensor are piddling if 
navigation data is used to transform sensor observation coordinates into Earth-Center 
Earth-Fixed coordinates [2-3]. The paper presents a transfer model of Earth-Center 
Earth-Fixed coordinate system and Cartesian coordinate frame described by 
navigation information, in which Earth-Center Earth-Fixed coordinates are 
transitional characters and to be eliminated, and a self-adaptive filter, which identifies 
model characters and error characters on line by innovation correlation function 
sequence, to register time and sensor system errors. 

2   The Sensor System Error Model for Multi-platform 

Supposed that the precision of satellite navigation data is high, the position errors  
of sensors are piddling. The time t  is a local time for every platform. The maritime 
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platform 
1T  observes the aerial platform 

3T  and obtains the observation 

( ))(),(),( 313131 ttqtr ε  as distance, azimuth and elevation. The maritime platform 
2T  

observes the aerial platform 
3T  and obtains the observation ( ))(),(),( 323232 ttqtr ε . The 

maritime platform 1T  observes the maritime platform 2T  and obtains the observation 
( ))(),(),( 212121 ttqtr ε . The aerial platform 2T  moves horizontally along a straightaway 
with the velocity as 3V  and the course as 

3C . The position of 1T  is ( ))(),(),( 111 tHtLtB  

as latitude, longitude and altitude, and the position of 2T  is ( ))(),(),( 222 tHtLtB . Set 
( )111 ,, εΔΔΔ qr  and ( )222 ,, εΔΔΔ qr  as distance, azimuth and elevation system error of 
sensors in maritime platforms and tΔ  as time wrap clock in 2T  quicker than 1T . 

Taking )(21 tx g  in the time t  of its clock as an example, the Cartesian coordinates 
for 1T  to observe 2T  are obtained [4-5]. 
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)(21 ty g  and )(21 tz g  are transformed homoplastically. 
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In the time t  of its own clock, the Cartesian coordinates for 1T  and 2T  to observe 

3T  are obtained homoplastically. 

3   The System Error Registration Model and Self-adaptive Filter 

After modeling transfer relation of time and sensor system errors, a transfer matrix of 
Earth-Center Earth-Fixed coordinate system and Cartesian coordinate frame is 
described and calculated by navigation information, in which Earth-Center Earth-
Fixed coordinates are transitional characters and to be eliminated, and the innovation 
correlation function sequence of observations is obtained to establish self-adaptive 
filter. 

Set ( ))(),(),( 111 tztytx eee , ( ))(),(),( 222 tztytx eee  and ( ))(),(),( 333 tztytx eee  as Earth-Center 

Earth-Fixed coordinates of 1T , 2T  and 3T  which are obtained based on World 
Geodetic System. 
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Thereinto, BeaN 22 sin1/ −= . a  is long radius of the elliptic earth, and e  is the 
first eccentricity. 

Referring to the literature [6], the transfer relation between Earth-Center Earth-
Fixed coordinate system and Cartesian coordinate frame is obtained as showed in 
formulas (5)-(7), with )(tgeiΦ  as the transfer matrix from Cartesian coordinate frame 
to Earth-Center Earth-Fixed coordinate system and )(tegiΦ  as the transfer matrix 

from Earth-Center Earth-Fixed coordinate system to Cartesian coordinate frame. 
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Thereinto, 
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The formula (10) is obtained by taking formulas (5)-(6) into (7). 
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The discrete observation equation is obtained by taking sensor system error model 
showed as formulas (1)-(3) into formula (10), which is described by matrix equation 
with time and sensor system error vector, TtqrqrX ][ 222111 ΔΔΔΔΔΔΔ= εε . 

)()()()( kVkXkHkZ +⋅=                            (11) 

Thereinto, )(kV  is the observation error. 
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The system equation is described as formula (18). 

)()()|1()1( kWkXkkkX +⋅+Φ=+                        (18) 

Thereinto, )(kW  is the system disturbance. 
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Because of uncertainty of system disturbance )(kW  and observation error )(kV  in this 
estimation model of time and sensor system errors, the self-adaptive filter estimating 
and adjusting the gain matrix K  is necessary [7], which identifies model characters 
and error characters on line by innovation correlation function sequence of 
observations. 

(1) calculate the innovation correlation function sequence. 
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(2) calculate transitional variables A , THP ⋅ , R̂ , PH ⋅  and Pδ , and estimate the 
gain matrix K . 

[ ]TnHHHA Φ⋅Φ⋅Φ⋅= 2                         (21) 
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(3) calculate the filter value of state variable. 

)]1|1(ˆ)([ˆ)1|1(ˆ)|(ˆ −−⋅Φ⋅−⋅+−−⋅Φ= kkXHkZKkkXkkX            (26) 

4   Simulations 

In order to verify feasibility and validity of the registration algorithm of sensor system 
errors for multi-platform based on high-precision navigation equipments, a scenario 
with two maritime platforms and an aerial platform is set as follows. 

Initial positions of the maritime platforms 1T , 2T  and the aerial platform 3T  are 
)0,2694.118,7640.22( m°° , )0,1172.118,0335.23( m°°  and )5000,0408.118,0966.23( m°° . 1T  and 

2T  are immobile and 3T  moves horizontally along a straightaway with a constant 
velocity of 400 m/s and a course of 100°. Set simulative system errors, distance, 
azimuth, elevation and time, as )50,5,5,500( sm °°  for maritime platforms 1T  and 2T . 
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Fig. 1. Estimation of time warp (dashed curve) in contrast to the true value (real curve) 
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Fig. 2. Registration of distance, azimuth and elevation (dashed curve) in contrast to the true 
value (real curve) and the observation (dotted real curve) 

Due to the influence of time and sensor system errors, disturb scatter of distance, 
azimuth and elevation obviously excurse from true values. As contrastive simulations 
shown in Fig. 1-2, the effect of filter is improved by identifying model characters and 
error characters and adjusting gain matrix based on innovation correlation function 
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sequence on line, and the registration algorithm based on high-precision navigation 
equipments estimates system errors with higher precision. 

5   Conclusions 

For maritime cooperation of multi-platform, sensor system errors and time wrap 
because of the clock frequency error and communication delay between two platforms 
on the sea are obviously influential on precision of multi-sensor data fusion. Thanks 
to navigation equipments as GPS or COMPASS, position errors of the sensor are 
piddling in the process of error registration if navigation data with high precision is 
used to transform sensor observation coordinates into Earth-Center Earth-Fixed 
coordinates. Based on navigation data and real-time innovation correlation function 
sequence, a transfer model between Earth-Center Earth-Fixed coordinate system and 
Cartesian coordinate frame, in which Earth-Center Earth-Fixed coordinates are 
transitional characters and to be eliminated, and a self-adaptive filter, which identifies 
model characters and error characters and adjusts gain matrix on line, are presented to 
register sensor system errors. The feasibility and validity of this registration algorithm 
are verified by simulations. 
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Abstract. With the development of digital home system, building a universal, 
independent, and open design platform can help to promote the efficiency of  
the system development and is beneficial to interconnection and inter-
communication among devices in it. In this paper, the core technologies of 
Android system are investigated; referencing Android, it puts forward the 
architecture and key technologies of the platform. The platform can configure 
flexibly different hardware structures and operating systems, fully integrate the 
third party softwares, then provides the development support of system and 
application software for different electronic equipments. 

Keywords: digital home, general independent open platform, Android. 

1   Introduction 

There are many kinds of electronic equipments in digital home system, which widely 
use embedded software development techniques. Building unified development 
platform becomes the focus of research and development of the industry. 

Android is the open source platform of intelligence mobile phone launched by 
Google. It includes operating system, user interface, middleware and application 
software[1]. Its openness, portability, rich application software, convenient 
development environment and many other advantages make it as the one of the 
world's most popular smartphone development and operation platforms just in two or 
three years. Its embedded software development technology has achieved great 
success. The research and application on Android is never stop. This paper studies 
Android design technologies, makes full use of its existing resources and system 
mechanism, then expands the development area, finally makes a new strong open 
software design platform for digital home. The platform supports different hardware 
environment and integrates the third party software. Through this platform, users can 
develop various kinds of systems on independent hardware, such as differentiation 
middleware, individual application. The platform is called UOSDP. 

2   Analysis of Android System 

Android system integrates Java and C/C++ advantages, forms a easy to use and 
efficient smartphone development platform. This platform applies to both system 
developers and application developers and can be conveniently referred. 
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Firstly, Android system has a good architecture, which can be divided into 5 levels 
from bottom to top. The first layer is Linux kernel, completes operation system 
function. This layer cuts Linux OS and adds related driver program, such as YAFFS2 
Flash, Binder IPC driver, WiFi, bluetooth driver etc. The second is hardware 
abstraction layer, which provides hardware call interface for upper native framework. 
It realizes the calls of kernel hardware drivers by the methods of hardware module, 
hardware_legacy, or C++ inheritance realization .The third layer includes native 
libraries with C/C++ interface, JNI (Java Native Interface) and Java runtime 
environment. The libraries such as SQLite, WebKit, OpenGL etc[2]. can 
communicate with the upper layer through JNI. The base Java library and virtual 
machine Dalvik form Java runtime environment. The fourth is application framework 
layer, includes SDK and some class libraries[3]. It is the embodiment of the core 
mechanism of Android platform. The fifth is application layer, including applications 
provided by the system and the third party.  

Secondly, Dalvik virtual machine provides an running environment for Android 
java program, which executes .dex file. Google's Dalvik has characteristics of 
efficiency, conciseness and saving resources, is very suitable for embedded system 
with limited resources. Dex format is a compressed format, suitable for the system of 
limited memory and processor with limited speed [4]. Dalvik can run multiple 
processes, each application thread is corresponding to a Linux thread, each 
application is running in its own sandbox. Dalvik virtual machine is a highly modular 
system, which can be replaced by a separate different realization. Dalvik bases Linux, 
but has a certain commonality. At present it can support systems based on UNIX, 
Linux, BSD, Mac OSX. 

3   UOSDP and Its Architecture 

With the popularity of Android, people hope Android can adapt to different hardware 
environment, combine with the third party software, and support different customers 
and other network environments. So far more than 170 kinds of Android devices are 
on the global market, which has proved the Android’s high openness and 
expansibility. There is no doubt that Android developers will face the expansion 
demand of more bottom modules and the upper frames in the future. Therefore, to 
build general, open and independent design platform is necessary and urgent. 

General independent design platform has flexibility and modular structure, the user 
can combine system modules autonomously, then form development platform and 
real machine running environment, which can be suitable for different electronic 
products and different type developers. We can use and expand Android original 
ecological system, set up new Android software stack, then provide the industry 
general framework and application development platform irrelevant to equipment. 
Using its dynamic open source development community around it, developers can 
easily and quickly create new applications for their devices; OEM (Original 
Equipment Manufacturer) will be able to use more and more applications. Using the 
new ecological system, OEM will be able to fast rebuild and optimize particular 
development platform. 
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For large, complex software system, a clear system structure is very important. 
This structure will have features of open platform oriented service, open kernel and 
framework, open hardware platform. Using new platform, the third party software 
developers can develop applications based on their own core functions, can customize 
middleware system and operating system. 

UOSDP system architecture makes full use of the Android system success mode, 
still is divided into five layers. 

The first layer includes the OS based on Linux kernel, other OS and various  
device drivers. It realizes process scheduling, memory management, network 
communication, process communication and the function of virtual file system. The 
Binder process communication, YAFFS2 file system, Low Memory management 
(Low Memory Killer), anonymous Memory sharing (Ashmem) are increased in it. 
Device drivers include general equipment drivers such as flash driver, USB driver, 
and personalized device drivers such as display driver, keyboard driver in digital 
home system. This layer realizes free choosing OS, loading external equipments and 
device drivers, provides open hardware interface, supports different processor system 
structure. Especially for OS based on Linux, the processor system code is installed in 
the folder /arch /, equipment node in the folder /dev/. All equipments register in 
Platform_device file, device drivers in Platform_driver file. 

The second layer is hardware abstraction layer, which realizes driver calls and 
provides hardware calls interface for upper native frame. Same function realization 
can have different drivers. Hardware abstraction layer includes dynamically loadable 
libhardware.so (DLL) and its interface, different hardware abstract module (*. so or 
*.dll ) and its interface. Android native frame gets hardware modules id through 
libhardware interface, then dynamically opens hardware module and its interface, and 
calls kernel drivers through the method open( ) of hardware module. 

This layer realizes different hardware support in the way of adding hardware 
abstraction module, which embodies the openness and expansibility. 

The third layer is C++/C class library and Java runtime environment. In addition to 
the original SQLite, WebKit, OpenGL, it will expand the native library and service by 
using the existing mechanism to meet the development needs of different electronic 
equipment in digital home. The running environment still adopts Dalvik virtual 
machine. Expanding Dalvik is nessary to meet the needs of different operating 
systems and processors. 

This layer openness is reflected in the native software integration and the support 
to different processors and operating systems. 

The fourth is multiapplication framework layer. This layer contains different SDK 
to support the application development of different electronic equipment. The existing 
application frameworks will be expanded through new subclasses, overloading 
methods or new packages. This layer is developed by Java language, which realizes 
the aggregation and richness of application frameworks in the open-source way. 

The fifth is application layer, which contains various kinds of applications about 
different electronic equipments.   

After reconstruction, the UOSDP system architecture is as shown in figure1. 
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Fig. 1. Platform system architecture 

4   Key Technology of UOSDP 

4.1   JNI Expansion 

As adding a new native library, its DLL with JNI mechanism must be constructed. 
JNI needs to be expanded. Android simplifies JNI development. Its main support 
library is nativehelper. The head file JNI.h defines the structure type 
JNINativeMethod which fulfills functions mapping. The structure is as follow[4]: 

Typedef struct {Const char * name; Const char * 
signature; Void * fnPtr;} JNINativeMethod; 

The first variable stores a Java function name. The second variable stores function 
parameters and return value in string type. The third variable fnPtr points to C 
function. 

Extension JNI algorithm for native library is as follows. 

1) to build up native library API file, such as api1.CPP, in which the 
JNINativeMethod array is defined, each element realizes a pair of functions 
mapping. 
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2) to establish registration file, such as, using function registerNativeMethods 
owned by AndroidRuntime registers the array. 

3) by using C++ development tools, the API file and related file will be compiled 
into DLL, then  storing it in the module’s JNI directory. 

4) to write Java class with native methods , so that C++ native codes can be called 
in Java program . 

4.2   Combination of Android System and Different Hardware Environment 

At present Dalvik supports platform Linux, BSD, Mac OSX and the system based on 
UNIX. For different processors under these OS, the first is to construct the interpreter 
for specific architecture CPU. Assumed that the name of the CPU architecture is 
called Myarch, the main procedure is as follows. 

1) building a new compiling configuration file config-Myarch for Myarch. To the 
file content we can copy existing file config-allstubs, and make the necessary 
changes. 

2) using the tool gen-mterp. py provided by the system , through the configuration 
file config-Myarch, then generating interpreters InterpAsm-Myarch.S of 
assembly language edition and InterpC-Myarch.C of C language version. 

3) expanding the file /dalvik/vm/Dvm. mk, adding processor architecture code files 
and interpreter files. The statements are described as follows: 

Ifeq ($(dvm_arch), Myarch) 
# dvm_arch_variant: = Myarch 
 MTERP_ARCH_KNOWN: = true 
 LOCAL_SRC_FILES + = \ 
 # processor architecture interface code files 
 Arch / $(dvm_arch_variant) /CallMyarchABI. S 
 Arch / $(dvm_arch_variant) /HintMyarchABI. C 
 # interpreter file 
 mterp/out/InterpAsm-Myarch. S 
 mterp/out/InterpC-Myarch. C   
endif 

4.3   Combination of Different Operating Systems and Android Middleware 

For different operating systems, such as operating system supporting set-top box, 
Dalvik virtual machine needs transplantation and modification. Dalvik virtual 
machine is based on Apache Harmony technical architecture with stratified and 
modular structure[4]. In the structure, the top is Java library, the middle is virtual 
machine, the lower is operating system. In virtual machine, the portability layer 
encapsulates the differences of different operating system, which provides unified 
interface accessing low-level system. Specifically, Dalvik virtual machine has process 
mechanism. On the one hand, it retains traditional Java process control API, on the 
other hand it combines the characteristics of Linux operating system and adds special 
process control API [4]. Dalvik provides the class dalvik.system.Zygote, Zygote has 
the zygote interface that is used to access Dalvik virtual machine. Zygote packages 
the function fork( ) owned by Linux system, which is used to create a new instance of 
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virtual machine process and run Android application. So, for different operating 
system, we only need to modify Zygote, rewrite fork( ) function and interface class. 
The expanded Portability layer can adapt to different operating systems. 

5   Conclusion 

After achieving initial success in the mobile phone market, Android now start 
entering into other digital equipment field. In digital home system, the traditional 
DTV, set-top box and blue light have finite application, Android can easily extend  
the applications taking network as the center, make equipments have Internet 
connectivity. They not only have local functions, but also have new network services. 
Basing on Android, the open design platform UOSDP will provide a device-
independent, flexible structure, modular customization and commonality support 
system. The platform structure in this paper proposes opening strategy in every level 
for different kinds developers to participate in and build it. 
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Abstract. On the basis of classic surface reconstruction algorithms, a surface 
reconstruction based 3D clipping simulation is proposed. The algorithm 
employs implicit function to represent the clipping object and utilizes clipping 
object construction tree to construct complex clipping object. The results show 
that the method realizes 3D medical clipping simulation accurately. Then, we 
designed and implemented the 3D Orthopedic Operation Simulation Platform, 
which involves 3D clipping simulation, 3D modeling, 3D marking and 
measuring. Clinical case demonstrated the great value of the platform in 
medical applications. 

Keywords: Surface Reconstruction, 3D Cutting, Surgical Simulation. 

1   Introduction 

Plastic surgery is difficult and dangerous, and the appearance and function must be 
taken into account. Orthopedic surgery put forward higher requirements for imaging 
science such as the preoperative accurate diagnosis, determined extent of disease, 3D 
stereoscopic vision, the complex spatial structure, accurate measurement of 3D 
morphological parameters, surgical path and plan, simulation of surgery, the predicted 
impact of surgery on the face, etc. In order to meet the clinical demand for orthopedic 
surgery, the system of CT 3D reconstruction assisted orthopedic began to appear, It is 
an emerging cross-disciplinary, the rise in the last 10 years, has been the hot spot of 
research and application at home and abroad. 

The research of this paper is focused on in-depth study reconstructive surgery 
virtual surgery technique, and put forward a three-dimensional cutting simulation 
algorithm for reconstructive surgery virtual surgery technique in its basis. 

2   Surface Reconstruction Scheme Based 3D Clipping Simulation 

This paper presents a simulation algorithm based on 3D medical cutting of surface 
reconstruction[1,2,3]. Flow chart of surface reconstruction based clipping simulation 
as shown below: 
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Fig. 1. Flow Chart of Surface Reconstruction based Clipping Simulation 

Construct a suitable cutting body, such as cube, ball, NURBS surfaces, etc. Place 
the surface on the appropriate cutting position; get the location of the surface relative 
to the model. According to the selected cutting body and the relative position of the 
cutting body with the model, use the implicit function of volume data space to express 
the cutting body. 

In the model space, we use implicit function to express the cutting body. Assume 
the implicit function of that cutting body is ( )f X , and ( )TX x y z= is the model space 

coordinates, then { | ( ) 0}P X f X= =  means the set of all the points on the surface of 
cutting body; and { | ( ) 0}P X f X= >  means the set of all the points in the internal of 
cutting body; { | ( ) 0}P X f X= < means the set of all the points in the external of 
cutting body. 

After getting the implicit function of volume data space, implicit expressions must 
be converted from model space to volume data space. There are two transformations 
form volume data space to model space. First is scale transformation (the interval in X 
axis, Y axis and Z axis are different), used to recover the original proportion of the 
data, assuming the transformation matrix is 
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In the matrix, X spacing , Yspacing , Zspacing  are the grid intervals in X, Y, Z axis of 

volume data respectively. Second is geometry transformation (rotate, translate and 
transform) in model space, transformation matrix is gM . Assuming the coordinate of 

model space corresponding to the coordinate ( )TX x y z=′ ′ ′ ′ within volume data is 

( )TX x y z= , then 

                                  g spacingX M M X ′=                               (1) 

So, the implicit function corresponding to cutting body in volume data space is  

                                
( ) ( )g spacingF X f M M X′ ′=                         (2) 

Construct implicit function

Processing volume data 

Select cutting body 

Reconstruct surface
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If the shape of cutting body is more complex that cannot be represented while using a 
single function, it can be expressed through a combination of functions. For example, 
if the cutting body is a hemisphere, it is a combination of a complete ball and a plane. 
The following are part of general rules of implicit function combination. 

Suppose there are two cutting body in volume data space can be expressed in 
implicit function 1( )F X

 
and 2 ( )F X . 

The intersection of the cutting body is 

             1 2 1 2{ | ( ) 0} { | ( ) 0} { | min( ( ), ( )) 0}P X F X X F X X F X F X= > ∩ > = >      (3) 

Then the corresponding implicit function is 1 2( ) min( ( ), ( ))F X F X F X= . 

Cutting body’s sum aggregate is  

           1 2 1 2{ | ( ) 0} { | ( ) 0} { | max( ( ), ( )) 0}P X F X X F X X F X F X= > ∪ > = >        (4) 

The corresponding implicit function is 1 2( ) max( ( ), ( ))F X F X F X= . 

Cutting body’s complementary set is  

                        { | ( ) 0} { | ( ) 0}P X F X X F X′ ′= < = − >                     (5) 

The corresponding implicit function is ( ) ( )F X F X′= − . 

3   The Simulation Platform of 3D Orthopedic Surgery 

Craniofacial structure where many vital organs are concentrated is complex, 
simultaneously relates the appearance, orthopedic surgery involving skull and face is 
difficult, dangerous, and the appearance and function must be taken into account. 
Craniofacial surgery put forward higher requirements for imaging science. It requires 
that the preoperative diagnosis must be accurate, determine the extent of disease, 
provide a three-dimensional stereoscopic vision, display the complex spatial structure, 
accurately measure three-dimensional morphological parameters, design surgical path 
and plan, simulate surgery, predict the impact of surgery on the face, etc. 3D surgical 
simulation based on CT images is a big hot topic today, because it overcomes the 
limitations of previous methods. Using human-computer interaction, that is using the 
mouse to move the osteotomy block, osteotomy block can move and rotate in 3D 
coordinate direction at the same time. The system can automatically output the 
changed data corresponding osteotomy block in the direction of three dimensions. 

This system uses 3D surgery simulation based on CT images. The system platform 
is using the Visual C++ 6.0 and the Pixel Shader 2.0 [4,5]. It was tested in PC with a 
Pentium 4 (2.4 GHz) CPU and the NVIDIA Geforce 6600 graphic card. The surgery 
simulation is executed on the three-dimensional model close to realistic anatomical 
morphology. The osteotomy simulation and the actual surgical procedure is roughly 
the same. According to the measurement of diagnostic results choose the type of 
orthopedic surgery, and pre-install parameters in three-dimensional axial distance and 
the angle of rotation. The system automatically simulates the classic craniofacial 
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orthopedic osteotomy by default parameter. The following clinical case of orbital 
hypertelorism illustrates the application of three-dimensional orthopedic surgery 
simulation platform. 

 

Fig. 2. 3D Orthopedic Surgery Simulation Platform 

3.1   Orbital Hypertelorism 

Orbital hypertelorism is a severe craniofacial deformity. Orthopedic surgery is the 
only treatment method. Osteotomy methods as shown in Figure 3(a) and Figure 3(b), 
after the correction, the patient’s inside medial orbital distance is 20mm. In 1967 in 
France, Tessier[6] first reported the implementation of the intracranial path orbital 
distance widened orthotics and achieved satisfactory effect. At present, there are a 
few report to carry out such surgery at home and abroad, Shanghai Ninth Hospital 
successfully carried out the first cases of intracranial and extra cranial joint path 
orbital hypertelorism corrective surgery in 1977. Till late 1990s, the hospital has 
 

 

Fig. 3. Skull of pre-Osteotomy and Skull of post-operative correction. a. indicates the line for 
Osteotomy. a1. Indicates the bone removed. b. indicates the bone graft in the gap. 
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accumulated dozens of surgical experience[7]. It is the first domestic hospital which 
has the most reports of such surgeries. 

3.2   The Experimental Results of Cases 

Through cooperation with the Shanghai Ninth Hospital, we simulated 3D osteotomy 
of orbital hypertelorism. The schematic diagram of 3D osteotomy simulation is shown 
in figure 4. From the deformity of preoperative bone tissue, we can see that the 
patient’s orbital, nasal, the central of pear-shaped bone have widespread bone tissue 
proliferation. Orbital spacing is 49.06mm (normal is no more than 28mm). In 
addition, this patient’s both sides of the orbit outward, backward, downward reverse, 
the orbital diameter and the standard plane inclined angle respectively are -0.8° and -
1.5° (normal is 4°-8°). Therefore, our surgery’s goal is to eliminate the central excess 
bone and reverse back both sides of the orbital to the normal form. In. Figure 4(b) the 
per-orbital is divided into three parts, the red part of the middle takes down to another 
use. Figure 4(c) split the middle piece of bones longitudinally. Figure 4(d) move both 
sides of the yellow bone to the middle, the split bones of the middle pad in both sides 
of the eyes and cheekbones, the remnants of the lateral orbital edge, thus the design is 
basically completed. Figure 5 is the patient’s front view and side view of the pre-
operative and post-operative rectification of orbital hypertelorism. We can see that the 
appearance of the patient has been improved significantly. 

 

(a)              (b)              (c)              (d) 

Fig. 4. Three-dimensional Clipping Simulation of Orbital Hypertelorism. 

 

Fig. 5. Rectification of orbital hypertelorism. 



392 P. Wu et al. 

4   Conclusions 

This paper presents a simulation algorithm based on surface reconstruction of 3D 
medical clipping. The 3D Orthopedic Operation Simulation Platform is designed and 
implemented based on that algorithm. The platform contains many functions based on 
surface reconstruction such as 3D clipping simulation, 3D modeling, 3D marking and 
measuring. Clinical cases demonstrated the great value of the platform which can 
effectively complete planning, simulation and other functions of plastic surgery in 
medical applications. 
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Abstract. Risk ranking is a key step for risk management. This study divides 
ranking methods of software risks into two steps. The first step initializes a risk 
set from historical data. The second step achieves metric values for the risks in 
the set as ranking references. Although historical data has gained prominence 
when getting initial risks for ranking software risks, the existing ranking 
methods only use results of the second step. The ranked values of the initial 
risks from the first step are not exploited. Actually, ranked values of historical 
data are sometimes beneficial. Another kind of ranking method by this study 
utilizes the metric values or positions from both steps (RHD-2). The method 
exploits historical data properly and gets suitable ranked results for decision-
makers by utilizing proper empirical coefficients according to the practical 
situations. 

Keywords: historical data, risk analysis, software risk. 

1   Introduction 

Risk ranking [1] [2] results are based on metric values, which include generally 
occurrence probability and impact. Risk exposure [3] is the main method of risk 
ranking utilizing the two metric values. Risk exposure is the product of probability 
and loss values. Most risk management approaches rely on risk estimation approaches 
that are either impractical or theoretically questionable [4]. The expected value of risk 
exposure is often impractical because the accurate estimate for probability and loss is 
seldom available. How to solve the limitations? One solution is to provide more 
ranking methods for decision-makers to select according to practical needs.  

This study analyzes and presents new ideas based on historical data. Historical data 
has got attention in risk relative studies [5], such as estimating the probability [6], 
flood risk estimation [7], risk factors in medical science [8], geo-risk assessment [9], 
and risks of grassland fire [10]. However, historical data is used only for initialization 
purpose in existing software risk ranking processes, so does not exploit historical 
data. This study focuses on ranking methods exploiting known information from 
historic data. We name these methods as RHD methods. Ranking processes of the 
RHD methods have two steps. There are two kinds of RHD methods according to the 
utilization of values from the two steps. The first kind is RHD-1; the other is RHD-2. 
The RHD-1 depends on metric values from the second step. Most existing ranking 
                                                           
* Corresponding author. 
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practices first get initial risks from historical data (HD), and then ranking metric 
values are gained for the risks. Ranked results are then gained based on the metric 
values. The RHD-2 is a new idea introduced in this study. It uses ranked results from 
both steps. The results include either metric values or ranked positions.   

2   RHD-1 

2.1   Practices 

The RHD-1 is the currently used ranking idea utilizing historical data. Risks are 
generally listed out of historical data. Article [11] presents a list of risk factors based 
on the literature at home and abroad. The preliminary list is further refined and many 
items are reworded through the pilot survey and interviews with academic experts and 
practicing professionals. Answers to the questionnaire of the refined list are given on 
the scale of 1 to 5. Ranked results are gained based on the scale values.  

We can see that risk-ranking practices begin with risk factors from historical data, 
such as the literature or former studies, questionnaires or lists by experts [12] [13] 
[14]; and then, ranked results are gained from them. 

2.2   Two-Steps-Mathematical Model of the RHD-1 

The ranking process of software risks can be divided into two steps. We introduce the 
following notations for analyzing the ranking process: 

 
notation meaning 
s step 1 
f(s)  a metric value from step 1 
p(s)  a ranked position from step 1 
t step 2 
f(t)  a metric value from step 2 
p(t) a ranked position from step 2 

 
1) Step 1: initialization from historical data.  
This step initializes a set of risks from historical data. Let s stand for step 1, f(s) for 
the initial metric value of a risk in step 1, and p(s) for the ranked position of the risk 
based on the f(s) value. The f(s)s and p(s)s can be set zero when the risk factors from 
historical data have no initial value. 

2) Step 2: ranking risks.  
In step 2, a new metric value is bestowed to each risk according to the present 
condition, and then a position value is decided based on the metric value. Let t stand 
for step 2, f(t) for the new metric value and p(t) for the ranked position from step 2.  

Table 1 presents the domestic risk factors rating from [15]. The final ranks of the 
risks, same with their ranked positions, are in the first column.  
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Table 1. Domestic risk factors rating in [15] 

Final rank Risk factor metric values 
1 Original set of requirements is miscommunicated 9.4 
2 Lack of communication 8.5 
3 Poor change controls 8.5 
4 Lack of top management support 8.4 
5 Lack of required technical know-how by vendor 8.3 
6 Lack of vendor commitment 8.3 
7 Failure to manage end-user expectations 7.7 
8 Lack of project management know-how by client 7.7 
9 Inadequate user involvement 7.6 
10 Inadequate staffing by vendor 7.6 
11 Vendor viability 7.3 
12 High turnover of vendor employees 7.3 
13 Failure to consider all costs 7.1 
14 Differences in ongoing support and maintenance 7.1 
15 Differences in development methodology/processes 7.0 
16 Difficulties with integration 6.6 
17 Lack of business know-how by vendor 6.4 
18 Lack of knowledge of new technology 6.3 
19 Conflicts between user groups 6.1 
20 Negative impact on employee morale 5.9 

3   RHD-2 

3.1   Ranking with Metric Values of Both Steps  

The RHD-2 method is also divided into two steps. However, the ranked results of the 
RHD-2 method are based on values from both steps, not just from a single step. 

Let q1 be the relation value of the metric values from both steps: 

q1 = f(s) · f(t) (1)

where “·” stands for a kind of compositional operation.  
A concrete formation to (1) is 

q1 = α × f(s) + β × f(t) (2)

where α and β are coefficients, α ∈[0, 1], β ∈[0, 1], and  

α + β = 1 . 

Given α = 1 and β = 0, we get 

q1 = f(s) . 

This equation means that, we can sometimes get ranking result directly from historical 
data. This is acceptable in agile development, little development teams, or teams who 
do not allot enough specialists for risk management.  

Given α = 0 and β = 1, we get 

q1 = f(t) . 
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This equation can be applied where metric values from the second step are trustable. 
The results are trustable when specialists presents them aiming at a practical and 
familiar project in the second step. The RHD-1 conforms to the model of q1 = f(t).  

Existing methods attach importance to the results from step 2. Actually, there are 
drives for us to attach importance to the results from step 1. Most of the time, results 
from step 1 are from authoritative historical data. It is a pity that usable values of the 
f(s) and p(s) from historical data are ignored in risk ranking.  

In step 2, the f(t) is always decided by specialists. There is a question: are the 
results by these specialists more reliable than the results from historical data? We 
introduce an empirical coefficient μ to reflect the relation of current data with 
historical data. The coefficient reflects the reliability relation of the data from both 
steps. The historical data from step 1 is more reliable when μ > 1.  The values from 
step 2 are more reliable when μ < 1. The coefficients in (2) are then: 

α = μ / (μ+1). (3)

β = 1 / (μ+1).                                     (4) 

The results of step 2 are equally reliable to those of step 1 when μ = 1, or α = β = 0.5. 
At this time, we get  

q1 = (f(s) + f(t)) / 2. (5)

3.2   Ranking with Positions of Both Steps 

The second ranking method resorts to the p(s) and p(t). The equation is 

q2 = p(s) · p(t) 

where q2 is a positional metric to rank risks, and “·” stands for a kind of 
compositional operation.  

A concrete form similar to (2) is 

q2 = α × p(s) + β × p(t). (6)

Given α =0.5 and β = 0.5, then 

q2 = (p(s) + p(t))/2. (7)

3.3   A Property 

Suppose ranking positions start from 1, or the p(s) and p(t) are greater than 0. The q1 
and q2 are also greater than 0. 

The empirical coefficient μ embodies which of the p(s) and p(t) has greater effect 
upon the q2. However, the p(s) and p(t) do not necessarily have the same effect upon 
the q2 when μ equals to 1. 

Theorem 1. Define deviation as the absolute value difference of the p(s) or p(t). Given 
μ=1, the p(s) or p(t) that has greater deviation has greater effect  upon the q2. 

Let i and j stand for two different risks, deviation of p(s) is 

|p(si) -  p(sj)| 
and deviation of p(t) is 

|p(ti) -  p(tj)| 



 Ranking Software Risks Based on Historical Data 397 

4   An Example 

Software risks in this section are initiated with the historical data shown in table 1. 
The values of f(s) and p(s) are in the third column and the first column of table 1, and 
also in the second column and first column of table 2 respectively.  

The f(t) values in the third column of table 2 are according to the scale: 10 = very 
important, 7 = important, 4 = slightly important, 1 = unimportant. It is time-
consuming for a project to conduct a complex Delphi process like [15] when 
assessing software risk. We think that it will be rewarding sometimes for a company 
to get the f(s) or p(s) results from former practices and get a quick answer to the f(t) 
values by authoritative means. 

The q1 results by (5) are shown in the fourth column of table 2. 

Table 2. Risk ranking  

risk ID or 
p(s) 

f(s) f(t) q1=(f(s)
+f(t))/2 

f(t) p(t) q2= (p(s)+ 
p(t))/2 

ranked 
by q1 

ranked 
by q2 

1 9.4 10 9.7 10 1 1 1 1 
2 8.5 10 9.25 10 2 2 2 2 
3 8.5 4 6.25 4 7 5 7 3 
4 8.4 7 7.7 7 13 8.5 13 7 
5 8.3 4 6.15 4 15 10 15 8 
6 8.3 7 7.65 7 20 18 20 4 
7 7.7 10 8.85 10 4 5.5 4 9 
8 7.7 1 4.35 1 6 7 6 15 
9 7.6 7 7.3 7 9 9 9 5 
10 7.3 4 5.65 4 11 10.5 11 10 
11 7.3 7 7.15 7 16 13.5 16 16 
12 7.3 1 4.15 1 17 14.5 17 11 
13 7.1 10 8.55 10 18 15.5 18 17 
14 7.1 4 5.55 4 19 16.5 19 19 
15 7.0 10 8.5 10 3 9 3 12 
16 6.6 7 6.8 7 5 10.5 5 13 
17 6.4 7 6.7 7 10 13.5 10 18 
18 6.3 7 6.65 7 14 16 14 20 
19 6.1 7 6.55 7 8 13.5 8 14 
20 5.9 10 7.95 10 12 16 12 6 

 
The ranked orders of the p(t) based on the f(t) values are in the third column of 

table 2. They differ from the orders of the p(s) values in the first column, which are 
ranked by the f(s) values. The ranked positions by q1 in the eighth column are the 
same as those f(t) values in the sixth column. This is because the f(s) values from [15] 
differ less but the f(t) values given in the project differ more. The ranked results in the 
ninth column by q2 differ from the results ranked by the p(t) and the p(s). The values 
in the seventh column show that different risks may have a same q2 value sometimes.  

5   Conclusion 

This study presents the RHD-2 ranking method integrating values from both steps 
with adjustable empirical coefficients. The integrated values may be metric values or 
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ranked positions from both steps. The coefficients present weight to metric values 
from both steps. The idea of the RHD-2 uses historical data with weight, thus gives 
decision-makers choices and acts as a reference for ranking activities.   
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Abstract. The higher tectonic stress in deep mine brought more difficult for 
the roadway layout, and the selection supporting form and parameter. In order to 
make sure about the influencing of the tectonic stress on the roadway stability, 
According to the intersection angle change between the tectonic stress and the 
roadway axis, We established different numerical models by using FLAC3D 
being based on the actual geological conditions on DongE Coal mining, The 
results indicate that the deformation is the largest when the roadway axial is 
vertical to the tectonic stress direction, and the tectonic stress also determines 
the failure pattern of roadway. 

Keywords: computer simulation, tectonic stress, stability, numerical model. 

1   Introduction 

FLAC is based on explicit difference method to solve motion equation and dynamic 
equation. After ascertained the geometric shape of the research area, this area will be 
discretized at first, and divided into several grid units, each grid unit through nodes 
between connected, after applied load on a node, the stress of the node and the external 
force change and timestep enables obtain the unbalance force of node using the virtual 
work principle, then the unbalanced force will be applied on a node again for the next 
iterative process, until the unbalance force is small enough or node displacement  
 

 

Fig. 1. Basic explicit calculation cycle [1], This shows the general calculation sequence in FLAC 
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tend to the equilibrium. The general calculation sequence is illustrated in Figure 1. This 
procedure first invokes the equations of motion to derive new velocities and 
displacements from stresses and forces. Then, strain rates are derived from velocities, 
and new stresses from strain rates. Every cycle around the loop is taken one timestep; 
each box in Figure 1 updates all of its grid variables from known values that remain 
fixed while control is within the box. 

2   Theoretical Analysis of Tectonic Stress 

Under the influence of all kinds of the earth's crust tectonic movement force, the 
stress produced in crust is called tectonic stress, the measured data show that，due to 
the existence of tectonic stress, the level stress is more than gravity stress. Level of 
stress is an important factor causing roof caving, floor heave, the two ribs infolding. 
In recent years, with the increase of mining depth, tectonic stress also is very 
complex, after excavating roadway , due to the influence of the tectonic stress it 
becomes quite difficult to support and maintain roadway, it seriously affected the 
deep mine mining. Because the tectonic stress has obvious directional, therefore, it is 
important that for the laying direction of roadway to study the effect of the tectonic 
stress on the stability of surrounding rock in deep. 

Calculation the elastic stress field and displacement field of roadway surrounding, 
it can be regarded as three dimensional space problem to using the theory of elastic 
mechanics, it has certain limitations simplified as plane strain problem. in the course 
of  calculation,  The plane strain the problem was in the plane strain based on the 
analysis of the problems, and superposition the shear stress and an unidirection 
compression stress . Considering the stress components in the axis of roadway, the 
stress periphery roadway is summarized in the equation below [2]:  

)2cos21()2cos21)(sincos( 2
2

1
2

3 θσθασασσθ ++−+⋅=  (1)

θσσατθ sin)(2sin 21 −=z  (2)

θσθμσσααμσσασ 2cos2)2cos2(cos)sin2(sin 231
22

13
2 −−+−⋅=z  (3)

Where 1σ , 2σ , 3σ is the principal stresses, μ  is Poisson's ratio, u , α  is the 

intersection angle between the maximum principal stress and the axial of roadway, θ  
is the intersection angle between a dot of the surrounding rock and the horizontal 
plane  

In order to make sense of the influence of the tectonic stress on the laying roadway, 
by the numerical simulation method, the paper analyzed the rule of the surrounding 
rock deformation, the plastic zone development characteristics, and the stress 
distribution characteristics in the tectonic stress field. 
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3   Analysis of Roadway Stability  

3.1   Establishment of Model 

The simulation roadway is layout along the coal floor, coal floor is sandstone, 
integrity is better, the uniaxial compressive strength is 60 ~ 85MPa. The buried depth 
of roadway is 820 m; the roadway by vertical stress MPaHz 3.21== γσ , the largest 

horizontal principal stress is MPah 9.31=σ  by the actual measurement. 
Basic assumptions  

(1) In the course of the simulation, the deep roadway is considered as the problem of 
space, physical model using elastic-plastic model, the failure criterion using Mohr-
Coulomb model. Assuming the rock is homogeneous, isotropic, and don't consider the 
influence of fractures, weak layers on the strength of surrounding rock   
(2) Considering the boundary effect, Model should have enough size, the stress 
changes can be negligible far from the excavation site by St.Venant principle [3], 
according to the simulation and the theory of the practical mining, and take 10 to 12 
times to the excavation scope, the roadway is laying in the central part of model.  
(3) Boundary conditions: the horizontal displacement is limited on the left and right 
boundary (ux = 0), the horizontal and the vertical displacement are limited on bottom 
boundary (ux = 0, uy = 0), applying the stress equivalent to the weight stress of 
overlying rock on the upper boundary [4]. 

Simulation model 

Considering the calculation speed and the accuracy of the simulation results, the 
meshing is properly dense in the roadway of roof and floor; the rest is sparse, on the 
basis of the generation of finite difference grid. Model was divided 5800 units, a total 
of 7224 nodes. 

In the process of simulation, the problem of model initialization is difficult because 
the changing angle between the applying direction of the principal stress and  
the roadway axial, during the establishing model, the roadway axial can be rotated  
a certain angle, aiming at this situation, four representative angle are chosen, 
respectively °°°° 90604530 、、、 , taking model size 40 m × 40 m × 20 m 

(long×high×width). 

3.2   Simulation Results 

(1) The deformation of surrounding rock  

Fig 3 and Fig 4 shows the displacement of the roof and floor of roadway, it seems that 
the displacement is increasing with the steps at first, and the growth is bigger, then it 
tends to a limit, the roadway comes to the stability, Compared to the displacement, 
When the angle between the roadway axial and tectonic stress direction is changing 
from30 、 45 、60  to 90 , the ribs displacement is increasing with the increasing 
angle. 
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From fig 4, it shows that, excavated roadway in the same rock, due to the influence 
of tectonic stress, the deformation of floor is relatively large; the floor heave has a 
large proportion in the roadway deformation. When the angle increases to 90 , the 
deformation of roof and floor come up to the most. It shown that the angle between 
the roadway axial and tectonic stress direction has a larger influence on deformation 
of the surrounding rock, when the roadway axial and the tectonic stress direction is 
approximate parallel, the deformation is minimum amount; When the roadway axial 
and the tectonic stress direction is vertical ,the deformation is the largest.  

-2.50E-02

-2.00E-02

-1.50E-02

-1.00E-02

-5.00E-03

0.00E+00
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

step(×10)

di
sp

la
ce

m
en

t(
m

)

30
゜

60
゜

90
゜

45
゜

 

Fig. 3. Displacement of in the roof of roadway. The curves correspond to respectively the angle 
between the roadway axial and tectonic stress direction 30゜,45゜,60゜,90゜ 
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Fig. 4. Displacement of in the floor of roadway. The curves correspond to respectively the 
displacement of the angle between the roadway axial and tectonic stress direction is 
30°,45°,60°,90° 

(2) The plastic zone of surrounding rock  

Fig 5 is the range of plastic zone, when the angle is 0 ºand 90º, it shows that the range 
of deformation of surrounding rock is increasing with the growth of the angle between  
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the roadway axis and the direction of maximum horizontal principal stress, especially 
in the ribs. When the angle is 0º, the position of the plastic damage area of roadway 
appears in the two ribs of roadway; when the angle increases, the position transfer to 
the central of the floor and roof.  

 

  

(a) (b) 

Fig. 5. The plastic zone distribution state, (a) the angle is 0º; (b) the angle is 90º 

4   Conclusions 

(1) It can forecast the roadway deformation, and provide a reference for the choice of 
supporting scheme and parameters to use computer simulation in the stability analysis 
of roadway; At the same time also save the planning cost, it showed that the computer 
simulation used in coal mining has the broad prospect; 

(2) The tectonic stress is one of the main factors of influencing the stability of 
roadway, It shown that the angle between the roadway axial and the tectonic stress 
direction has a larger influence on deformation of the surrounding rock, when the 
roadway axial and the tectonic stress direction is approximate parallel, the 
deformation is minimum amount; When the roadway axial and the tectonic stress 
direction is vertical, the deformation is the largest;  

(3) With the angle between the axial and the maximum horizontal principal stress 
direction increasing, the deformation range of the roof and the floor increase, the 
deformation transfers to the deep of surrounding rock; 

(4) Research shows that it has an important signification for the reasonable layout 
of roadways to study the effect of the tectonic stress on the stability of roadway.  
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Abstract. Without traditional mechanical differentials, electric vehicles need 
electric differentials to avoid slipping. This paper proposed a novel electric 
differential control strategy to solve the problem. According to the given speed 
and road conditions, target slip ratios can be calculated. Based on the closed-
loop control, this strategy regulates torques of the driving wheels to follow the 
required slip ratios strictly. The simulation results indicate that it could realize 
differential for the two driving wheels. Meanwhile, compared with traditional 
mechanical differentials, the slip ratios of driving wheels and the risk of 
slipping are minimized.   

Keywords: Electric vehicles, electric differential, slip ratio. 

1   Introduction 

In traditional cars, driving wheels are fixed on the same shaft. When the car steers, the 
longitudinal speeds of the driving wheels are in proportion to their steering radiuses. 
There is a differential in the driving shaft to provide different rotation speeds to the 
driving wheels, in order to avoid the danger of slipping. In electric vehicles, in-wheel 
motors are used to drive the wheels, and there is no mechanical differential or driving 
shaft. In other words, electric vehicles need electric differentials to provide different 
rotation speeds to the driving wheels as the mechanical differentials do. Furthermore, 
traditional mechanical differentials do not change the torque distribution to the 
driving wheels; it may cause steering trouble on some circumstances. This issue 
proposes a control strategy to accomplish the function of electric differential and 
overcome these shortcomings. 

2   The Steering Model of Electric Vehicles  

Figure1 shows the model of an electric vehicle with front wheels steering and rear 
wheels driving. The overall width is W, and wheel space is L(1)+L(2)( L(1) 
represents the distance between the center of gravity and  the front  wheel shaft, L(2) 
represents the distance between the center of gravity and the rear wheel shaft ). To 
simplify the analysis, we do not take the motions of rolling and pitching into 
consideration, since they have little influence on the process of steering.  
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Fig. 1. The speed model of the steering of EV 

Define the X-axis as the direction of the longitudinal motion of the EV, and the Y-
axis of the lateral motion. The motions of a steering EV include: motion on 
longitudinal direction with a speed of u; motion on lateral direction with a speed of v; 

yaw angle velocity: Wr. The resultant speed of EV is V= 22 vu + , and the speeds of 

four tyres are:
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;ui is the speed on the X-

axis, and vi is the speed on the Y-axis of tyre i.[1] 
The steering angles of front wheels are β1=β2=β, and for the rear wheels β3=β4=0 

There is a wheel slip angle α for each tyre, because of the lateral force between 
ground and the tyre. [2] Angle α can be calculated by the following equation: 

α=arctan
v

u
–β . (1)

The driving wheels receive circumferential forces Fi (i=3, 4) caused by the driving 
torque, while the steering wheels only receive forces of rolling friction fi (i=1, 2) on 
the plane of tyre. The longitudinal slip ratio is defined as: 

S=1–
R

uw

ω
 . (2)

uw is the speed represented on the plane of tyre, ω is the rotation angular speed of the 
tyre, and R is the radius of the tyre. For the steering wheels, we can conclude 
uw=u*cosβ+v*sinβ, and for the driving wheels, uw =u. 

X

Y

F i

V i
βα

P i
 

Fig. 2. The relationship between forces, angles and speeds of a tyre 
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The circumferential force of a driving wheel is F=μ*N. μ is the coefficient of 
adhesion, that is a function of slip ratio S. The value of the coefficient of adhesion 
depends on the condition of the grounds. N is the vertical load of the tyre. Define 
lateral slip ratio as tanα. The lateral force can be calculated by P=μy*N. μy is lateral 
adhesion coefficient, a function of lateral slip ratio. For a driving wheel, the 
torque equation is: 

Te-Mr-F*R=
dt

dω
 . (3)

Te is the electromagnetic torque from motor; Mr is the rolling friction torque, F is 
circumferential force, J is inertia moment of the tyre, and ω is rotational angular 
speed. For a steering wheel, the force of rolling friction is f=Kr*N. Kr is the 
coefficient of rolling friction, and it ranges from 0.15 to 0.005, according to the road 
condition. [3] 

The angle between f and X-axis is the steering angle β, as well as the angle 
between P and Y-axis. So we can deduce the following equations: 

Fx1=-f1*cosβ1-P1*sinβ1 . (4)

Fx2=-f2*cosβ2-P1*sinβ2 . (5)

Fy1=P1*cosβ1-f1*sinβ1 . (6)

Fy2=P2*cosβ2-f1*sinβ2 . (7)

Fx and Fy of a steering wheel are the resultant force represented on X-axis and on Y-
axis. Circumferential forces F3 and F4 of driving wheels are on X-axis and their 
lateral forces P3 and P4 are on Y-axis. 

When the EV is keeping rectilinear motion, it receives circumferential forces from 
driving wheels, forces of rolling friction from steering wheels, and longitudinal wind 
resistance. Longitudinal wind resistance Fa is calculated by: 

Fa=Ka*Sa*V2 . (8)

Ka represents wind resistance coefficient, its value are from 0.3 to 0.6, and Sa is front 
face area. When the EV begins to steer, all four tyres get lateral forces, and EV 
receives centrifugal force Fr=M*V2/R. Centrifugal force represents M*V*Wr on X-
axis, and M*U*Wr on Y-axis. [4] 

 

Fig. 3. The force model of the steering EV 
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When EV is steering, the forces of tyres trigger a torque of X-axis, which changes 
vertical loads of four tyres. The value of the torque is Fr*h, h is height of the center of 

gravity. The static vertical load of four tyres are N1
0= N2

0=
))(L)(L(*

)(L*Mg

212

2

+
, N3

0= 

N4
0=

))(L)(L(*

)(L*Mg

212

1

+
. In the process of steering, N1= N1

0+ΔN1, N2= N2
0-ΔN1; N3= 

N3
0-ΔN2, N4= N4

0+ΔN2. ΔN1+ΔN2=Fr*h/W.  Usually, we can use the following 

equation for simplicity: ΔN1=ΔN2=
W*

h*Fr

2
. [5] 

To summarize the modeling of steering EV, we could deduce the dynamics 
equations: 

Fx1+Fx2+F3+F4+M*v*Wr=M* u  . (9)

Fy1+Fy2+P3+P4-M*u*Wr=M* v  . (10)

(Fy1+Fy2)*L(1)+
2

W*)2F1Fx4F2Fx( −−+
 -(P3+P4)*L(2)=Iz*

dt

dWr
 . (11)

Iz is the inertia moment of the whole EV. With three equations above, we are able to 
establish the dynamics model of steering EV in Matlab Simulink to simulate and 
analyze. 

3   Electric Differential Strategy Based on Closed Loop Control of 
Slip Ratios 

If we do not take the condition of steering braking into consideration, we should keep 
the longitudinal coefficient of adhesion as low as possible to lower the risk of slipping 
and remain a high value of lateral adhesion coefficient in order to provide enough 
lateral forces, since the lower longitudinal adhesion coefficient the higher lateral 
adhesion coefficient with the same value of lateral slip ratio. [6] In the book [5], there 
is a conclusion that cars could get the highest circumferential resultant force if the 
longitudinal slip ratios of the four tyres get the same value. It is also applicative for 
the lateral resultant force and lateral slip ratios. We can also deduce that we could 
minimize the maximum value of four slip ratios if they are in the same value with a 
given resultant force. 

The thesis [7] presented a strategy to control the torques of two driving wheels 
based on different vertical loads. The method of that control strategy is also used to 
minimize the maximum value of four slip ratios. However that is an open loop control 
of torques, and can only take the volatility of vertical loads into consideration. As the 
author acknowledged, that strategy simplifies many factors and is only applied for the 
condition of low speed. 
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This issue presents a new method of electric differential control strategy. It is a 
double closed loop control strategy. Compared with former method, it sets the 
longitudinal slip ratio as the controlled variable, rather than the torques, so it is more 
straightforward.  

 

Fig. 4. Block diagram of the closed loop electric differential control strategy 

As shown in figure4, in the process of steering, we should first insure the 
longitudinal speed constant u by controlling the total sum of the torques, and 
considering the volatility of resultant force on longitudinal X-axis. It is a classical 
feedback control loop with a PID regulator. The given speed is calculated by the 
accelerator pedal, and the actual speed is detected by a car speed sensor. The regulator 
outputs the total sum of torques which determines the longitudinal speed. Then the 
external loop provides total sum of the torques for calculation module to calculate two 
target slip ratios. The given total sum of torques divided by the sum of rear wheels 
vertical loads is the target slip ratio for both driving wheels. 

S3*=S4*= )NN(*Rk*Ku

Ttotal

43+  . 
(12)

N3 and N4 have been calculated before, N3+N4=
)(L)(L

)(L*Mg

21

1

+
. Ku is the scale factor 

of the adhesion coefficient. 
Then with the help of the internal control loop, the actual slip ratios are managed to 

follow the target slip ratios. It is also a classical feedback control loop, receiving the 
target slip ratio S* from the calculation module and detected slip ratio S from the 
system. A PID regulator is put into use, for better control performance. Since the EV 
is a large inertia element, Kp in the PID regulator should be large enough to meet the 
demand of rapidity. In the control applications, we need vehicle speed sensor to 
calculate slip ratios. 

4   Simulations and Analyses 

Establish the dynamics model in Matlab Simulink as figure5, the system variables are 
defined as follow: vehicle weight M=800Kg, L (1) =L (2) =0.8m, vehicle width 
W=1.2m, radius of tyre Rk=0.32m, inertia moment of tyre J=13.7kgm2, and the 
vehicle inertia moment Iz=600kgm2. Simulation begins with start longitudinal speed 
u=8m/s, and the steering angle is 2.8 degrees. Simulation results are shown below. 
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Fig. 5. Dynamics model of steering EV in Simulink 

Comparing figure6 and figure7, the traditional mechanical differential distributes 
torque equally, it brings out different slip ratios between two driving wheels, and the 
inner wheel has a larger one, which means higher risk of slipping. With the new 
control method the two slip ratios get very close, much smaller than the slip ratio of 
inner wheel with traditional differential. It reduces the possibility of slipping and can 
bring larger lateral force for the inner driving wheel. 
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Fig. 6. Slip ratios of driving wheels with closed-loop control of slip ratios 

0 1 2 3 4 5 6 7 8 9 10
0.015

0.02

0.025

0.03

0.035

0.04

t(s)

S

S3xS4x

 

Fig. 7. Slip ratios of driving wheels with traditional distribution of torques 
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Fig. 8. Different rotation angular speeds of driving wheels 

From figure 8, we can see that the electric differential achieves differential of the 
rotation angular speeds for two driving wheels. 

5   Conclusion 

This issue presents a new electric differential control strategy for steering EV. It 
contains two closed control loop, one for the longitudinal speed, and the other for slip 
ratios. Using two PID regulators, it manages to keep the slip ratios of driving wheels 
on a target value when the electric vehicle is steering. From the result of simulation, 
we can see that it realizes differential for two driving wheels, and reduces the risk of 
slipping for the inner driving wheel as well. 
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Abstract. Huge, dynamic and heterogeneous resources are difficult to achieve 
full sharing because of lacking comprehensive and uniform description format 
and interaction norms. In this paper, the grid and metadata technology is 
adopted to solve this problem. First, the layered metadata model is proposed on 
the basis of hierarchical structure of LRG. All irregular resources are divided 
into five layers using metadata technology: resource metadata layer, 
information transmission metadata layer, virtual organization metadata layer, 
service metadata layer and user metadata layer. Second, referring to domestic 
and foreign experiences of metadata norms, the description schemes about 
resource metadata, service metadata and user metadata are presented. Finally, 
the middleware tool-Alchemi is adopted to simulate and build the LRG system. 
Retrieval of resource, service and user information in LRG is realized and the 
proposed metadata schemes are testified to be feasible, valid, practical and 
significant in theory and application. 

Keywords: Learning Resource Grid (LRG), Metadata, Information Retrieval, 
Alchemi. 

1   Introduction 

With the high development of computer and network technology recent years, great, 
dynamic and heterogeneous learning resources on the internet are difficult to share 
fully and efficiently because of lacking comprehensive and uniform resource 
description format and interaction norms. 

Grid [1,2] is the extent form of network, its goal is to achieve all resources 
connecting, sharing and collaborating among virtual organization and provide 
transparent and uniform access interfaces for resource users. Metadata [3,4] is basic 
information unit of data. It describes data with abstract structure and shows what 
users want to know, such as data connotation, data quality, data state and how to get 
them. 

In this paper, LRG system is built based on grid technology, learning resources are 
described uniformly, metadata standard is established and heterogeneity of resources 
is shielded. Eventually, users can enjoy more convenient, safe, efficient and all-
directional service.  
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2   Layered Structure of LRG 

The registered user in grid includes three categories: teacher, student and 
administrator. Teacher can be divided into ordinary and inspection two kinds further. 
When registered user login LRG system, system should carry on identity 
authentication and provide corresponding service [5].  

As a result, the layered structure of LRG is designed as shown in Fig. 1. 

 

Fig. 1. Layered Structure of LRG 

The bottom layer of LRG is resource database which stores a mass of learning 
resources and their description information. The physical resources can be mainly 
placed in document database, test questions database, teaching case database and 
demo manuscript database and so on. The middle layer of LRG is grid middleware 
which is the hub of whole grid and provides some services, such as ontology mapping 
and information transmission and so on. Service layer which is oriented to grid 
registered users directly and provides kinds of services is at the top layer of LRG. 

3   Metadata Description Schemes of LRG 

Learning resources needed to be standardized by using metadata norms are divided 
into five layers based on structure of LRG, as shown in Fig. 2. 

 

Fig. 2. Layered Model of LRG’s Metadata 
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In this paper, we only describe the metadata on resource layer, service layer and 
user layer. The metadata description on virtual organization layer and information 
transmission layer is not discussed. 

On the basis of domestic and foreign learning resource metadata norms [6] and 
referring to the experiences in “education resource construction technology”[7], 
metadata element can be classified into three kinds: key metadata set, supplemental 
metadata set and characteristic metadata set.  

3.1   Description Scheme of Resource Metadata Layer 

The key metadata set of resource information in LRG consists of identifier, title, 
language, description, creator, contributor, publisher, data, format, type. The 
specifications are shown in Table 1. 

Table 1. Key Metadata Set of Resource Information 

ID Name Specification 
1 Identifier unique ids of resources in LRG 
2 Title name of resources 
3 Language language which the resources use
4 Description content which the resources contain 
5 Creator the id of teacher who uploaded the sharing resources 
6 Contributor inspection teacher’s id or administrator’s id 
7 Publisher name of units or individuals who published the resources 
8 Date the time to share the resources in grid
9 Format the type of resources data storage in grid 
10 Type the type which the resources belong to in grid 

  
The supplemental metadata set of resource information in LRG consists of 

lifecycle, version, size, application targets, primary user, cost, annotation and typical 
learning time.  

The characteristic metadata set of resource information in LRG consists of text, 
picture, audio, video and courseware according to different type of storage.  

3.2   Description Scheme of Service Metadata Layer 

The metadata set of service information consists of service tag, service type, service 
name, service object, service target, service time, service duration. The specifications 
are shown in Table 2. 

Table 2. Metadata Set of Service Information 

ID Name Specification 
1 ServiceTag unique ids of services 
2 ServiceType the type of services 
3 ServiceName name of services  
4 ServiceObject ids of users who used the services  
5 ServiceTarget ids of resources which were operated when using services 
6 ServiceTime the time when services beginning 
7 ServiceDuration the length of time from the start of services until end  
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3.3   Description Scheme of User Metadata Layer 

The key metadata set of user information consists of user tag, username, user type and 
email. The supplemental metadata set of user information consists of name, gender, 
nationality, hometown and age to describe the private information of user. Users can 
fill out optionally when registering and are not required to possess all this five 
attributes. The characteristic metadata set of student user is composed of grade and 
highest degree and this two attributes are necessary for student user. The 
characteristic metadata set of teacher user is composed of teaching age, teaching 
course, teaching grade, highest degree and professional title and this five attributes are 
necessary for teacher user. 

4   Information Retrieval of LRG 

4.1   Experiment Environment and Method 

The LRG system is simulated by five hp workstations which are installed respectively 
with Microsoft.NET Framework and Microsoft SQL Server 2000. One is installed 
with Alchemi Owner (AO) and the others are installed Alchemi Executor (AE). 
Alchemi [8], free and open source software, is a grid computing framework based on 
WINDOWS. The information of resources, services and users is stored according to 
the metadata scheme of LRG in every Database Server. Every node in distributed 
database is regard as executor node in Process Design.  

Firstly, user submits a search request to AO which runs information search client 
and submits search thread to Alchemi Manager (AM). AM schedules search thread 
from AE. AE executes the search thread and search the required information in local 
database. Secondly, the search results are fed back to AO from AE passing AM. At 
last, AO shows the results to user. 

4.2   Information Retrieval about Resource, Service and User 

Users can choose appropriate resource type, user type and retrieval method to search 
by using combo boxes. As shown in Fig. 4 (a), resource type which can be chosen 
includes text, picture, audio, video and courseware and retrieval method includes by 
title, identifier and publisher. As shown in Fig. 4 (b), retrieval method includes by 
service name and service tag. As shown in Fig. 4 (c), user type which can be chosen 
includes teacher, student and administrator and retrieval method includes by user tag 
and user name. After making appropriate choice, users input key words and click 
“Search” to find required information. 

 

Fig. 4. Information Retrieval about Resource, Service and User 
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The results suitable for users would be shown in retrieval results window as shown 
in Fig. 5. Four key attributes like identifier, title, publisher and format are list in Fig. 5 
(a). Four key attributes like service tag, service type, service name and service time 
are list in Fig. 5 (b). Four key attributes like user tag, user name, user type and email 
are list in Fig. 5 (c).  

(a) (b)

(c)
 

Fig. 5. Information Retrieval Results about Resource, Service and User 

User can click “Details” for detailed instructions. 

5   Conclusion 

Aiming at condition of huge learning resources were built redundantly and not shared 
fully and efficiently, a layered LRG system was designed. Referring to domestic and 
foreign data description norms, all resource need to be regulated in LRG was divided 
hierarchically. Metadata description scheme was proposed by describing resource 
metadata, service metadata and user metadata in layered model. At last, the LRG 
system was simulated and built by using Alchemi. Distributed database was deployed 
according to the metadata description scheme. User can search the information of 
resource, service and user correctly and efficiently. It was confirmed that the 
proposed metadata description scheme is feasible and practical under the grid 
environment. Excepting for information retrieval service, every service in LRG would 
be improved one by one In future. 
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Abstract. Aiming at the characteristics of the vibration signals measured from 
the diesel engine, a novel method combining empirical mode decomposition 
(EMD) and lifting wavelet denoising is proposed, and is used for feature 
extraction and condition evaluation of diesel engine vibration signals. Firstly, 
the original data was preprocessed using the lifting wavelet transformation to 
suppress abnormal interference of noise, and avoid the pseudo mode functions 
from EMD. Obtaining intrinsic mode functions(IMFs) by using EMD, the 
instantaneous frequency and amplitude can be calculated by Hilbert transform. 
Hilbert marginal spectrum can exactly provide the energy distribution of the 
signal with the change of instantaneous frequency. The vibration signals of 
diesel engine piston-liner wear were analyzed. The analysis results show that 
the method is feasible and effective in fault feature extraction and condition 
evaluation of diesel engine. 

Keywords: empirical mode decomposition, lifting wavelet, Hilbert transform, 
feature extraction, wear, diesel engine. 

1   Introduction 

The cylinder-piston wear has long been recognized as an important influence on the 
performance of internal combustion engines in terms of power loss, fuel consumption, 
oil consumption, blow-by and harmful exhaust emissions. In addition to causing the 
change of the surface vibration response of diesel engine [1]. In consideration of the 
cylinder-piston wear will lead to change of the surface vibration response of diesel 
engine, it is possible to monitor the changes in wear of the piston ring that take place 
with running time in the engine by analyzing the change of the surface vibration 
response of diesel engine. When the cylinder-piston wear occurs, vibration signals of 
diesel engine is non-stationary. The spectrum based on Fourier transform represents 
the global rather than any local properties of the signals. For measured signals in 
practical application with finite data length, a basic period of the data length is also 
implied, which determines the frequency resolution. Although non-stationary 
transient signals can have a spectrum by using Fourier analysis, it resulted spectrum 
for such signals is broad band. For example, the spectrum of a single pulse has a 
similar spectrum to that of white noise. Consequently, the information provided by 
Fourier analysis for transient signals were limited. 
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In this paper, Hilbert marginal spectrum is introduced. Instead of relying on 
convolution methods, this method use empirical mode decomposition (EMD) and the 
Hilbert transform [2].  For a non-stationary signal, the Hilbert marginal spectrum 
offers clearer frequency energy decomposition than the traditional Fourier spectrum. 
However, the cylinder-piston wear characteristics are always submerged in the 
background and noise signals, which will cause the mode mixture and generate 
undesirable intrinsic mode functions (IMFs). In order to decrease unnecessary noise 
influence on EMD, it is important to denoise first before decomposing. In the 
denoising of traditional wavelet transform, the result of wavelet decomposing is 
related with wavelet basis function. Moreover, an inappropriate wavelet will 
overwhelm the local characteristic of vibrating signal, and lost some useful detail 
information of original signal. To circumvent these difficulties, we present a lifting 
scheme to construct adaptive wavelets by the design of prediction operator and update 
operator. The simulation and application analysis results show that the method is 
feasible and effective. 

2   Hilbert Marginal Spectrum 

Hilbert marginal spectrum analysis is performed into two steps. First, the EMD 
decomposes the time-series into a set of functions designated as IMFs, and secondly 
applying Hilbert transform to those IMFs for generation of the Hilbert marginal 
spectrum [2]. For any signal, to get a meaningful instantaneous frequency using 

Hilbert transform, the signal has to decompose a time-series into IMFs )(c1 t , 
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Applying the Hilbert transform to each IMFs, the original data can be expressed as, 
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This frequency–time distribution of the amplitude is designated as Hilbert time– 
frequency spectrum  
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We can also define Hilbert marginal spectrum 
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where T is the total data length. The Hilbert marginal spectrum offers a measure of 
the total amplitude distribution from instantaneous frequency. 
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3   Lifting Wavelet Denosing 

3.1   The Lifting Scheme 

The lifting scheme can be used to construct adaptive wavelets by the design of 
prediction operator and update operator [3-5]. It does not rely on the Fourier 
transform. The principle of lifting scheme wavelet transform is described as, 

(1) Split: Split the original signal }),({ ZkkX ∈  into even sets 

}),2({)( ZkkxkX e ∈=  and odd sets }),12({)( ZkkxkX o ∈+= .   

(2) Update: Using a one-point update filter, the approximation signal is computed, 
2/))()(()( kXkXkc oe +=  

(3)Select prediction operator: Design three different prediction operators 

1=N : )()()( kckXkd o −=  (5)

1=N : )()()( kckXkd o −=  (6)
 

5=N : )}2(64/)]1()1([11)(128/)]2()2([3{)()( +−+−−−++−−−= kckckckckckckXkd o
. (7) 

Where, N  is the number of neighboring )(kc  while applying the prediction 

operator , 2L/~1=k . An optimal prediction operator is selected for a transforming 

sample according to minimizing the 2)]([ kd . 

(4) Predict: Compute the detail signal )(kd  by using the optimal prediction 

operator. 

Because we update first and the transform is only iterated on the low pass coefficients 
)(kc , all )(kc  depend on the data and are not affected by the nonlinear predictor. 

Then reuse these low-pass coefficients to predict the odd samples, which gives the 
high-pass coefficients )(kd . We use a linear update filter and let only the choice of 

predictor depend on the data. The selection criterion of minimizing the squared error, 
an optimal prediction operator is selected for a transforming sample so that the used 
wavelet function can fit the transient features of the original signal. 

In the signal denoising, apply various thresholds to modify the wavelet coefficients 
at each level. The wavelet coefficients are modified via soft-thresholding with 
universal threshold at each level [6].  

3.2   The Wavelet Denosing 

The wavelet denoising follows three operations: 

(1) Decompose a signal into several levels via the lifting wavelet transform. 
(2) Apply various thresholds to modify the wavelet coefficients at each level. 
(3) Inversely synthesize the approximation signal and the modified detail signal 

iteratively from a lower level to an upper level via the wavelet transform, and finally 
get the denoised signal. 
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In the signal denoising, the universal threshold is adopted to modify the wavelet 
coefficients at each level. The wavelet coefficients are modified via soft-thresholding 
with universal threshold at each level [6].  

thr=
6745.0

)(
ln2

dMed
M ⋅  (8)

where, d={d(k)},M is the length of d, and Med(·) is median function. The wavelet 
coefficients are modified via soft-thresholding with universal threshold at each level.  

4   Feature Extraction Based on Lifting Wavelet Denoising and 
EMD 

The feature extraction of vibration signals follows three operations: 

(1) The lifting scheme is employed to construct wavelet for denoising the given 
signal. The corresponding predictor and update operator are designed, and the 
predefined soft-thresholding is used to modify the wavelet coefficients. 

(2) After the wavelet denoising, any complicated signal can be decomposed into a 
finite and often small number of IMFs by using EMD, and the modulated signal with 
fault information can be separated from the vibration signal. 

(3)Hilbert envelop spectrum analysis has been used in the IMFs and extract the 
fault characteristics of the vibration signal. 

5   Cylinder-Piston Wear Monitoring 

The proposed method is applied to diagnosing the diesel engine cylinder-piston wear 
faults. According to the fundamentals of diesel engines, vibrations have a close 
relationship with the impact of the cylinder-piston. The characteristics of vibrations 
generated by a diesel engine were measured by accelerometer  mounted on the 
cylinder body of cylinder 3 correspond to the top dead center, we collected three kind 
vibration signals from the same cylinder, which represent the engine in normal state, 
slightly wear, and serious wear state condition. All data were sampled at 25.6 kHz, 
and the analyzing frequency is 10 kHz. The rotating speed of the diesel engine is 1100 
r /min around. Fig.1 a) ~ c) show the vibration signals of the engine cylinder-piston in 
normal, slightly wear, and serious wear state conditions. From the comparison in the 
time domain, we can see that the amplitude peaks in normal state and slightly wear 
signals are about the same in the time domain, no distinctness features. But the 
serious wear signal’s is the highest.  

From the Hilbert marginal spectrum shown in Fig.2 a) ~ c). we  can see that the 
marginal spectrum offers a measure of the amplitude distribution from each 
instantaneous frequency. For cylinder-piston in normal state condition, the energy of 
the signal obvious distributes in a lower frequency area which is limited to a range of 
2kHz. For cylinder-piston in slightly wear state condition, the lower frequency  
energy content is low due to leakage of combustion, and much energy distributes in a 
higher frequency area (5kHz~7kHz) generated by the occurrence of piston slap.  
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For cylinder-piston in serious wear state condition, the peaks of energy of the signal 
are concentrated on the higher frequency area due to increasing the strength of piston 
slap generated by the cylinder-piston wear, whereas the lower frequency energy 
content decrease due to increasing the leakage of combustion. 

 

(a) Normal state 

 
(b) Slightly wear 

 

(c) Serious wear 

Fig. 1. Vibration signals of diesel engine  

 

(a) Normal state 

Fig. 2. Hilbert marginal spectrum of vibration signals of diesel engine 
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(b) Slightly wear 

 
(c)  Serious wear 

Fig. 2. (continued) 

6   Summary 

The different wear conditions of cylinder-piston were analyzed from the vibration 
information of cylinder block surface, and the analysis shows that the vibration of 
cylinder block surface varies with the wear condition of cylinder-piston. The lifting 
wavelet transform can overcome the denoising disadvantage of traditional wavelet 
transform and is adopted to remove noise. It can reduce the mode mixture in EMD, 
improve the quality of decomposition and obtain a much better decomposition 
performance. The proposed method can be applied to extract the fault characteristic 
information of the surface vibration signal, and monitor the wear condition of 
cylinder-piston effectively.  
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Abstract. Collaborative filtering recommender technology is also known as  
user-oriented recommendation techniques, is currently the most successful per-
sonalized recommendation. This paper describes the collaborative filtering rec-
ommendation techniques, collaborative filtering recommendation of three steps, 
and generation of a neighbor recommended. The traditional collaborative filter-
ing algorithm has been improved. This paper presents personalized recommen-
dation technology in web log mining based on improve-collaborative filtering 
algorithms in order to get novel information of interest changes. The experi-
mental results show that the method can improve the recommendation of the 
timeliness and accuracy. 

Keywords: collaborative filtering, personalized recommendation, web log  
mining. 

1   Introduction 

Web log mining, use of the data set consisting of data mining technology on site data 
and other relevant data to analyze the mining, in order to obtain valuable website 
access mode of knowledge. Web log mining can understand the browsing patterns of 
users of the site, browsing habits and browsing behavior found behavior similar to 
user groups, access to the Web page will have the same features of the page grouping. 
Therefore, the use of the Web log mining technology design a personalized recom-
mendation feature intelligent site is increasingly becoming the issues of concern of 
the researchers. 

The basic assumption of collaborative filtering (collaborative filtering) users inter-
ested in similar regular access to similar resources and similar interested users will 
access similar resources [1]. In the analysis and comparison of existing collaborative 
filtering algorithms based on existing personalized recommendation method less time-
sensitive problem, the introduction of a weighted function of time in order to improve 
the priority of the latest access information in the existing collaborative filtering algo-
rithms to solve the user interest transfer. This paper presents personalized recommen-
dation technology in Intelligent Web Site based on Improve-collaborative filtering 
arithmetic in order to get novel information of interest changes. 
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2   Collaborative Filtering Technology 

Collaborative filtering recommender technology is also known as user-oriented rec-
ommendation techniques, is currently the most successful personalized recommenda-
tion. Higher accuracy of user-based collaborative filtering recommendation, and can 
make a strange discovery. This chapter first introduces the definition of collaborative 
filtering; Second, the common method of analysis of collaborative filtering, given the 
collaborative filtering algorithm based on user clustering process; improvement colla-
borative filtering algorithm for the novelty of the recommended information is given 
the implementation process and experimental analysis. 

Most collaborative filtering algorithms for these two areas to make recommenda-
tions, it is of which the second recommendation is fully available to the first predic-
tion [2]. Global numerical algorithms in collaborative filtering, users of similar  
user-focused evaluation of a particular value, as well as a series of the right weight to 
predict the degree of the target user's interest, assuming that the target user a, a value 
of Pa,, I, that is equation 1: 
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Ti in which the user evaluation of item i set, neighborhood (a, Ti) Ti in said target 
user a neighbor sets of users, including the neighbor sets of users can be for all users 
in the Ti , or k-thnearest neighbor user query results, or the scope of the query results 
(range query) . Indicates that the user a average evaluation value of the evaluation, the 
evaluation value of the user b of item i, and k is a specification factor, often set to r (a, 
b) the sum of the reciprocal. r (a, b) the similarity between two users a and b, more 
applications is the use of the Pearson correlation coefficient (Pearson correlation coef-
ficient) export. 
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Which, on behalf of users a and b are evaluated items. For the characterization of user 
similarity: the constrained Pearson correlation coefficient (constrained Pearson corre-
lation coefficient), the vector similarity. Studies have shown that the similarity be-
tween users using the Pearson correlation coefficient or its variants characterized 
relatively well: equation 3. 
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This paper uses a collaborative filtering algorithm based on user clustering. Collabor-
ative filtering recommendation system to achieve the core target user a referral service 
to find the most similar to the "nearest neighbor sets, namely: to generate a user of the  
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Tu, one arranged by the similarity of the size of" neighbors "collection= {N1, N2,, 
...... Nn}, and sim (Tu, N1)> the sim (Tu, N2)> ...> sim (Tu, Nn), from N1 to Nn, 
indicating the similarity of the user Tu and neighbor usersin decreasing order of size 
of the value of sim (Tu, Ni), as is follows equation 4. 
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3   Improvement and Implementation of Collaborative Filtering 
Algorithms 

Traditional collaborative filtering methods can not be interested in the changes 
shown. For example, the user's interests are constantly changing: a parent may be the 
introduction of various universities, enrollment, and enrollment information interested 
students admitted to the University, the interest in this regard may be waning; a wom-
an may be interested in parenting knowledge, are more interested in the past but then 
Korean [3]. In order to improve the sensitivity of prediction for new projects, real-
time the desired results, we discuss the current page of the target user browse to re-
flect their preferences in the future rather than using the browser. To this end, this 
paper proposes time-weighted collaborative filtering algorithms to novel information 
of interest changes. 

In collaborative filtering algorithm in the time-weighted, taking into account the 
"time effect", that is, the sooner browsing interest, the importance of the smaller to 
reduce the impact of its recommended, this paper introduces a time-weighted function 
f (t) (t istime variable) to the interest in prediction, and target users Tu weighted pre-
diction score of the project to improve to, as is shown by equation5. 
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The sim (Tu n) said that the target user Tu and the similarity of user n of the nearest 
neighbor, said user n interest in the resource i (n is the "nearest neighbor" concentra-
tion of users). And denote the target user Tu and user n degrees of the average interest 
on resources. That user n on item i the interest of time, we assume that the time func-
tion f (t) is a monotonically decreasing function, formulas, such as 6, it has been in 
reducing the time t, and the value of the time the right to remain in (0,1) range, that is, 
all data are beneficial to recommend the project, contribute more to the latest data, old 
data to reflect the user's previous preferences, it is recommended forecast to account 
for the smaller weights. Time selection index to obtain the target, the exponential time 
function is widely used in practice; it is more hope to get the progressive past beha-
vioral trends. Function of time, as is shown by equation6. 
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Recommended to use the data pre-processing and clustering collaborative filtering 
personalization, specific to this article is to table user table the table below shows the 
user's IP address and user belongs to that class and other related information. The 
table url_table control of url_id (that uniquely identifies the URL) and URL ad-
dresses, to provide support to recommend a specific URL address. Table UrlVisit-
Times show that the number of users to access Web pages, time and size of the page 
to access the page for the user's first visit to the recommended content, its recom-
mended frequency of visits of the page when a user first visits. 

Use of improved collaborative filtering TWCF (Time Weight Collaborative Filter-
ing) recommended method to predict the target user evaluation of new projects based 
on the user's time-weighted points, and accordingly recommended. 

Algorithm TWCF (Tu, N, i, ξ) 
Input: The target user Tu, the recommended number of items N, the project i, the 

score threshold value of ξ. 
Output: The target users of N recommended items. 

(1) For any user Tu and project i predict user Tu projects evaluation points, note 

the predictive value iTuP ,
’ ; 

(2) By the algorithm UserClustering come to the target user Tu neighbor sets of us-
ers 

TuNeighbor ; 

(3) Similarity ( )nTusim , calculation of the target user Tu and user n 

(
TuNeighborn ∈ ); 

(4) Ask a neighbor users on item i points, the target user Tu evaluation of sub-item 

i by the formula 5 forecast
'

,iTuP ; 

(5) Arranged according to the size of '
,iTuP the order of the score, the use of one of 

the following two methods to determine the most interesting projects of the user Tu. 

First get the IP of the target user, and then determine that the user is the first visit or 
have visited the site. If the user has previously visited the site, find the closest class 
with the user and all users within a class based on the similarity with the cluster cen-
ter, then through Simi Coefficient find out the similarity coefficient between the target 
users and other users within a class, from table User Ratings elected class nearest 
neighbor user interest in the page, and finally by the formula predict the ratings of the 
target user is not accessing a relatively high score of the first N items recommended to 
the user as a recommendation results. 

4    Experimental Results and Analysis 

In order to test the efficiency of this method, Set the target user for the Tu entire user 
space with the U said, first of all on the whole user space for nearest neighbor queries, 
this article select the most recent neighbor number is 10, the query results in mind as a 
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collection, In order to achieve statistically significant with sex in this article in the 
entire user spatial statistics indicators. 

In the clustering process, we see that the number of clusters specified is critical, the 
number of clusters to specify, and then calculate the similarity of the target user and 
the cluster centers need to spend a lot of time, can not effectively improve the rec-
ommendation system real-time response speed; the number of clusters specified is too 
small, each cluster contains more users, even in the most similar to the target user 
clustering, nearest neighbor queries also need to scan a large number of candidate sets 
of users, so that the recommendation system the real-time play is very much affected. 
As the number of clusters to 5, 10 422 users, clustering, and then find the nearest 
neighbors of the target user on the basis of the clustering, the experimental results are 
shown in Figure 1, as shown in Figure 2. 

 

Fig. 1. The Searching efficiency(k＝5) 

 

Fig. 2. The Searching efficiency(k＝10) 

In addition to real-time analysis algorithm, this also added time the weight of this 
paper, collaborative filtering algorithm with the traditional collaborative filtering 
algorithm based on user recommendations accuracy. In this study, we hope that the 
final algorithm is able to accurately predict the evaluation project evaluation points 
for the user to make a more accurate recommendation algorithm accuracy (Precision) 
is to evaluate a major indicator of the recommendation algorithm. 

Predicting user interest scores of resources, the number of the nearest neighbor in-
volved in the calculation affects the MAE algorithm. Experiment, we take the nearest 
neighbor number of the target users from 5 to 40 intervals of 5 to view the nearest 
neighbor sets of different sizes, weights of user clustering collaborative filtering algo-
rithm and time collaborative filtering algorithm to forecast accuracy changes in the 
experimental results shown in Figure 3. 
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Fig. 3. The result of MAE comparisons of recommendatory arithmetic 

From the experimental results, in most cases, the added time the weight of the CF 
(TWCF) accuracy is slightly higher than the user-based clustering accuracy of the CF, 
because it more accurately reflects the user's interest changes. It can be seen from the 
experimental results, the number of neighbors, the more the case, and the more the 
user to reflect changes in user interest, the higher the accuracy of this algorithm. 

5   Summary 

This paper describes the collaborative filtering recommendation techniques, collabor-
ative filtering recommendation of three steps, data representation, the formation and 
generation of a neighbor recommended a detailed description. And traditional colla-
borative filtering algorithm has been improved, and users interested in the transfer, 
through the recommendation engine to provide real-time novel personalized page for 
the current user recommended, to improve the timeliness of the recommended colla-
borative filtering methods add time to the right value, accurate. 
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Abstract. The gradient descent momentum and adaptive learning rate TD-DBP 
algorithm can improve the training speed and stability of Elman network 
effectively. BP algorithm is the typical supervised learning algorithm, so neural 
network cannot be trained on-line by it. For this reason, a new algorithm (TD-
DBP), which was composed of temporal difference (TD) method and dynamic 
BP algorithm (DBP), was proposed to overcome the restriction. TD-DBP 
algorithm can make Elman network train on-line incrementally. Using the 
collected real time data, the modified TD-DBP algorithm was able to realize 
direct multi-step predictions for vertical displacement of wave compensating 
platform.  

Keywords: wave compensating platform, TD-DBP algorithm, multi-step 
predictions. 

1   Introduction 

The purposes of shipping movement prediction are optimizing navigating state of the 
ship. For vertical displacement of wave compensating system, it belongs to passive 
control because the traditional feedback control would start compensation machine 
after wave motion, and it is not ideal for the big delay system. But we can obtain ship 
motion trend in advance by motion prediction. Means used in short-term prediction of 
shipping movement includes ways based on hydrodynamics and ways based on non-
hydrodynamics [1-4]. Convolution algorithm and linear Kalman filter algorithm are 
the means based on hydrodynamics. Convolution algorithm uses the ocean wave’s 
time-history and the convolution of ship impulse response function to get the time-
history of ship navigating state. The computational load of this means is heavy, and it 
needs to get time-history in advance, so it’s not easy to implement. Linear Kalman 
filter algorithm needs the equations of shipping movement state, but accurate 
equations of the state is difficult to find [5]. The means based on non-hydrodynamics 
includes time sequence analysis, periodogram and neural network algorithm, etc. 
Many scholars use neural network to predict shipping movement, and the study uses 
neural network based on supervised learning [6]. 

The artificial neural network algorithm uses movement data during the time of the 
past for network input and the network will study it, and then modulate the threshold 
of neuron and connected weight of the neurons by some rules. This means can get 
anticipant network output with the given network output, and the output is the correct 
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prediction value. This means can leave out data analysis and modeling process, and so 
it’s convenient to solve the prediction problem of shipping movement stance. Vertical 
displacement of wave compensating platform can be only discovered after many 
steps. With BP algorithm of supervised learning we can’t directly train on-line using 
the neural network. For solving the problem, the paper uses TD-DBP algorithm that 
combines temporal difference (TD) method[7-10] driven by the deviation between 
actual outputs with dynamic back-propagation learning algorithm (DBP) to directly 
train the Elman network on-line. 

2   Elman Neural Network Structure and Its Mathematical 
Modeling Description 

Elman network is composed of four layers: input layer, hidden layer, connection layer 
and output layer. The number of neurons in the connection layer is the same as the 
number of neurons in the hidden layer. The hidden layer outputs … accordingly the 
process of hidden layer output makes the network sensitive to the data of historical 
state and beneficial to modeling of dynamic process. Furthermore, the dynamic 
characteristic of the network is only offered by inner connection, and it needn’t using 
state to be the input or training signal. This is the preponderance of Elman network 
comparing with static feed-forward network. 

The mathematical modeling of Elman neural network is as follows: 
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Here, p , q  and x  are the number of neurons respectively in the input layer, the 

hidden layer and output layer, and the number of neurons in connection layer is the 

same as the number in the hidden layer. ( )iI t  is the i th−  input of Elman neural 

network; ( )jV t  is the sum of the j th−  input of hidden neurons; ( )jH t  is the 

j th−  output of hidden neurons; ( )kO t  is the k th−  output of neurons in output 

layer; kjω  is the connected weights of hidden neurons and output layer neurons; 

jaω  is feedback connected weights of connection layer neurons to hidden neurons; 

jiω  is connected weights between input neurons and hidden neurons; ( )1jaH t −  

is one-step delay output of hidden neurons. ( )g ⋅  is a non-linear variation function, 

and generally taken as the Sigmoid function g(x)=1/[1+exp(-x)] . 
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Fig. 1. The structure of Elman neural network 

3   Learning Algorithm of Elman Neural Network 

3.1   Improved TD-DBP Learning Algorithm 

The traditional Elman neural network uses the classical back-propagation algorithm, 
and the algorithm has two main problems in actual application: slow convergence 
speed and local minimum point in the target function. 

The gradient descent algorithm with self-adaptive learning rate and momentum 
techniques combines momentum gradient descent algorithm with self-adaptive 
learning rate gradient descent algorithm, and it can improve network’s training speed 
and stability, and meanwhile it effectively avoid the appearance of local minimum 
point. Therefore, the paper uses the gradient descent algorithm with self-adaptive 
learning rate and momentum techniques to improve the TD-DBP algorithm [8]. 

3.2   Gradient Descent with Self-adaptive Learning Rate Algorithm 

The Learning rate has great effect on the whole training process. The smaller learning 
rate is, the slower convergence speed is. And if the learning rate is too big, it can be 
modified too much to be oscillatory and divergent. We can avoid this by reasonably 
changing the learning rate in the training process. Self-adaptive learning rate is good 
for shortening learning time, and its learning algorithm is: 
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If two successive iterative gradient directions are the same, it shows that the descent is 
too slow, and the learning rate at this time is double. But when two successive 
iterative gradient directions are opposite, it shows that the descent is too much, and 
the learning rate at this time is halved. 

We can analyze and summarize that the learning algorithm of the gradient descent 
algorithm with self-adaptive learning rate and momentum techniques is as follows: 

( ) ( ) ( ) ( ) ( ) ( )
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t t t t
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4   Testing 

4.1   Collecting and Processing of Testing Data 

There is a wave maker on the one side of testing pool, and a wave dissipating slope 
(1:7) on the other side, it can dissipating 90% reflected wave. The testing use regular 
wave to simulate, wave period is 1.4s, wave height is 0.06m,interval of data 
acquisition is 50ms. By measuring vertical displacement of 4 sensors who arranged in 
the model’s different places, A/D conversion and computer collection and further 
conversion calculation, we get the motion data (including rolling, pitching and 
heaving) of the stabilized platform model.  

Because the testing environment and precision of measuring equipments and 
transmission equipments, the data we have gotten would have missing data and false 
data, even phase shift and period distortion. Thus, after data processing of rejecting 
wild dots and phasing, we make the data curves smoothing and keeping continuous. 

4.2   Multi-step Predictions for Vertical Displacement of Wave Compensating 
Platform 

Using Elman network to make multi-step predictions for vertical displacement of 
wave compensating platform, the number of input layer, hidden layer, connection 
layer and output layer is 5-15-15-4.The hidden layer neurons activation function is 
sigmoid function. The activation function of input layer neurons, connection layer 
neurons and output layer neurons is the linear function [1,2]. 

The connected weight value of neurons is the random number in (-1, 1). Network 
training’s main parameters are as follows: training times, 500; learning rate, 0.01; 
increase and decrease ratio factor of the learning rate, 1.05 and 0.7; momentum 
constant, 0.9; network capability target, 1e-8; the minimum gradient of network 
capability function, 1e-15; and network training stops when the minimum gradient  
of the training times, capability target or capability function reaches setting 
requirements. 

According to the experiment data after pre-treatment, the direct multi-step 
predictions results for vertical displacement of wave compensating platform based on 
Elman neural network are as the following graphs:(Fig.2realline means actual 
measuring value and dashed line means predictive value): 
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                One-step predictions                      Two-step predictions 

   

Three-step predictions                      Four-step predictions 

Fig. 2. Multi-step predictions curves 

These curves show that: Elman network can make 4-step(step size is 0.05s) 
predictions for vertical displacement of wave compensating platform effectively after 
online-training by the improved TD-DBP algorithm, satisfying requirement of 
predictions for vertical displacement of wave compensating platform. So, it is 
feasibility to use Elman network training by the improved TD-DBP algorithm make 
multi-step predictions for vertical displacement of wave compensating platform 
online. 

5   Conclusion 

The TD-DBP algorithm that is TD algorithm combined with DBP algorithm improves 
the traditional BP algorithm’s limitation, and it can make on-line training based on 
Elman network, and consequently Elman network can implement real-time direct 
multi-step prediction. The improved TD-DBP algorithm improves study velocity of 
the Elman network and increases the algorithm’s reliability. We implement simulation 
calculation using data obtained in the experiment. The results indicate that the Elman 
network based on improved TD-DBP algorithm can effectively implement direct real-
time multi-step predictions for vertical displacement of wave compensating platform. 
Furthermore, this prediction means also can be applied to the other prediction systems 
such as the forecast of traffic flow and forecast in stock market etc. to play a vital role 
in wider areas. 
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Abstract. This paper deduces the optimum work point and input, and realizes 
static control and optimum of energy using inner variable and feed-back 
control. Consequently, constructs a soft-sensing model by genetic algorithm for 
Al-product auto-product-line. At last, the author illuminates that genetic 
algorithm has a great advantage comparing with the other traditional ways by 
application of genetic algorithm in the example.  

Keywords: soft-sensing, genetic algorithm, optimum of energy. 

1   Introduction 

Al-product auto-product-line includes the following process: releasing, aligning, 
cleaning, drying, pasting film and punching. After cleaning of material for paste film, 
the surface of Al-belt must be kept dried. This system designs optimum work point 
and optimum control algorithm by adopting the checking of outside surrounding 
variable and inner status variable feed-back to realize optimum of energy and drying 
degree. We find that the humidity sensor can not always check the humidity of drying 
model accurately for compelling convection surrounding in drying box, then, it can 
not realize humidity feed-back. The paper uses genetic algorithm to build model and 
uses the other variables that are easier for checking to realize optimizing design for 
estimated variable, thereby, we achieve the goal of humidity feed-back control by 
soft-sensing. 

Genetic algorithm is a random search algorithm based on life nature option and 
algorithm mechanization. Genetic algorithm breaks a new way for optimizing design 
since it had been raised by Pro. John Holland in mid-1960s. The algorithm forms a 
self-adapt overall optimizing probability search algorithm by simulating the heredity 
and evolution of life in natural among the strong search ways and weak search ways. 
Genetic algorithm is better than the strong search ways in not tending to part 
optimizing and better than weak search ways in inspiring self-adapt search lease area, 
and it has overall optimum by genetic operator. Now the algorithm is extensively used 
in every field for its self-adapt in optimizing, implied parallel, not depending on 
problem model and robust in complex non-liner problem. The author illuminates that 
genetic algorithm has a great advantage comparing with the other traditional ways by 
application of genetic algorithm in example. 
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2   Control of Drying System 

Drying system is a procedure for the surface drying of AL-belt before pasting film. 
After the procedure of cleaning and drying the AL-belt must reach these standards as 
below: 

The surface must have even metal luster, and there is no metal oxide and other things; 
The surface must have not oil dirt and spot, droplet should not be hanging on the 

belt after sprinkled some water on it; 
The surface must be dried, facial tissue should not be moist after wipe on it. 

Below figure is the flow chart of control system of drying:  

 

Fig. 1. Block diagram of control system 

Control computer computes the optimum work point and input value by outside 
surrounding variables (humidity and temperature), and realizes static control and 
optimum of power by inner status variables feed-back control. 

3   Math Model 

In order to research connection among the inner factors  during the course of 
evaporation, this paper adopt 3 math models as below. 

3.1   Evaporation Model 

There are 3 main factors work on vaporizing speed: temperature, humidity, wind speed. 
There are not current water formula of evaporation to describe connection of function 
between the vaporizing speed and the 3 parameters. It is reported that there have 3 
current formulas in using, and we decide to select MinQian`s vaporizing formula[1]. 
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E  means water vaporizing capacity, mm/d; 

wP P PΔ = − , PΔ  means saturation vapor press difference, hPa; P means part 

press of water vaporizing; wP  means saturation vapor press on the same temperature; 

ϕ  means relative humidity; V  means average of wind speed, m/s; wP  is  a T-

function: 
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T means temperature; 0 6.11E hPa= ; wP `s dimension is hPa ; The error of the 

formula meets the required standard in this drying system. 
Define of relative humidity: 
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Then, 
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Put formula(2)、(4) into (1), we can get the equation of water vaporizing capacity, 
the wind speed and the temperature as below: 
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To predigest humidity function in project application 
If equation: 
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During [0, 1], above formula can be replaced by the equation below. 
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3.2   Humidity Model 

This system controls wind flow speed by the power of fan and open degree of valve, 
furthermore, realizes control of humidity. This paper adopts the way of mechanism 
modeling to build humidity model. 

We adopt absolute humidity to build humidity model because absolute humidity is 
more convenience than relative humidity on system analyzing. Absolute humidity can 
be donated by mass ratio r  and general mass ratio g . The physics meaning of r  is 

the ratio between the pure vapor quality and clean air, and g  is the ratio between the 

pure vapor quality and air quality. 
Equation of relative humidity and absolute humidity as below[2]: 
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p  is a standard atmosphere; r  is quality ratio; T  is temperature  

Static humidity model: 

1
(1 )in out outr SE r r

m
ρ= + ⋅ +  (6)

Dynamic humidity model: 
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                    (7) 

ρ  is the density of water; S  is vaporizing area; E  is vaporizing speed; m  is 

wind flow speed; M  is quality of mix air in box; g  is general mass ratio. 

 
3.3   Temperature Model 
 
This paper adopts the method of mechanism modeling to build temperature model. 
Static temperature model: 

( )in out out hotT T C m K SE Pρ− ⋅ + =                       (8) 

Dynamic temperature model: 

( ( ) ) ( ) ( ) ( ) ( )inin out hotT t T Cmt K SE M t CT t P tρ
•

− + + =                  (9) 

hotP  means the power of heater at the time t ; T  is temperature; C means specific 

heat of mix air; K  is hidden heat coefficient of water vaporizing. 

If 60T C°= , 62.36 10K = × , unit: /J kg [3]. 
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4   Adopt Genetic Algorithm to Realize Optimum of Power 

We can not get the static value of g  because the state of heavy wind flow in drying 

box. So we need to use the other variables that can replace humidity to realize 
feedback control. We can get equation about temperature as flow: 

out hotMCT CmT T Cm K SE Pρ+ − + =
 

In the system, the heater consume maximal energy, so we must find the optimum of 
the power to heater, i.e, seeking minimum of temperature in the static temperature 
equation as follow.  

So at static state: 

( ) (1 )

0.0043 0.21
out out

hot
out

T T SE r
P C K SE

T r

ρ ρ− += +
− −

 (10)

We can return the problem to solute optimizing problem of genetic algorithm. This 
paper uses MATLAB toolbox to solute the problem, and steps are as below [4-5]: 

At first, build math model after analyse the target, secondly, define target function, 
and also define bind conditions if exist. At last, compile a M-file to return function 
value by file editor, i.e, write function in MATLAB, and transfer optimize program in 
order window, so we can get optimum. Equation (10) is target function. 

4.1   Bind Conditions 

Put constant into both vaporizing speed and wind speed function, we get condition: 

7.35

2356.363=10 ( 0.37 0.346)
T

T ϕ+ − +  

Humidity equation at static state: 0.0043 0.21r T≈ −  

Temperature scope: 49 60T≤ ≤  

4.2   Construct Fitness Function 

Construct fitness function by punish function must consider bind conditions above. 
Compile file of fitness.m by M-editor as follow(part program). 

function [sol,eval]=fmy(sol,options) 

4.3   Genetic Optimizing Setting 

Use floating point coding to realize genetic optimizing, seed scale: m=25; across 
probability, Pc=0.65; aberrance probability, Pm=0.06; evolution ages, T=100. 
Compile M-file to transfer genetic algorithm main function: ga.m(part program): 

[x,endPop,bestPop,trace]=ga(bounds,'fmy',[],iniPop,[1e611],'maxGenTerm',150,'
normGeomSelect',[0.08],['arithXover'],[2,0],'nonUnifMutation',[2, 100 ,3]) 
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4.4   Results 

Results as follow table: 

Table 1. Result of simulation  

Method T r 
Target 

function 
Tradition 
method 

60 0.43 2.548x106 

Genetic 
algorithm 

58.3342 0.3842 1.788x106 

 
Results make clear that genetic algorithm is better than traditional ways in overall 
seek optimum 

5   Conclusion 

Usually, soft-sensing is based on full-blown sensor of hardware, and computer 
technology is the core of technical, and be realized by model operation at last. 
Comparing with traditional method, we have several advantages to construct model 
by genetic algorithm [6]. At first, genetic algorithm is not easy to put in part 
optimizing, even the fitness function is not series、abnormity and having noise 
conditions. Secondly, genetic algorithm has inherent parallel, it is very fit to 
distributing dispose. Furthermore, genetic algorithm is easy to combine to other 
technic to form the best solution. There is no fixed solution of genetic algorithm, we 
can confirm fitness function by the requirement, but only  select right operate method 
of genetic algorithm can we light advantages of genetic algorithm, including selection 
of coding rule、seed scale and so on. By the way, appearance of MATLAB supply a 
good exploiting condition. It is very significant for genetic algorithm to apply in 
control technology domain. 
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Abstract. In order to improve performance of particle swarm optimization 
algorithm (PSO) in global optimization, the reason of premature convergence of 
the PSO is analyzed, and a new particle swarm optimization based on two sub-
swarms (TSS-PSO) is proposed in this paper. The particle swarm is divided into 
two identical sub-swarms, that is, the first sub-swarm adopts basic PSO model 
to evolve, whereas the second sub-swarm iterates adopts the cognition only 
model. In order to enhance the diversity and improve the convergence of the 
PSO, the worst fitness of the first sub-swarm is exchanged with the best fitness 
of the second sub-swarm in each iterate for increasing the information exchange 
between the particles. Compared with other two sub-swarms algorithms, the 
idea of this algorithm is readily comprehended, and its program is easy to be 
realized. The experimental results display that the convergence of TSS-PSO 
evidently gets the advantage of basic particle swarm optimization, as well as its 
competence of finding the global optimal solution is better than the basic PSO. 

Keywords: Particle Swarm Optimization, Precocity Converges, Global 
Optimization, Sub-Swarm.  

1   Introduction 

The particle swarm optimization algorithm (PSO), originally introduced by 
Dr.Eberhart and Dr.Kennedy, is simulate the social behavior of bird flocking [1] [2]. 
Because the particle swarm optimization is easy to carry into practice and be able to 
resolve many real problems. Therefore, a lot of scholars have paid close attention to 
immediately just after the algorithms being arisen, and large amount of research 
results appeared within almost annual short time [3-6]. 

The same as other rand optimization algorithm, particle swarm optimization 
algorithm is prone to be limited into local optimal solution especially in complicated 
optimization problems [7]. In a PSO system, each particle is "flown" to the current 
best particle, so the swarm diversity may reduce promptly. Within complicated 
optimal solution space, present discovered optimal point may be a local optimal point, 
such swarm extremely leads to converge in local optimal point. 
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According to particle swarm optimization algorithm's precocity in every iteration, 
an improved particle swarm optimization algorithm based new two sub-swarms (TSS-
PSO) is arisen. To improve swarm diversity, lessen the possibility of being limited 
into local optimal point and make the population swarm evolve imperceptibly, the 
particle swarm is divided into two identical sub-swarms, each swarm search the 
overall space and exchanges the information. The ability of algorithm has got rise by 
the fact, and avoided the particles converging prematurely. 

2   Particle Swarm Optimization Algorithms Based Two  
Sub-swarms 

2.1   Basic Particle Swarm Optimization Algorithm 

Particle Swarm Optimization is a population based search process where individuals, 
referred to as particles, are grouped into a swarm. Each particle in the swarm 
represents a candidate solution to an optimization problem. The performance of each 
particle is measured using a predefined fitness function which encapsulates the 
characteristics of the optimization problem. We can write the best position found as 
gBest. In each iteration, the current position is evaluated as a problem solution. The 
velocity vector decides whose direction and distance when the particle moves in 
solution space. Each particle updates the velocity and position according to gBest and 
its own pBest. The optimal solution can be found after iteration. 

In a D-dimensional search space, there are N particles in the swarm. As in t 
iteration, the position vector of individual i can be indicated as: 

T
iDidii

t
i xxxxx ),,,,,( 21=

 
the velocity vector as : 

Tt
iD

t
id

t
i

t
i

t
i vvvvv ),,,,,( 21=

 
the personal best position as 

Tt
iD

t
id

t
i

t
i

t
i ppppp ),,,,,( 21=

 
the global optimal fitness  as: 

Tt
gD

t
gd

t
g

t
g

t
g ppppp ),,,,,( 21=

 
for each iteration of PSO, the dth-dimension of particle i's velocity vector, and its 
position vector is updated as follows: 
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(2)

The inertia weight w controls the influence of a particle's previous velocity, resulting 
in a memory effect. The use of the inertia weight improved performance in a number 
of applications. Originally, it was linearly decreased during a run, providing a balance 
between exploration and exploitation. 
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Study factor c1, c2 play an role in adjusting a particle's social swarm experience and 
its own experience. When c2 is equal to zero, the particle i dosen't have the cognition 
experience and only has the social experience. In this case, the convergence speed 
may be very quickly. But dealing with the complicated problems, the optimal solution 
could be just the local optimal solution. The particle only has the cognition experience 
when c2 is equal to zero. At this time, the particle may not exchange the information 
with others, and its any information is only influenced by itself. But it can't converge 
quickly. Among others, Kennedy called the cognition only model [8]. This model 
uses only a particle's personal best position in the velocity update. 

vi of the t iteration is then updated as:  

)(11
1 t

id
t
id

t
id

t
id xprcvv −+=+ ω  (3)

r1, r2 ∈ [0, 1] represents a vector of random variables following the uniform 
distribution between 0 and 1.The significance of vmax is initialized at the algorithm, If 

the maxVvid > ,then maxVvid = .
  

2.2   Two Sub-swarms PSO Algorithm 

The Basic Particle Swarm Optimization algorithms can be achieved simply and 
easily, however, when optimizing the complex multi-function, it will be easily limited 
into local optimum. Because in fundamental particle swarm algorithm, all particles 
are influenced by gBest, and flying to gBest particles, and gBest particles may be a 
local optimum value.  

In this paper we introduce a two sub-swarms PSO algorithm in which particles will 
be divided into two clusters with the same size. The first cluster adopts standard PSO 
model, namely, evolution on the basis of the formulas (1) and (2), the second cluster 
adopts the Model of Cognition Only, namely, evolution on the basis of the formula 
(3) and (2). After iteration when searching, the worst adaptation of particles in the 
first cluster will be exchanged with the optimal adaptation of the particles in the 
second cluster. In the entire search process, the inferior particles in the first cluster 
will be continuously exchanged with the superior particles in the second cluster in this 
way. The first cluster obtains the superior particles continuously, and the inferior 
particles exchanged from the first cluster will be evolved as the Model of Cognition 
Only in the second cluster, because of without influences by the gBest in this model, 
the particles may be given a new vitality through self-study. For the entire group, 
which maintain a good diversity in this way, and don't become premature 
convergence due to meeting local extreme point. To better balance the relationship of 
exploration and development, the inertia weight w of the first cluster decreases 
linearly with the iterative process while the inertia weight of the second cluster 
increases with which. 

The processes of two sub-swarms particle swarm optimization algorithm are as 
follows: 

Step1: Initialization the number of each sub-swam particles, the largest number of 
iterations, inertia weight, acceleration constant, the initial position of particles and 
initial velocity. 
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Step2: In the respective groups, calculating the adaptation value of each particle, 
preserving the best initial location and the optimal adaptation of the initial value. 
Step3: For the first sub-swam particles, calculating the new speed of each particles 
according to equation (1), calculating the new location of each particles according to 
equation (2), while limiting the new position of particles to handle; For the second 
sub-swam particles, calculating the new speed of each particles according to equation 
(3), calculating the new location of each particles according to equation (2), while 
limiting the new position of particles to handle. 
Step4: For each particle, updating the adaptation value and the position of the best; for 
each sub-swam particles, updating the adaptation value and the position of the best. 
Step5: Exchanging the worst particles of the first sub-swam particles and the optimal 
particles of the second sub-swam particles. Updating the adaptation value and the 
position of the best of the first sub-swam particles. 
Step6: If the cease meet the condition that the number of iterations over the maximum 
allowable number of iterations or search for the optimal location to meet a 
predetermined threshold. 

 

3   Experimental Results 

3.1   Test Functions 
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F1 has a global maximum with a function value of 38.8503. Maximum is located at 
(11.6255, 5.725). The global maximum of F2 is located at (5.0, 5.0) with a function 
value of 250. F3 is Shubert function, and its global minimum located at (-1.42513, 
-0.80032) is -186.7309. F4 is Schwefel function. Maxima is located at (420.9687, 
420.9687), with a function value of -837.9658.When we use the basic particle swarm 
optimization to test these functions; the global maxima may not be found. 
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3.2   Empirical Approach 

The particle number of each sub-swarm is 30.In the first cluster, the inertia weight w 
was scaled linearly from 0.95 to 0.4 with c1=c2=2.However, the inertia weight w of 
the second sub-swarm scaled linearly from 0.4 to 0.95 with c1=2, c2=0. For each of 
the 7 test functions, 500 simulations were done over a maximum of 2000 iterations of 
the TSSEPSO algorithm. The Vmax is 0.5 and accuracy class is 0.0001. 

3.3   Results and Analysis 

The conclusion from this table is that TSS-PSO algorithm of overall situation 
optimizing ability is obvious better than that the standard particle swarm optimization 
algorithm. The TSS-PSO is better to find the global optimal solution. The results 
show that the TSS-PSO is a valid optimization algorithm especially in the 
complicated multimode functions.  

Table 1. Comparison of optimization performances between two optimization algorithms 

4   Conclusions 

Basic particle swarm optimization will be easily limited into local optimum, 
optimizing to complicated problem. So a new particle swarm optimization (TSS-PSO) 
algorithm is proposed in this paper. TSS-PSO is an improved particle swarm 
optimization algorithm. Each sub-swarm iterates using the different model, and that 
the particles between two sub-swarms can exchange the information according to the 
rule. By exchanging the information, the diversity of population can be improved and 
global optimal solution may be found easily. The overall situation optimizing ability 
has obviously risen than the fundamental particle group optimization. That method 
making a clear concept, simple procedure, the strong overall situation optimizing 
ability, has very good practical value. 

Test 
Functions 

TSS-PSO PSO 
Best 

fitness Optimal rate 
(%) 

Mean of 
fitness 

Optimal rate 
(%) 

Mean of 
fitness 

1F  99.6% 38.8443 1.2%[6] 38.7323[6] 38.8503 

2F  44% 219.2269 28.4% 195.9189 250.0 

3F  60.2% -182.4708 48% -184.1234 186.7309 

4F  41.8% -762.0110 16.6% -750.8282 837.9658 
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Abstract. With the description of the shortcomings of the existing popular search 
engines and the personalized information retrievals based on individuals, the 
personalized information retrieval based on users’ clustering was proposed, of 
which the key technologies of users’ clustering, user group dictionary, user 
search and sorting and so on were described in detail and it was proved by 
experiments that the personalized information retrieval based on users’ clustering 
improved the efficiency of the information retrieval. 

Keywords: Search engines Personalized Users’ clustering User search Sorting 
Information retrieval. 

1   Introduction 

With the increasing popularity and the rapid development of Internet, the amount of 
information on the network is growing bigger and bigger, whether can we get access to 
the useful information on the Internet accurately and efficiently plays a great part on the 
efficiency of information retrieval. Undoubtedly, the search engine is the most 
beneficial help, but large numbers of the major search engines are for public services 
rather than for individuals’ personalized services and the personalized information 
retrieval based on individuals with low rate of recall also need a large number of 
machines learning, in addition, the quality of the services of both are unsatisfied. 

Taking into account that there are different degrees of similarity among the 
individual users with similar or even identical query intentions on the same keyword, 
choose users with great similarity between each other together as a single user group 
according to multiple observations. The way of the personalized Information based on 
users’ clustering putting the individual users in the context of a user group in 
information retrieval is in favor of mutual cooperation between individual users and 
can obtain the maximum degree of the true intentions of the users’ queries to the largest 
extent, improved the retrieval efficiency. 

2   Structure of the System 

The system used the distributed three-tier architecture as shown in Fig. 1: 
The first tier is the client , mainly to provide interfaces for users’ search. 
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The second layer is the proxy server. Primarily, it’s responsible for handling 
user-related information, such as user’s clustering, the establishment of user group 
dictionary. 

The third layer is the server which is mainly responsible for dealing with interaction 
with a variety of commercial information retrieval systems on the www, integrating and 
merging information from different search engines to create the index library. 

 

Fig. 1. Structure of the system 

3   Key Technologies 

3.1   Users’ Clustering 

Step 1: The establishment of the user eigenvectors 

The system got basic information of users by their registration which was made up 
of username, password, age, education, gender, occupation, interests, and group 
number and so on, and then put them into vector form with the vector space model. 
Specifically, they can be expressed as follows: 

U=(w1,w2,…,wj,…wn) (1)

U Represents the user, wj represents the weight of item j of the user. 

Step 2: Similarity calculation 

The similarity is calculated based on the way of distance measurement as follows: 
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In the above formula, sim can take into account the two factors of the angle between the 
vectors and the length of them. when the web document eigenvector and the query 
words in the query vector are not related (that is, there is no intersection of their 
collection), Wi and Wj is vertical, accordingly the value of sim is 1; when the two pages 
be the same, accordingly the value of sim is 0; when they are similar but not the same, 
the value of sim is between 0 and 1. 
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Step 3: User clustering 

We used the single clustering method which is easy to achieve, do not need to compare 
all the similarity between the sets, performs faster, and is for collections of large numbers 
of documents and is with high practicability. Meanwhile, it does not require 
pre-determined values of k in the clustering process, reducing dependence of the domain 
knowledge and improving the flexibility. The algorithm is described as follows: 

Suppose the user set is P = {u1, u2, ... ui, ..., un}:  

(1) See each user of P ui as a member of the set with a single member ci = {ui};  
(2) Choose one of a set with only one member ci as a the starting point for clustering 
(3) Find the uj between which and ci the distance meeting the conditions (maybe the 
nearest point to ci, that is the uj with the largest similarity of sim (ci, uj), it can also be a 
point between which and ci the distance above the threshold u, that is any uj with the 
similarity sim (ci, uj) ≥ d), in the remaining sets which did not cluster. Make uj be 
included in ci to create a new set of ck = sim ci ∪ uj;  
(4) Repeat process(3) until the distance between ci and uk which is nearest to ci beyond 
the threshold u, At this point it is considered that a class has been finished clustering 
(5) Select a set of only one member to cluster, repeat process (3) and process (4) to start 
a new round of clustering until all sets with only one member ci are involved in the 
clustering. 

3.2   User Search 

Step 1: Extract the Web document Characteristic information 

Server analysis the structure and content of the sets of web documents which were 
returned by search engine first, and then focused on the TFIDF analysis of them, such 
as formula (3) shows, and extracted n critical Words with the highest TFIDF value of 
each document and their frequency to represent as a document vector with vector space 
model, such as (4) below.  
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In formula (3), W (t, d) stands for the weight of the word t in the text d, and tf (t, d) is the 
frequency of the word t in the text d, N is the total number of the training text, nt is the 
total number of the training text in which the word t appears concentrated, The 
denominator is the normalization factor. 

1 1 2 2 ( , , , , .. ., , , , )i i n nd t w t w t w t w=  (4)

In formula (4), each dimension of the vector was made up of the key and its weight. For 
each term ti，ti∈T, T was the set of characteristic words, wi means the weight of the 
keyword ti in the document d . 
Step 2：Establish eigenvectors of the users' query terms 

Considering that the clustering processes of the users belonging to the same User 
group are also very similar in information retrieval, establish a simple dictionary for 
each user group. 
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Record the query terms searched of all users and their corresponding web documents 
to constitute a set of query keywords (Query) and the web document set (Result), and 
then put this information into the database to constitute the user group dictionaries. 

Step 3：Establish the table of Characteristic words of the user group 
Extract some representative words in the user group dictionary to build a table of 

characteristic words. Consider the two factors of frequency and concentration on the 
choice of characteristic words. Only when both weight and concentration of a word are 
larger than the corresponding threshold, the word will be chosen as the characteristic 
word to add it into the table of characteristics words of the user group .If in a certain 
period of time, its weight decreases, does not meet the requirements of the system, it 
will be removed from the table of characteristics words. 

Extract each query word in the query set Q of the user groups into a query vector 
.Deal with each user group in the system in the same way to create the database of user 
group information in the form shown in Fig. 2 below: 

 

Fig. 2. User Group Database Schema 

3.3   Sorting 

When the user submits a query, the client passes it to the proxy server, then the proxy 
server query the table of characteristic words of the user group first, if there is the 
corresponding characteristic word, it get the corresponding query vector q, and 
calculate the similarity of the query vector q and the web document vector d, then select 
all the documents of which the similarity is greater than the threshold in descending 
order according to the similarity value and returned the results to the user. If there is 
not, it would be submitted to the server, the server started to search, download, analysis, 
and then do in the above situation. 

4   Testing and Analysis 

Experiment was made on a LAN which were made up of three P4s (clocked at 3.0 GHz, 
memory 1G) PCs. Mysql was used as the database and Java was used as the 
programming language. 
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4.1   Evaluation Criterion of Experimental Results  

The evaluation of the Information retrieval system’s performance is mainly reflected in 
three areas of the precision, recall and response time. The precision rate and recall 
which are used as the criterion of the test are defined as follows: 

Precision (%) = number of relevant documents / number of all documents retrieved 
Recall (%) = number of relevant documents/ number of all documents of the 

System 

4.2   Experimental Results and Analysis 

In the experiment, I compared the retrieval performance of the two ways (as shown in 
Tab. 1) in which all conditions are the same except that one is based on the user 
clustering and the other is not. To simplify the search algorithm without affecting the 
accuracy, 5 groups of selected query words were tested in both cases to get the rate of 
the precision and recall of them. In the following experimental results, performance of 
personalized information retrieval based on the users’ clustering which provided search 
results that users were interested in accurately and fast was greatly improved compared 
to personalized information retrieval based on individuals. 

Table 1. Experiments Result 

 

References 

[1] Manning, C.D., Raghavan, P., Schutze, H.: Introduction to Information Retrieval. People’s 
Telecon Publishing House, Beijing (2010) 

[2] Jain, A.K., Dubes, R.C.: Algorithms for Clustering Data. Prentice-Hall, Inc. (1998) 
[3] Henzinger, M.R.: Hyperlink analysis for the Web. IEEE Internet Computing 5(1), 45–50 

(2001) 
[4] Zhu, M., Wang, J., Wang, J.: The Study of Feature Selection in the Web Page Classification. 

Computer Engineering 26(8), 35–37 (2000) 
[5] Wang, G., Xu, J.: TCBLSA: A New Method of Chinese Text Clustering. Computer 

Engineering 30(5), 21–22, 37 (2004) 
[6] Song, J., Wang, Y.: Improvement of the Robot Search Algorithm. Journal of The China 

Society For Scientific and Technical Information 21(2), 130–133 (2002) 
[7] Xing, C., Gao, F., Zhan, S.: A Collaborative Filtering Recommendation Algorithm 

Incorporated with User Interest Change. Journal of Computer Research and Development 
44(2) (2007) 



D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 455–460. 
springerlink.com                 © Springer-Verlag Berlin Heidelberg 2012 

The Application Analysis of Clustering and Partitioning 
Algorithm in Web Data Mining 

GuoFang Kuang* and MingLi Song 

College of Information Technology, Luoyang Normal University, Luoyang, 471022, China 
xhs_ls@sina.com 

Abstract. Web Data Mining is the primary solution source model of semi-
structured data and semi-structured data model, query and integration issues. 
The basic idea of clustering is to define the similarity between the distance, the 
distance that represents the data between the data to measure the similarity of 
the size of the data are classified, until all the data gathering is completed. This 
paper proposes the web data mining based on clustering and partitioning 
algorithm. Finally, the paper verifies the proposed algorithm, and the results 
show the new method to compensate for the previous clustering algorithms in 
the analysis of the data type shortcomings.  

Keywords: web data mining, clustering, partitioning algorithm. 

1   Introduction 

Data mining is a new kind of data processing technology from the vast amounts of 
data automatically and efficiently extracts useful knowledge. In the initial stages of 
the development of data mining, researchers more attention focused on the mining of 
the data stored in the database of KDD (Knowledge Discovery in the Database, access 
to knowledge from the database) concept is proposed in this case the. In recent years, 
rapid development and widespread use of the Internet, the amount of information on 
the Web at an alarming rate growth, the current information resources have become 
an astronomical figure [1]. How people from this mass of data to get useful data and 
information, all this urgent need to an automatically found from the Web resources, 
access to information, and will not get lost in a sea of data the direction of new 
technology, so web mining technology came into being. 

The basic idea of clustering is to define the similarity between the distance, the 
distance that represents the data between the data to measure the similarity of the size 
of the data are classified, until all the data gathering is completed. The World Wide 
Web is a huge, widely distributed, global information service center, covering news, 
advertising, consumer information, financial management, education, government, e-
commerce and many other information services, which includes a rich and dynamic 
hyperlinks and page views message. Web is a centralized control, absence of a unified 
structure, integrity constraints, transaction management, non-standard query language 
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and data model, loosely distributed information systems, unlimited expansion of their 
mining very difficult to obtain knowledge reliable. Internet era, the problem is not 
difficult to obtain information, but to grasp the hidden behind the truly valuable 
information from huge amounts of data or users to access information useful 
knowledge is a breakthrough in the human limit. Web Data Mining and pointed out a 
way to resolve this problem. 

Web Data Mining is the primary solution source model of semi-structured data and 
semi-structured data model, query and integration issues. Solve the problem of 
heterogeneous data integration and query on the Web; you must have a model to 
clearly describe the data on the Web. On the Web Data semi-structured features, the 
key to solving the problem is to find a semi-structured data model. Therefore, we 
must first establish a semi-structured data model to describe the data on the Web; also 
need a semi-structured model extraction techniques and technology of semi-structured 
model is automatically extracted from existing data. Web-oriented data mining semi-
structured data model extraction techniques to semi-structured model. This paper 
proposes the web data mining based on clustering and partitioning algorithm. Finally, 
verify that the proposed algorithm, the results show the new method to compensate 
for the previous clustering algorithms in the analysis of the data type shortcomings. 

2   The Research of Clustering and Partitioning Algorithm 

The basic idea of clustering is to define the similarity between the distance, the 
distance that represents the data between the data to measure the similarity of the size 
of the data are classified, until all the data gathering is completed. 

Partition clustering is the first data classification, and according to some principle 
of the amendment until the classification is more reasonable. The basic idea is: given 
a data set of data, based on experience to set the class number, generated according to 
some provisions of a cluster center, followed by calculation of the distance of each 
data center, select the distance the center of the minimum, the data classified in this 
class to get a cluster. 

There are two representative algorithms: Partition-based clustering K-means 
algorithm and K-medoid algorithm [2]. K-means algorithm, it is the mean of each 
class of data in each class to represent. In the K-medoid algorithm, one of the data 
near the cluster center to each class is shown by equation 1. 

( )T

1 2, ,i i i ipx x x x= …,
，

1,2, , .i n= …  
(1)

Partitioning algorithm, run faster, able to effectively handle large data sets; but must 
determine in advance, and the center of the election to obtain a good or bad to have a 
significant impact on the clustering structure, is shown by equation 2. 
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At this time, it is each data as a meta-space of a data element space. Set the distance 
between the data generally should meet the following requirements: 

(1) The similarity measure should be non-negative, that is ( ), 0i jd x x ≥ . 

(2) Data between the similarity measures should be the maximum. 

(3) Similarity measure should satisfy the symmetry ( ) ( ), ,i j j id x x d x x= . 

Hierarchical clustering The basic idea is: first data into classes, then the distance 
between the provisions of class and class, choose the smallest distance to merge into a 
new class, this time for a class, calculate the new class other types of distance, and 
then merge the nearest two categories, so that each reduction of one class until all 
subclasses are clustered into one class, as is shown by equation 3. 

2 2 2 2 2 2
rk p kp q kq pq kp kqD D D D D Dα α β γ= + + + −

 
(3)

CURE (Cluster Using REprentatives) is a bottom-up hierarchical clustering 
algorithm. In CURE, the center-based algorithm and distance calculation algorithm 
does not apply to non-spherical or clusters of arbitrary shape. The CURE Therefore, a 
fixed number of points represents a cluster, thereby improving the algorithm for 
mining the ability of the clustering of arbitrary shape. For the case of low-dimensional 
data, the complexity of the CURE algorithm, the number of data. When dealing with 
large amounts of data, the algorithm must be based on sampling by technology. 

Two classes respectively, and set them contain data. If it is a merger, contains data 

from the class with the class. The problem to be solved, it is 
r p qn n n= + and other 

types of distance, that is ( , )kG k p q≠ , calculate ( , )kG k p q≠  the distance 

between classes and the recurrence formula. The similarity is calculated as follows 
equation 4. 

])([)(
11

^

∑∑
==

−
==

M

m k

km
m

K

k
knn a

bx
xwfuff ψ

 
(4)

The classification rules can dig out some common features, this feature can be used 
on the new added to the database data to classify. Web data mining classification 
techniques can get access to these users on personal or shared access mode 
characteristics of the user to access server documentation. The clustering technique is 
the regular features of a visit to the user characteristics excavation [3]. Finally, the 
model analysis, dig out the people's understandable knowledge model to explain. 

Web mining is related to the integrated technology of Web technologies, databases, 
machine learning, data mining, statistics, computer languages and other subjects of 
interest is extracted from Web documents and Web activity, potentially useful 
patterns and hidden information (or knowledge) process. Web mining in general is 
defined as: interest, useful patterns and implicit information extracted from Web-
related resources and behavior. Different researchers from different angles, Web 
mining has a different understanding, as is shown by equation 5. 
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Clustering process to construct a spanning tree, which contains the class hierarchy 
information, and the similarity between all classes and class, it generates a 
hierarchical nested class, and can be used for any feature type, high accuracy. But 
because each merger, the global compare all the similarity between the class and 
choose from the smallest two classes, so run slower, not suitable for large-scale data 
sets. 

Algorithm 1. Mean by class-based clustering algorithm 

Input: Data sets { } 1
, R

n d
i ii

X x x
=

= ∈ , the number of clusters. 

Output: Meet the square error criterion is the minimum disjoint cluster { } 1

k

h h
X

=
. 

(1) Choose k data as the central point of the initial; 
(2) Web page collection P = {p1, p2, ..., pn}, of xij (i = 1,2, ..., n; j = 1,2, ..., m), 

said the Web pages within a given time pi and pj number of common access to the 
same user session; 

(3) IF C=0 OR ||D||≤1 THEN 
(4) Assign each of the remaining data from it’s recently the center of represented 

class; 
(5) Take λ2 for the matrix element values directly from the R 'to find where the 

degree of similarity (xi, xj) (rij = λ2,), λ2, elements corresponding corresponds to λ1 = 
1 is equivalent to classification xiclass, and xj where the merger, all of these cases the 
merger after the equivalent classification corresponds to λ2; 

(6) Randomly select a center point data 
randomO ; 

(7) if 0S < , then randomO replaced to jO form a new center point of the set; 
 

Many data mining algorithms trying to minimize the impact of isolated points, it is 
exclude them. But one person's noise is another man's signal, which may lead to the 
hidden information is lost. In other words, the isolated point is very important. For 
example, intrusion detection, outlier may indicate intrusion. In this way, the outlier 
detection and analysis is an interesting data mining tasks, known as outlier mining. 

Web Data Mining is the primary solution source model of semi-structured data and 
semi-structured data model, query and integration issues. Solve the problem of 
heterogeneous data integration and query on the Web; you must have a model to 
clearly describe the data on the Web. On the Web Data semi-structured features, the 
key to solving the problem is to find a semi-structured data model. Therefore, we 
must first establish a semi-structured data model to describe the data on the Web; also 
need a semi-structured model extraction techniques and technology of semi-structured 
model is automatically extracted from existing data. 
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3   The Web Data Mining Based on Clustering and Partitioning 
Algorithm 

Web mining is to find hidden patterns from a large number of Web documents in the 
collection process. Will be seen as the output as input, the Web mining process is a 
mapping from input to output: pC →:ξ . 

Current information on the Web is mainly divided into three categories: 1) Web 
page content, including text and multimedia information; 2) Web page hyperlinks 
between reference data; 3) Web server on the user login Web site access log data. The 
resulting Web mining is divided into three categories: Web content mining, Web 
structure mining, and Web access log mining [4]. 

Web content mining is a web-based content, Web mining, Web data, extract useful 
knowledge of the process. Web content mining targeted at Web document 
information and multimedia information content in terms of its mining, can be divided 
into a text document on the Web (including Text, HTML and other formats) and 
multimedia documents (including Image, Audio and Video media mining type).The 
basic Web content mining is a text mining. 

Algorithm 2. the web data mining based on clustering and partitioning algorithm 

Input: Data sets { } 1
, R

n d
i ii

X x x
=

= ∈ , the number of clusters. 

Output: k Classes so that all data and recently the center of the dissimilarity 
minimize the sum of it. 

 

(1) Web Data Matrix data compression to the interval [0, 1].Let, U = {x1, x2, ..., 
xn} for Web object collections, each Web object by the m indicators that its 
properties: xi = {xi1, xi2, ..., xim from} (i = 1,2, ..., n); 

(2) Disjoint partition data sets, Constrained K-means objective function optimal; 
(3) To calculate the cluster data for the mean time, if the data is assigned a class 
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h x μ∗

∈
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… ; 
(4) Take λ = λ1 = 1, the matrix elements of the maximum similarity class [xi] R = 

{xi | rij =, λ1}, for each xi is about to meet rij = 1 xi and xj is divided into a class, 
constitute similar class; 

(5) Take the elements of the degree of similarity λ3 matrix element value from the 
R 'directly to the (xi, xj) (rij = λ3), similar to the equivalent category corresponds to 
λ2, xi where class and xj where the class merge; 

(6) if 0S < , then randomO replaced to jO form a new center point of the set; 
 

Web structure mining is found from the web page hyperlink structure and their mutual 
relations. You can use to find hidden links on a page after the structural model, this 
model, the authoritative site on the web page classification or similarity measure for 
web page creation, and help users find related topics. Web structure mining and  
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content mining are closely linked; both are mining raw data on the Web, usually in an 
application to combine these two data mining tasks. The paper is using WindowsXP 
operating system, and using Visual C + +6.0 to achieve the above clustering sets and 
computing algorithms, comparing the results shown in Figure 1.  

 

Fig. 1. The compare of web data mining based on clustering and partitioning algorithm with K-
medoid 

4   Summary 

This paper first introduces the clustering used in mathematical knowledge, then the 
clustering algorithm to classify and explain the characteristics of each algorithm, 
followed by the introduction of a partition clustering algorithms for web mining, 
combined with outlier analysis algorithms on the traditional clustering the problems 
of the algorithm in web mining. This paper proposes the web data mining based on 
clustering and partitioning algorithm. Finally, verify that the proposed algorithm, the 
results show the new method to compensate for the previous clustering algorithms in 
the analysis of the data type shortcomings.  

References 

1. Han, J., Kamber, M., Tung, A.K.H.: Spatial clustering methods in data mining: A survey. 
In: Geographic Data Mining and Knowledge Discovery, pp. 188–217. Taylor and Francis, 
London (2001) 

2. Xing, E.P., Ng, A.Y., Jordan, M.I., Russell, S.: Distance metric learning, with application to 
clustering with side-information. In: Advances in Neural Information Processing Systems, 
vol. 15, pp. 505–512. MIT Press, Cambridge (2003) 

3. Kosala, R., Blockeel, H.: Web mining research: A survey. SIDKDD Explorations (July 
2000) 

4. Han, J., Kamber, M., Fan, M., Meng, X.-F., et al. (Transl.): Data Mining: Concepts and 
Techniques. China Mechine Press, Beijing (2001) 



D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 461–466. 
springerlink.com                         © Springer-Verlag Berlin Heidelberg 2012 

Digital Temperature Measurement System 
Based on Oscillator* 

Ling Zhu 

Electrical Engineering Automation Department of Zhejiang University 
Lilac9152@163.com 

Abstract. To solve the conventional temperature measurement system’s 
problems, such as lots of hardware, high cost, poor Anti-interference ability, a 
new temperature measurement system based on oscillator is designed. This 
system, which takes negative temperature coefficient thermistors as 
temperature-sensing and goes through ring oscillator RC, will reflect the change 
of the temperature to the change of the pulse cycle. Error compensation and then 
LED display is done through the single-chip microcomputer timing/counter 
measuring pulse cycle and then processed by the software. The system, using the 
minimum hardware circuit design, is characterized by its simple circuits, low 
power consumption, low cost and reliable function. It is especially suitable for all 
kinds of intelligent household appliances. 

Keywords: negative temperature coefficient thermistors (NTC), RC ring 
oscillator, microcontroller, temperature measurement. 

1   Introduction 

Different temperature sensors, such as sensor thermocouple, thermal resistance, 
thermal resistance of semiconductor are commonly used to measure temperature while 
negative temperature coefficient thermistor (NTC) is used on the room temperature 
zone. Negative temperature coefficient thermistor is characterized by high sensitivity, 
small size, fast response and low cost. The resistance will change obviously as the 
temperature changes. The paper presents a new method of temperature measurement, 
using NTC as the foundation and oscillator RC as the key.  

The conventional measurement, according to different methods of analog to digital 
conversion, can be divided into two categories; one is analog-to-digital conversion with 
AD chip, which is composed of testing circuit, amplifying circuit, A / D conversion 
circuit and single-chip microcomputer. Through the NTC and the detection circuit, 
output the simulation of weak voltage corresponding to the temperature, which is 
converted to digital signal by A/D after being amplified. The temperature is measured 
through the single chip computer data processing of the digital signal. The other is to 

                                                           
* 2011 Zhejiang University Students’ Scientific Research Training Plan(7672). 



462 L. Zhu 

use V / F chip to replace the A / D chip. Their shared defects are complex structure, 
high cost and lots of hardware.  

2   Principle of Temperature Measurement 

The principle of RC ring oscillator [1] is shown as in Figure 1. In the figure, Rt is 
negative temperature coefficient thermistor, Rs current-limiting resistor. The output 
voltage waveform of the VO is shown as in Figure 2. It is a rectangular pulse, period T = 
2.2RtC [2]. C is a constant. So the resistance of the Rt will change as the temperature 
changes, making period T of the oscillator output pulse change. By detecting the pulse 
period T, the environment temperature of the thermal resistance can be measured, 
which is called the realization of temperature. Compared with the conventional 
measurement circuit, the new method has the advantages of less hardware, reduced cost 
and greatly improved reliability of resisting disturbance because of the pulse signal. 

 

Fig. 1. RC ring oscillator schematic diagram 

 

Fig. 2. VO waveform voltage 

3   Hardware Circuit Design 

Shown as in Figure 3, hardware circuit is composed of an SCM, RC ring oscillation 
circuit, display, keypad and watchdog. For a minimal optimization system, chip 
P87LPC764BN, a 20-foot encapsulated chip, made in Philips Company is chosen, 
which fit in with the requirement of high integration and low cost.   

Accelerated kernel 80C51 is used to speed up by two times as fast as the standard 
MCU 80C51. In the chip, there is a 32Byte user code and RAM of 28 bytes which can 
meet the needs of the system. The 32Byte user code can be used for storing sequence 
code and set parameters; With the watchdog circuit, external watchdog is not needed. 
No external components are needed with the power-on reset in the chip. There are 2 16 
digital timers / counters; All architraves have 20mA drive ability. The voltage VDD = 
4.5 ~ 6.0V. 
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Fig. 3. System hardware circuit diagram 

The system has two temperature measuring points. They are the negative temperature 
coefficient thermistor Rt1 and Rt2, and the temperature measurement range is 0 ~ 99 C. 
The chip HD74HC04P has six negaters, forming two RC oscillators. A rectangular pulse 
which is generated through the RC oscillator were transmitted to input pins of 
P87LPC764BN’s counter T0 and T1 and then temperature can be calculated. As the line 
P0 has driving power, which directly drives LED device. When LED1 is on, the 
temperature (t1) of the measuring point1 is displayed; when LED2 lights, it shows the 
temperature (t2) of measuring point 2. Human-computer dialogue is achieved and 
parameter is set by the keyboard interrupt function of the chip P87LPC764BN’s mouth 
P0. To improve the reliability of the system, the watchdog timer used. The figure is 
cleared to zero in the subprogram. The base pin is to be developed.  

4   Software Design 

4.1   Interrupt Service Program of Temperature Measurement 

4.1.1   Mathematical Model of Temperature Measurement 
Resistance value of NTC is an exponential non-linear curve, which in general can fully 
meet the requirements of precise measurement after linear processing according to the 
temperature range. In order to improve precision, a compensation link is added in 
software. The temperature calculation formula is as follows: 
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T = t0-KRt  

In the equation,  

T --- the measured temperature 

t0 --- temperature parameter relating to thermistor characteristics  

K ---resistance value of coefficient 

Rt is the resistance of the thermistor 

According to this formula, if Rt, t0 and K is known, the measured temperature can be 

calculated. T = 2.2RtC; C is known, as long as T is measured, Rt can be calculated. 

4.1.2   Measurement of Rectangular Pulse Period T 
The single-chip internal two timers / counters are used to measure the rectangular pulse 
period T[3 ] in order to track in real-time temperature measurement, and occupy less 
CPU. The principle of measuring point 1 (t1) is as follows: supposing T0 is set as 
counter, T1 timer, T0, at the same time both T0 and T1 start to work. T0 begins to count 
on the RC oscillating circuit output pulse 1 while T1 begins to count frequency signal in 
the internal, i.e. using twelve internal clock frequency signal for timing pulse. 

When timing is up, overflow trap T1 makes T0 stop counting, so that a period of 
measurement is completed. Rectangular wave period T = N1T1 / 12 / N0, in which N0, N1 
are respectively count value of T0 and T1, T1 / 12 is the frequency signal period of the 
internal clock. Apparently, N0 changes real time, N1 ( preset ) and T1 / 12 are known. If 
T0 and T1 exchanges, we can know the measuring principle. 

4.1.3   Interrupt Service Program of Temperature Measurement 
In the initial program, T0 is set as counter T1 timer, and T0 and T1 start to work at the 
same time. T1’s interrupt service program flow diagram is shown as in figure 4. In the 
T1 timer interrupt service procedures, first make T0 stop counting and read count value 
N0, which is compared with the previous measured value N0. If there is a change, 
subroutine is started. Calculate T, Rt1 and t1, convert t1. into BCD and store it in digital 
display buffer. Then set T1 as counter, T0 timer, both T0 and T1 start to measure the 
temperature on point 2 (T2). Return CPU to the main program. T0’s program is the same 
as T1’s procedure, thus completing the measurement of T2, and start the next period’s 
measurement. 

4.2   Main Program 

The main program is mainly composed of initial program and display subroutine. 
In initial procedure, automatic reset in the internal chip is used. T0 is set as counter 

T1 timer, and T0，T1，keyboard interrupt and watchdog circuit begin to work. After 
initialization of CPU, the value of T1 and T2 is dynamically displayed by starting 
subroutine. Whenever a dynamic scanning is completed, the watchdog is cleared to  
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Fig. 4. T1 interrupt service program 

zero. If executive agencies are needed, the only thing to do is to control subroutine; 
real-time temperature measurement can be realized. 

5   Conclusion 

Digital temperature measurement system based on oscillator, using the minimum 
hardware circuit design, is characterized by its. simple circuits, low power 
consumption, low cost and strong anti interference capability. It is especially suitable 
for all kinds of intelligent household appliances. Besides it can also be used to measure 
intelligent instrument in far distance. 
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Abstract. Welding is a complex process including of physics, conducting heat, 
metallurgy, mechanics. There are some cracks, air holes and residual stress in the 
parts after welding, which will reduce welding strength and welding quality. 
Though there are many methods to relif residual stress, it is a difficult problem 
about how to improve it. In the article, it uses the software ANSYS to simulate 
muti-welding seam process of flat, knows temperature field and residual stress 
field in the parts after welding, so we can know some parameters such as area of 
hammerhead, peening temperature, peening force, and the peening frequency 
and control them to redcue residual stress, then optimize welding parameters, 
improve welding quality of the parts. 

Keywords: residual stress, temperature field, simulation, ANSYS software, 
strength. 

1   Introduction 

Welding is used in all kinds of regions as a basic method and technology of 
manufacture. Being a process of a quick and partly course which be warmed and cooled 
[1,2], there are to cause non-uniform temperature field and stress field and have 
residual stress to remain in the part. 

There are many methods to eliminate residual stress such as heat treatment, vibration 
method, explosion method, mechanical strength method, peening method [2-6], but 
have some limitations. Trailing peening is a usually method to reduce, to eliminate 
welding stress, to avoid welding crack. Welding with trailing peening is a new method 
which has a development in several years, it has some advantages such as easy to 
operate, simple equipment, high efficiency [5-10]. There are some important 
parameters to eliminate welding stress in the process of peening such as peening force, 
peening temperature, peening frequency, the area of peening head [11]. 

In the article, we use ANSYS software to simulate multi-welding seams of a flat of 
60CrMnMo material with limited elements method. With the time transmission in 
welding process, we can find temperature field variation, relif residual stress field, and 
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can decide when to begin to peening welding, so we can eliminate welding stress in 
maximum degree. 

2   Principle to Relif Welding Stress Using Welding With Trailing 
Peening 

2.1   Principle to Welding With Trailing Peening 

When metal of welding seam have a tensile deformation stronger than theirs CST in 
range of the brittleness temperature (BTR), there will produce welding cracks. 

 

>CST

 
ε-the inner deformation, real deformation when welding seam was cooled 

T- Temperature 
Through trailing peening, those crystal which have high temperature extrude each 

other, so it make welding seam become intensive. The other hand, under the action of 
electric arc heat, peening can make a metal in BTR have a transversal extrusion strain. 
So it can neutralize tensile strain which happen when welding metal was non-uniform 
to warm up, and prevent to produce welding hot crack. The third, the direction of 
welding crystalline grain will be disarranged, form isometric crystal, it also can prevent 
to produce welding hot crack. 

3   Mathematic Model of the Flat with Multi-welding Seams 

3.1   Non-linear Transient Heat Conducting Control Equation 

Welding temperature field is a typical non-linear transient problem, the equation [12]: 
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ρ— material density 
c — specific heat 
k — material conductor 
q — welding resource intensity 

3.2   The Boundary Condition 

We look part’s bottom surface, up surface, surrounding boundary as exchange heat 
boundary condition.  

( ) 00 =−+
∂
∂⋅ TT

n

T
k α

 
n — normal direct of boundary surface 
α— surface exchange coefficient  
T0 — surrounding medium temperature (20°C) 
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3.3   The Type of Heat Source 

The typical heat sources are point source, surface source, solid surface. We use Guass 
surface source here, the mathematic model is: 
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qm— maximum heat flux  
R — heat radius of electric arc 
r — the distance to center of heat source 

In the process of simulation, we divide welding seam area into elements alone, use the 
method of dead and live element, kill the second welding seam firstly, then put Guass 
heat source which writes with APDL language on first welding seam, live the second 
welding seam and put Guass heat source on it. So, we can get temperature distribution 
and have a good base for stress analysis, easily to decide when to begin peening. 

3.4   The Problem of Enthalpy 

We need think enthalpy because there is change from liquid to solid, which it absorb 
heat in this process. It may define different enthalpy with variable temperature to solve 
in ANSYS software.  

∫= dTTcH )(ρ
 

C (T) — specific heat 

4   Temperature Field Distribution of Physics Model 

4.1   The Physics Model of Multi-welding Seams Flat 

The material of part is 60CrMnMo, its physics parameters see Table 1. Dimension is 
120mmx120mmx8mm, welding seam is in the middle of it. Being a axial symmetry, we 
just need analysis half of part. 

Table 1. Thermo physical performance parameter 

Temp °C 200 400 600 800 1000 1200 1400 1600 
Conductivity 
coefficient 
(W/mm. °C) 

0.0419 0.0394 0.0323 0.0291 0.0265 0.0294 0.0294 0.0294 

Density 
(g/mm3) 

7.85 7.85 7.85 7.85 7.85 7.85 7.85 7.85 

Specific  
heat c(J/kg. °C) 

502 536 586 695 674 670 670 670 

Exchange  
coefficient 
(W/mm. °C) 

18.85 33.44 55.95 88.92 134.6 195.4 273.4 370.9 
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4.2   Temperature Field Distribution of Physics Model 

In the analysis, the welding current is 250A, welding voltage is 25V, welding time  
is 6S, welding efficiency is 0.9. When the time is 50S, We chose six points which  
are in the middle of part including A (0, 0, -0.004) 、B (0.02, 0, -0.004) 、C（0.04, 0, 
-0.004) 、 D (0.06, 0, -0.004) 、E (0.08, 0, -0.004) 、F (0.1, 0 ,-0.004)、G (0.12, 0, 
-0.004). See Fig. 1: 

 

Fig. 1. Points A-G in the model 

From Figure2 we can see, when the time is 80S, the temperature of second welding 
seam is evidently higher than the first one, the most high temperature is 2102°C. In this 
figure we can know, the temperature in the welding seam is most highest than other 
points.More far to welding seam, the lower temperature is. We also can know, the 
temperature of second welding seam is 2102°C which is high almost 100°C than the 
first one. 

 

Fig. 2. Points A-G distribution of temperature 
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4.3   Stress Field Distribution of Physics Model 

After analyzing temperature field distribution of the model, we use the software to 
analyze the stress field distribution. We can have several simulating results of stress in 
Fig. 3 and Fig.4. 

 

Fig. 3. Points A-G distribution of Stress in 40s 

In fig.3, we can see stress distribution of those points which are in the middle of 
part(A,B,C,D,E,F,G). when welding the first time, the point F have a biggest stress 
about 915.6Mpa, the stress will increase when welding it second time after cooled 40 
sec.  

From Fig. 4, in welding process of first 6 sec(40sec~46sec), we can see the stress of 
points which first increasing suddenly to 300Mpa, and after a little second descending, 
then increasing to 320Mpa. We also can know the second seam stress less than the first 
one, and the stress will increase with the process of cooling.  

 

Fig. 4. Points A-G distribution of Stress in 400s 
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5   Conclusions 

We can have a conclusion from the result which analysis with ANSYS software, the 
distribution of welding temperature field we had is coincide to measured result.  
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Abstact. Through the understanding of the development of the domestic and 
foreign electric vehicle dynamic and trend, we can know the state new energy 
vehicles encouraging policies and development strategies, combine with the auto 
industry distribution in the city, to make electric vehicle industry as a 
breakthrough, and Look for the city of the electric car development road; To 
grasp new energy development and Strategic opportunities for the development 
of new industries, we can make of the electric car industry and the solar  
energy industry together, to be Perfect the electric car infrastructure construction, 
strengthen the construction of the electric car local standards, and Make  
the encouragement and support policies, Eventually develope baoding 
characteristics of the electric car industry layout, the technology roadmap, 
industrial supporting model and policy measures, etc. 

Keywords: electric Vehicle, new energy, solar energy, development strategy, 
Technology Roadmap. 

1   Introduction 

The electric car is in power since battery for, rely on the powerful motor powered new 
traffic tools. Electric cars have the pollution, the power supply diversification, clean 
energy conversion efficiency high, simple structure and convenient maintaining, 
called by "the 21 st century green car". The wide application of the electric car, not 
only reduce the pollution of the environment, and relieve the energy pressure, but also 
gives China the auto industry to catch up behind the world advanced level of 
opportunities [1]. 

2.   The Electric Car the Classification and Development Situation 

At present, the new energy automobile generally include a battery-powered electric 
vehicles (BEV), hybrid electric vehicle (HEV) and fuel cell vehicles (FCV) three 
mainstream technology [2]. 
                                                           
* The author: Qing-hua Bai (1972-), Male, born in Heibei Province Cang County, Ph.D. 

Candidate, study in the theory, design of Automobile. 



474 Q. Bai, S. Zhao, and P. Xu 

2.1   Battery Electric Vehicles(BEV) 

Battery electric vehicles in vehicle battery powered can really realize zero exhaust, 
completely solve the problem of energy and pollution, the trip range mileage can meet the 
urban traffic has basic requirements, technology has gradually mature and began to 
commercialization, but battery performance restrict battery electric car industrialization 
process. Electric cars can't reach the traditional power, power requirements; Limited 
storage can’t meet the needs of the long-distance driving, battery life is short,charging 
time is so long,Lack of social supporting charging infrastructure, etc.  

2.2   Hybrid Electric Vehicle (HEV) 

Perfect integration of driving system is a hybrid car to the practical application, to need 
to have high aspect ratio of energy and power energy storage device, low cost and high 
efficiency of the power electronic equipment and fuel economy high emissions low of 
the engine. Need to solve the key technology includes three aspects: One is engine and 
electric motor optimal coupling power allocation of control and realize, and power 
allocation and transmission device and its integration of design [3]. 

2.3   Fuel Cell Vehicles (FCV) 

Fuel cell vehicles to hydrogen and oxygen from the burning of energy as a motor 
power, is recognized as the car is energy structure adjustment of the final solution, now 
the automobile companies invest in power, committed to the development of the fuel 
cell vehicles and test run, and has made many technical breakthrough [4].  

3   The Development of Domestic and Foreign Electric Vehicles 
and Popularization of Strategy and Policy Measures 

Many countries and regions have formulated incentive policy, promote the 
industrialization of the electric vehicles. In the early 1990 s, Japan MITI through the 
establishment of "the third electric cars popular plan" and so on the electric vehicles 
development strategy, and encourage the development of the industrialization of the 
electric vehicles [6]. Barack Obama came to power in 2009 after made it clear that, by 
2015, the United States will have 1 million cars charging type hybrid cars on the road. 
Europe in 1990, established the "city of electric vehicles" association, there were 60 in 
the European Union organization in cities, the feasibility of the electric vehicle research 
and guide the operation of the electric vehicle. 

Beginning in the 1990 s in China to study the electric vehicle, in April 2001, ministry 
of science &technology convened the electric vehicle development strategy first 
national experts seminar, discuss and make through the 863 electric vehicle major 
projects of the project research content and the project's guidelines, give the electric 
vehicle industry policy and financial support. 

The electric car industrialization has gradually formed. By 2000, Europe already has 
16255 electric vehicles [6]. Japan's Toyota prius, lexus EX cars, etc by the end of 
January 2009 has total sales of 1.7 million vehicles. China also accelerate the electric 
car industrialization, in three to five years China or become the world's largest electric 
vehicle quantities country, China will most likely be electric vehicle kingdom. 
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4   The Feasibility of the Industrialization of the Electric Vehicle 
on BaoDing City Research 

In 2011, the national development and reform commission announced the drafts fo car 
and new energy auto industry development planning, sure to plug-in hybrid vehicles, 
pure electric cars and fuel cell cars for the direction of development, set up to 2020 new 
energy vehicles industrialization and the size of the market to the global the first, new 
energy auto possession to 5 million cars goal. 

At present, the country had been Beijing, Shanghai, more than 40 local electric 
vehicle for city development planning, and submit to the relevant departments of the 
state build electric vehicle production base of the report. 

There are nine automobile mabufactors in Baoding city such as The Great Wall, HeBei 
changan, zhongxing automobile etc, have production capacity of 900000 cars annually. It 
has auto parts enterprise many 300 including Fengfan Stock Limited Company, Lingyun 
Stock Limited Company etc. So it has unique advantage and the industrialization of the 
electric vehicle hardware conditions in development the electric vehicle of Baoding. 

5   Electric Vehicle Industrialization Technology Roadmap of 
Baoding City 

Through making the city the electric car technology roadmap for the industrialization 
of Baoding, guide the electric car industrialization process, promote the unoin of the 
electric car industry and photovoltaic industry, walk a way of with local characteristics 
of new energy vehicle development road. We can do it like Fig.1. 

 

Fig. 1. Electric vehicle industrialization technology roadmap 
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5.1   Promote the Fuel Cell Vehicle Research and Development 

Through making electric vehicle development strategy for local conditions, it is a 
breakthrough with hybrid cars for the industrialization of the breach and speed up the 
pure electric vehicle industrialization. 

From the existing features selective and orderly development of the electric vehicle 
industry, considering the advantage and practical factors of hybrid vehicles, it can be in 
hybrid electric vehicles and pure electric vehicle field to take the lead to achieve the 
breakthrough, and then to a higher fuel cell vehicles field. 

5.2   Make a Base for the Electric Vehicle of the Industrialization Process 

Through the government guidance, integrated software and hardware resources, 
establish the electric vehicle technology research committee to enterprise to rely on, to 
focus their efforts on the electric vehicle the technical challenges [7].  

The Great Wall motor company cooperates with many famous international 
professional parts company, succeeds development of seven electric vehicles, 
including Oula BEV, Spirit EV,Hafe HEV, Xuanli car, Deer car, Tengyi 
C20EV,Tengyi V80 Plug-in hybrids. Some new vehicles is arrivalling including 
Tengyi C20R BEV,Tengyi C30 etc. The Great Wall of pure electric car system 
platform, hybrid system platform, will be made and speed up the $1 billion into electric 
car research and development and industrialization in the near future. Fengfan Stock 
Limited Company is one of the leading enterprises battery industry, through enhancing 
the ability of independent innovation, by technical innovation optimization product 
layout, the company has rich scientific research ability in the electric vehicle batteries 
and sets up a 30 million cylindrical lithium battery capacity. 

Through the resources integration, Baoding city focus on scientific research 
strength, solves power battery, motor and electronic control system of technology 
electric vehicles which need to break through the three core technology direction, 
promotes the electric vehicle industrialization process. 

5.3   Combinate Electric Vehicles with Photovoltaic Industry of Baoding, and 
Develop the Way Which Has Characteristic of Baoding 

There are two mainstay industry in Baoding City which are Solar energy, automobile 
manufacturing. Automobile products include small-engine cars and pickup trucks and 
SUV, subminiature truck, economical special vehicle and so on many kinds of models. 
There is 60.5 billion yuan in automotive manufacturing sales income and the vehicle 
sales of 731500 automobiles in 2010. 

There is 45.66 billion yuan income in the solar energy industry in 2010, more than 
2005 years increased 6.6 times. Through transforming solar energy into electrical energy, 
then storing in the community into electric charge equipment and charging electric 
vehicle, so we can combine the new energy industry with automobile manufacturing 
industry together, develop the way which has characteristic of baoding city. 
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5.4   To Speed up the Local Electric Vihecle Industrialization Process 

Through measures of economic support, compulsory preferential policy and 
regulations, take demonstration operation, favorable lease, strengthen the construction 
of infrastructure, and other means to to promote the development of electric vehicle 
industry [8]. 

Financial support: in the research and development period of the electric vihecle, the 
government gives a higher intensity funding to support the research of enterprise, 
develops economical practical electric vehicle as soon as possible. Offering more 
funds, make good economic basis for the development of the electric vihecle. 

Preferential policy: the users can get more preferential policy and benefit, and are 
willing to use an electric vehicles. The preferential policy of the electric vehicles 
vigorously promote, it is power for producers and users provides development and 
buying. 

Mandatory regulations: there are two aspects in mandatory regulations. One is making 
restrictive regulations for manufactures, sales, uses, and exhaust of fuel vehicles; the 
other is planning application for electric vehicles. Among them about the strict limit 
fuel automobile emission regulations, it is a direct role in promoting in the development 
of electric vehicles. 

6   Conclusions 

As a production base of pickups, Miniature truck, economical suvs and special function 
of vehicles, it has a unique prerequisite for Baoding city in the progress of electric car 
research and industrialization; Through the research and promotion of residential solar 
charging device, we can realize Baoding city of solar energy and motor industry in the 
concept of strategic seamless connection; As a way of the government the appropriate 
policy guide and strongly support, promote China's electric vehicles industrialization 
process, at the same time, develop low carbon industry as the leading city economy, 
carry forward to low carbon for the concept of life concept, make with low carbon for 
guidance of government construction blueprint, advocate low energy consumption and 
low emission, low pollution economic model, make Baoding city be a clear water blue 
sky, ecological livable charm city. 
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Abstract. With the advantages of GML and KML, we propose a new method of 
visualization of trajectory data. To achieve the integration and sharing of 
geographic data of different sources and different formats, XSLT and XPath 
technologies are utilized firstly to convert the original trajectory data to GML 
format for storage and transmission. And then GML is converted to KML to 
achieve the rapid visualization of trajectory data in browser. Finally, using 
KML files, the trajectory data can be visualized rapidly in Google Maps and 
Google Earth. 

Keywords: Visualization of trajectory, GML, KML. 

1   Introduction 

Attribute to the rapid development of geographic information technology and the 
increasingly sophisticated of mobile communication technologies, the implementations 
of GIS have become more and more diversified, e.g., GIS, Web GIS, Mobile GIS. 
Simultaneously Meanwhile, with the development of positioning technology and the 
update of mobile devices, it is very easy to gather a variety of location information 
quickly, and store the collected trajectory data into database or file. Actually, the 
trajectory records the individual’s activities in the real world, which to some extent will 
reflect the individual’s intentions, preferences and behavior patterns [1, 2]. People can 
get their location information by using some mobile devices along with a certain kind of 
positioning method. Then through the visualization of the location information, they can 
analyze their own activities and moving trajectories [3]. E.g., to manage and schedule 
the vehicles effectively, GIS has connected the trajectories data together in the order of 
time to form the moving trajectories of vehicles; Travel enthusiasts can associate their 
trajectories with the photographs taken during the travel to memory the journey, and 
also can share the travel experiences with friends. 

2   Related Works 

GML provides a kind of “open” standard for the GIS field in the network era, its 
starting point is the encoding of spatial data (including distributed spatial data 



480 J. Li et al. 

encoding); As the wide application of XML encoding in various fields, which further 
involves the integration coding of the spatial data and non-spatial data: The 
applications of XML in description of style (such as XSL), 2D graphics (such as 
SVG), voice ( such as Voice XML) fields etc. have made GML to provide basis for 
the reasonable performance of spatial data; The many advantages of GML have laid 
the foundation for the interoperability of heterogeneous GIS invisibly [4]. 

As more and more organizations and software developers use XML/GML as the 
criterion of spatial data representation, transmission, storage, the unification of spatial 
data encoding and data interoperability and sharing will eventually become realities, 
and thus truly realize the open access to spatial information. Currently, there are three 
methods to parse GML files [5]. The first one is based on the visualization strategy of 
raster image. In this strategy, the client user sends GML map request to the Web 
server, Web server accepts the request and call the GML map service program to 
handle user’s request, and finally sends the got raster map (GIF or JPG format) to the 
client display in a static page form. The second one is component-based visualization 
strategy. In this strategy, Web server does not handle all of the user’s requests, but 
sends the client GML data and GML data processing components( such as Java 
applet, ActiveX components or Plug-in) through Web server, users can operate the 
requested GML data in client through the component, these operations including map 
window, zoom, roam, and information inquiries, etc. The third one is SVG-based 
visualization strategy. SVG (Scalable Vector Graphics, Scalable Vector Graphics 
Markup Language) is an open 2-dimensional vector graphics format, as the same as 
Mathematical Markup Language (MathML), it is an application of Extensible Markup 
Language XML. SVG features include nested transformations, clipping paths, 
transparency processing, filter effects, and other extensions. Meanwhile, SVG 
supports animation and interaction, and also supports the holistic XML-DOM 
interfaces [6]. SVG can be embedded in other XML documents, and SVG documents 
can also be embedded by other XML content, the various SVG graphics can be easily 
combined to form new SVG graphic, thereby stepping forward a big step on the 
graphical reusability. 

The above three typical GML visualization methods have their own advantages 
and disadvantages. SVG-based visualization strategy has great improvements 
compared to the former two visualization strategies. First, compared to the 
component-based strategy, as the same it needs to request data only once, but the map 
operation can be done on the client. Meanwhile, the strategy does not need a special 
component design for the client, so that its requirements to client are very low, as the 
same as the strategy based on raster image. But different from the strategy based on 
raster image, it does not need to complete the operation of the map through the server. 
SVG-based visualization strategy has its own disadvantages, i.e., SVG does not 
support the topology, geographic coordinate systems and 3D data, which greatly 
increased its limitations. 

3   Trajectory Data Visualization Model 

GML is a recognized as the intermediary-convert file by most GIS software. Through 
converting the trajectory data collected from devices in different locations into a 
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GML file, we can carry on a variety of selective visualizations, such as converting 
GML format file into KML to visualize. 

In order to visualize trajectory data from various sources,  formats and data 
models in GIS rapidly, this paper proposed a trajectory data visualization model (TD-
Visual Model)combining the advantages of GML and KML. Firstly, converting 
trajectory data in different formats into a unified GML file to achieve the integration 
and sharing of heterogeneous data. And then, utilize the XSLT technology to generate 
KML file from GML file. Visualization of trajectory data can be achieved based on 
the advantages of the KML visualization finally. 

In the model, when a client sends a request to the Web server, Web server accepts 
the request and converts the trajectory data that queried from the database into GML 
file; then convert GML file into KML file through XSLT, and finally it will be 
presented to the user through the Google Earth or Google Map. The structure of TD-
Visual model is shown in Fig. 1. 

The achievement of TD-Visual model mainly consists of five steps: GML Schema 
modeling, trajectory data conversion, the establishment of XSLT template, the 
conversion from GML to KML and trajectory data visualization. 

(1) GML Schema Modeling 
GML consists of three basic XML Schemata, namely feature.xsd, geometry.xsd 

and xlink.xsd. Feature.xsd defines an abstract model of geographical features; 
geometry.xsd defines the information of specific geometry; and xlink.xsd defines 
various function links [4]. 

Geographic data is stored based on the layer; each layer is composed of point, line, 
and surface. Therefore, a layer model is necessary when storing the trajectory data. 
According to the criterion of UML diagrams and GML, this paper established a GML 
Schema mode which conformed to the trajectory data after conversion 

(2) Trajectory Data to GML 
In order to achieve the conversion from trajectory data to GML, a schema must be 

obeyed as for the operations of trajectory data DBMS and the middle layer data. 
There are three ways to convert trajectory data to GML documents in .NET: The first 
is to use push model SAX (Simple API for XML); the second is to use DOM 
(Document Object Model); the third is to use flow model XMLTextReader class and 
XMLTextWriter. 

Taking the efficiency into account, this paper adopted the third method which is a 
flow model to parse GML document. When using C# to generate GML document, it 
will use XMLTextWriter class, and WriteStartDocument (), WriteStartElement (), 
WriteAttributeString (), WriteElementString (), WriteEndDocument () etc. methods in 
the class. It can be easily observed in Fig. 1 that the trajectory data from the database 
is firstly stored, then an instance of XMLTextWriter class is created, and finally GML 
documents are generated based on the Schema specification as well as the properties 
and methods of XMLTextWriter class. 
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Fig. 1. TD-Visual Model 

(3) The Conversion from GML to KML 
The conversion from GML to KML is the most important part in trajectory data 

model. As both GML and KML are based on XML, we use XSLT as the data 
conversion technology [5]. During the conversion process, the following technologies 
will be utilized: Xpath Quick Search technology which can quickly retrieve the nodes 
that need matching; create an XSLT style sheet, which defines the matching style of 
each node and the target document’s style; XSLT Processor means XSLT parser, 
through which converting GML to KML can be achieved. 

(4) Trajectory Data Visualization 
KML is mainly used to describe the marks, such as the positioning mark, 

commercial label, etc. The converted KML file can be loaded directly from Google 
Earth to achieve KML visualization, but in order to achieve KML visualization by 
calling JavaScript, the KML must be imbedded in a Web site [6]. To visualize the 
trajectory data in KML file, points and lines must be visualized. 

The KML file that contains a <kml> label, a <Document> label named Paths, 
which describes the properties of line that after visualization, and a <Placemark> label 
named Absolute Extruded. When the file is read by Google Earth client, <Placemark> 
will display the latitude and longitude specified by <coordinates> according to the 
properties described in <Document>. 



 Visualization Method of Trajectory Data Based on GML, KML 483 

4   Trajectory Data Visualization Platform 

Based on the abovementioned methods, this paper develops a trajectory data 
visualization platform, which can be divided into three-tier structure: the data access 
layer, the business logic layer and the presentation layer. 

4.1   Application Model 

Figure 2 describes the major class model of business logic layer. A series of point 
objects are the main elements of a trajectory principal. Each trajectory instance is 
accompanied with a corresponding Object ID and Trajectory ID. 

 

Fig. 2. Business logic object class 

 

Fig. 3. Business logic layer class  

A Map Box instance is used as a parameter of Query instance. Two point objects 
are used to model the corner coordinates of a space form, representing the top right 
corner and bottom left corner of the form. Time Point principal demonstrates a 
specific time stamp, which is composed of several elements including year, month, 
day, hour, etc. Similarly, two Time Point instances are used to model a Temporal 
Map, representing the start time and end time of an interval. This Temporal Map 
instance is utilized as the parameter of Query instance. A Query instance represents 
an actual query, and will be sent to the database after conversion. The corresponding 
element indicates the actual value of the query, and the query type will be instanced to 
a Query Type. Business logic layer owns a range of entities, as shown in Figure 3. 
The figure contains the modification of object state that the administrator can get all 
of the methods by changing some of the states in this layer. Parser class is used to 
provide a validation and extraction of the value of GML query file. It converts GML 
query file into SQL statements, and constitutes a Query instance through Query 
Manager Entities. 

Finally, a trajectory instance can be converted into a GML/KML format file by the 
Trajectory Manager. 

4.2   System Implementation 

Based on the trajectory visualization platform, we can record the trajectories of 
vehicles according to the GPS data and query the trajectories of each vehicle as well 
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as the detailed information in the map. We will get corresponding GML file, KML 
file and map display by visualizing the queried trajectory data. Figure 4 shows the 
parsed trajectory in Google Map and Figure 5 presents the driving route parsed by 
KML in the Google Map. 

 

Fig. 4. The vehicle trajectory search function 

 

Fig. 5. KML file parsed in Google Earth 

5   Conclusion 

The trajectory data visualization has been proved to be a promising technology and 
has attracted great attention. As the development of positioning technologies and the 
constant update of communication equipment, the storage formats of collected 
trajectory data will be more and more diversified. This paper has investigated the 
visualization of trajectory data from various sources and formats, and future work will 
mainly focus on the trajectory data sharing and integration, visualization of trajectory 
data in multi-platforms and trajectory data mining. 
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Abstract. Aiming at problem that Rijndael algorithm can be attacked by Square 
attacks, an improved Rijndael algorithm method which is based on prefix codes 
is put forward. Due to the good Characteristics in decoding of prefix codes, the 
method will change the order of sub-keys through the procedure of decrypting 
different plaintext inputted by prefix codes, and make the order relate with the 
plaintext, in other words, it makes the system be variable. With the 
improvement it has no effect on the efficiency, but it can resist the Square 
attack fundamentally. 

Keywords: Rijndael algorithm, prefix codes, encryption, decryption, 
improvement. 

1   Introduction 

Rijndael cryptogram is an iterative grouping cryptogram, and its all transformations 
are based on the state matrices [1]. 

Since Rijndeal algorithm has been proposed, it has been seeing as a new generation 
data cryptogram standard and is used to protect various data all the while. Its security 
performance is far higher than DES algorithm. But with the technological 
advancement, there are a number of security issues of Rijndael algorithm which has 
been revealed. They are as follows:  

(1) Rijndael algorithm belongs to symmetry cipher, it is easy to analyze its structure 
and it cannot resist energy attack and error attack effectively [2]. 

(2) There is equivalent transform relationship between component functions in S-
box which is nonlinear component of Rijndael algorithm. Though it is helpful to 
reduce the hardware realization cost for S-box, it also can cause attack which 
aims at this algorithm. 

(3) The Rijndael algorithm will appear again after 16 times overlaps of linear 
expanded layer for any plaintext and plaintext differential. 

(4) The S-box of Rijndeal algorithm has short cycle track, which will be the key to 
penetrate the Rijndeal algorithm. 
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(5) Rijndael cannot resist the Square attack effectively [3]. The limit-quantity of 
breaking the Rijndael algorithm which is encrypted 5 times is only 232+4×240. 

Presently there are many improved Rijndael algorithms, for example: 

(1) Improve S-box. The improved S-box has better algebra character and stronger 
algebra attack resistant ability. But the ability for resisting Square attack is weak, 
because Square attack is a kind of selecting plaintext attack and the attack 
intension doesn’t depend on S-box and column mixed matrix. 

(2) Improve key generated algorithm and enhance the performance of confusion. 
This kind of improved algorithm enhances the encrypted intension of algorithm 
in a certain extent, but encryption system of improved algorithm is still not 
changed to encrypt different plaintext, so it cannot resist the Square attack 
radically, and it reduces the algorithm efficiency to a certain extant [4]. 

According to these problems, if the Square attack is wanted to be resisted thoroughly, 
the encryption system must be changed by a certain condition while encrypting, and 
make Square attack not assault. So this paper presents an improved blueprint based on 
prefix code. According to the decoding character of prefix code, for plaintext 
inputted, apply the prefix code selected random to decode it to change the using 
sequence of round key. And it can make the using of round key relate to the plaintext. 
Thereby the encryption system can be changeable. So it can radically have the ability 
to resist Square attack under the condition of not reducing the Rijndael algorithm 
efficiency. 

2   Introduction and Analysis of Related Knowledge 

2.1   Prefix Code 

Given a sequence set, if there is not one sequence which is the prefix for any other 
sequences, this sequence set is called as prefix code. For instance, {000, 001, 01, 1} is 
prefix code, {1, 0001, 000} is not prefix code.  

Thereinto, prefix code is one to one correspondence with binary tree, namely, there 
is one corresponding prefix code for any binary tree, the same, there is one 
corresponding binary tree for any prefix code. Through this kind of corresponding 
relationship, it can be obtained that the prefix code can be decoded, if the 
corresponding binary for given prefix code is a complete binary tree [5]. And this 
paper takes advantage of the decoding feature to decode the sub-keys and to change 
the sequential of sub-keys according to the difference of plaintext inputted. So it can 
resist Square attack better. 

2.2   Encryption and Generating Round Keys Process of Rijndael Algorithm 

Rijndael algorithm adopts Square structure, and bytes (8bits) and words (32bits) are 
regarded as process units. The plaintext is separated to Nb words, and each word is 
composed by 4 bytes. Let N=max{Nb，Nk}+6, the algorithm will do one initial 
transform and N-1 transforms and one end transform. Let T0 denotes initial transform, 
the middle transforms are denoted by T1, T2, ......, TN-1, so the encryption transform is 



 Study on Improved Rijndael Encryption Algorithm Based on Prefix Code 487 

 

Rijndael=TN·TN-1·…T1 ·T0. Each transform result of Rijndael is called as state, and 
each state is a matrix of 4×Nb order bytes [6]. 

The initial transform is composed by key adding, the end transform is composed by 
byte transform (S-box), shift rows and key adding. The other N-1 transforms are 
compounded with the 4 kinds of transform above. 

In the process of encryption using Rijndael algorithm, the key is the critical part of 
the algorithm. The algorithm security depends on keys to a great extant, but it doesn’t 
use keys directly in practical encryption. It uses the seed keys to generate round keys 
by key generated algorithm. Input these seed keys and round keys to key schedule 
table, and use the round keys which are in key schedule table sequentially in the 
encryption process. The process of generating round keys and generating key 
schedule table are shown as follows. 

Rijndael algorithm and decryption algorithm use a key schedule table which is 
composed by the number of seed key bytes. For example, value of seed key is 
128bits/ 4word: 

The key schedule table of 00 01 02 03 04 05 06 07 08 09 0a 0b 0c 0d 0e 0f is 
shown as Table.1. 

Table 1. Key Schedule Table. 

00 01 02 03 
04 05 06 07 
08 09 0a 0b 
0c 0d 0e 0f 
58 46 f2 19 
5c 43 f4 fa 
 … …  
c4 18 c2 71 
e3 a4 1d 5d 

 
The dimension of key schedule table is 4 columns and Nb×(Nr+1)=4×(10+1)=44 

rows. Thereinto, the value of Nb is the grouping length dividing 32, and the value of 
Nr is the number of transform rounds from plaintext to ciphertext. First, copy the 
value of seed keys to key schedule table. As the seed keys are 128bits bytes and the 
key schedule table is 4 columns, the seed keys are copied to the former 4 rows of key 
schedule table. The round keys of the other rows are calculated according to the 
following algorithm [7]. Thereinto, the value of Nk is that the key length divides 32. 

RotWord() function is to rotate a row of key schedule table to a position leftward. 
SubWord() function is to replace a row of given key schedule table one byte by one 
byte by replacing table S-box. Rcon[] is a constant array, these constant are 4 bytes, 
and each is matching with one row of key schedule table. 

2.3   Square Attack Method and Security Analysis 

Square attack is an attack method which is proposed by using block operation 
characteristic of Square cryptogram and the reversibility of each transform in SPN 
cryptogram structure. It is effective to attack Square cryptogram which has low 
number round transforms. 
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Square attack is an attack which selects plaintext and builds on two important 
concepts which are Λ set and balance character.  

The basic attack process is as follows: 

(1) Select one Λ set. 
(2) Encrypt this Λ set and observe the diffusion path of balance bytes in the 

encryption process (this process includes key hypothesis). 
(3) Sum all possible values of balance bytes at the end of path, and according to this 

to decide whether keep or delete the hypothesizing keys. It can select multiple Λ 
set to repeat the process above to validate the correctness of keys kept. 

(4) Output right keys. 

It is known through analyzing the basic principle of Square attack that it depends on 
the invariable of encryption system if you want to use Square attack method. So if 
make the Rijndael algorithm have ability of resisting Square attack, it must make the 
encryption system be alterable according to a certain condition and make Square 
attack be unable to attack. This paper presents an improvement algorithm based on 
prefix code. The prefix code has good decoding features and it is random to obtain the 
prefix code, so the change law cannot be found. Decode the plaintext inputted 
according to prefix code to change the using sequence of round keys, and make these 
be related to plaintext, therefore make the encryption system change along with 
different plaintext inputted. So Rijndael algorithm can have the ability to resist Square 
attack radically under the situation that the efficiency of the algorithm is not 
influenced. 

3   Improvement Blueprint and Example 

3.1   Sequential Changing Process of Round Keys 

The following example has group length and cryptogram length of 128, and 
introduces the process of changing round keys by prefix code. 

(1) Input 128 bytes plaintext A, change bytes for A through S-box, and obtain data B 
of 128 bytes. 

(2) Make data B of 128 bytes XOR with seed keys, obtain data C of 128. 
(3) Select prefix code randomly, and use this prefix code to decode data C. If the last 

part of decoded information cannot be a sequence of prefix code, add 0 to the 
end of the decoded information, and obtain a coding set {C0, C1, …… C43}. 
Thereinto, C0, C1, …… C43 is the decimal representation for corresponding 
coding, and the first 44 of sequence is availability sequence because the row 
number of key schedule table is 44. 

(4) Provided that, sequence of the original round keys is Key0Key1…Key42Key43, the 
following algorithm is adopts to exchange the sequence. If value of Ci (i is from 
0 to 43) is j, exchange the position of Keyi and Keyj. Repeat this process, and 
start from C0 till C44. A new round keys sequence can be obtained. 

(5) Start encryption process of Rijndael algorithm according to new round keys 
sequence. 
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(6) As it needs to decode, the changed round keys sequence code should be 
encrypted. The encryption principle is that the sequence code is 1001 0011 1100 
0101…… of 64 bytes, if new round keys sequence is Key9Key3Key12Key5……. 
Then these codes are encrypted by original DES encryption, and at this time the 
encryption keys can be original keys. Results can be saved with cryptogram to 
make management of resources easy and reduce the effect of algorithm 
efficiency. 

(7) Repossess round keys sequence while decoding, then the encryption data can be 
obtained by doing the reverse process of Rijndael algorithm. 

3.2   Example 

Example shows the change process of round keys as follows: 

(1) Select 128 bytes plaintext A=00 11 22 33 44 55 66 77 88 99 aa bb cc dd ee ff. 
Replace it by bytes through S-box replacement table, and obtain 128 bytes data 
B=63 82 93 c3 1b fc 33 f5 c4 ee ac ea 4b 55 28 16.  

(2) Select Key=00 01 02 03 04 05 06 07 08 09 0a 0b 0c 0d 0e 0f. Make data B XOR 
with Key, and obtain 128 bytes data C= 63 83 91 c0 1f f9 35 f2 cc e7 a6 41 47 
58 26 19. 

(3) Select prefix code randomly {000, 001, 01, 10, 11}. Make 128 bytes data C be 
transformed to binary data, and decode, then obtain {01, 10, 001, 11, 000, 001, 
11, 001, 000, 11, 10, 000, 000, 001, 11, 11, 11, 11, 10, 01, 001, 10, 10, 11, 11, 
10, 01, 01, 10, 01, 10, 01, 11, 001, 11, 10, 10, 01, 10, 01, 000, 001, 01, 000, 11, 
10, 10, 11, 000, 001, 001, 10, 000, 11, 001}. The corresponding first 44 decimal 
is {1, 2, 1, 3, 0, 1, 3, 1, 0, 3, 2, 0, 0, 1, 3, 3, 3, 3, 2, 1, 1, 2, 2, 3, 3, 2, 1, 1, 2, 1, 2, 
1, 3, 1, 3, 2, 2, 1, 2, 1, 0, 1, 1, 0}, because only the first 44 sequence is available 
sequence. 

(4) According to above sequence, and C0=1, so Key0 is changed position with Key1. 
The round keys sequence after first time changing is Key1Key0Key2… Key43. 
Repeat this process and after 44 times changing the round keys sequence is 
Key41 Key43 Key39 Key35 Key1 Key0 Key2 Key5 Key4 Key6 Key3 Key8 Key11 
Key7 Key9 Key14Key15 Key16 Key10 Key13 Key19 Key20 Key18 Key22 Key17 Key24 
Key23 Key21 Key27 Key26 Key28 Key29 Key30 Key25 Key32 Key33 Key31 Key36 
Key34 Key37 Key38 Key12 Key40 Key42. 

(5) It is encrypted by Rijndael algorithm according to this round keys sequence, and 
at the same time round keys sequential code 01000001 01000011 
00111001…01000010 which has been changed is encrypted by original Rijndael 
algorithm, and this can be convenient for decoding. 

4   Improvement Analysis 

After improvement, the result analysis is as follow: 

(1) Round keys sequential transform depends on prefix code, and the selection of 
prefix code is random. After changing the order of round keys through prefix 
code, attacker cannot hypothesize the changing state of order according to 
plaintext. 
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(2) The round keys sequence transform process of this algorithm adopts simple 
algorithm, add an algorithm which encrypts round keys sequence which has been 
changed. At this process of encryption, apply the process quantity of algorithm 
which encrypts original plaintext. In this way, the algorithm complexity can be 
reduced. And the running result shows that encrypting 3.77M document under 
running environment of Windows2000, CPU 2.2G HZ, EMS memory 256M, the 
encryption speed is 5.027Mb/s before being improved, but after being improved, 
the speed is 5.021Mb/s. So this method does not influence the running efficiency 
of Rijndael algorithm basically. 

(3) As using sequence of round keys is related with the inputted plaintext in this 
algorithm, it has strong resistant ability against Square attack. Square attack 
method means that attacker selects a Λ set which includes 256 plaintexts that 
different numbers are only on one byte position. After three times encrypting, the 
difference of this kind of values will diffuse to all 16 bytes of cryptogram and the 
corresponding bytes are different. Then make 256 cryptograms modular 2 add by 
bytes and the sequence of summation is the sequence whose elements are all 0. 
This is one Square character of Rijndael algorithm. Square attack depends on the 
invariable of encryption system, but this improved algorithm proposed by this 
paper changes the sequence of round keys, and make it be related to plaintext. 
While the inputted plaintexts are different, the using sequence of round keys is 
also different. So the encryption system is changing with the inputting of 
different plaintext, the Square attack is resisted radically, and the security of 
Rijndael algorithm is increased to a great extant. The Square attack limited-
quantity comparing analysis before and after improved is as Table.2 shown. 

Table 2. Table of Comparison and Analysis. 

 

Original 
Rijndael 

encryption 
algorithm 

Rijndael encryption algorithm 
improved by changing sub-key 

generated algorithm 

Improvement Rijndael 
encryption proposed by 

this paper 

The limited-
quantity of 

Square 
attack 

232+4×240 

232+4×2104, though the limited-
quantity is more than original 

algorithm, there is still potential 
being attacked as the algorithm 
cannot make encryption system 

change constantly. 

Make the encryption 
system change with the 
changing of plaintext, 

so it resists Square 
attack radically and 
invalidates square 

attack. 

5   Conclusion 

For Rijndael algorithm, the most effective attack method is Square attack at present. It 
needs to improve Rijndael algorithm. This paper proposed an improvement blueprint 
which imports prefix code, because Square attack method depends on invariable of 
encryption system to attack. Through decoding character of prefix code, decode the 
plaintext to change the using sequence of round keys. So it can make encryption 
system change with different plaintext inputted, and therefore increase security and 
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make the algorithm have resistant ability against Square attack radically. Analysis 
shows that the proposed blueprint can improve Rijndael algorithm effectively under 
precondition that it will not influence algorithm efficiency. 
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Abstract. Recently the existing integrated flexible scheduling algorithm of 
complex product processing and assembling which are processed 
simultaneously cannot make full use of the features that there is multiple 
machines and multiple utility time, and machines selection is not flexible to 
obtain the optimum scheduling results. Aiming at this problem, an integrated 
flexible scheduling algorithm of processing and assembling by determining 
machines dynamically which can advance the finishing time of procedures is 
presented. Analysis and examples show that this algorithm can realize the 
optimum result of the integrated flexible scheduling problem of complex 
products processing and assembling under the situation that the algorithm 
complexity is not improved. 

Keywords: Complex product, Integrated flexible scheduling of processing and 
assembling, Flexible processing tree, Adaptive and flexible scheduling strategy, 
Scheduling algorithm. 

1   Introduction 

Flexible job Shop scheduling problem (FJSSP) is more complex NP-hard problem 
[1]. As there are many available machines for processing procedures, machines 
constraints are reduced and the optimal space is enlarged. However the difficulty of 
problem is increased and the problem complexity is further raised [2]. 

In order to solve the flexible scheduling problem of complex products processing 
and assembling, Reference [3] proposed an optimum scheduling algorithm which had 
considered this problem. It used the machines selection method which reduces the 
flexible problem by using the shortest process time. But because this algorithm 
prematurely restricts the flexible machines selection, it cannot make full use of the 
features that there are multiple machines and multiple utility time and machines can 
be selected flexible. So optimum scheduling results cannot be obtained. 

This paper makes full use of the feature of flexible machines selection, and 
presents building a flexible processing tree based on the existing achievements to 
solve the complex products scheduling problem that there are constraints between 
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procedures. Allied critical path method [4-6] is adopted to determine the processing 
sequence of flexible processing tree. An adaptive and flexible scheduling strategy is 
presented which can adjust machines dynamically by computing the finishing time of 
procedures. The reasonable machines of processing procedures can be determined and 
the shortening of total working hours can be realized. At end, examples show the 
optimum results of this algorithm. 

2   Build Flexible Processing Model 

In order to solve the flexible scheduling problem of complex products processing and 
assembling, the processing machines and assembling machines are defined as 
processing machines together, and so does the processing and assembling. For each 
machine can be allocated to each procedure reasonable and constraints relationships 
between procedures also be considered, build mathematical model according to 
reference [3]. 

In order to adapt the feature of flexible scheduling better, this paper presents to 
build flexible processing tree. The flexible processing tree can reflect the features of 
flexible scheduling of complex products processing and assembling better based on 
expand processing tree [3]. The procedure number, machine number and process time 
which are the attribute of node from flexible processing tree are sequenced by the 
process time from short to long. This is different from simply listing machines and 
process time which is the feature of expand processing tree. In the flexible processing 
tree different process time and different machines are separated by commas. 

3   The Designing of Flexible Scheduling Algorithm 

Method of dividing the integrated flexible scheduling problem of complex products 
processing and assembling into two sub-problems is adopted by this paper. One sub-
problem is to determine the scheduling order of procedures; the other one is to 
determine the machines for every procedure. For controlling the algorithm 
complexity, allied critical path method is adopted to determine the processing order. 
For finishing procedure earlier, adaptive and flexible scheduling strategy is designed 
to determine machines on which procedures are processed. So the shortest total 
working hours can be realized. Specification is as follow: 

3.1   Determine Scheduling Order of Procedures 

The critical path is a path that the sum of process time is maximum of all procedures 
from all paths which are obtained by traversing the flexible processing tree from leaf 
node to root node. Procedures on critical path are important for the total working 
hours. The allied critical path method is adopted in the paper proposed by reference 
[4]. As the procedures classification is adopted to schedule at the same time, the 
complexity of algorithm can be controlled in quadratic. 

For flexible scheduling problem, in order to make the total working hours as short 
as possible, the minimal process time is computed to determine the critical path. At 
the basis of this, scheduling order can be determined by allied critical path method. 
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3.2   Determine Scheduling Order of Procedures 

As flexible scheduling problem has feature that machines can be selected flexible, 
machines which can make product finish earliest can be selected from machines set. 
Aiming at finishing product earlier, procedures must be finished as early as possible. 
Design adaptive and flexible scheduling strategy which can select machine on which 
the procedures can be finished earliest. For machines with the same finishing time, the 
machine balanced strategy is adopted. So the overall optimization scheduling can be 
realized. 

The thought of adaptive and flexible scheduling strategy is to select machines with 
earliest finishing time while scheduling procedures. If there is machine on machine 
set with shortest process time which is not used at the earliest process time period of 
procedure, this machine can be selected to process this procedure; otherwise, the 
machine is selected which may be of relatively shorter finishing time from other 
machines from the machine set with longer process time. Repeat this selecting process 
till the machine with relatively earlier finishing time is found.  

If all machines from the machine set cannot process procedure at the earliest 
process time, the finishing time which obtained by using the optimization strategy of 
procedures scheduling from each machine set are compared. Machine with the earliest 
finishing time is selected to be the process machine. If machines which can be 
selected are not sole, select the machine with the shortest process time. 

If available machines are not sole, occupy machine balanced strategy to choose 
machine. 

Adaptive and flexible scheduling strategy makes full use of the features that there 
are multiple machines and multiple utility time and machines selection is flexible to 
make the finishing time of part of procedures can be earlier than the finishing time on 
machines from machine set with shortest process time. So make the total working 
hours of complex product flexible scheduling than the algorithm proposed by 
reference [3] can be realized. 

Machine balanced strategy which calculates the total working hours of all 
scheduled procedures on each optional machine separately is adopted by. Then the 
machine with minimal total working hours is selected [3]. This strategy takes full 
account of the processing load of each machines, make every machine balanced 
using. Thereby the parallel working hours of whole processing systems can be 
enhanced. 

The optimization strategy of procedure scheduling is that after the procedures 
processed order of flexible scheduling problem is determined, the flexible scheduling 
problem is converted into the scheduling problem of procedures with single machine. 
At this time the allied critical path method is adopted to optimize the procedures 
scheduling [3]. 

4   Scheduling Algorithm 

Step 1: build flexible processing Tree A, n=0, select the minimal process time of 
every node to compose Tree A(n). 
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Step 2: compute the sum of every path of Tree A(n), then choose the maximal 
value. If the value is not sole, turn to Step 3. Otherwise go to Step 4. 

Step 3: calculate the number of machine on maximal path of Tree A(n), choose the 
path with minimum of machines, then go to Step 4. 

Step 4: sequence procedures by allied critical path method and select the first 
procedure. Go to Step 5. 

Step 5: n=n+1, set the initial value of this node of Tree A(n) the machine number 
from machines set with minimal value and process time. If there is no machine which 
need wait, turn to Step 11. Otherwise go to Step 6.  

Step 6: record the minimal value of finishing time of all machines from machine 
set with minimal value by using the optimization strategy of procedure scheduling. 
Go to Step 7. 

Step 7: find out the machine with the second minimal value from Tree A (the 
initial tree), the corresponding location value of this node of Tree A(n) is changed into 
the machine with second minimal value and process time. Go to Step 8. 

Step 8: there is machine with no waiting from machine set of this procedure from 
Tree A(n), then record the earliest finishing time of procedure on this machine. 
Compare the finishing time with the earliest finishing time of procedure on scheduled 
machine. Select the machine with shorter time, then turn to Step 11; otherwise go to 
Step 9. 

Step 9: all machines need waiting, record the minimal value of completion time by 
using the optimization strategy of procedure scheduling. Go to Step 10. 

Step 10: the process time on machine from machines\ set is the maximal value of 
the procedure process time. Select machine from machine set with shorter time firstly. 
Turn to Step 11; otherwise go to Step 7. 

Step 11: the machine from machine set which should be selected is sole, turn to 
Step 13; otherwise go to Step 12. 

Step 12: select machine by the machine balanced strategy, then go to Step 13. 
Step 13: process this procedure. If there are procedures after this procedure, turn to 

Step 5; otherwise end. 

5   Scheduling Example 

The data of product A of example is shows as Table 1. And its flexible process tree is 
as Fig.1. 

Its flexible Tree A(0) which just contain the machines with minimal process 
time is as Fig.2. In Fig.2, the allied critical path method is adopted to determine 
the scheduling order of product A(0). Then adaptive and flexible strategy is 
adopted to select machines for processing procedures and the result is shown like 
Table 2. 
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Fig. 1. Flexible processing tree of product A (Tree A) 

Table 1. Flexible processing data of product A 

 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 

A1 1 4 6 9 3 5 2 8 9 5 

A2 4 1 1 3 4 8 10 4 11 4 

A3 3 2 5 1 5 6 9 5 10 3 

A4 2 10 4 5 9 8 4 15 8 4 

A5 4 8 7 1 9 6 1 10 7 1 

A6 6 11 2 7 5 3 5 14 9 2 

A7 8 5 8 9 4 3 5 3 8 1 

A8 9 3 6 1 2 6 4 1 7 2 

A9 7 1 8 5 1 9 4 2 3 4 

A10 5 10 6 4 9 5 1 7 1 6 

A11 5 3 4 8 7 5 6 9 8 5 

A12 7 3 12 1 6 5 8 3 5 2 

A13 7 10 4 5 6 4 5 15 3 6 

A14 5 6 5 9 8 6 8 6 4 7 

A15 6 1 4 1 10 4 3 11 13 9 

A16 8 9 10 8 4 1 7 8 3 10 

A17 7 3 12 5 4 3 6 9 2 15 

A18 4 7 3 6 3 4 1 5 1 11 

A19 7 3 4 5 8 14 6 5 10 9 
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Table 2. The machines selection of product A 

Procedure 

Whether 
adopt 

adaptive 
and 

flexible 
strategy 

Machine can 
be scheduled 

immediately in 
machine set 
with shortest 
process time 

Shortest 
process 

time 

Whether 
adopt 

machine 
balanced 
strategy 

Machine 
is 

scheduled 
actually 

Actual 
process 

time 

A1 Y -- -- N M7 2 
A2 N M2,M3 1 Y M2 1 
A3 N M4 1 N M4 1 
A4 N M1 2 N M1 2 
A5 N M4,M7,M10 1 Y M4 1 
A6 N M3,M10 2 Y M3 2 
A7 N M10 1 N M10 1 
A8 N M4,M8 1 Y M8 1 
A9 N M5 1 N M5 1 

A10 N M9 1 N M9 1 
A11 Y -- -- Y M2 3 
A12 N M4 1 N M4 1 
A13 N M9 3 N M9 3 
A14 N M9 4 N M9 4 
A15 N M2,M4 1 Y M2 1 
A16 N M6 1 N M6 1 
A17 Y -- -- Y M6 3 
A18 N M7,M9 1 N M7 1 
A19 N M2 3 N M2 3 

 

Fig. 2. Flexible processing Tree A(0) of product A 

The flexible scheduling Gantt chart of product A is as the left figure in Fig.3 which 
adopts the algorithm which is proposed by reference [3]. And the flexible scheduling 
Gantt chart of product A is as the right figure in Fig.3 which scheduling order is 
determined by allied critical path method and machines are selected by adaptive and 
flexible scheduling strategy. 
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Compared the left figure with right figure in Fig.3, the result obtained by this 
algorithm proposed is better than the result obtained by the algorithm proposed by 
reference [3]. 

 

Fig. 3. Scheduling Gantt chart of according to algorithm proposed by reference [3] and 
proposed by this paper 

6   Conclusions 

The integrated flexible scheduling algorithm of complex product presented by this 
paper takes full use of the features of flexible scheduling problem, and makes 
procedures finish early though selecting more machines for procedures, whereas the 
algorithm complexity is stable. The total working hours are shorter than existing 
flexible scheduling algorithm of complex product.  
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Abstract. This thesis provides an optimum design to the simulation platform of 
diesel engine working process. It designed on KIVA-3V source program, the in-
cylinder hydrokinetics and the multidimensional model of in-cylinder 
combustion. A comparison between the simulated results and the experimental 
results of a diesel engine shows that the errors do exist, because the former is 
influenced by the accuracy of computation mesh and the latter is influenced by 
the clearance at the top of the combustion chamber. However, the errors are 
within the allowable limit. Therefore, this platform can be well adopted to 
simulate the real working conditions of diesel engines. 

Keywords: Diesel Engine, Simulation Platform, KIVA-3V, Combustion, 
Emission. 

1   Introduction 

During the whole working process of the diesel engine, gases in the cylinder are in 
constant and complicated turbulent motion, with strong compressibility, transiency, 
rotational flow and aeolotropism. The rapid development of numerical simulation 
theory and technology makes it possible to carry out the multidimensional numerical 
simulation to the in-cylinder working process of diesel engines. The thesis makes use 
of the KIVA-3V source program developed by the Los Alamos National Laboratory 
of the USA [1] to design a simulation platform for the working process of diesel 
engines, and proves its reliability via experiments. The result shows that this platform 
can be used to carry out research on the working performance of diesel engines. 

2   Design of the Simulation Platform 

2.1   Checking the PDF File 

The block diagram of the simulation platform is shown in Fig 1. The platform 
includes a layer of hardware structure and a layer of software structure, and the latter 
is composed mainly of the layer of application software and the layer of operating 
system. With the cooperation of the hardware structure and the operating system, the 
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KIVA-3V source program can be compiled in Visual Fortran 6.5. When various basic 
technical parameters and boundary conditions of the diesel engine are inputted and 
calculated, the changing rule of the in-cylinder pressure, temperature and emission are 
outputted and displayed via Fieldview 8.0, OriginPro 7.5 etc. 

 

Fig. 1. Block diagram of the simulation platform 

2.2   Main Program Structure of Numerical Calculation 

This numerical calculation simulation platform was based on the KIVA-3V program 
and composed of three functional modules, i.e. the Preprocessor, the Hydrocode and 
the Postprocessor [2]. The structural relationships between them are shown in Fig 2. 

 

Fig. 2. Block diagram of the main program 

Based on the source program of KIVA-3V, this thesis adds some new program 
codes to calculate the mass emission and emission per cycle of NOx, so as to disclose 
the variation rule of NOx with the change of parameters. 

2.3   Multidimensional Computation Model and Method 

The combustion process is a flow process comprising chemical reactions. No matter 
how complicated it is, the fluid motion, as a form of the motion of matter, has to 
follow the basic rules of the nature. 

The computation models used in this thesis are: the turbulence model – RNG k-ε 
model [3]; the division and nebulization model of oil spray –KH-RT model [4]; the 
turbulent combustion model – a time model of the turbulent combustion features [5]; 
and the NOx emission model – an extended Zeldovich model [6]. The computer 
simulation of flow and combustion process also includes some basic equations such 
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as the mass conservation equation, momentum conservation equation, energy 
conservation equation and state equation etc. 

ALE (the Arbitrary Lagrangian-Eulerian) Method [7], is used in this thesis as the 
computation method of the numerical simulation. ALE is suitable for fluid problems 
in cylinders of the internal combustion engine, where the geometrical shape is 
irregular and the volume is in constant change. 

3   Experimental Study of the Simulation Platform 

3.1   Subject of the Experiment 

The subject of the experiment in this thesis is CA6DL1-30 supercharged diesel 
engine, whose structure of combustion chamber is shown in Fig 3 and basic 
specifications are listed in Tab 1 [8].  

Table 1. Specifications of the diesel engine 

Type of Engine CA6DL-30 
Cylinder Bore [mm] 110 

Stroke [mm] 135 
Length of Connecting Rod  [mm] 217 

Discharge Capacity [L] 7.7 
Compression Ratio 17.5 

Combustion Chamber ω 
Rated Speed [r/min] 2300 
Rated Power [KW] 220 

Maximum Torque [N·m] 1100 
Number of Cylinders 6 

Number of Jet Hole * Diameter [mm] 6×0.167 
Convexity of Nozzle [mm] 2.5 

                      

Fig. 3. The structure of combustion chamber         Fig. 4. Computation mesh 

The three-dimensional computational mesh generated by KIVA-3V mesh partition 
rules [1] according to the basic specifications of CA6DL1-30 engine is shown in  
Fig 4. 

The initial and boundary conditions of the experimental subject are shown in  
Tab 2. 
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Table 2. Initial and boundary conditions 

Intake Air Temperature [K] 325 
Supercharged Pressure [Mpa] 0.156 

Initial Swirl Ratio 1.6 
Temperature of the Cylinder Head [K] 503 
Temperature of the Cylinder Wall [K] 403 
Temperature of the Piston Crown [K] 553 

Initial Temperature of the Fuel [K] 353 
Injection Pressure [Mpa] 150 

Fuel Injection Duration Period [°CA] 20 
Volume of Injection per Cycle [g] 0.01989 
Angle of Contact of Injection [°] 110 

Taper Angle of Injection [°] 25 
Closure of Intake Valve [°CA] 234.0 

Opening of Exhaust Valve [°CA] 478.0 

3.2   Test Equipment of the Experiment 

In order to check the accuracy of the numerical simulation platform to the in-cylinder 
working process of the diesel, a test was carried out to the changing of the in-cylinder 
pressure and emission of CA6DL1-30 diesel engine.  

The structure of the test equipment is shown in Fig 5. During the test, the 
temperature is 20°C and the outer atmospheric pressure is 0.1MPa. The PM 
(Particulate Matter) emission is measured via the CVS-7400S Constant Volume 
Sample System manufactured by HORIBA, Japan. The Exhaust gas dilution is made 
by full flow dilution system. The emission of gaseous pollutants is measured by 
MEXA-7100D exhaust gas analyzer produced by HORIBA, Japan. Among them, the 
NOx is measured by the CLD with NO2/NO converter or the HCLD, and the CO is 
measured by the NDIR. The air flow meter and the ventilation system are also 
included in the text equipment.  

 

Fig. 5. Structure of the Test Equipment 
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3.3   Result Analysis of the Experimental and Computed Values 

Values of in-cylinder pressure in computation and experiment with the change of 
crank angles are shown in Fig 6. It can be seen from the figure that the maximum in-
cylinder explosion pressure in computation is 14.7501MPa and it takes place at 
363.009°CA, while the maximum in-cylinder explosion pressure in experiment is 
15.0386MPa and it takes place at 364.01°CA. It shows that the computed value is 
well in correspondence with the experimental value, either in the maximum values or 
in the crank angles. 

 

Fig. 6. Computed and Experimental Values of In-cylinder Pressure 

Fig 7 shows the experimental values of five groups of NOx emission per cycle. 
The sampling period of the experiment is 52ms, that is to measure the NOx emission 
per cycle of the diesel engine. Altogether five groups of experimental values are 
obtained, and the NOx emissions of 10 operation cycles are taken successively in 
each group. According to the five groups of data, the average value of the NOx 
emission per cycle is 4.32025×10-4g/cycle. Compared with the computed value 
4.72455×10-4g/cycle, the error is 8.56%. 

 

Fig. 7. Experimental Values of NOx Emission 

The comparison of the experimental and computed values of the in-cylinder 
average pressure and the NOx emission shows that some error still exist between 
them. The main reasons lie in that the initial temperatures of the cylinder head, 
cylinder wall and piston crown are empirical values, that there are some differences 
between the computation mesh and the real conditions of the combustion chamber, 
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and that the movement of the inlet and outlet valves are not considered. What’s more, 
the clearance at the top of the combustion chamber hinders the complete emission of 
the exhaust gases, which may result in the error of experimental values. Of course, 
there are still many other reasons that negatively affect the accuracy of computation. 
However, generally speaking, the computed values are still reliable, and the numerical 
simulation platform established in this thesis can be used in the research of the 
working performance of diesel engines. 

4   Conclusion 

In this thesis, a simulation platform based on KIVA-3V source program is established 
to simulate the in-cylinder working process of diesel engines. According to the results 
of comparison and analysis between the computed and experimental values of the 
CA6DL1-30 diesel engine, the computed results of this platform is reliable to a 
certain degree, and can reflect the general tendency of the real working process and 
emission features of the CA6DL1-30 diesel engine. Therefore, the platform can be 
used to carry out further researches on the influence of the parameter changes on the 
working performance of diesel engines, and be used to find out effective measures to 
improve the combustion performance and to reduce the emission of diesel engines. 
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Abstract. Selection of test points is the foundation of fault diagnosis for circuit 
board. On the basis that test point set includes fault source information as far as 
possible, principle of optimized selection for test point is expanded in this 
paper. Optimal test point set of complicated system is generated by use of 
improved association matrix for circuit board. 

Keywords: Circuit board, fault diagnosis, improved association matrix, 
optimized selection. 

1   Introduction 

With the development of electronics technique, circuit structure becomes more and 
more complicated. We rely more on computer and graph theory to analyze and design 
circuit. The more complicated the circuit is, the more test points are needed for circuit 
board fault diagnosis. Connector of a circuit board is not enough to diagnose fault, 
because pins of the connector are limited. Test points in the circuit board are needed 
to get more information. Test signal and output signal are driven from circuit within. 
For example, needle bed technique leads out all nodes of a circuit to measure. But this 
technique won’t work for Large-scale integrated circuit or super-large-scale integrated 
circuit. 

If you optimize test point set and select limited node to meet the need of measure, 
you can promote measure efficiency and reduce work capacity. Reference [1] defines 
that the optimal fault detection point includes most information of fault source, which 
considers that test point set covers fault source information as far as possible. 
Principle of optimized selection for test point is expanded in this paper. 

2   Topology Structure Model of Circuit 

Topology structure of a network can be described by a graph, or a matrix, which is 
association matrix, loop matrix, or cut-set matrix usually. 
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Let a electrical network composed of l  branching-offs and n  nodes, as 
shown in figure 1. All branching-offs and nodes are numbered arbitrarily. 
Therefore the association properties between branching-offs and nodes can be 
expressed by a bn ×  order matrix cM . A row of cM  is corresponding for a 

node, and a column of cM  for a branching-off. Element jkm  of matrix cM  is 

defined as follows:  

(1) 1=jkm , if k -th branching-off is dependent on j -th node, and k -th branching-

off departs from j -th node; 

(2) 1−=jkm , if k -th branching-off is dependent on j -th node, and k -th 

branching-off directs towards j -th node 
(3) 0=jkm , if k -th branching-off is independent on j -th node. 

cM  is called association matrix of a electrical network between nodes and 

branching-offs. Association matrix of a electrical network figure shown in figure 1 is 
formula (1). 

 

Fig. 1. Structure of simple circuit network 

It can be found that every column of a association matrix has only two non-zero 

elements (+1) and (-1), and [ ] l

n

j
jM ×

=

=∑ 1
1

...0.0.0 . Therefore association matrix is 

linear correlation. Giving a ln ×− )1(  order association matrix can determine a 

directed graph which is composed of l  branching-offs and n  nodes 
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3   Improved Association Matrix Model 

On the basis of discussion above-mentioned, definition of association matrix is 
modified as follow: 

(1) 1=jkm , if k -th branching-off is dependent on j -th node, and k -th branching-

off has component or load; 
(2) im jk = , if k -th branching-off is dependent on j -th node, and k -th branching-

off has no component or load. That is to say, nodes at the end of a branching-off 
are direct short. 

(3) 0=jkm , if k -th branching-off is independent on j -th node. 

'cM  is called improved association matrix of a electrical network between nodes and 

branching-offs. Let branching-off 3b  in figure 1 direct short, we get 
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Let branching-off 5b  broken, 3b  and 7b direct short in figure 1, we get 
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'cM  has following characteristics compared with cM : 

(1) cM  corresponds to directed graph. For timing sequence, direction and strong 

logicality of working procedure, directional graph is necessary in 
thermodynamics system and so on. Nevertheless, reference direction is presumed 
artificially and is of little physical significance or topology significance. 'cM  

corresponds to undirected graph, which reflects prominently definite physic 
relationship among branching-off, node and component of a circuit. 

(2) 'cM  distinguishes direct short from loaded between two nodes.  

(3) 'cM  reveals broken circuit, short-circuit and common status. If a column is all 

zero, the corresponding branching-off is open. If there are two elements i  in a 
column, the corresponding branching-off is direct short, and the two nodes equal 
to one node. 

(4) Modules of i  equal to one.  
(5) 'cM  can reflect not only normal topology relationship of a circuit, but also fault 

status. Fault of a circuit is inserted by setting one element zero or i , and by 
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multiplying a bb ×  order matrix on the right side of 'cM . The dimension of 

'cM  needn’t changing. The topology structure of a circuit remains original. 

4   Optimized Selection of Test Points at Circuit Board 

4.1   Principle for Optimized Selection 

The set N  is composed of all nodes on the circuit, and the set L  is composed of all 
branching-offs on the circuit. There exists a mapping LNT =)( . Let V  is a non-

empty optimal set of test points, and [ ])( inTnum is all branching-offs associated with 

node in , where ( ){ }NnnnnV itba ∈∀= ,,, L . The principle for optimized selection is 

described in mathematical method as listed below: 

(1) V ⊂ N; 
(2) na≠nb≠nc≠…≠nt; 
(3) L－T(V)→0; 
(4) ∩(T(na), T(nb), T(nc)…T(nt))→0; 
(5) num(T(na))≈num(T(nb))≈num(T(nc))≈…≈num(T(nt)); 
(6) num(V)≤nummax; 

Explanation of these principle is as follows: 

(a) Principle (1) and (2) prevent invalid node from selecting; 
(b) The association degree demanded in principle (3) points out that detecting 

should cover all components as far as possible. 
(c) Principle (3) and (4) describe the isolation degree of node sets to improper 

characteristic of every component. If a node connects with many components, 
the fault cannot be determined yet, even some fault information can be detected 
from the node. 

(d) Principle (6) weighs up the measure quantity; 
(e) Principle (7) restricts selecting too little test points.  

4.2   Realization of Optimized Test Point Model Based on Improved Association 
Matrix 

In terms of discussion above-mentioned, optimal test point set of a circuit board can 
be established by building a improved association matrix. The improved association 
matrix is realized by this method below. 

Adding together correlation rows of improved association matrix corresponding to 

nodes in set V  gives [ ]1
0 1 3

t

j l
j a

M i
×

=
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The fewer elements ‘0’ in 
t

j
j a

M
=
∑ , the more node set V  covers branching-off. The 

more elements ‘1’ in 
t

j
j a

M
=
∑ , the less repetition degree of branching-off associated 

with nodes in set V . The more elements ‘2’ , ‘3’  in 
t

j
j a

M
=
∑ , the greater repetition 

degree of associated branching-off in node set V . The smaller the variance 
[ ] [ ] [ ]{ })(,)(,)( tba nTnumnTnumnTnumVar L , the more average the number of branching-off 

associated with a node. 

5   Conclusion 

Building a optimal test set is a kind of set covering problem. Truck dispatch, [2] 
resource distribution [3] and location of equipment [4] [5] are also set covering 
problem. Principles of building test set condition each other. A set does not exist 
meeting all condition. Stressing one principle does not accord with engineering 
practice. Neglecting branching-off coverage won’t detect fault on circuit board. 
Neglecting repetition degree of branching-off associated with nodes will reduce 
precision of fault location. Too many branching-off associated with a node will 
damage status resolution of different branching-off. Few nodes will gather many 
faults on one node. With the electrical network spreading, too many nodes will make 
processing difficult and consume much resource.  

This paper not only takes source information coverage by test set fault into 
account, but also improves optimization principle. Improved association matrix can 
build a optimal test set and regenerate topology structure of electrical network. 
Although improved association matrix is of high order, it is a sparse matrix and takes 
not too much memory. Improved association matrix can be applied to complicated 
system  
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Abstract. Graph theory is applied in this paper to optimization design of test 
point set in circuit board fault diagnosis. The optimal detection node set of a 
circuit board can be established by a improved node matrix. The improved node 
matrix can also regenerate topology network graph of a circuit, which reflects 
the relationship among every node and the working status of all components in 
the circuit.  
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1   Introduction 

For restriction of limited nodes which can be reached, the fault information for 
diagnosis is not sufficient and the fault position can not be determined precisely. 
Selection of test points is directly related to how much fault information can be 
obtained, diagnosis precision and efficiency. The optimal fault detection point defined 
in Reference [1] includes most information of fault source. Reference [1] also 
considers that test point set should cover fault source information as far as possible. 
Principle of optimized method for test point is expanded in this paper. 

2   Topology Structure Model of Circuit 

Topology structure of a network can be described by a graph, or a matrix. Let a 
electrical network composed of l  branching-offs and n  nodes, as shown in  
figure 1. All branching-offs and nodes are numbered arbitrarily. Therefore the 
association properties between branching-offs and nodes can be expressed by a bn×  
order matrix cM . A row of cM  is corresponding for a node, and a column of cM  

for a branching-off. Element jkm  of matrix cM  is defined as follows: 

(1) 1=jkm , if k -th branching-off is dependent on j -th node, and k -th branching-

off departs from j -th node; 
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(2) 1−=jkm , if k -th branching-off is dependent on j -th node, and k -th 

branching-off directs towards j -th node; 

(3) 0=jkm , if k -th branching-off is independent on j -th node. 

cM  is called association matrix of a electrical network between nodes and 

branching-offs. Association matrix of a electrical network figure shown in figure 1 is 
formula (1). 

It can be found that every column of a association matrix has only two non-zero 

elements (+1) and (-1), and [ ]1
1

0 0 0
n

j l
j

M
×

=

= ⋅ ⋅ ⋅⋅ ⋅∑ . Therefore association matrix is 

linear correlation. Giving a ln ×− )1(  order association matrix can determine a 

directed graph which is composed of l  branching-offs and n  nodes. 

 

(1)

 

Fig. 1. Structure of a simple circuit network  

3   Improved Node Matrix Model 

Rows and columns of adjacent node matrix G defined in reference [1] rank 
identically. If two nodes are connected, the corresponding element of matrix is 1. 
Otherwise, the corresponding element is 0. Topology structure of an electrical 
network can be described by this way, but whether branch has element or not can not 
be determined. The improved node matrix is shown as follow. 
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(2)

(3)

 

(4)

A matrix composed of n  nodes has 2n  elements.  Because the matrix is 

symmetrical, 
( 1)

2

n n⋅ +
elements are duplicated. All n  diagonal elements are i . 

Number of the effective matrix elements is 
( 1)

2

n n⋅ −
. The matrix can be simplified 

to a triangular matrix. 
If a branch is broken, 1 should be subtracted from the element G(a,b) corresponding 

to two nodes (na，nb) associated with the branch. 
If a branch is direct shot, 1 should be subtracted from the element G(a,b) 

corresponding to two nodes (na，nb) associated with the branch and add i . 
Let branching-off 5b  broken, 3b  and 7b direct short in figure 1, we get 

 

(5)
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(6)

(7)

4   Realization of Optimized Test Point Model Based on Improved 
Node Matrix 

4.1   Realization Method 

Optimal detection node set V  can be established from improved node matrix. Let 
3b  and 7b direct short in figure 1, and follow the example (7), we get a (n-1)×(n-1) 

upper triangular matrix 

 

(8)

If 3b  branch is not associated with test points n1 and n2, then 

 

(9)

Let the different element between equation (8) and (9) is ‘0’. The fewer elements ‘0’, 
the more node set V  covers branches. 
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The more elements ‘1’ in equation (9), the less repetition degree of branch 
associated with nodes in set V . 

The smaller the variance [ ] [ ] [ ]{ })(,)(,)( tba nTnumnTnumnTnumVar L , the more 

average the number of branching-off associated with a node. 

4.2   Essence of the Algorithm 

Typical combinational optimization problems are set-covering, enchasement, binning 
and travelling salesman problem(TSP). 

The set-covering problem can be described as following example [2].  

 

(10)

Its solution is x=（1,0,1,0,1,0]）and cost is 29. Resource distribution truck dispatch 
[3], [4] and location of equipment [5] are also set covering problem. 

5   Conclusion  

Principles of building test set condition each other. A set does not exist meeting all 
condition. Stressing one principle does not accord with engineering practice. 
Neglecting branching-off coverage won’t detect fault on circuit board. Neglecting 
repetition degree of branching-off associated with nodes will reduce precision of fault 
location. Too many branching-off associated with a node will damage status 
resolution of different branching-off. Few nodes will gather many faults on one node. 
With the electrical network spreading, too many nodes will make processing difficult 
and consume much resource. Node number relates to specific demand. You can set 
more nodes in production line and less node in detection. Optimal test set is realized 
by constructing adaptation degree function and each restriction condition. 

Promoted node matrix can discover abnormality in circuit, reflect faulty status of 
electrical network, and is convenient for program. 
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Abstract. The overall design of monitoring and alarming system for 
underground gas pipe leakage is introduced. Its block diagram is given, and the 
design principles of the data collector in the base station and the measuring 
subsystem in the field are described in detail, the design method of the system 
management software id presented. Each base station can be connected with 64 
field measuring subsystem, and the data communication between base station 
and subsystems is implemented by signal carrier technology with DC power 
supply. The system can detect the real-time fuel gas content at the specified 
point in underground pipe net and transmit it to the monitor center in Natural 
Gas Supply Company. So the system can promote the centralized monitoring 
and control for urban underground gas pipe leakage. 

Keywords: Gas pipe, Gas leakage, Monitoring and alarming, C8051F060. 

1   Introduction 

The supply of the gas brings people using easily, but safety and environmental 
pollution problems are brought because of its toxic and explosive. Much explosion 
that is caused of gas leak brings out personal injuries and economic losses significant 
each year in the world. At present, manual measurement is the only method that 
monitors urban underground gas leakage, the method is a heavy workload and not 
timely. Automatic monitoring and alarming system is no successful application [1]. 
The design of the system that monitors and alarms the urban underground pipe gas 
leak automatic and real-time is very necessary. The design uses a tree branch 
structure, the system consists of the main station, base station and sub-machine. The 
system can monitor the gas content data of underground gas pipe network in real time 
and upload the data to the gas Company Monitoring Center. Urban underground gas 
pipe leakage is monitored centralized by it. 

2   The Overall Design 

The system uses master station; base station and sub-machine triple tree brand 
structure. The system design diagram is shown in Figure 1. Taking into account the 
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complete gas detection at the same time, the sub-machine also will collect data 
uploaded to the base station, while the combustible gas sensor current at 20mA or 
more, can not achieve long-term battery-powered remote power supply by 24VDC set 
by the base station collector. master Painter NET network (can also be designed to use 
GPRS and other wireless data transmission module) to access the base station up to 
can mount the 64 on-site detection of sub-machine each base station includes a base 
station PC and base station data acquisition in two parts, the base station data 
collector DC-powered carrier for each collection point on-site detection of sub-
machine to provide a 24VDC power supply. site detection of sub-machine will upload 
the gas concentration detected by the carrier collector to the base station, base station 
collected through the serial port will be collected from each site detection of sub-
machine coming gas concentration data to the base station PC, the base station PC, 
network and The master control PC (gas company) to connect. 
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Fig. 1. The system overall design diagram 

2   The Design of Site Monitoring Sub-machine 

The function of the site monitoring sub-machine is monitor gas pipeline detection point 
of the site concentration of combustible gases, and the measured data to the base station 
data collector, its block diagram shown in Figure 2. The system-on-chip C8051F060 is 
the core of the site monitoring sub-machine core [2], the internal A / D converter to 
collect combustible gas sensor detection circuit output and the combustible gas 
concentration is proportional to the voltage signal, and the collected digital modulation 
circuit through the serial port to send superimposed to the supply line. transmitted 
through the supply line to the base station data collector selection with high sensitivity 



 Design of Monitoring and Alarming System 521 

 

and low power consumption TP 1. 1A as a combustible gas sensor, a sampling of 
resistance and description control circuit detection circuit to real-time detection of 
combustible gas concentrations of methane to NE555 constitutes the variable duty cycle 
astable multivibrator constitute a serial port to send modulation circuit, the output duty 
cycle to 50% of intermittent oscillation signal. signal receiving demodulation circuit, 
including narrow-band amplification of two parts of the shaping circuit and serial 
demodulation circuit the shaping circuit narrowband amplification by the transistor and 
RC elements and serial demodulation circuit monostable trigger circuit, the output 
waveform to fully meet the requirements of serial receiver. 

 

Fig. 2. Block diagram of field testing sub-machine 

3   The Design of the Base Station Data Collector 

The base station data acquisition for on-site detection of sub-machine provides DC power 
supply, field testing sub-machine detected the combustible gas content data collected by 
the carrier technology, the detection point data collected is uploaded to the base station 
PC, and then through the serial port its block diagram shown in Figure 3. C8051F060 chip 
system is the core of the base station data acquisition, C8051F060 serial port 1 (UART1) 
will be collected on-site detection of sub-machine data uploaded to the base station PC via 
the RS232 interface circuit, machine. Since each base station data acquisition to achieve 
sub-machine detection to combustible gas concentrations on the acquisition of 64 on-site  
 

 

Fig. 3.  Base station collector Schematic 
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detection, while 64 on-site detection of sub-machine power, but also DC-powered carrier 
to exchange data, consider to the line impedance, the base station data acquisition, 
including 8-way AC signal isolation circuit and serial modulation / demodulation circuit, 
the circuit structure and on-site detection of sub-machine. 

4   The Design of the Management Software 

Gas pipeline leak monitoring and alarming systems management software block 
diagram in Figure 4 below. Main station to monitor the PC receives the data packet 
sent to each base station, and then collate, according to the gas concentration  
values of the detection field testing handset collected, the corresponding processing 
and alarm; and save the appropriate data through the database management system to 
ensure that the post-normal query. 
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Fig. 4. Management software block diagram 

5   Conclusions 

The design uses the master station, base stations and sub-machine triple tree branch 
structure. The function of the underground gas pipeline leak monitoring and alarm in 
real-time is realized by the network communication technology and DC-powered 
carrier. By test, combustible gas (methane) detection range: (50 ~ 40 000) 10 - 6, 
response time <10s, each base station to connect the handset number 64, the 
communication distance> 5 km. 
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Abstract. NTFS has become the main file system of Windows. Based on 
NTFS, We propose an efficient method to build a fast file search engine by 
USN journal which is vividly called the secretary of NTFS. Using the engine, 
we can locate files or folders by name in all NTFS disks in a second. In 
addition, with the function of fast file location and the important MFT 
information stored in USN journal, the engine can apply to fast electronic 
document destruction. This research not only can be of great use to daily 
computer application, but also has significant value in computer privacy 
protection. 

Keywords: NTFS, USN, fast file search, electronic document destruction. 

1   Introduction 

File search is a very common operation in computer application. Although Windows 
operating system provides the attached file search function and has a great 
improvement in the efficiency at new version, it still needs waiting for a long time, 
especially searching all disks. 'Everything' is the fastest filename search tool 
developed by voidtools. It can complete building hundreds of thousands of files' index 
within a minute and locate files or folders by name instantly, the search speed is very 
egregious, however, it is a pity that 'Everything' is not open source software, 
therefore, it is difficult for programmer to use its simple SDK to freely extend the 
application of their own. Besides, the general program commonly uses recursive or 
non-recursive method to iterate the files of disk, the efficiency is often not 
satisfactory. This paper, we research the USN journal which is vividly called the 
secretary of NTFS but lack of attention [1], we want to describe how to use Windows 
API of USN journal and SQLite database to build a fast file search engine, and its 
running process just like 'Everything' tool. What's more, with the function of fast file 
location and the important MFT information stored in USN journal, we can apply the 
engine to electronic document destruction which is one of the hot topics in 
information security field and find another way to implement destroying file fast, 
safely and thoroughly. 
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2   Basic Concepts 

2.1   USN Journal 

USN (Update Service Number) journal is a dependable secretary which NTFS 5.0 
brings in. USN journal can monitor every NTFS volume, while the event of adding, 
modifying or deleting file happened, USN journal stores the changed information [1]. 
Every USN record uses specific symbol to mark as a form of log, and it has a 
common structure called USN_RECORD. In the structure, there is a field 'USN' 
which is the unique number mark every record, there is field 'file reference number' 
which is the important MFT number we can use to locate file, there is field 'reason' 
which indicates that what change happened, it is an enumeration, here we only pay 
attention to the change of inserting, modifying or deleting file, there is a field 'time 
stamp' which records what time the change happened. In addition to this, the structure 
also records the filename and some other fields out of our attention. USN journal 
begins as an empty file, when NTFS volume has some change, all changed 
information will be added to this file immediately. Every NTFS disk saves only one 
USN journal. There is a fixed structure called USN_JOURNAL_DATA which 
records the basic information about the USN journal. In this structure, there is a field 
'USN journal ID' which is unique to every journal, that is to say when we create USN 
journal each time, NTFS will return different USN journal ID. There is a field 'first 
USN' and a 'next USN', if we want to query all data of the USN journal, we need to 
know the start position called 'low USN' and end position called 'high USN', here the 
'first USN' corresponds to 'low USN' and the 'next USN' corresponds to 'high USN', 
each of them is the unique number of a USN record. At last, noting that USN journal 
is only loyal to NTFS, not FAT or other file system.  

2.2   MFT 

Everything in NTFS is file. MFT (Master File Table) is the core of NTFS [3]. MFT 
consists of a series of MFT records. Each file has at least 1 MFT record. Each MFT 
record takes up 1024 bytes and owns a unique MFT number. The header of the record 
is a fixed structure to describe the basic information. Follow the header are attributes. 
In NTFS, all information which are relevant to data are called attribute [3]. Common 
attributes are the attribute of standard information, file name, data, index root, bitmap 
and so on. Each attribute has a feature code. All file operations will cause the change 
of the MFT record.  

3   Building the Engine 

3.1   Main Idea 

The first time to use the engine, we should initialize USN journal of every NTFS disk 
and list all USN records, each USN record references to a file or folder, than we 
should insert information of all files to a database. Through optimizing performance, 
this procedure will take less than 2 minutes per million files. Now, we can input the 
key words of filename we want to find and get the output by querying database. 
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After using computer for some time, the files on the disk may have some change, it 
may have some new created files or folders, and some old files or folders may be 
renamed or deleted. Start the engine this time, we should check the USN journal to 
list all changed USN records, after analyzing them, we should do insert, update or 
delete operation to update the database to make sure the consistency between files of 
disk and file records in database. As the amount of the changed files is much fewer 
than the amount of files on disk, this procedure will completes in a short time, that is 
to say users can begin searching instantly after starting the engine. 

3.2   The Selection and Design of Database 

Before starting the engine, we should create a database to record the basic USN 
journal information and files' information of disk. Here we adopt SQLite as database 
because it's an in-memory database that can provides better read and write 
performance, besides, it's green software, and the core engine itself doesn't depend on 
the third party software and no need to install, so it decreases a lot of trouble in 
deployment. Furthermore, lightweight, portable, single file, cross platform are other 
features of it. 

There are 2 tables we need to create at least: 
USNJBasicInfo{id, diskName, usnJournalId, startUSN} 
USNRecordInfo{id, mftNo, pMftNo, fileName, diskName} 
As is mentioned above, every NTFS disk only has an USN journal, each USN 

journal has an unique id. If we replace a disk and create its USN journal, the returned 
new journal id must be different to the old, in this case, the relevant data about the old 
disk stored in USNRecordInfo are invalid, and we should delete the invalid data and 
insert all files' information of the new disk.  

The 'startUSN' points the USN of the last record of journal in recent query and its 
initial value is 0. The next time to start the engine, we should not query journal from 
beginning to the end but from the value of 'startUSN' to get the changed records. 

The 'mftNo' and 'pMftNo' are two important attributes. They are the unique 
identification number to a file's MFT record and its parent folder's MFT record, 
through them, we can get the file path and locate it, what's more, they are the entrance 
of electronic document destruction. Here we don't save the file path because get the 
file path needs some time cost, we can dynamically load the file path when user do 
searching.  

3.3   Concrete Procedure 

The first time to start the engine, the database is empty, we should fill the database 
with basic information of new created USN journal and all files' information of every 
NTFS disk. As single disk for example [2]: 

First, we should check if the disk is NTFS format. 
Second, get the handle of this NTFS disk. 
Third, create or initialize the USN journal. Here we use the function 

'DeviceIoControl' of Windows API and input the handle of this NTFS disk and the 
specific flag 'FSCTL_CREATE_USN_JOURNAL' and other parameters. NTFS will 
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create an empty USN journal and put all files on the disk as USN records into the 
journal automatically. 

Fourth, get the basic information of the new created USN journal above and store 
to database. Here we still use the function 'DeviceIoControl' with the specific flag 
'FSCTL_QUERY_USN_JOURNAL'. This function will output a structure 
'USN_JOURNAL_DATA', there are 3 important attributes mentioned above: 
'UsnJournalId', 'FirstUSN', 'NextUSN. We should insert 'UsnJournalId' and 
''NextUSN' as 'startUSN' to table 'USNJBasicInfo' of database. 

Fifth, list all USN records in the USN journal. Here we also use the function 
'DeviceIoControl' with the specific flag 'FSCTL_ENUM_USN_DATA'. We should 
open a buffer to circularly receive the data of USN records and circularly analysis 
each USN record. After receiving all data, we have collected all files' information 
such as MFT number, the parent folder's MFT number, filename. We should insert 
them into the table 'USNRecordInfo' of database. 

At this time, users can do searching by filename, the engine will query the database 
to get all similar filenames and dynamically get file path, and then return instantly.  

Now, the question is how to get file path? As the filename and parent MFT number 
we know, we can use the function 'DeviceIoControl' with the specific flag 
'FSCTL_GET_NTFS_FILE_RECORD' to find filename attribute to get name and the 
parent MFT number of parent folder. As this method to recur until reach the root of 
the disk (generally the MFT number is 5), and then combine all these filename, folder 
name and root name as reversed order to build the file path. 

The next, when we start the engine next time, there is no need to initialize the USN 
journal, we only need to find the new added USN records which they record the 
changed files' information. Here, we also use the function 'DeviceIoControl' with the 
specific flag 'FSCTL_READ_USN_JOURNAL' and input the start position of the 
read range which is the value of the attribute 'StartUSN' stored in table 
'USNJBasicInfo' of database, we also need to open a buffer to circularly receive the 
data of new added USN records and circularly each USN record especially the reason. 
According to the reason, we distribute the records into 3 assembles corresponding to 3 
different operations. If the reason indicates that the file is new created, we should 
insert the information of this file to database. If the reason shows that the file is 
renamed, we should modify the filename of relevant record in database. If the reason 
means the file is deleted, we should delete the relevant record in database. After a 
short time to update the database, users can do searching. 

3.4   Optimize Performance 

First, in order to economy user's waiting time of initializing or updating database 
when start the engine, we adopt multi-thread programming to exert the multi-core 
process's performance sufficiently [5]. We can parallelly initialize USN journal of 
each disk and adopt thread-synchronized method to wait all USN records obtain 
completely and then bulk insert into database.  

Second, In order to improve the efficiency of data query, we can consider 
establishing the clustered index on certain field of database [7]. 
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4   Application in Electronic Document Destruction 

4.1   Background 

Electronic document destruction is one of the hot topics in information security field. 
Simply deleting file exists many security problems. While deleting a file, the file 
system only makes some marks but not erase the MFT record and data field, it leaves 
many traces on the disk. Through certain data recovery means, the deleted file still 
can be reconstructed [4]. Therefore, electronic document destruction is crucial 
importance to some secret files. At present, the published paper researching 
destroying electronic document is relatively few, we have proposed an efficient 
method before, now we have find another way by using this file search engine. 

4.2   Resolving Method 

In order to implement destroying electronic document thoroughly from file system, 
the most important thing is to get the MFT number of the file. Here, we can get the 
MFT number by file searching. We can create a query inputting disk name and 
filename, the MFT number is stored in table 'USNRecordInfo'. If there are some files 
of the same name return, we can get the file path by the method mentioned above to 
match the target file path to determine the unique MFT number. 

Getting the MFT number of the file, we are ready for destruction [6]: 
First, we should erase the file’s data. Getting the handle of the file by file path, we 

can use WriteFile function of Windows API to cover the data section directly with 
0x00. We can also get the data’s sectors map which record sectors of data distribution 
by analyzing the data attribute (0x80) of MFT record and then erase the sectors.  

Second, we should delete file using DeleteFile function of Windows API. 
Finally, we should erase the MFT record. We can easily calculate the beginning 

sector of the MFT record by MFT number and then erase 2 continuous sectors 
(generally 1KB). 

5   Summary 

Upon the research, we have proposed an efficient method to build a fast file search engine 
by USN journal and make it to software [8]. In order to confirm the efficiency of our 
engine, we compare our software with 'Everything', a general file finder software which 
uses non-recursive method to iterate the files of disk and file search function which is 
Windows attached. We do test in the same condition which owns about 855,000 files on 
disk. The result of contrast in finding the same filename as the following table shows: 

Table 1. Performance contrast (time measurement rounds to second) 

 Everything Our engine File finder 
Windows 

Search 
Initialization time cost 70s 102s 287s - 

Query time cost <=1s 2s 27s 205s 
Update DB time cost 4s 5s - - 

Best time cost 5s 7s 314s 205s 
Worst time cost 71s 104s 314s 205s 
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From the contrast above, we can see that our engine runs a little slower than 
'Everything' in performance of initialization but also can complete loading 1 million 
files about 2 minutes, it is much faster than others, so it can proved the validity of our 
proposed method and still has space to improve. Besides, in query performance and 
data update performance, they are similar, users can instantly get the list of relevant 
files by inputting the key words of the filename.  

We will provide our source code later, it's convenient for extending and putting 
them into other application. Welcome readers to modify or propose improvement 
methods. 
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Abstract. Since simple genetic algorithm based 2-D maximum entropy image 
segmentation algorithm has the problem of premature, this paper proposes an 
improved genetic algorithm. Through using Fitness Extreme Distance (FED), 
the improved genetic algorithm proposed in this paper establishes fuzzy 
evaluation mechanism in the evolution procedure. Compared with the simple 
genetic algorithm, improved algorithm remarkably enhances the genetic 
algorithm’s convergence and the overall search ability. Theoretical analysis and 
experiment results shows, compared with basic genetic algorithm, the proposed 
genetic algorithm based 2-D Maximum Entropy Segmentation algorithm’s 
acquired segmentation effectiveness is better. 

Keywords: Image segmentation, Genetic algorithm, 2-D maximum entropy. 

1   Introduction 

Image segmentation provides the preparative works for the high-level operations in 
image processing and computer vision. Since the variability of images and the 
presence of noise, image segmentation is still a challenging problem [1].  

Among all kinds of segmentation methods, threshold based method is the most 
basic and the most widely applied technology. In many cases, it is often the first 
choice of image analysis, feature extraction and pattern recognition. But for an image, 
the pixels have strong consistency and correlation in position and gray level, the 
traditional methods ignore the pixels’ detail distribution information, only considering 
the gray level histogram information, so when an image’s optimal segmentation 
threshold dose not reflect in the valley of histogram, they are always helpless [2]. So 
people add pixel’s neighborhood information as important information to the 
traditional segmentation strategy, and construct amount of 2-D histogram based image 
segmentation algorithm.  

2-D maximum entropy image segmentation algorithm is a typical 2-D histogram 
based algorithm which perfectly uses the correlation of the gray level histogram 
information and the pixels’ neighborhood information, effectively reducing the effect 
of noise. But theoretical analysis and experimental results show that its time 
complexity is extremely high, not suitable for real-time applications, therefore, in 
practical applications, it is often optimized by other intelligence algorithms [3]. 
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As an efficient method of parallel searching, genetic algorithm has incomparable 
advantages in optimizing the 2-D maximum entropy image segmentation algorithm 
[4]. However, in actual applications, genetic algorithm often faces the problem of 
premature. In order to solve this question, this paper proposes an improved genetic 
algorithm. The proposed algorithm introduces Fuzzy Penalty Function (FPF) in inner-
generation and improves the algorithm’s global search ability. When using the 
proposed improved genetic algorithm in the 2-D maximum entropy image 
segmentation algorithm’s optimization, experimental results show, compared with 
simple genetic algorithm, the proposed method’s segmentation effective is better.  

2   Background Knowledge 

2.1   Genetic Algorithm 

A genetic search starts with a randomly generated initial population within which 
each individual is evaluated by means of a fitness function. Individual in this 
generation are duplicated or eliminated according to their fitness values [5].  

There are usually three operators in a typical genetic algorithm. The first is the 
production operator which makes one or more copies of any individual that posses a 
high fitness value. Otherwise, the individual is eliminated from the solution pool. The 
second operator is the crossover operator. This operator selects two individuals within 
the generation and a crossover site and carries out a swapping operation of the string 
bits to the right hand side of the crossover site of both individuals. Crossover 
operations synthesize bits of knowledge gained from both parents exhibit better than 
average performance. Thus, the probability of a better performing offspring is greatly 
enhanced; the third operator is the 'mutation' operator. This operator acts as a 
background operator and is used to explore some of the invested points in the search 
space by randomly flipping a 'bit' in a population of strings. Since frequent application 
of this operator would lead to a completely random search, a very low probability is 
usually assigned to its activation. 

2.2   Two-D Maximum Entropy Image Segmentation Algorithm 

The thinking of the2-D maximum entropy image segmentation algorithm is using 2-D 
histogram entropies which are determined by using the gray value of the pixel and the 
local average gray value of the pixel [6].  

Let the average gray-level values of each pixel’s neighborhood are from 0 to 1−L, 
as well as the gray level values of each pixel. At each pixel, both the average gray-
level value of the neighborhood and its gray level are calculated. This forms a pair 
that belongs to a 2-dimensional bin: the pixel gray level and the average gray level of 
the neighborhood.  

2-D maximum entropy image segmentation algorithm’s realization procedure is as 
follows: 
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STEP1: Calculate each pixel’s joint probability ( , )p i j : 

,
( , ) ( 0,1, ,255, 0,1, ,255)

Ni j
p i j i j

Nimage
= = =  (1)

In formula (1), ,Ni j  
represents the number of pixels which value is i  and average 

level is j , Nimage  represents the total number of the pixel in the whole image; 

STEP2: Set an initial threshold (0)Th Thst st= which divide the original image into 

two classes: 1C and 2C ; 

STEP3: Calculate the 2-D histograms’ relative average 2-D entropy 1E  and 2E  

respectively: 
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1 1
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In formula 2
1 1

, 0,1, , 255, 0,1, , 255
s t

st ij
i j

p p s t
= =

= = =∑∑ ; 

STEP4: Choose the best value *Th Thst st= , according to which the pixels are divided 

into class 1C  and class 2C  which satisfy the blow formula: 

*[ ]| max{ }1 2 1 2E E E ETh Thst st+ = +=  (3)

STEP5: Segment image by Thst . 

3   Proposed Algorithm 

3.1   Improved Genetic Algorithm 

How to effectively describe and process the constraints and the constraint conditions 
to construct a suitable evaluation function is a key to solve the problem of 
optimization, penalty function is a common used method [7]. In order to construct 
penalty function, the proposed algorithm defines Fitness Extreme Distance (FED).   

Sorting all individuals { , ,..., }1 2f f fN  in current population set according to their 

fitness, and forming a ordered individual set { , ,..., }1 2g g gN , in which N  represents 

the size of population set, fi  represents individual 'i s fitness. 

{ , ,..., }1 2g g g gi N∈ , 0 ,i j N< ≤ . Thus, in the new set, the first element has the highest 

fitness, and called Fitness Extreme value, accordingly, the individual’s position 
represents the order of fitness, and called FED, represented as di .   

By introducing the FED, based on considering the different evolution stages’ 
features, improved genetic algorithm establishes a kind of Fuzzy Penalty Function 
(FPF) which punishes the Chromosomes according to their fitness with different 
ways. In this paper, FPF ( , )u d xi defined as follows: 
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(1)In the prophase of evolution: 

0.85, 1
( , ) 0.95, 1 2

1, 2

d C Ni
u d x C N d C Ni i

di C N

≤⎧
⎪= < <⎨
⎪ ≥⎩

 (4)

 In formula 4, N defined as population size, 1C and 2C  meet 11 2C C< < , and defined as 
control parameters. 
(2)In the medium of evolution 

( , ) 1u d x d Ni i= −  (5)

(3)In the later stage of evolution 

( , ) 1 exp( )u d x d N di i i= − −  (6)

In proposed improved genetic algorithm the new fitness function ( , )eval i x  is defined 
as formula 7: 

( , ) ( , ) ( , )eval i x f i x u d xi= ∗  (7)

3.2   Proposed Segmentation Algorithm 

The proposed improved genetic algorithm based 2-D maximum entropy image 
segmentation algorithm’s realization thinking and steps are as follows: 

Step1: Coding: there are 4 parameters whose values are from 0 to 255, so coding 
the chromosome with 32 bit binary strings;  

Step2: Population generation and parameter setting: set 100 as the initial population 
size, set 45 as the maximum evolution generation, crossover probability 0.6Pc = , 

mutation probability 0.6Pm = , generate 100 chromosomes and initialize them with 

random values from 0 to 255; 
Step3: Calculating fitness: calculate each chromosomes’ fitness using formula 7,set 

EvoGen as number of evolution times, when 0 15EvoGen≤ ≤ , the genetic algorithm in 
the prophase stage of evolution, when 16 30EvoGen≤ ≤ , the genetic algorithm in the 
medium stage of evolution, when 31 45EvoGen≤ ≤ , the genetic algorithm in the later 
stage of evolution; 

Step4: Select: execute selection operation by using roulette wheel selection 
method; 

Step5: Crossover: according to initialized crossover probability Pc  to execute 

crossover operation; 
Step6:  Mutation: according to initialized mutation probability Pm  to execute 

mutation operation; 
Step7: Termination condition: if 45EvoGen= , terminate the algorithm, else go to 

step 2; 
Step8: Decoding and Image segmentation: decode the chromosome which with 

highest fitness as the best individual and using the decoded result as the optimal 
threshold to segment the image. 
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4   Experiment Results 

Experiments are performed on 512×512 gray-scale image Lena which with stochastic 
noisy. Fig. 1 compares the segmentation results of different methods. Fig. 1 (3), Fig. 1 
(4), Fig. 1 (5) shows three kinds of two-dimensional histogram block based algorithm’s 
results, compare with Fig. 1. (2), they are affected by noisy lower. Among Fig. 1(3), 
Fig. 1(4), Fig. 1(5), Fig. 1(3) with the best quality, although Fig. 1(4) achieves good 
background and foreground segmentation, it just converges to a partial solution, the 
obtained threshold a little large. Fig. 1(5) achieves better segmentation effective, 
compares with Fig. 1(4), it not only suppresses the noisy, but also retains the image’s 
necessary details, the segmentation results closer to Fig. 1(3).   

Table 2 lists three kind of 2-D fuzzy entropy algorithm’s operation time. Table 3 shows 
genetic algorithm and improved genetic algorithm can greatly shorten the 
segmentation process’ running time. Compared to the basic genetic algorithm, due to 
the introduction of FPF, the proposed algorithm is more time consuming. 

                       

                   (1)              (2) 
 

  

(3) (4) (5) 

Fig. 1. Image segmentation results, (1) testing image with stochastic noisy, (2) reusult of One-
dimensional fuzzy entropy,(3) result of two-dimensional histogram block, (4) reuslt of basic 
genetic algorithm , (5)the proposed method.  

Table 1. Comparison of three kind of 2-D fuzzy entropy algorithm’s operation time 

Method Operation time for one times Average time of 10 times 
Group list method 2.1 h  
Genetic algorithm  109.6s 
Proposed method  136.7s 
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5   Conclusion 

In this paper, we developed an improved genetic algorithm based 2-D maximum 
entropy image segmentation algorithm. This algorithm is able to improve the basic 
genetic algorithm because: (1) by using FED, the algorithm establishes the 
population’ fuzzy penalty function, which makes the chromosome’s evaluation more 
reasonable and fair; (2) the algorithm uses different fuzzy evaluation function in 
different stages of evolution, significantly improves the algorithm’s convergence and 
global search ability. From theoretical analysis and experimental results, it clearly 
shown it can obtain better segmentation results. So we propose the improved genetic 
algorithm based 2-D maximum entropy image segmentation algorithm with high 
performance. 
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Abstract. M-Bus is a special communication technology for transferring 
information of consumption measurement instrument and the counter. M-Bus is 
widely used in data collection in the fields of buildings and industrial energy 
consumption. City underground pipeline system is huge and the structure is 
complex. As a result, it is great inconvenient for a daily management and 
maintenance.  With all kinds of sensors, the proposed monitoring system can 
monitor the temperature of the well environment, the water level, gas leaks, 
whether workers into the well, alarm information. Moreover, it can be applied 
in the long distance, multi-collection channel, inflammable and explosive 
application. Due to the new Bus communication, equipments are supplied with 
power by Bus. Consequently, the proposed system is manageable and suitable 
for site conditions which can't afford power supply. The system has high 
reliability, low cost, a broad prospect and practice value.  

Keywords: Monitoring System, M-BUS, Communication, Remotely alarm. 

1   Introduction 

At present, urban underground pipeline system is huge and structure is complex, 
which results to greatly inconvenience for the daily management and maintenance. 
The underground pipeline system has long line, and complicated structure. 
Furthermore, it can't add any relay equipment, and it can't have any external power 
supply. Thus, the common fieldbus is not suitable for the city to well environment 
monitoring. Traditional M-Bus[1-3] communications Bus can meet the long distance 
communication and bus power supply, but slave computer can't realize active 
communication alarm. So, it is needed to design a new kind of fieldbus to monitor the 
well environment. All field equipment is supplied by bus power. The real-time 
monitoring and well environment alarm is realized. The system can realize the 
automatic monitoring and management, history data storage and management. 

With all kinds of sensors, the proposed monitoring system can monitor the 
temperature of the well environment, the water level, gas leaks, whether workers into 
                                                           
* Supported by National Undergraduate Innovational Experimentation Program (091006011). 
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the well, alarm information. Moreover, it can be applied in the long distance, multi-
collection channel, inflammable and explosive application. Due to the new Bus 
communication, equipments are supplied with power by Bus. Consequently, the 
proposed system is manageable and suitable for site conditions which can't afford 
power supply. The system has high reliability, low cost, a broad prospect and practice 
value. 

2   System Structure and Principle  

The city environment monitoring system based on the improved M-BUS is mainly 
composed of three parts, the master machine, the slave machine and transmission 
lines. The monitoring software designed serial interface communication programs by 
VB[4] language and achieved urban underground pipeline monitoring system[5]. The 
master PC outputs RS-232 signal through the serial interface. Through a converting 
circuit, RS-232 signals are converted to TTL signal, and then TTL signals into the M-
BUS, and through the M-BUS voltage signal are sent to the slave PC, the slave PC 
receives different instructions sent by master PC though the serial interface UART. 
Then, according to the different instructions, different operations can be realized, such 
as monitoring the temperature through the temperature sensor, monitoring the human 
body invasion,  monitoring water level, etc.. Finally the monitoring information is 
converted into instructions and sent to the PC. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. System structure 

3  Hardware Circuit Design 

The improved M-BUS circuit mainly includes voltage sending unit, current receiving 
unit, power module and signal conversion module. Slave PC includes power supply 
circuit, communication interface, reset circuit and temperature sensor, human 
invasion and water level sensor and slave PC address settings. 

In Fig.2, slave PC is based on STC12C2052AD and it includes the following six 
circuits. STC12C2052AD is the core of the system, and it mainly accomplishes 
calculation and controls surrounding circuit. LM35 series integrates analog integrated 
temperature sensor in a chip. It can complete temperature measurement and  
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simulation signal output. It only measures temperature[6,7] and it has small 
temperature measurement error , low price, rapid response speed ,long transmission 
distance, small volume, low power consumption, which is suitable for long distance 
measuring temperature, controling temperature. The system does not need to 
undertake nonlinear calibration and its peripheral circuit is simple. Communication 
bus used 36 V power supply. Chip adopts 5 V power supply. The power supply 
module uses LM2576 chip to switch the 36 V to 5 V.  BUS1 is 36 V, the other end of 
chip is 5 V power supply. Micro-consumption electronic infrared sensor is used for 
perception whether personnel are in well. Two water level sensors are used for 
percepting water levels of low and high.  
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. System structure of slave PC 

 
 
 
 
 
 
 

 
 

Fig. 3. Communication connection between host PC and slave PC 

RS232 is connected to computer through serial interface by MAX232 . On the 
other hand, the RS232 signal is converted into TTL signal and is connected to the bus. 
Improved M-BUS[8,9] consists of three wires, i.e., BUS1, BUS2 and BUS3. 

BUS1 is multi-use line and it is a power supply line and channel by which slave PC 
transfers information to host PC by current. BUS2 is common ground wire. BUS3 is a 
channel by which host PC transfers information to slave PC by voltage. BUS1 has the 
voltage limit of 36 V. The communication connection between host PC and slave PC 
is shown in Fig.3, R and C is circuit impedance and capacitance. The dashed box 
represents a slave PC. 
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4   Structure of System Software 

4.1   Software Structure and Function of Host PC 

This system applies VB6. 0 as a host PC software platform. It can easily make a 
friendly interface, and it has a powerful database which can be very good to deal with 
monitoring data, and is convenient for the user to understand the previous monitoring 
results, also can send and receive data and can accomplish real-time communication. 
As a result, it can meet the requirements of host PC application software platform of 
remote monitoring system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Flow chart of host PC software 

Firstly, the main window is set. Then, toolbar, clock, status bar, pictures, labels, 
text frame, button and tree structures can be added to the main window according to 
the requirements. Finally, their properties are set, respectively.Code is written for 
Form_Load events, which mainly completes the following several aspects: variables 
initialization; serial port initialization; tree structures initialization, etc..Form_Load 
still sets the size of main window; after operating, the status bar shows "welcome to 
use this system!! ". 10 site PC is shown on the operation interface. The code of serial 
communication is written, and MSComm1_OnComm is created. The function SEND 
is defined. SEND is applied when clicking a command button and the display system 
shows a "in communication......" .10 site PCS are established. The address of each site 
PC is assigned to the third bit of receiving data , and its name is saved for inquiring if 
needed. Due to receive window cannot save the information and no history records. If 
users want to know the previous monitoring results, such as want to understand 
whether alarm has happened during the past period of time, or want to compare 
different temperature during different time, the receive window does not meet these 
needs. Therefore, another database is built, which can be used to store the records of 
the site PC and temperature, and it is convenient for the user's query. The Timer1 
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control is programmed. it is used to time and set up the track of little red dot after the 
launch of the animation, which makes the system more vivid and directly. In the 
menu bar, it can achieve the following functions: changing the system name, software 
introduction, changing information and use instructions. 

In the form welcome, the unit, the name, version number are filled. A timer1 clock 
control is added. The interval is 2000. It goes to the window after 2 seconds. In the 
engineering properties dialog box, the form of wellcome will be set to start object. 
Form a dialog form  can change the name of the current system. After the form 
wellcome receive information, by clicking inquires buttons, users can inquires the 
record according to the machine name and operation type. The results will show the 
name and the operation of the machine, state information and the date and time of 
communication. From a dialog, users can select computer communication port com1 
or com2, respectively. Different baud rate, 1200, 2400, 4800, 9600 can be chose too.  

4.2   Site Machine Software 

The machine is connected to PC through the two buses. The machine is monitored 
using the PC monitoring software. Due to the number of the machine is more than 
testing machine, so a lot of the machines are in parallel with the two buses. PC sent 
the instructions to the site machine through a serial port. The machine can feedback 
the invasion, and then output instructions to the PC through the temperature sensors, 
water level sensor and human body sensor. The instructions are translated into 
information we need through some agreement, such as the temperature, water level, 
human body invasion, whether to cancel the monitoring and so on. We can learn that 
the place of machine and make corresponding processing. 

Fig. 5. Flow chart of slave software 
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5   Conclusions 

This monitoring system uses a point-to-point master-slave response method and 
realizes the serial communication between PC and microcomputer. The scene applied 
the single-chip machine. In the integrated development environment, monitoring is 
accomplished through the C language. The experiments show that the system has high 
reliability and practicability, etc. Along with the continuous integration of serial 
communication equipment, this system can be better used in monitoring and control 
system. Communication applies the improved version of the M-BUS which makes 
further communication distance. The signal is more stable. So, the system has a good 
application value. This project used computer technology, fieldbus technology, the 
communication technology and microelectronics technology to develop environment 
monitoring system in the well. The system is mainly composed of the PC, 
communications bus, site PC. The system can monitor the water level, gas leaks, 
human body invasion and alarm etc, also can be applied in the fields of long distance, 
multi-collection, inflammable, explosive, bus power supply and so on. The system has 
a broad prospect of application and practice value. Furthermore, the system lay the 
foundation for the realization of digital city and information management of the 
underground pipes. 
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Abstract. In this paper, we propose a new color image representation method 
based on double-rectangle Non-symmetry Anti-packing pattern representation 
Model (NAM), which is used to reduce the number of subpatterns in image 
representation. The method adopts bit-plane optimization strategies at first to 
reduce the correlation between color image bit planes, then employ the 
correlation among pixels in bit planes and proceed with double rectangle NAM 
segmentation to decrease data storage space. Experimental results show that this 
method is an effective lossless color image coding method. 

Keywords: image representation, image compression, Non-symmetry Anti-
packing pattern representation Model, linear quadtree, bit-plane optimization. 

1   Introduction 

With the rapid development of computer network and communication technology, 
data compression has become a key technology in information storage and 
transmission, which is widely used in various businesses, such as seismic exploration, 
remote sensing and telemetry, network video transmission, multimedia 
communication, etc. Among numerous representation methods, quadtree [1-2] is the 
most studied hierarchical representation method. Early quadtree representation adopts 
pointer-based quadtree structure, in order to further reduce storage space, researchers 
have proposed various improvements [3-6] relating to quadtree. Although these 
improved quadtrees have different data structure, coding scheme and efficiency, they 
all have one thing in common, that is, they put too much emphasis on symmetry 
segmentation. This will cause original adjacent pixels to be separated, and increase 
the number of nodes for representation, so it needs to be further improved. 

Non-symmetry Anti-packing pattern representation Model [7-8] is a new pattern 
representation method and abtain higher compression ratio owing to adopt predefined 
subpatterns and asymmetric segmentation. Related researchers have proposed various 
pattern representation methods in the light of NAM, but in general, on the flexibility 
and adaptability of different types of images, there is still in need of further 
improvement. Inspired by the idea of Parking Problem, rectangle subpattern is 
adopted in paper [7] and rectangle NAM(RNAM) representation is achieved for color 



542 P. Wu et al. 

image. Although the compression ratio has been improved a lot than the linear 
quadtree, this method is not obvious for non-block images. The reason is that the 
method adopts a single type of subpattern, which is not suitable for all kinds of 
images, especially the texture-rich images. In order to improve the adaptability, it is 
necessary to increase the types of predefined subpatterns. [8] put forward a bit-plane 
optimized NAM to represent gray images, the method make use of correlation 
between bit planes and change scanning scheme, finally a good result has been 
achieved for non-block images.  

In this paper, we use double rectangle, i.e. regular rectangle and diagonal rectangle, 
as two types of subpatterns, which is refered to as double-rectangle NAM(DRNAM). 
Combines with bit-plane decomposition based optimization strategies[8], color 
images have been antipacked and the number of subpatterns has been significantly 
reduced, higher compression ratio is achieved as well. 

2   DRNAM Principles 

In the NAM representation method various predefined subpatterns are adopted to 
represent the information to be stored. This paper will put forward two rectangles as 
the predefined subpatterns and further improvements will be made in three aspects: 1, 
predefined subpatterns are classified into two types, normal rectangle and diagnal 
rectangle subpatterns. The former can be used to represent regular regions and the 
latter suits non-block regions; 2, allow two types of subpattern overlap to get more 
large blocks; 3, cancel various subpatterns' flag bits to save space, adopt the method 
of adding table header, that is, record the number of rectangle and diagnal rectangle 
firstly, then store subpatterns' data sequentially. 

 

                          (a) binary image              (b) subpattern instance 

Fig. 1. binary image by using NAM segmentation 

m NormalRect DiagonalRect 

Grayscale 
Number of 

normal rectangle 
Number of 

diagnal rectangle 

Fig. 2. DRNAM header structure 
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To illustrate the advantages of improved methods relative to rectangle NAM 
algorithm, there is an example in figure 1. According to raster scanning order to find 
the starting point of subpattern in the 8×8 binary image, it is obvious that the image 
can split up into two types of blocks. As is shown in figure 1(a), there are 10 
subpattern instances in total, where the number of block A and B are 4 and 6 
respectively. 

When we employ DRNAM algorithm for segmentation, it is needed to scan two 
types of subpatterns and choose the largest one as the final type of subpattern. The 
coordinate of the starting point, the height, width and type of subpattern instances will 
be write down simultaneously. So the binary image can be divided into 2 overlapping 
diagonal rectangular blocks, which are enclosed by red dotted line in figure 1(a). The 
first block's height and width is 2 and 5, and the second block's height and width is 6 
and 1. As a result the number of subpattern instances has been reduced sharply. 

As for diagonal rectangle, two simplified strategies should be noted: 1, in order to 
simplify the problem, the diagonal rectangle is restricted to 45 degree angle; 2, all 
diagonal rectangles are assumed to be rotated 45 degree clockwise. Although the 
above strategies make diagonal rectangle subpattern a little special, it is proved that 
they're very effective and significantly reduce the number of subpattern instance. 

In the above example, the number of subpattern instance is 10 and 2 respectively. 
In order to save storage space, DRNAM algorithm does not need additional 
identification information, the length of each subpattern is the same as rectangle 
NAM, just need to add a header node and store the number of double rectangle 
subpattern, where the space consumption is the same as two subpattern instances. 
Suppose that each subpattern instance occupies L bits, the given binary image will 
occupy 10L bits by using rectangle NAM and 4L bits by using DRNAM. It shows that 
DRNAM image representation method reduces storage space effectively. 

3   DRNAM Algorithm Description 

For a 2n×2n color image in DRNAM algorithm, it will be divided into three parts 
according to color components and produces three gray images. Suppose that the  
grayscale is m, it produces 3m binary images, which is divided by using two 
predefined subpatterns. In order to save space, we just record black pixels and finally 
get the DRNAM table for color images. 

Input : a 2n×2n color image G with grayscale parameter m. 
Output : DRNAM table Q for color image G. 
Step 1: Regard color image G as three gray images according to color components, 

initiate i to 1 and represent the number of color components. 
Step 2: Decompose gray image Gk into m binary images BPi(1≤i≤m), set number of 

bit-planes i to 1, point to the bit-plane where exists the lowest bits of each pixel. 
Step 3: Carry on exclusive-OR operations according to pixel value between the 

former m-1 binary images BPi and their following binary image BPi+1, the last bit 
plane BPm remain constant; 

Step 4: Set double-rectangle subpattern counter rect_num and diag_rect_num to 0, 
record the number of subpattern instances of rectangle and diagonal rectangle 
respectively, then define two arrays Qi1 and Qi2, where the structure of data element is  
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(x,y,height,width) which represent the starting point’s coordinates, height and width of 
double-rectangle subpattern instances. 

Steps 5: Establish an unmarked starting point (x,y) from the first entrance of the 
image BPi, trace the double-rectangle subpatterns and find out the biggest subpattern 
in terms of the areas of the rectangles, save parameters to the corresponding array Qi1 
or Qi2 according to the type of the biggest subpattern.  

Step 6: In the binary image BPi, mark the area of selected rectangle subpattern with 
2, namely gray pixel, indicate that the pixels in the area cannot be used as the starting 
point, but can be reused and join subsequent subpattern instances. 

Step 7: Scan the image array in raster order to find the next unmarked black pixel 
as a new starting point. 

Step 8: Repeat Step 5 to Step 7 until there are no unmarked new starting points. 
Step 9: Merge Qi1 and Qi2 sequentially and set table header according to the 

counter variable, in this way a bit plane decomposition result has been saved. Increase 
the number of bit plane by one, i.e., i=i+1. If i≤m, then go to step 3, otherwise proceed 
to the next step. 

Step 10: Merge the current bit plane decomposition results into Qk, increase color 
component number k by one. If k≤3, return to step 3, dispose the next gray image, or 
go to the next step. 

Step 11: Scan the subpattern instances one by one, employ K-Code transform of 
dimension reduction[7] and convert the coordinates to K-Code, that is, sp←K(x,y), 
then record the K-Code by using difference method. 

Step 12: Output encoding result Q={Q1, Q2, Q3 }. 

4   Storage Structure and Data Amount Analyses of DRNAM 

4.1   Storage Structure of DRNAM 

For a color image, the output of DRNAM is a queue set Q = { Q1, Q2, Q3}, each 
Qi(1≤i≤3) represents a color component of the image. As is shown in figure 3, storage 
structure of subpattern instances is made up of two types of elements. One is the 
starting point, the other is the parameters of subpattern instances. In general, the 
binary encoding lengths of x and y are both n. According to the definition of K-Code, 
the maximal lengths of both length and width are n/2. Since the storage structure of sp 
is represented by K-Code, storing sp need n bits. Therefore, storing a double-rectangle 
subpattern instance needs 2n bits altogether. 

 
sp height width 

Fig. 3. Storage structure of subpattern instances 

Qi : H Body H Body … H Body H Body 

 BP1 BP2 … BPm-1 BPm 

Fig. 4. Storage structure of a color component 
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Figure 4 shows the storage structure of a color component, which consists of the 
data of m bit planes, each bit plane is divided into two parts, table header and table 
body. The shaded area in figure 4 is table header, the white part is table body. The 
table header will record the number of double-rectangle and the table body will record 
the data of subpattern instances. 

4.2   Data Amount Analyses of BPD-Based NAM 

As for images with different complexity, the data amount represented by DRNAM are 
different. The following will make a comparative analysis between DRNAM and 
classic linear quadtree. 

First of all, linear quadtree adopts symmetrical division, while DRNAM adopts 
asymmetrical and overlapping division, for the same test image, DRNAM will get 
less blocks than linear quadtree. Furthermore, each linear quadtree node needs 3n-1 
bits, while each node represented by DRNAM needs only 2n bits. Consequently for 
the same image, the storage requirement of linear quadtree representation will be 1.5 
times or so that of the DRNAM representation. 

5   Experimental Results 

In this section, some representative color images of size 29×29 are analyzed to prove 
the obtained theoretical result. The gray level of these images is 8, i.e., m = 8. We 
implement the algorithm for the DRNAM and make a comparison with that of the 
classical linear quadtree and RNAM. 

    

     (a) WaterLily            (b) Flight              (c) Seismic              (d) Lena 

Fig. 5. Four test images of size 29×29 

Table 1. Comparison of the performance with Quadtree and RNAM 

Image 
N η 

Quadtree RNAM DRNAM Q/D R/D 
WaterLily 153621 54197 42268 3.636 1.282
Flight 729531 608628 385292 1.893 1.580
Seismic 771420 805883 530386 1.455 1.519
Lena 777006 746274 484751 1.603 1.540

Note: N: Number of subpatterns or nodes; η: compression ratio; 
Q/D: Quadtree to DRNAM; R/D: RNAM to DRNAM. 
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Table 1 shows the comparison of the performance between Quadtree, RNAM and 
DRNAM. From the table, it can be easily seen from the value of N that the subpattern 
instances’ number of the DRNAM is much less than the nodes’ number of the 
Quadtree and RNAM. In particular, the total nodes of the linear quadtree is 1.455 to 
3.636 times that of DRNAM, the actual amount of storage will be more greater. 
Compared with RNAM, DRNAM has the advantage as well, the compression ration 
range from 1.282 to 1.580. 

The experimental results show that our algorithm for color images is much more 
effective than that of the popular linear quadtree and the late RNAM, so it is a better 
method to represent color images. 

6   Conclusions and Future Work 

In this paper, we present a Double-Rectangle Non-symmetry and Anti-packing pattern 
representation Model (DRNAM) and propose a novel algorithm for color images. By 
comparing our algorithm with that of the popular linear quadtree and RNAM, it is 
proved that the former is much more effective than the latters. In future work, we will 
consider adopting multi-subpattern methods, instead of one or two subpatterns, and 
we strongly believe that it will obtain better results. 
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Abstract. Shape recognition is important for image retrieval. The selection of 
shape features and recognition model would directly affect the effectiveness of 
shape recognition. In the paper, seven invariant moments, circularity degree, 
rectangle degree, sphericity degree, concavity degree and flat degree are 
selected as description features. With the shape features, image shape is 
recognized with BP neural network. Evaluation is performed over a manual 
dataset. Experimental result show that the method is a preferred strategy to 
recognize image shape.  

Keywords: shape recognition, neural network, BP, shape feature. 

1   Introduction 

Content-based image retrieval (CBIR) is one of the hotspots of the current multimedia 
retrieval technology. CBIR directly analyze image content, such as color, shape, 
texture, et al, and describe images with reasonable features, which makes the retrieval 
more efficiently and more adaptively with human[1]. Image shape is one of most 
important visual features. Therefore, shape-based image retrieval is an important 
aspect in content-based image retrieval, which extracts shape feature of the image and 
retrieve relevant images by computing the similarity of shape feature[2]. The paper 
has proposed a method for image shape recognition with neural network, which 
extracts a series of shape features, train a BP neural network on a sample dataset and 
recognize image shape with it.  

In the paper, the method for image shape recognition with neural network is 
described in detail. The rest of the paper is organized as follow. Section 2 introduces 
the model of BP neural network. The extracted features of the image are described in 
Section 3. Experiments are introduced in Section 4. As last, we give the conclusion 
and future work. 

2   Model of BP Neural Network 

2.1   Structure of BP Neural Network 

The structure of three-layer BP Neural Network is shown as Fig.1[3]. Its input vector 

is 1 2{ , ,..., ,..., }T
i nX x x x x= , 0 1x = − is used to import threshold of hidden layer; 
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output vector of hidden layer is 1 2{ , ,..., ,..., }T
i nY y y y y= , 0 1y = −  is used to 

import threshold of output layer; output vector of output layer is 

1 2{ , ,..., ,..., }T
k lO o o o o= ; expected output vector is 1 2{ , ,..., ,..., }T

k ld d d d d= . 

x0 x1 xi xn... ...

y0 y1 yj ym... ...

w1

... ...

wk wt

O1 Ok Ol

 

Fig. 1. Structure of BP Neural Network 

The weight matrix from input layer to hidden layer is represented with V . 

1 2{ , ,..., ,..., }j mV V V V V= , in which jV  is weight vector of j-th neuron. The 

weight matrix from hidden layer to output layer is represented with W . 

1 2{ , ,..., ,..., }k iW W W W W= , in which kW  is weight vector of k-th neuron. The 

relation among different layers is as follow. 
For output layer, the relations are shown as Eq.(1) and Eq.(2). 

( ), 1, 2,...,k ko f net k l= =  . (1)

0

, 1,2,...,
m

k jk i
j

net w y k l
=

= =∑  . (2)

For hidden layer, the relation are shown as Eq.(3) and Eq.(4). 
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( ), 1, 2,...,k ko f net k l= =  . (3)

0

, 1,2,...,
m

k jk i
j

net w y k l
=

= =∑  . (4)

In Eq.(1) and Eq.(3), the transfer function ( )f x  is single polarity Sigmoid function 

as Eq.(5). 

1
( )

1 x
f x

e−=
+

 . (5)

2.2   Basic Idea of BP Neural Network 

The learning process of BP neural network algorithm is composed with forward 
propagation of input signal and backward propagation of error. In forward 
propagation, input samples are introduced from input layer and are transferred to 
output layer after being processed by each hidden layer. If the actual output is 
inconsistent with expected output, the back propagation of error would begin. In 
backward propagation, error would be transferred to input layer through hidden 
layers. The error would be apportioned to all of neurons, which would correct weight 
of each neuron.  

The forward propagation and backward propagation would be repeated, which 
would adjust the weight of each neuron. This is the process of learning and training of 
BP neural network. The process would loop until that output error is reduced to an 
acceptable level or the preset number of learning is achieved.  

3   Features of Image Shape 

In the paper, twelve features of image shape is extracted, which include seven 
invariant moments, circularity degree, rectangle degree, sphericity degree, concavity 
degree and flat degree [4]. 

3.1   Invariant Moments 

Invariant moments describe geometrical characteristic of a shape, which would not 
alter for size, rotation and translation of images. According to the research of Hu.m.K, 
we can obtain seven invariant moments[5-7].  

3.2   Circularity Degree 

Circularity degree also is referred as shape factor, which is defined as the ratio of 
square of the perimeter and the area. 
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3.3   Rectangle Degree 

Rectangle degree also is referred as rectangle fitting factor, which is defined as the ratio 
of the area of the shape and the area of minimum enclosing rectangle of the shape. 

3.4   Sphericity Degree 

Sphericity degree is defined as the ratio of the radius of internally tangent circle of the 
shape and the radius of circumcircle of the shape.  

3.5   Concavity Degree 

Concavity degree also is defined with Eq.(6). 

01
r

s
y

s
= −  . (6)

In which, 0s is the area of approximation polygon of the shape and rs is the area of 

minimum external convex. 

3.6   Flat Degree 

Flat degree is defined as the ratio of long axis and short axis, which reflects the degree 
of narrow and flat. For example, flat degree of square is 1, flat degree of rectangle is 
its aspect ratio.  

4   Experiment 

In the paper, based on the twelve shape features, we propose to utilize BP neural 
network to recognize image shape, which is provided in Matlab. Seven invariant 
moments, circularity degree, rectangle degree, sphericity degree, concavity degree 
and flat degree are sent to neural network as its input vector. The transfer function of 
hidden layer is logarithm Sigmoid function. The transfer function of output layer is 
Purelin function. Trainlm function is selected to train neural network on sample 
dataset[8, 9].  

We have manually built an experimental dataset respectively for triangle, 
parallelogram, ellipse and arch. For each kind of shape, there are 80 images as 
training samples and 60 image for testing samples. 

Precision and Recall is used to evaluate the effectiveness of the method.  
Precision is computed as the percentage of correct answers given by the neural 

network, as Eq.(7). 

# correct answers provided

# answers provided
P =  . (7)

Recall is computed as the ratio of correct answers given by neural network over the 
total number of answers to be given, as Eq.(8). 
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# correct answers provided

# total answers to provide
R =  . (8)

The detailed experimental result is shown in Table.1. 

Table 1. Detailed experimental result 

 Precision Recall 
Triangle 85% 83.33% 
Parallelogram 81.67% 78.33% 
Ellipse  80% 85% 
Arch 76.67% 75% 

5   Conclusions and Future Work 

The paper proposes a method for image shape recognition with neural network, in 
which seven invariant moments, circularity degree, rectangle degree, sphericity 
degree, concavity degree and flat degree are selected as shape features and BP neural 
network are utilized to recognize image shape.  

In the paper, the quantity and quality of training samples have great impact on 
neural network. In order to get better effectiveness, it is necessary to strengthen the 
construction of sample database, which is a time-consuming work. In the field of 
pattern recognition, neural network has shown some advantages. But, with the increase 
of pattern categories, the effectiveness of neural network would decline sharply. The 
recognition of complex shape needs the further development of neural network.  
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Abstract. The back propagation (BP) neural network algorithm is a multi-layer 
feedforward network trained according to error back propagation algorithm and 
is one of the most widely applied neural network models. BP network can be 
used to learn and store a great deal of mapping relations of input-output model, 
and no need to disclose in advance the mathematical equation that describes these 
mapping relations. Its learning rule is to adopt the steepest descent method in 
which the back propagation is used to regulate the weight value and threshold 
value of the network to achieve the minimum error sum of square. This paper 
focuses on the analysis of the characteristics and mathematical theory of BP 
neural network and also points out the shortcomings of BP algorithm as well as 
several methods for improvement. 

Keywords: Neural network, BP, algorithm. 

1   Back Propagation Algorithm (BP Algorithm) 

1.1   BP Algorithm 

In fact, BP algorithm is a method to monitor learning. It utilizes the methods of mean 
square error and gradient descent to realize the modification to the connection weight of 
network. The modification to the connection weight of network is aimed at achieving 
the minimum error sum of squares. In this algorithm, a little value is given to the 
connection value of network first, and then, a training sample is selected to calculate 
gradient of error relative to this sample [1]. 

1.2   BP Learning Algorithm 

The BP learning process can be described as follows:  

(1) Forward propagation of operating signal: the input signal is propagated from the 
input layer, via the hide layer, to the output layer. During the forward propagation of 
operating signal, the weight value and offset value of the network are maintained 
constant and the status of each layer of neuron will only exert an effect on that of next 
layer of neuron. In case that the expected output can not be achieved in the output layer, 
it can be switched into the back propagation of error signal.  
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(2) Back propagation of error signal: the difference between the real output and 
expect output of the network is defined as the error signal; in the back propagation of 
error signal, the error signal is propagated from the output end to the input layer in a 
layer-by-layer manner. During the back propagation of error signal, the weight value of 
network is regulated by the error feedback. The continuous modification of weight 
value and offset value is applied to make the real output of network more closer to the 
expected one [2].  

2   Description of BP Algorithm in Mathematics 

The ideology guiding the learning rules of BP network is: the modification to the 
weight value and threshold value of network shall be done along the negative gradient 
direction reflecting the fastest declining of function.  

1k k k kx x gη+ = −  
In the formula mentioned above, xk represents the matrix of current weight value and 
threshold value; gk represents the gradient of current function; ηk represents the 
learning rate. Here, the three-layer BP network is taken as an example to describe the 
BP algorithm [3] in details.  

As for the three-layer BP network, suppose its input node is xi, the node of hide layer 
is yj, and the node of output layer is zl. The weight value of network between the input 
node and node of hide layer is wji, and the weight value of network between the nodes 
of hide layer and output layer is vlj. When the expected value of the output node is tl, 
f(·) is the active function. The computational formula of the model is expressed as 
follows:  

Forward propagation: output of computer network 
Output of the node of hide layer 

( ) ( )j ji i j j
i

y f w x f netθ= − =∑
          

including                     j ji i j
i

net w x θ= −∑               

Computational output of the output node 
( ) ( )l lj j l l

j

z f v y f netθ= − =∑
      

Including                     
l lj j l

j

net v y θ= −∑
     

Error of the output node  

2 2

2

1 1
( ) ( ( ))

2 2

1
( ( ( ) ))

2

l l l lj j l
l l j

l lj ji i j l
l j i

E t z t f v y

t f v f w x

θ

θ θ

= − = − −

= − − −

∑ ∑ ∑

∑ ∑ ∑
 

Back propagation: the gradient descent method is adopted to regulate the weight value 
of all layers, and the learning algorithm of weight value is expressed as follows:  
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2.1   Modification of Weight Value 

1. Derivation of output node by means of error function 

1

n
k l

klj k lj l lj

z zE E E

v z v z v=

∂ ∂∂ ∂ ∂= ⋅ = ⋅
∂ ∂ ∂ ∂ ∂∑                     

E is a function containing several zk, but only one zl is related with vlj and all the zk are 
independent from each other, in this formula,  

1
[ 2( ) ] ( )

2
k

k k l l
kl l

zE
t z t z

z z

∂∂ = − − ⋅ = − −
∂ ∂∑  

'( )l l l
l j

lj l lj

z z net
f net y

v net v

∂ ∂ ∂= ⋅ = ⋅
∂ ∂ ∂

                 

In this way, 

( ) '( )l l l j
lj

E
t z f net y

v

∂ = − − ⋅ ⋅
∂

                     

Suppose the error of input node is  

( ) '( )l l l lt z f netδ = − ⋅                        

In this way 

l j
lj

E
y

v
δ∂ = − ⋅

∂
                        

2. Deviation of the node of hide layer by error function 

jl

l jji l j ji

yzE E

w z y w

∂∂∂ ∂= ⋅ ⋅
∂ ∂ ∂ ∂∑∑            

E is a function containing several zl; it is targeted at certain wji, corresponding to one yj, 
and related to all zl, in this formula, 

1
[ 2( ) ] ( )

2
k

k k l l
kl l

zE
t z t z

z z

∂∂ = − − ⋅ = − −
∂ ∂∑

                                      

In this way, 

( ) '( ) '( ) '( )l l l lj j i l lj j i
l lji

E
t z f net v f net x v f net x

w
δ∂ = − − ⋅ ⋅ ⋅ ⋅ = − ⋅

∂ ∑ ∑    

Suppose the error of node of hide layer is  

' '( )j j l lj
l

f net vδ δ= ⋅∑                        

In this way 

' j i
ji

E
x

w
δ∂ = −

∂
                        

As the modification of weight ljvΔ  and jiwΔ  is in proportion to the error functions 

and descends along the gradient, the formula showing the modification of weight of 
hide layer and output layer is expressed as follows:  

lj l j
lj

E
v y

v
η ηδ∂Δ = − =

∂
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In this formula, η represents the learning rate. The formula showing the modification 
between the input layer and hide layer is expressed as follows: 

' ' 'ji j i
ji

E
w x

w
η η δ∂Δ = − =

∂
          

' '( )j j l lj
l

f net vδ δ= ∑i                         

In this formula, η′ represents the learning rate; 
l lj

l

vδ∑ in the node error of hide layer 

' jδ  expresses that the error 
lδ  of output node zl is back propagated through the 

weight value vlj to the node yj to become the error of node of the hide layer.  

2.2   Modification of Threshold Value 

The threshold value θ is also a variation value and it also needs to be modified while the 
weight value is modified; the theory applied is the same as that used in the modification 
of weight value.  

(1) Derivation of the threshold of output node by error function 

l

l l l

zE E

zθ θ
∂∂ ∂= ⋅

∂ ∂ ∂
                            

In this formula          

   '( ) ( 1)l l l
l

l l l

z z net
f net

netθ θ
∂ ∂ ∂= ⋅ = ⋅ −
∂ ∂ ∂

                 

In this way 
The formula expressing the modification of threshold value is 

l l
l

Eθ η ηδ
θ

∂Δ = =
∂

                        

Namely             ( 1) ( ) ( )l l l l lk k kθ θ θ θ ηδ+ = + Δ = +               

(2) Derivation of the threshold of node of hide layer by error function 
jl

lj l j j

yzE E

z yθ θ
∂∂∂ ∂= ⋅ ⋅

∂ ∂ ∂ ∂∑                     

In this formula        
           

'( ) ( 1) '( )j j j
j j

j j j

y y net
f net f net

netθ θ
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3  Improvement of BP Algorithm 

In the application of artificial neural network, the BP network and its varied pattern are 
adopted in most of the neural network models; however, this does not mean that BP 
network is perfect and there are still inevitable defects in its algorithm, for example, 
falling into the minimum part of local part in the process of training, the convergence 
rate being rather slow, the network tending to have more redundancy and the samples 
newly added those may affect the samples learned, or others. The researcher has put 
forward many improved algorithms [4] to solve these defects. Its improved methods 
can be generally classified as three categories: one is to improve the speed of neural 
network training; the second is to improve the accuracy of training; and the third is to 
avoid dropping into the minimum point of local part. Among these methods, the rather 
typical ones are the additional momentum method and the variable learning rate 
method [5]. 

3.1   Additional Momentum Method 

The additional momentum method is formed by introducing the momentum coefficient 
α based on the gradient descent algorithm. The formula that shows the adjustment of 
weight value and includes the additional momentum coefficient is expressed as 
follows: 

w

E
twtw

∂
∂−+Δ=+Δ )1()()1( αηα                  

In this formula, )1( +Δ tw  and )(twΔ  represent the weight corrections after the 

(t+1)th and tth iteration; the value of the momentum coefficient α must be selected 

between 0 and 1, and generally 0.9 is selected. 
w

E

∂
∂  represents the negative gradient of 

the error sum of squares to weight in the BP algorithm.  
The process of networked learning is that of weight modification; in this algorithm, 

the correction result of last time is used to affect the corrections of this time; when the 
correction of last time is oversized, the symbol of the second item in this formula will 
be contrary to that of correction of last time, in order to reduce the correction of this 
time and lower the oscillation. When the correction of last time is undersized, the 
symbol of the second item in this formula will be the same with that of correction of last 
time, in order to amplify the correction of this time and speed up the correction. It is 
thus clear that the application of additional momentum method always tries to increase 
the corrections those are in the same direction of gradient. This method has accelerated 
the convergence rate and reduced to a certain extent the probability of falling into 
minimal local part.  

3.2   Variable Learning Rate Method 

The error surface of network varies dramatically according to the variable parameter; 
the larger learning rate shall be selected for the areas whose error surfaces are very 
smooth; the smaller learning rate shall be selected for the areas whose error surfaces are 
very precipitous. The variable learning rate method is used for the self-adaptive 
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adjustment of learning rate according to the change of error. The formula below shows 
the adjustment of learning rate:  
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In this formula, the incremental factor of learning rate kinc>1, often 1.05; the reduction 
factor of learning rate 0<kdec<1, often 0.7; E(t+1) and E(t) represent the total error sum 
of squares after the (t+1)th and the tth iteration respectively; η represents the learning 
rate, and in standard BP algorithm, it is always a constant value between 0 and 1. If 
E(t+1)<E(t), it represents that the tth iteration is effective, then multiplying the 
incremental factor to increase the learning rate; if E(t+1)>E(t), it represents the tth 
iteration is ineffective, then multiplying the reduction factor to reduce the learning rate 
in order to reduce the ineffective iteration and accelerate the learning rate of network. 

 3.3   Optimization of Initial Weight 

On one side, several local minimal points exist in the error surface of BP network; on 
the other side, the error gradient descent algorithm is adopted to adjust the weight of 
network; these two sides have caused the results of training of network easily to fall 
into the minimal point. Hence, the initial weight of network has exerted an enormous 
effect on the final result of training of network and it is one of the important factors 
those affect the possibility of network to achieve certain acceptable accuracy. 

The initial weight of network is generally generated at random in certain interval; the 
training starts with an initial point and reaches gradually to a minimum of error along 
the slope of error function; that is to say, once the initial value is defined, the 
convergence direction of network is determined. In case that a bad initial weight is 
selected, the convergence direction of network can be towards the direction of 
divergence and this causes the non-convergence of concussion in network. In addition, 
the convergence rate of network training is also related to the selection of initial weight. 
As a result of that, it seems to be of great significance in selecting an appropriate initial 
weight, so as to accelerate the convergence rate of network training and avoid the 
concussion occurred in the process of studying. The genetic algorithm can be used to 
optimize the initial weight of neural network and enables the initial weight to jump out 
of the local extremum, speed up the convergence of BP network and improve the 
convergence accuracy of network. 
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Abstract. Digital watermarking is one of the effective technology which can 
protect the copyright of digital product and data security. For the encoding 
technology of color image, this paper proposed a method for embedding the 
watermarking using HSI color model. this paper propose an algorithm based on 
wavelet analysis, a colored watermark is embedded in a carrier, It embedded the 
image, which is disordered through ARNOLD transformation into the I space of 
the carrier image transformed. The results indicate that the watermarking 
technology proposed by this paper is secure and robust at resistance to 
compression and resistance to filtering. 

Keywords: Digital watermarking, HSI color space, wavelet analysis, 
Brightness space. 

1   Introduction 

With the rapid development of digital technique and Internet, Digital watermarking 
technique becomes more and more important in protecting the intellectual property 
rights of digital products. This paper puts forward the digital watermarking algorithm 
based on wavelet analysis, a colored watermark is embedded in a colored carrier. 
First, It embedded the color image, which is disordered through ARNOLD 
transformation, In order to ensure high security and a strong stability. then the wavelet 
transformation into the I space of the carrier image transformed by small wave 
package. In the end, embedded the image into the I space, which is disordered through 
ARNOLD transformation. By experiment, this algorithm has a good robustness on 
common image processing and malicious attacks. 

2   Selection of Color Space and the Formula of Transform 

HSI color space describes the color from the human visual system, which presents color by the 
Hue, Saturation and Intensity. HSI color space, which presents color more naturally and 
directivity, is more suitable for the characteristics of human being’s vision, and can handle the 
luminance component in the image in the separation of color and brightness [1]. HSI transform 
using the cylinder transform, the transformation is in accordance with formula 1: 
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3   Pretreatment of Watermark Image 

Watermark system should be pretreated before watermark embedding. This not only 
plays a key role in system robustness, but also has very important significance in the 
security of digital watermarking system. It increases the difficulty of guessing attack 
for attacker. In this paper, Arnold transform is used in the process of pretreatment 
because it is simple, easy to use, and cyclical. 
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4   Based on Small Wave Package Transformation 

The wavelet transform also has good local properties in time domain and frequency 
domain, and a variety of signal characteristics multi-resolution analysis of a great 
deal of adaptability, and it has been widely used in signal and image processing, 
speech recognition, synthesis technology areas. Through the use of small wave 
package transformation technique, The carrier image transformed by small wave 
package transformation. Four components of the watermark image is embedded in 
the four regions of the LL3, CV, CH, CD. LL3, CV, CH, CD is the low frequency 
components of small wave package transformation Respectively. The choice of lossy 
compression usually removes the high-frequency component of the image Which is 
very important for guaranteeing robustness of the system. The wavelet 
transformation into the I space of the carrier image transformed by small wave 
package as shown in Fig.1. 
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Fig. 1. Small wave package transformation 

5   Implementation of Digital Watermarking 

5.1   Watermark Embedding 

Suppose original image is RGB true color image, in the size of 256×256. The 
watermark embedded is the gray image, in the size of 64×64. It embedded the gray 
image, which is disordered through ARNOLD transformation and one time wavelet 
transformation, four components of the watermark image is embedded in the four 
regions of the LL3, CV, CH, CD. the I space of the carrier image transformed by 
small wave package. then, original color image is converted from HSI mode RGB 
mode. 

5.2   Performance Evaluation  

Performance evaluations of image watermarking systems is used for quantitative 
evaluation to the carriers.  

5.3   Test of Invisibility of the Watemark 

The test of this algorithm is processed on Matlab 7.0 platform. According to the 
algorithm, take the best quantization coefficient, the image after embedding 
watermarking on I space is shown in Fig.2- Fig.4. By comparison, the image with 
embedded watermark has not degraded significantly through observation, and the 
visual system is not aware of any differences. It suggests that the digital watermarking 
technique proposed in this paper has good invisibility. Not having been attacked, the 
robust watermark is extracted from the image that has an embedded watermark, as 
shown in Fig.6.  

5.4   Watermark Extraction Effect 

The watermark is effectively extracted after image after embedding watermarking image. 
The process of watermark extraction as shown in Fig.5- Fig.7.The clarity of 
watermarking extracted is visible. 
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Fig. 2. Watermarking Fig. 3. Carrier image Fig. 4. The image after embedding 
watermarking on I space 

 
  
 
 
 
 

 

 
 
 
 
 

 

Fig. 5. Watermarking 
image 

Fig. 6. Image after embedding 
watermarking image 

Fig. 7. The watermarking 
image extracted 

6   Anti-attack Experiment 

The effect of watermark extraction from the image extracted after the filter and 
compression. The results indicate that the watermarking technology proposed by this 
paper has good Anti-attack.  

6.1   Filter Experiment 

                                    

Fig. 8 the effect of filer with coefficient = 0.2      Fig. 9 the watermarking image extracted 
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6.2   Lossy Compression Experiment 

 

 
 
 
 
 
 
 

Fig. 10. The compression radio is 1:5 Fig. 11. The watermarking extracted 

7   The References Section 

In this paper, watermark scrambling algorithm, It embedded the image into the I space 
of the HSI color space, According to the characteristics of small wave package 
transformation,this paper propose an algorithm of watermark embedding based on 
wavelet transform. The results indicate that the watermarking technology proposed by 
this paper r is secure and a strong stability. 
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Abstract. XML is an extensible markup language, with its powerful 
descriptive, scalable, structured, platform-independent features are widely used 
in the presence of a large number of e-commerce data exchange. This article 
firstly analyses in-depth of XML technology. Then, the XML security 
technology in-depth is studied and analyses of existing XML security standards 
such as XML Encryption, XML Signature, and XML Key Management. The 
paper presents the web services in e-commerce security based on XML 
technology. The compared experimental results indicate that this method has 
great promise. 

Keywords: web services, XML, e-commerce. 

1   Introduction 

Traditional information security technologies such as Secure Sockets (SSL) and IP 
layer security standards to a certain extent to meet the security requirements of XML, 
XML language for its characteristics of structured data information security 
technology proposed new requirements. Under the premise of the increasingly strong 
demand for XML security, the international community, the W3C, OASIS, the IETF 
and several other groups to participate in XML security standards development work, 
a series of new XML security standards for the application of XML as a data 
exchange carriers to provide security protection. The combination of XML and the 
security itself is a new area, it and the application of the "traditional" security has its 
own significant features [1]. XML security standards will be the traditional 
cryptographic techniques and XML technology to together to solve the XML data 
storage and transmission of data confidentiality (to prevent unauthorized users from 
stealing data), data integrity (to prevent data without authorized tampering, insert, 
delete, or retransmission), authentication (which requires data exchange of the 
identity of both can be identified), access control (different users can control data 
access), non-repudiation services (send to ensure data, the two sides can not 
afterwards deny the operation made by their own behavior) and other security issues. 

The traditional information security technologies can not fully take into account 
the structure of XML, descriptive, and can not achieve the new demands of the 
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particle size optional encryption, signature and multiple signatures. In order to solve 
the security problems in the storage and exchange of XML, Web-based e-commerce 
orders, in-depth study of XML security technology. Proposed an integrated XML 
security technology for data exchange, it is XML encryption / decryption and 
signature / verification. Solved in the storage and transmission of XML, Web-based e-
commerce orders, data confidentiality, data integrity, authentication, access control, 
non-repudiation and so on security issues. The paper presents the web services in e-
commerce security based on XML technology. 

2   The Research of XML Security Technology 

XML is an extensible markup language, with its powerful descriptive, scalable, 
structured, platform-independent features are widely used in the presence of a large 
number of e-commerce data exchange. This chapter describes the characteristics of 
the XML document, format, display, conversion and processing. 

Data encryption is in order to achieve confidentiality of the confidentiality of the 
password algorithm and key in two ways. Encryption transform algorithm based on 
the confidentiality of the algorithm is kept secret [2]. Confidentiality of key 
encryption algorithm can be made public, but the algorithm uses the key is kept 
secret. Modern cryptography is generally based on the confidentiality of the keys. 
There are two types: symmetric encryption and asymmetric encryption key-based 
encryption technology, as is shown by equation 1. 
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According to the relative position between the signature elements and the signature 
object, the XML Signature There are several types, its structure is shown in Figure 1. 

 

Fig. 1. Three types of XML Signature 

(1) Packaged signature (Enveloping the Signatures): signature data encapsulated in 
XML signature element of the internal Signature element is similar to an envelope. 

(2) Packaged signature (Enveloped the Signatures): the Signature element itself is 
embedded in the data is signed, the signature data to act as the envelope containing 
the signature. 

(3) Detached signature (Detached the Signatures): the Signature element, and the 
signature data is separated from each other, does not exist to contain and inclusion 
relations between the two. 
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XML digital signature technology is jointly developed in the IETF and the W3C XML 
Digital Signature specification based on. W3C Recommendation defines the XML 
signature syntax and processing rules to it. XML signature can serve any data type of 
document. This document is a remote or local, or even the contents of an element or 
elements in the XML document. XML signature used to authenticate users to ensure 
data integrity and non-repudiation of data manipulation, as is shown by equation 2. 
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Have characteristics that we can see by the XML Digital Signature, XML digital 
signature has a broad application prospects in the transmission of network 
documentation, especially in e-commerce, e-government. It can better support the key 
features of e-commerce, making e-commerce can secure information exchange between 
different systems on the Internet [3]. Currently, XML digital signature technology has 
been gradually applied to electronic funds transfer, electronic data interchange and on-
line contracts and signatures e-commerce activities, as is shown by equation 3. 
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Reference to generate the digest value is calculating <Reference> elements. 
<Reference> Element's URI attribute specified to calculate the digest value of the data 
resources, data resources prior to calculate the digest value through <Transforms> 
said to transform its cascading transformation, and then the optional transform results 
to calculate the digest value data resources of the 8 byte stream. Last use <Digest 
Method> expressed digest algorithm to calculate the digest value of the 8 byte stream. 
The digest value stored in a Base-64 encoded <Digest Value> elements. The entire 
reference to the steps generated as follows. 

1. The use of reference the <Reference> generate the formation of elements to 
produce the specified signature algorithm and standardized methods <Signed Info> 
elements. 2. Right <Signed Info> elements using standardized methods and signature 
algorithm. Use newly generated <Signature Value> and previously generated <Signed 
Info> and all optional elements and attributes to generate <Signature> parent element. 
XML signature generation process is shown in Figure 2. 

 

Fig. 2. XML signature generation process 



568 W. Xu and D. Zhang 

XML Signature Recommendation regulations only reference to both validation and 
signature verification, signature to be valid. However, in practical applications, it is 
such provisions too binding. Some applications will make more relaxed requirements, 
reference validation fails or signature verification fails, the signature can also be seen 
as effective. 

XML Encryption specification (XML Encryption Syntax and Processing) is the 
basis of XML encryption technology. Development by the W3C in September 2002 
announced a recommended standard. The goal of the XML Encryption is a data 
encryption to use XML to describe Web resources, which can be HTML files, XML 
files, JPG files and any file can be any element in the XML file and content. In 
essence, XML encryption does not define a new encryption algorithm, but the XML 
technology and a combination of existing encryption algorithms, as is shown by 
equation4. 

∑
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XML Encryption can encrypt the contents of elements in the non-XML documents, 
XML documents, XML documents and XML document elements. So also with the 
generated <Encrypted Data> elements to the original encrypted plaintext replace the 
plaintext and cipher text to coexist with the transmission in the XML document. 

XML encryption is generally composed of three entities: applications, encryption, 
and decryption device. The decryption parses the XML document in the package 
<EncryptedType> elements and decrypts it. Verify the results of the decryption 
operation and the synthesis of an XML document is a standardized and effective, are 
generally left to the application processing.<Encrypted Type> Element is the XML 
Encryption specification defines an abstract type, it provides the basic functionality 
for <Encrypted Key> elements and <Encrypted Data> of elements. 

3   The Web Services and Security Technology 

XML makes the transmission of information to be freed from the restrictions of the 
platform and programming language, provides a common standard for the 
communication of the various systems on the network. Service messaging, SOAP 
protocol defines simple rules, and the support of major software vendors. These have 
contributed to the Web service application. Web services in a completely different 
platform interoperability, it is the ability to call Web services in ubiquitous networks. 
Web services interoperate between applications by using Web standards. 

In each module of the Web services architecture, as well as inside the module, the 
message is passed in XML format. The reason is: the XML format is easy to read and 
understand, because the XML document has the structural characteristics of cross-
platform and loosely coupled [4]. The XML format of the message envelope glossary 
in the industry, you can also organize internal and external use, it has good flexibility 
and scalability, allowing the use of additional information, as is shown by equation5. 



 The Design of Web Services in e-Commerce Security Based on XML Technology 569 

∫
∞

∞−
⎟
⎠
⎞

⎜
⎝
⎛ −= dx

a

bx
xf

a
baW f ψ)(

||

1
),(

 
(5)

Symmetric encryption is divided into two types: block ciphers and stream ciphers. 
Block cipher to encrypt the plaintext fixed packet length. Stream ciphers use keys to 
tear down the function to generate a key stream, and then XOR operation between the 
plaintext byte and each byte of the key stream to generate the cipher text. Stream 
ciphers to implement than block ciphers faster, easier, but there are security risks re-
use the same key stream, easy to attack. RSA Data Security's RC4 algorithm is a 
commonly used stream ciphers. Commonly used block cipher algorithm is DES (Data 
Encryption Standard, Data Encryption Standard), a variant of DES, 3DES, IDEA 
(International Data Encryption Standard, International Data Encryption Algorithm) 
and AES (Advanced Encryption Standard Advanced Encryption Standard). 

4   The Development of Web Services in e-Commerce Security 
Based on XML Technology 

XML as a markup language to describe the data that is used to its powerful 
description of features, scalability, structured semantics and platform-independent 
features, the Internet and distributed and heterogeneous environment as the main data 
transmission and exchange carrier has been widely used in e-commerce. 

XML data exchange, in an open environment to ensure that information security is 
a primary condition for the smooth implementation of XML applications. XML data 
exchange security related to authentication, access control, data confidentiality, data 
integrity, non-repudiation, etc. By analysis of the actual application requirements for 
the safety of e-commerce data exchange, combined with the technical standards for 
XML security, an integrated XML security technologies used in e-commerce data 
exchange program, and implemented some of the features. The combination of XML 
security technology standards proposed an integrated XML security technology for 
data exchange, and it uses the NET platform, C # language to achieve one of the 
XML encryption / decryption, XML digital signature / verification module, as is 
shown by figure3. 

 

Fig. 3. The compare result of web services in e-commerce security based on XML and 
XACML 
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By the results of the safety analysis of the functional modules of the integrated 
XML security technology for data exchange program to achieve the desired 
functionality, provides data confidentiality, data integrity, authentication and non-
repudiation of network security services. It can do a guarantee the security 
requirements in the store and exchange process the xml web-based e-commerce 
orders. XML Encryption can achieve different granularity of data confidentiality, 
XML digital signatures to achieve the multisignature traditional security function can 
not be achieved, has a broad application prospects. 

5   Summary 

The XML description, scalability, structured and platform-independent features fully 
meet the needs of the Internet and distributed heterogeneous environments, network 
data exchange of the main carrier, a strong impetus to the development of e-
commerce network applications, the security has also been widespread concern. The 
paper presents the web services in e-commerce security based on XML technology.  
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Abstract. Compared with traditional development methods, Agent software 
engineering is a new method in the field of software engineering, which has 
a strong ability to complete higher level abstractions of active entities in a 
complex software system. This paper mainly researched engineering 
characteristics, analytical methods, and advantages of dealing with complex 
systems for agent software agent software engineering method was 
described. 

Keywords: Agent, software engineering, object-oriented. 

1   The Development of Software Engineering Technology 

Software engineering has been a greater improvement through a few decades of rapid 
development. The development of software engineering was divided into four stages 
generally [1]. The first stage was the process-oriented software design methods. The 
second stage was the module-oriented software design methods. The third was the 
object-oriented software design methods. The last stage was the Agent-oriented 
software design method engineering. Various stages of software engineering methods 
were shown in table 1. In recent years, accompanied by the rapid development of 
computer network technology, software engineering development gradually changed 
to the 1direction of the complication, intellectualization and large-scale. And the 
traditional software engineering methods (such as O-O) had more prominent 
shortcomings and defects, and became difficult to meet the needs of the future 
development of software engineering [2]. Therefore, based on the Agent software 
engineering research has important practical significance. 

                                                           
1 The State Social Science Fund "11th five-year" plan task: "Study on employment-oriented 

integrated solution for IT mayor teaching of advanced vocational education". Number: 
BJA060049-ZKT030. 
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Table 1. The compare of a variety of software engineering methods  

 

2   The Concept and Characteristics of the Agent 

The concept of Agent is the key issues to study Agent-Based software engineering. 
This method not only has the characteristics of firmness and intelligence but also has 
strong flexibility. Besides it has strong adaptive capacity when it deals with complex 
problems which are difficult to predict and collaborate. So-called the concept of 
Agent, the international community recognized that the Agent can automatically and 
flexibly percept and self-adapt to the environment in the specified environment, and 
be able to act on behalf of users or designers to complete a certain task. It can achieve 
a computer entity with high autonomy ability [3]. The main goal of Agent is to accept 
the request and consignment of the other any entity (system, Agent, etc.), and provide 
appropriate services or assistance. On the basis of the goal-driven, the system 
consciously applies various types of necessary means, including learning, social and 
other methods. Agent has the following characteristics [4]. 

The first is initiative character. Agent can take the necessary behavior to show a 
goal-oriented way, and to achieve promise. 

The second is social character. This feature is the collaboration between Agents. 
Specifically for the Agent in a certain social environment, it is not isolated entities,  
usually it collaborates between agents and the environment. 

The third is reactivity character. Agent can consciously perceive the surrounding 
environment, which also can make reaction according to environment combined with 
relevant knowledge. 

The fourth is the autonomy character. Agent should be self-controlled entity and 
has its own computing power. It also can judge and decide its own behavior combined 
with its perceived information and the internal situation in no direct manipulation of 
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the outside and dynamic changes in environment and non-selected mode of the 
surrounding environment. 

It not only has these main features, but also has the characteristics of compliance, 
mobility, honest and sensible. 

3   Agent Software Analysis and the Advantages of Dealing with 
Complex Systems 

3.1   Oriented Agent Software Analysis 

Unlike traditional software engineering methods, the analysis of Agent-oriented 
regards the behavior as the core. The method is modeling analysis which is 
independent of the computational field and has nothing to do with the existing 
software. The purpose of traditional software engineering needs analysis is to obtain 
integral and a certain software implementation specification. But the analytical 
methods of Agent-oriented analysis are to create a type of problem solving mode. 
Therefore, needs analysis results of Agent-oriented have more reusability and 
stability, especially for the analysis of complex system. 

Agent as a actor, in certain circumstances, can respond to external events and 
engage in certain activities to generate new events or implement state transformation 
in Agent-oriented software analysis. We depict Agent  from three points: The first is 
the internal reasoning way. The second is the interface with the outside world. The 
third is its dynamic behavior way, the response to the outside world. 

3.2   The Advantage of Dealing with Complex Systems 

Understanding the concept of complex systems is a very intuitive concept. How to 
judge the complexity of the system did not give a clearly defined, usually we 
determine the complexity of the system by three ways [5]. 

The first is the feature of collaboration between system and its own environment. 
System accepts input information from the environment and gives the corresponding 
output, this is the most basic form of the interaction between system and environment, 
and then it terminates. But the interaction of complex system needs to maintain a 
never-ending, ongoing relationship between system and environment. This interaction 
apparently causes some difficulties in the development of complex systems. 

The second is the characteristic of the system environment: system environment is 
certain or uncertain, not accessible or accessible, static or dynamic, these factors have 
an impact on the complexity of software development. 

The third is the complex structure of system, which is the feature of the system 
itself. In software development, the complex structure makes abstract modeling 
become more difficult. Therefore, we carry out necessary decomposition layer by 
layer for complex systems, making it become an interrogational, smaller and 
relatively easy subsystem. When analyzing this complex system, the general method 
used in software engineering includes abstraction, decomposition and organization.  
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4   Application of Agent-Based Software Engineering Method 

This paper mainly introduces the application of the Agent-Based Software 
Engineering Method in Remote Data Synchronization System. The main effect of 
RDSS is to complete the allopathic heterogeneous or allopathic homogeneous 
database synchronously through the Internet/Intranet network environment. That is, 
based on the change of the one part database content and combining with the user’s 
task, the system can generate an E-mail from the change of database manually or 
automatically, and then make packaging and encryption, which will be sent to the 
specified destination in the task by Mail. According to the accepted E-mail data, the 
system would update the corresponding contents of local database automatically. It 
supports many kinds of database system driven by BDE or ODBC, such as SQL, 
Sybase and Oracle. 

 

Fig. 1. The design model of the system 

Every role in the model has its own agreement, authority and responsibility. 
Among them, system service role is the key part of The RDSS mechanism, which is 
responsible for the overall management and planning, used for main setting of the 
local system, and can monitor all the roles, so that it can make response timely for 
various requests. Task explanation role is used to explain the generated task 
documents from the compiled task script and implement corresponding works. Task 
editing role is mainly responsible for compiling and edit the task script, and 
generating corresponding task documents, waiting for execution. Timing role is to 
carry out missions according to time, which can carry out the task files in the task one 
by one automatically, including the generated outgoing relevant documents, that is we 
can activate other roles at set time or on time. Deployment role is responsible for 
distributing and Setting the Remote Data Synchronization System and database 
related to data transmission, which automate the generation of storage process, 
database trigger, buffer table, email address tracking allopathic data system, timer-
triggered scheduling, scripts, key, etc. Through active monitoring, the monitoring role 
can analyze emails in all mailboxes of Remote Data Synchronization System, collect 
and analyze the information about the mails’ retention time and number, the 
availability status of mailbox, the content and theme of retention mail, and report to 
the system service role promptly. Meanwhile, the system service role can make 
corresponding dynamic adjustment according to the working situation of sampling 
information monitoring system. Encryption role is mainly responsible for infilling the 
changed files in allopathic related database. Data maintenance role is responsible for 
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the analysis and maintenance of data transmission in all databases, including analysis 
of sent data, optimization or deletion of data in the buffer table, retransmission of 
special data, etc, but also check the system completing transmission, and produce 
inspection record facilitate to analysis. 

E-mail role is responsible for obtaining the recipient's e-mail address in the 
receiving department in the task file, then generate E-mail from encrypted allopathic 
files, send it regularly, and receive E-mail automatically when having reception 
instruction. 

The roles above make up the whole system, combining with role models and the 
existing interactions, Agent model corresponding to each role have been established. 
Communication interaction model has been created in accordance with the agreement 
between the roles, and the service model has been created according to responsibility 
of the roles. 

5   Conclusion 

Agent idea has put forward the new method of programming, system analysis and 
requirement analysis, changes the process method of the entire software engineering, 
and improves software’s self-learning ability, adaptive ability, and dynamic levels, 
which has laid a strong foundation for creating the next more intelligent software. 
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Abstract. The prediction of holiday’s traffic has the characteristics of small 
historical sample size and strong nonlinear, which result in low prediction 
accuracy. Genetic algorithm (GA) is adopted in this paper to optimize the support 
vector regression machine (SVR) to forecast the busy traffic of Xinjiang in 
holidays and compared with the traditional SVR and the BP neural network. The 
result shows that the GA-SVR has a higher forecast precision and a less 
time-consuming, which is an effective method of busy traffic prediction.  

Keywords: prediction of holiday’s traffic, Support vector regression machine, 
Genetic algorithm. 

1   Introduction 

The mobile communication network facing the impact of high traffic during the major 
holidays such as the Spring Festival, the Mid-Autumn Festival .It is easy to cause the 
exchange system overload, the circuit congested and cause voice connection rate drop, 
which could cause an irreparable damage to the mobile operators and mobile users. 
Therefore, the traffic prediction is the basis of the communication security work, it is 
also the fundamental of network planning and construction for mobile operators, the 
prediction accuracy determines the rationality and the scientificity of the whole plan. 

Many methods of traffic forecasting have been proposed, such as the ARIMA 
method [1], the support vector machine method [2], etc. The practical application of the 
above method achieved better results for the mean monthly traffic or busy monthly 
traffic. But a certain Time of the festival often has a traffic surge and a large fluctuation. 
In response to these problems, it is difficult to achieve the accurate prediction in 
traditional forecasting methods. In this paper, support vector machine [3] optimized by 
genetic algorithm is adopted to build the prediction model. The predicted performance 
of support vector machine is very sensitive for the selection of parameters. In the 
practical application, the experience or the test algorithm are often adopted to 
determine the parameters, resulted the inaccurate selection of parameter, which made 
the final prediction accuracy lower than the target accuracy. In this paper, the 
parameters of SVR are automatically searched and determined based on GA, the results 
show that GA-SVR has a better forecast effect. 
                                                           
* Corresponding author. 
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2   Support Vector Regression 

For a given set of data T={(x1,y1),…(xi, yi)} ⊂ Rd×R, where the xi is the size of input 
data Rd

 is the input feature space, yi is the corresponding size of the output data. The 
regression problem [4] is estimated the relationship between xi and yi: 

RbyRxbxxfy d ∈∈+>Φ=<= ,,)(,)( ω  (1)

Where<·,·> corresponds to the inner product of Rd space. Φ(·) is a non-linear 
transformation, which can map the training data to the high-dimensional space F,so 
solving nonlinear problems in the original space is equivalent to solving the linear 
regression problems in a new high-dimensional space. To get the solution of the SVR is 
equivalent to seek the optimal solution of the following questions: 
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Where ε is defined by the insensitive loss function L（x, y, f）, which determine the flat 
degree of the regression curve. C is the penalty factor, which means the penalty for 
right or wrong sub-sample. Thus, the support vector regression machine function can 
make (1) rewritten as:                
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Kernel function is very important for support vector machine. The literature [5] 
suggests that the radial basis function is usually superior to other kernel functions, 
Therefore, RBF is used in the SVR in this paper. 

3   The Traffic Forecasting Model Based on GA-SVR 

The GA-SVR method [6] is adopted in this paper to build the prediction modeling and 
analysis for the holiday’s traffic, the algorithm does not need put forward empirical 
hypothesis conditions for complex, nonlinear and uncertainty holiday traffic, which use 
the traffic data before holiday as input / output data for learning and predicting directly. 

The process of GA search the best parameters of SVR and forecast the traffic are in 
Fig.1. 
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Fig. 1. The process of optimizing the SVR parameters with genetic algorithm 

3.1   The Basic Principle of GA 

Genetic algorithm [7] is developed based on the theory of evolution of Darwin's and 
the genetic theory of Mendel, it is simple and general, it also has strong robust, and it 
is suitable for parallel processing. GA produces a new generation of chromosomes 
by selection, crossover and mutation genetic operator. According to some 
convergence conditions, evolving from generation to generation, and finally 
converging to the individual that adapted to the environment, with the result that 
seeking the optimal solution.As a global optimization search method, GA has the 
advantages of simple, the strong generality, practical and parallel processing, widely 
used and so on. 

3.2   The Realization of the Traffic Forecasting Model Based on GA-SVR 

The main reason affecting the prediction accuracy of the traffic is the RBF kernel 
function’s parameter γ and the penalty factor C in SVR, the parameter γ main affects the  
 

Processing and integrating of data 

Set support vector machine model’s training allowable error ε and the 
optimization range of parameter ε and c 

Set the genetic algorithm’s fitness function, crossover probability, 
mutation probability, population size and evolution generation 

Input the training data and test data 

Optimize SVR parameters(C, ε andγ) based on GA 

The iteration times are satisfied? 

Output the excellent model parameters and the corresponding model 

Forecasting the busy traffic by optimized SVR model 
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complex degree of the sample data distribution in the high dimensional feature space, 
the penalty factor C regulates the proportion of incredible range of support vector 
machine and experience risk in certain feature space. Due to genetic algorithm has 
implied parallelism and global search ability, and can search the global optimum within 
a very short time [8]. Therefore, in this paper, the optimization of kernel function’s 
parameter γ and the penalty parameter C are searched by GA. 

4   Case Analysis 

In order to let the mobile operators making process of traffic channel in time according 
to the predicted holidays busy traffic, safeguarding the normal communication in the 
traffic peak, reducing the errors and reducing the training time, finally achieving the 
best forecasting effects. In this paper, we removed ten days’ traffic data before the 
holiday and selected the data of 15 days’ before ten days as the test. We selected five 
regions in Xinjiang randomly to calculate the busiest data of traffic of 24 hours per day 
before Christmas in 2004 -2011, putting the busy traffic of 2004 year to 2010 year as 
the training sample and putting the busy traffic of 2011 year as the test sample, then we 
predicted and analyzed based on the GA-SVR model.  

The genetic operators used in this article are: roulette wheel selection, two points 
crossover and mutation. The algorithm’s control parameters setting as follows: the 
population size is 40, the maximum evolution generation is 100, the rate of crossover 
and mutation 0.8, 0.1. The optimized range of each parameter is: 0 ≤ C ≤ 100, 0 ≤γ≤ 
100, 0.01 ≤ε≤ 1, the fitness function is the mean square error (MSE). 
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Where yi is the actual data value and iy
^

is the predicted data value in the i-group. 

Mean relative error (MRE) is the final assessment criteria, MRE closer to zero, the 
better the results. 

The experimental data in this paper is the real-time mobile communications traffic 
data, including the traffic of per hour of 16 regions in Xinjiang from 2004 to 2011. The 
genetic algorithm’s source code is written to find the optimal parameters in MATLAB, 
then the forecasting model based on SVR is established, which predicted the busy 
traffic on Christmas Day in 5 regions of Xinjiang ,take one region of Xinjiang for 
example,the prediction effect is shown in Figure 2. 

In order to illustrate the efficiency of this method, this paper selected the other two 
methods -- the basic SVR and BP neural network compared with the GA-SVR. Due to 
the randomness of the algorithm, every time the experimental results will be different, 
therefore the error and time-consuming of the three kinds of methods are the average of 
program run 10 separate times. The comparison results are shown in Table 1. 
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Fig. 2. Train and Test Set Regression Predict by GA-SVR 

Table 1. comparison of the forecasting results in three ways 

 
 
The Table 1 shows that the forecasting results is satisfactory based on GA-SVR, the 

MRE are all less than 5%, and it have small fluctuations, the run-time are about three 
seconds, fully meet the needs of practical prediction. Although the SVR model run fast, 
it is difficult to find the best model parameters, and need someone to test manually 
many times, and only one area error is less than 5%; BP network has three areas’ MRE 
less than 5%, the effect is slightly better than SVR, but because the great randomness 
and fluctuation of BP network, the predicted results are fluctuating, so it is difficult to 
do an accurate prediction for each region. Therefore, whether the prediction accuracy 
or time-consuming, the GA-SVR are better than SVR and BP neural network model. 
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5   Conclusions 

The GA-SVR method is applied in this paper to predict the busy traffic in holidays. In 
the GA-SVR model, GA is used to select suitable parameters of SVR. The result shows 
that the prediction of the busy traffic in holidays based on GA-SVR is precise and less 
time-consuming compared with SVR and BP neural network. In addition, GA- SVR 
has a certain advantage that it needs only a small set of training data. it is an effective 
method of busy traffic forecasting in holidays.  
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Abstract. This paper established Qingha oil pipeline simulation technique 
mathematical model, corrected the pipeline flow and thermodynamic 
calculation models by software built on least square method and overall of 
coefficient of heat transfer calculated interpolation method. And on that basis, 
the summer and winter’s temperature and pressure drop curve in different flow 
rate have developed by this model. In addition, Pipephase software has been 
used in the paper to provide the flow rate critical point special to the pipeline 
thermal running in summer, and make the point as the condition of whether 
switch on heating furnace on Zhongyi Station or not. This application of 
Pipephase software can save energy consumption efficiently, and guide the 
pipeline practical production running in theory. 

Keywords: overall heat transfer coefficient, flow rate critical point, software, 
Pipephase software. 

Qingha oil pipeline is one of the Daqing oil field pipelines outside. The pipeline is 
182.8 kilometers long in total, ф377×6.4mm in diameter, four transfer stations along 
the line, and 2~2.8 million tons flowrate per year[1]. At present, due to lacking of the 
research on hydraulic characteristics and thermodynamic property for the pipeline 
practical running process, the scheme for pipeline running is short of guidance in 
theory and the running consumption is very high. On the other side, the policy in the 
“twelfth five-years plan” has pointed that low carbon economy has been the important 
developing goal of our country. So it is meaningful for researching on the oil pipeline 
production running scheme. 

1   The Mathematical Model of Oil Pipeline 

1.1   Flow Calculation Model  

The oil in Qingha pipeline is high wax content oil. Usually the flow regime of oil is 
hydraulic smooth. The pressure drop can be calculated by the equation below: 

∆P P1 P2 ρg(z2 z1) ρghf                     (1) 
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Among, hf λ L
d
υ2

2g
0.0246 Q1.75·v0.25

d4.75 L                       (2) 

1.2   Correction of Flow Calculation 

In practical application, the error between hydraulic analysis theory calculation result 
and practical running data is usually very big. To solve the problem, use the theory of 
least square method, take the lowest fitting degree as aim, correct the parameter in 
flow calculation model by optimization theory[2]. Because of the parameter which 
influenced the friction loss are all constant, such as flow velocity v, rate of flow Q, 
inside diameter d, and pipe length L. So it is necessary to correct hydraulic friction 
coefficient λ. 

Bring in the correction factor k, and correct hydraulic friction coefficient by the 
formula below: λ kλ                            (3) 

Establish unconstrained optimization model when solve k and n: 

Find k                                     (4) 

Min F k ∑ (∆P'- ∆P(k))
2                   (5) 

The result after solving is in Table1:  

Table 1. Qingha oil pipeline flow friction correction factor 

Name 
Pipe 

length[km] 
Diameter[mm]  

Average fitting 
error[%] 

Initial station to 
Zhongyi station 

62.8 377 0.889 1.1 

Zhongyi station 
to Zhonger 

station 
62.1 377 0.924 1.8 

Zhonger station 
to Terminal 

station 
58.9 377 0.937 2.1 

1.3   Thermodynamic Calculation Model 

To calculate the temperate drop of Qingha oil pipeline, using Sudhoff temperature 
drop formula: 

∆T=TL T0 (TR - T0)e- KπDG L                    (6) 

For the basic structure parameters and flow rate are constant, we can get the pipeline 
overall coefficient of heat transfer curves in condition of year-round operation  
by anti-inference method to improve the accuracy of pipeline thermodynamic 
calculation. The curves show from Figure1 to Figure3. 
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Fig. 1. Pipeline overall heat transfer coefficient curve from Initial to Zhongyi station 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Pipeline overall heat transfer coefficient curve from Zhongyi to Zhonger station 

                    

 
 
 
 
 
 
 
 

Fig. 3. Pipeline overall heat transfer coefficient curve for Zhonger to Terminal station 

2   Calculation of Qingha Oil Pipeline Running Simulation Process 

2.1   Example Calculation  

The result of calculation for the operational states in July 15th, 2007(Figure2) shows 
that, the error between calculation and practical value is in 3%, which proves that the 
model is calculable, truthfulness and can be the guide for field application in theory. 
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Table 2. Contrast between calculation and practical value 

Initial 
station 

Zhongyi 
station 

Zhonger 
station 

Terminal 
station 

Inlet 
temperature[℃] 

Calculation 
value 63.5 50.5 49.7 46.2 

Practical 
value 

63.5 49.9 49.2 45.9 

Error[%] 0 1.2 1 0.6 

Inlet 
pressure[MPa] 

Calculation 
value 0.1 3.6 2.2 0.5 

Practical 
value 

0.1 3.5 2.21 0.49 

Error[%] 0 2.8 0.5 2 

2.2   Operational Scheme 

The overall flow rate of Qingha oil pipeline is between 2~2.8 million tons per year, so 
choose the different rate of flow between the flow rate to calculate pressure and 
temperature drop for the reference as actual operation[3]. The pressure drop curves in 
winter and summer(Figure4 and Figure5) show that pressure for initial station become 
from 2.9MPa to 5MPa, when the year flow rate become from 2 to 2.8 million tons. 
The friction loss can be seen from the curves for the impact of heat furnaces in 
Zhongyi station and Zhonger station. 
 

   Fig. 4. Pressure drop curve in winter            Fig. 5. Pressure drop curve in summer 

The initial station of Qingha oil pipeline gets the oil from Pubei oil depot. The 
outlet temperature of initial station is usually 62℃ for the high outlet temperature 
from the Pubei oil depot. To ensure the principle that smooth flow of crude oil, make 
each inlet temperature is maintained above 40℃(above condensation point 3℃). 
Calculation result by Pipephase software shows that to ensure the oil inlet temperature 
is above 40℃ in winter, both the heat furnaces in Zhongyi station and in Zhonger 
station should be turned on, Figure6 is the temperature drop curve under different 
flow rate in winter. In summer, there is a flow rate critical point of pipeline operation 
which is 2.3 million tons per year. When the flow rate is higher than the critical point, 
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the heat furnace has not to be turned on to make the oil flow into the next station, but 
when the flow rate is lower than it, both the heat furnaces should be switched on. 
Figure7 presents when the flow rate is above the critical point, the temperature drop 
curve under different flow rate in summer. Figure8 is that when the flow rate is under 
the critical point, the temperature drop curve under different flow rate in summer.  

 

 
Fig. 6. Temperature drop curve under        Fig. 7. Above critical point, temperature under 
different flow rate in winter                    different flow rate in summer 
 

 

 

 

 

 

 

 

Fig. 8. Under critical point, temp drop curve under different flow rate in summer 

The result shows that the heating station outlet temperature is lower than practical 
value, and the result can be proved to save energy for production and running. When 
the flow rate is 2.4million t/y, initial station outlet pressure will decrease from 
5.3MPa to 4.1MPa, Zhongyi station outlet temperature will decrease from 59.7℃ to 
51.7℃, Zhonger station outlet temperature will decrease from 55.6℃ to 53.8℃. 
Amount to save fuel oil 1024t/y, save electricity 1350 thousand KWh/y. 

3   Conclusion 

(1) The paper established the mathematical model of steady state for Qingha oil 
pipeline and presents the flow rate critical point as the condition for deciding whether 
to turn on the heat furnace in Zhongyi station in summer, which is 2.3million tons per 
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year. When the flow rate is higher than 2.3million tons per year, only the heat furnace 
in Zhonger station should be switched on. When flow rate is lower than 2.3million 
tons per year, both the heat furnaces in Zhongyi station and Zhonger station should be 
turned on. And on that basis, temperature drop curves in summer are established. 

(2) The calculation result can be proved to save energy for production and running. 
For example, when the flow rate is 2.4million tons per year, initial station outlet 
pressure will decrease from 5.3MPa to 4.1MPa, Zhongyi station outlet temperature 
will decrease from 59.7℃ to 51.7℃, Zhonger station outlet temperature will decrease 
from 55.6℃ to 53.8℃. Amount to save fuel oil 1024tons per year, save electricity 
1350 thousand KWh per year. 
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Abstract. In order to improve the accuracy and real-time of collision detection 
algorithm, This paper study the oriented bounding box(OBB) algorithm and 
random collision detection algorithm based on improved particle swarm 
Optimization and hybrid collision detection algorithm.. The introduction of 
intelligent optimization algorithms, the complex three-dimensional model 
collision problem into simple two-dimensional discrete space optimization 
problem, to improve the real-time of collision detection algorithm; Using the 
OBB surrounded  box surrounded by basic geometric elements as random 
collision detection algorithm feature sampling point method, Compensate for the 
random collision detection algorithm is easy to miss some of the interference 
element defects, thereby improving the accuracy of collision detection. Finally, 
through authentication for the hybrid collision detection algorithm, and 
compared with the basic OBB and based on improved PSO random collision 
detection algorithm, Verify the real-time and efficiency of this algorithm.  

Keywords: OBB, collision detection algorithm, PSO, hybrid collision detection 
algorithm. 

1   Introduction 

In recent decades, the fields of collision detection, researchers at home and abroad 
have done quite a lot of meaningful work, made a number of efficient collision 
detection algorithm, and many algorithms have been applied to the virtual reality 
system. Their works play a significant role in promoting the development of virtual 
reality technology. However, the collision detection technology is still in the stage of 
development, many researchers in theoretical research and practical application of 
collision detection techniques. This paper is focus on improving the real-time and 
accuracy of collision detection algorithm. Collision detection algorithm combined 
with intelligent optimization algorithms form an efficient, real-time hybrid collision 
detection algorithm. 

2   Collision Detection Algorithm  

The collision detection problem is that the computer simulation, physical simulation, 
robot motion planning, and many other research areas of difficult problems, Real-time 
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and accurate collision detection algorithm can enhance the authenticity of the virtual 
environment and immersive. The collision detection is divided into two-dimensional 
and three-dimensional space collision detection, in two-dimensional plane; Objects 
can be used polygons to represent. Collision detection problem is polygon 
intersection; so detection algorithm is relatively simple. This paper is from two 
perspectives to Classification of the collision detection algorithm. First, it from the 
perspective of time domain; second it from the perspective of the spatial domain [1]. 

From the perspective of time domain points, The collision detection algorithm can 
be divided into the following three categories: static collision detection algorithms, 
discrete collision detection algorithm and continuous collision detection algorithm. 
Classification shown in Figure 1: 

 

Fig. 1. The classification of collision detection algorithm based on the time domain  

From the perspective of the spatial domain points, collision detection algorithm can 
be divided into two categories: First, the collision detection algorithm based on object 
space; second, collision detection algorithm based on image space.  

3   Oriented Bounding Box Technology  

The basic idea of hierarchical bounding box is use volume slightly larger and the 
geometrical properties simple of the bounding box approximation to describe 
complex geometric objects, Construct the tree hierarchy closer and closer to the 
geometry of the object model, until it is completely object geometry. In test, just part 
of the bounding box overlap exact test. root node of the hierarchy Surrounded the 
entire model , each parent node surrounded by geometric objects are geometric 
objects surrounded by all of its child nodes, the nodes from top to bottom and 
gradually approaching the geometric objects are surrounded. Collision detection 
Based on hierarchical bounding box is essentially a recursive overlap test based on 
bounding volume hierarchies. If the overlap, the pair node further overlap test; If you 
do not overlap, the end of this process. If overlap of the leaf nodes in the testing 
process. The will have the basic geometric elements intersect test , the intersection of 
the surface structure, and attach it to intersect in the structure of the table, back to the 
system, in order to further test of basic geometric elements intersect. 

Build the OBB bounding box there are three ways: bottom-up approach, gradual 
insertion method, top-down method.  
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4   Random Collision Detection Algorithm Based Improved PSO 

With the development of collision detection technology, it is emergence of random 
collision detection algorithm. It is based on accuracy for speed of collision detection 
algorithms, it can be used in relatively high real-time interactive systems, it become 
collision detection field a new of research in recent years [2].  

4.1   Particle Swarm Optimization Algorithm  

Particle Swarm Optimization(PSO) algorithm [3] is Propose by James Kennedy and 
Russell Eberhart in 1995; it is an evolutionary computing technology, The algorithm 
is simulated foraging behavior of birds flying, through the collaboration between 
individuals to search for the optimal solution. Set, in N dimensional search space, 
there are m particles, in which the i particle position vector is 

),...,2,1)(,...,,( 21 mixxxX iNiii == , Particle velocity vector is ),...,,( 21 iNiii vvvV = . the i-th 

particle best position (optimal solution) is 
bestP ., PSO the best position denoted 

by
bestG ,PSO algorithm formula: 

))(())(()()1( 2211 txGRandctxPRandctvtV idbestidbestidid −∗∗+−∗∗+=+     (1) 

)1()()1( ++=+ tvtxtX ididid
                         (2) 

Which, 
21,RandRand  is [0, 1] random number; 21 ,cc is acceleration factor, the 

particle in each dimension has a maximum speed limit )0( maxmax >VV , if one 

dimension exceeds set speed maxV , the speed is limited to maxV . The PSO basic 

algorithm schematic as figure 2. 

k
bestP

k
bestG

 

Fig. 2. The basic principle schematic drawing of PSO Algorithm 

4.2   Random Collision Detection Algorithm  

Random collision detection algorithm currently is divided into two categories: the 
first Average-Case algorithm is propose by Klein and Zachmann. Algorithm idea is 
based on the region bounding the intersection of two objects number of features as the 
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the test standard, and each node of the feature vectors do not do precise collision 
detection, to achieve the purpose of controlling the rate of detection [3].  

The second algorithm is proposed by Guy and Debunne [4], Raghupathi [5] a 
surface such as random sampling, assuming random sampling of the collision, and 
then step through the sampling of the local minimum to reach the accurate detection 
algorithm. The movement of objects is very small time difference between time slots, 
typically a few hundredths of a second, so the location of the object only minor 
differences, the relative displacement between the characteristics of teams is small, so 
the movement of objects with spatial and temporal correlation [6, 7 ].f 

4.3   The Improved Algorithm  

In this paper use random for collision detection algorithm based on feature sampling, 
due to random collision detection algorithm  random collision of two objects in 
question into the search feature on the distance between the issues. Therefore, the 
characteristics of the distance between should be able to be calculated. Algorithm real 
is to calculate the distance between the basic geometric elements; the algorithm 
requires the user to set the distance threshold. If the threshold is set large, easy to miss 
has occurred the geometric elements to interfere with and affect the algorithm 
accuracy. In contrast, a smaller set of values will increase the geometric elements on 
without interference, increasing the complexity of the algorithm. 

Point-based particle swarm algorithm robustness is poor; to determine the spatial 
relationship between adjacent points is more complex. To overcome these 
shortcomings, this paper, the basic geometric elements surrounded by the bounding 
box as a sampling of feature objects. This paper selects the OBB bounding box. OBB 
bounding box making the model more elements intersection test simple. Before 
making accurate collision detection, first determine whether the OBB bounding box 
intersection, excluding most of the disjoint interference Yes, there are likely to 
intersect the basic elements of the basic details of the interference detection. Solve the 
point-based particle swarm search algorithm is easy to miss elements of interference 
problems. Enhance the robustness of the particle search. 

5   Hybrid Collision Detection Algorithm  

Random collision detection algorithm and OBB bounding box algorithm is only 
applicable to the collision detection problem between the two models, however, there 
is often more than one model collision in virtual interactive systems. To do this add a 
quick collision exclude test prior to the collision detection, Exclude far away from the 
model, thereby reducing the need for further collision detection of objects on the 
number. This paper presents a hybrid collision detection algorithm which is 
combining algorithm with OBB bounding box and random collision detection 
algorithm based on improved PSO. 

The basic idea of the algorithm is: First for all objects in the virtual environment 
pretreatment, Spherical bounding box to exclude is not possible collisions model.  
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Then for the may intersect the model carry out OBB bounding box traversal, using 
random collision detection algorithm Based on Improved PSO to Collision Detection. 
Finally, for the basic geometric elements intersect the test and obtained the results of 
collision detection. This played their respective advantages of OBB hierarchy 
bounding box algorithm, and random collision detection algorithm based on improved 
PSO, to improve the efficiency of collision detection between complex objects. 

6   Algorithm Experiments Analysis  

In Order to test the hybrid collision detection algorithm performance and features, Do 
multiple sets of experiments and take the average of the data..Using the model of the 
formats 3DS, using C + + and OpenGL programming algorithm in VC + + 6.0 
platform.  

Compared with random collision detection algorithm Based on improved PSO and 
OBB bounding box algorithm and hybrid collision detection algorithm. Model in the 
scene is randomly generated and sports, there is certain randomness, In this study Use 
several tests and Find averaging method. This experiment test 10 times and take 
average. The performance of the algorithm shown in Figure 3. 

 

 

Fig. 3. The comparison of algorithm performance 

From the above Figure shows, OBB bounding volume hierarchies’ algorithm and 
the PSO-based random collision detector performance is almost the same, the 
performance of random collision detection algorithm based on improved PSO higher 
than the OBB bounding box algorithm, the hybrid collision detection algorithm 
performance is higher than them. 
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7   Conclusion  

This paper describes a variety of collision detection algorithm, Introduced basic 
knowledge of Hierarchical bounding box, random collision detection algorithm and 
the OBB bounding box algorithm, And through experiment to simulation 
Verification, Compared with random collision detection algorithm Based on 
improved PSO and OBB bounding box algorithm and hybrid collision detection 
algorithm. The performance of random collision detection algorithm based on 
improved PSO higher than the OBB bounding box algorithm, the hybrid collision 
detection algorithm performance is higher than them 
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Abstract. Among all wavelet transform and zero-tree quantization based image 
coding algorithms, set partitioning in hierarchical trees (SPIHT) is well known 
for its simplicity and efficiency. But theoretical analysis and experimental 
results have shown there are still some key points need to be further improved. 
This paper proposes a coefficient Statistic based Modified SPIHT Lossless 
Image Compression Algorithm (MSPIHT-ICA). Through adding a new 
judgment to type A sets, MSPIHT-ICA effectively optimized the compression 
algorithm’ outputted bit stream. Experiment results further show, compared 
with SPIHT algorithm, with the same bite rates, MSPIHT-ICA gains higher 
Peak Signal to Noise Ration (PSNR). 

Keywords: Image compression, Wavelet transform, SPIHT, Modified SPIHT. 

1   Introduction 

Recently the massive use of digital images generates increasingly significant volumes 
of data. Compressing these digital images is thus necessary in order to store them and 
simplify their transmission. Wavelet-based coding provides substantial improvements 
in image quality at higher compression rations. Over the past few years, several very 
competitive wavelet based image compression algorithms with an embedded bit 
stream have been developed, such as Shapiro’s embedded zerotree wavelet 
compression (EZW) algorithm[1], Said and Pearlman’s set partitioning in hierarchical 
trees (SPIHT) algorithm[2], and Taubman’s embedded block coding with optimized 
truncation (EBCOT) algorithm[3]. With an embedded bit stream, the reception of 
code bits can be stopped at any point, and the image can then be reconstructed. 

SPIHT is an improved version of EZW. It improves the coding performance by 
exploiting the self-similarity of the coefficients across sub-bands more efficiently than 
EZW. Although it is less efficient in coding performance than EBCOT, Which forms 
the basis of JPEG2000 standard in image coding [4], it has much lower computational 
complexity than EBCOT. It is in part due to the fact that there is non explicit rate-
distortion optimization in the SPIHT coder [5].  

Although, SPIHT is well known for its simplicity and efficiency, theoretical 
analysis and experimental results show that, the algorithm still has some defects. In 
the encoding process of SPIHT algorithm, when a significant Type A Set with four 
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un-significant direct child nodes which less than the threshold, still need to code the 
four coefficients respectively, and output 4 bit 0 repetitively, therefore ,the outputted 
bit stream are redundant, which affects the performance of the algorithm. In order to 
solve the problem, this paper proposes a coefficient Statistic based on MSPIHT-ICA. 
Based on the statistic analysis of wavelet coefficients, through add judge on type A 
Set, proposed MSPIHT-ICA divides the type A Set two types: 1S and 2S , then , uses 

different stream output strategy coding for 1S and 2S . Theoretical analysis and 

experimental results show, using this way, MSPIHT-ICA effectively optimized the 
compression algorithm’ outputted bit stream. 

2   SPIHT Coder 

2.1   Wavelet Decomposition 

Wavelet transform provides a compact multi-resolution representation of the image 
[6]. It has excellent energy compaction property which suitable for exploiting 
redundancy in an image to achieve compression. DWT can be implemented using 
two-channel wavelet filter bank in a recursive fashion [7]. For an image, 2D-DWT is 
calculated using a separable approach. Input image is first scanned in the horizontal 
direction and passed through low pass and high pass decomposition filters producing 
low-frequency and high-frequency data in horizontal direction. The outputted data 
then scanned in a vertical direction and again these filters are applied separately to 
generate different frequency sub-bands. The transform generates sub-bands LL, LH, 
HL and HH each with one-forth the size of the original image. Most of the energy is 
concentrated in low-frequency sub-band LL, whereas higher frequency sub-bands LH, 
HL and HH contain detailed information of the image in vertical, horizontal and 
diagonal directions, respectively. For high-level decomposition, DWT can be applied 
again to the LL sub-band recursively in a similar way to further compact energy into 
fewer low-frequency coefficients. After DWT, the decomposed data resembles a tree 
structure with different scales. A coefficient at a coarser scale in wavelet tree is called 
a parent, whereas coefficients of the next finer scale at the same orientation are 
termed as children. When children of all the finer scales at the same orientation 
grouped together, they are known as descendants. A parent contains four children at 
its next level, with the exception at the highest level where a parent only contains 
three children and at the lowest level sub-bands has no children. 

2.2   Original SPIHT Coder 

After transformation, all coefficients are quantized.  
The SPIHT coder uses three types of sets: D(i,j) denoting the set of all descendants 

of a node (i,j), O(i,j) representing the set of all offspring of the node (i,j), and L(i,j) 
representing the set of all descendants excluding the immediate four offspring of the 
node (i,j), that is, L(i,j) = D(i,j) – O(i,j). The represented as C(i,j). C(i,j) is called 

significant with respect to given threshold T (T=2n , the initial log2 maxn C=  ) 

if C(i,j)≥T, otherwise, it is called insignificant. To indicate the significance of a set U, 
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we use the following notation: Sn(U) = 1, if max{C(i, j)}≥ 2n, (i, j)∈U, otherwise, 
Sn(U) = 0. 

In practical implementation, the important information is stored in three ordered 
lists: a list of insignificance sets (LIS), a list of insignificance pixels (LSP), and a list 
of significant pixels (LSP). In all lists, each entry is identified by a coordinate (i, j), 
which represents individual pixels in the LIP and LSP, and indicates either the set 
D(i,j) ( a type A set) or L(i,j)(a type B set) in the LIS. At the initialization step, the 
coefficients in the highest level are added to LIP, and only those with descendants are 
added to LIS as type A entries. The LSP is set as an empty list. The SPIHT coder 
starts with the most significant bit plane. At every bit plane, it tests the three lists in 
order, starting with LIP, followed by LIS and LSP. The coefficients in the LIP are 
coded firstly, when a coefficient in LIP becomes significant it is moved to the end of 
the LSP and their signs are coded. Similarly, sets D(i,j) and L(i,j) are sequentially 
coded following the LIS order, and those that become significant are partitioned into 
subsets. The set partitioning rules are as follows: (1) if D(i,j) is significant, it is 
partitioned into L(i, j) plus four single-elements sets with (k,l)∈O(i,j). (2) if L(i,j) is 
significant, it is partitioned in to four sets D(k, l) with (k, l)∈O(i,j). Newly formed set 
L(i,j) and D(k,l) are ended to the end of LIS to be coded again before the same sorting 
pass ends. Finally, each coefficient in LSP except the ones added in the last sorting 
pass is refined in each refinement pass. The algorithm then repeats the above 
procedure for the next resolution, and then stopped at desired bit rates. The decoding 
algorithm can be obtained by duplicating the encoder’s execution path. 

3   Proposed Algorithm 

3.1   Type A Set’s Statistical Characteristics 

As described in chapter 2, in the sorting phase of SPIHT algorithm, if a Type A Set is 
larger than the judgment threshold, it is call significant set, when corresponding sets 
of four direct child nodes’ wavelet coefficient is smaller than the judgment threshold, 
called un-significant coefficients. In this case, SPIHT algorithm still needs to output 4 
bit zero continuously. In a word, although knowing Sn(O (i,j)) = 0, SPIHT algorithm 
still need to coding 4 known un-significant wavelet coefficient sets. Therefore, when 
coding the Type A Sets’ un-significant direct child nodes’ coefficients sets, SPIHT 
algorithm consumes large amounts of bit stream.  

Therefore, if a Type A Set is significant, this paper adds judgment to the 
corresponding wavelet coefficients sets of it’s 4 direct child nodes. Then, according to 
the significance of 4 direct child nodes’ wavelet coefficients set, divides the 
significant Type A Sets in to two following two categories: 

(1)S0: Type A Set is significant with direct child nodes’ correspondent coefficients 
Set is un-significant，in SPIHT algorithm represents as Sn(O (i,j)) =0; 

(2)S1: Type A Set is significant with direct child nodes’ correspondent coefficients 
Set is significant，in SPIHT algorithm represents as Sn(O (i,j)) =1.  

Table 1 shows the ratio of S0 and S1 in different phase of sorting pass for ISO testing 
image Lena. 
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Table 1. Ratio of S0 and S1 in different phase of sorting pass for ISO testing image Lena 

 prophase of 
sorting 

Medium of sorting Later of sorting 

S0 41.48% 45.64% 42.81% 
S1 58.52% 54.36% 47.19% 

3.2   Proposed Coefficient Statistic Based MSPIHT-ICA 

In SPIHT algorithm, when processing the significant Type A Set, presence the 
problem of repetitive output problem. In order to solve this question, when processing 
the significant Type A Set, the proposed MSPIHT-ICA adds type judgment to Type A 
Set, when it belongs to S1 or S1 processed differently. The other processes same with 
the original SPIHT algorithm. 

Compared with SPIHT, in the sorting pass, MSPIHT-ICA uses the following 
modified way to process Type A Set: 

(1) When a Type A Set belongs to type S0, output one bit with value 1 to represent 
the set is significant, then output one bit with value 0 to represent the set’s four direct 
child nodes’ coefficient sets are un-significant, and add them to the LIP respectively; 

(2) When a Type A Set belongs to type S1, output one bit with value 1 to represent 
the set is significant, and output one bit with value 1 to indicate the set is belongs to 
type S1, then similar to SPIHT algorithm, output 4 direct child nodes’ significance 
judging results respectively, if a child node is significant, add it to LSP, and out put 
one bit to indicate the coefficient’s sign; if a child node is un-significant, add it to 
LIP. 

Although add one bit to judge significant Type A Set belongs to type S0 or type S1 in 
proposed MSPIHT-ICA, when the set belongs to type S0, just output one bit with 
value 0 to indicate the 4 child nodes’ corresponding coefficient sets are un-significant, 
while in SPIHT, requires to output 4 bits, therefore, in this case, MSPIHT-ICS’s 
outputted bit stream saves 3 bit data. When the set belongs to type S1, compared with 
SPIHT, although the MSPIHT-ICA consumes extra 1 bit to indicate the set is belongs 
to type S1, from table 1, for ISO testing image Lena, in different sorting phase totally 
meet 3S0＞S1, therefore, the outputted bit stream of proposed modified algorithm 
saved is larger than the type judgment increased extra bit consume, obviously the 
compression performance is improved. Experimental results further proved, in the 
different sorting pass of other ISO testing image Barbara and Baboon’s also meet the 
condition of 3S0＞S1. 

4   Experiment Results 

Experiments are performed on 512×512 gray-scale image Lena, using a six-level 
wavelet decomposition bases on the 9/7 Daubechies filters [6]. We compare our 
MSPIHT-ICA with the original SPIHT algorithm in the following criteria: PSNR 
values of the reconstructed image (for simplicity, the entropy coding is not used). The 
reconstructed images of M-SPIHT-IMA in various bit rates are shown in Fig. 1(2), Fig. 
1(3) and Fig. 1(4). As shown in Fig. 1(2), Fig. 1(3) and Fig. 1(4), the reconstructed 
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images show good visual quality in different bit rates. Table 2 lists the experiment 
results of encoding the image by the MSPIHT-ICA which compared with the results of 
SPIHT algorithm based coder. As show in table 1, the MSPIHT coder’s PSNR is 
increased.  
 

   

 (1)                                   (2) 

   

(3)    (4) 

Fig. 1. Reconstructed coding results: (1) Original ISO testing image Lena, (2) Reconstructed 
Lena by using MSPIHT-ICA in the bitrate of 0.25bpp, (3) Reconstructed Lena by using 
MSPIHT-ICA in the bitrate of 0.50bpp, (4) Reconstructed Lena by using MSPIHT-ICA in the 
bitrate of 0.25bpp  

Table 2. Comparison of three kind of 2-D fuzzy entropy algorithm’s operation time 

bit per pix / bpp Algorithm PSNR/ db 

0.25 
SPIHT 37.09 

MSPIHT-ICA 33.75 

0.50 
SPIHT 36.88 

MSPIHT-ICA 37.09 

0.75 
SPIHT 38.53 

MSPIHT-ICA 38.76 
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5   Conclusion 

In this paper, we developed a coefficient Statistic based modified SPIHT image 
compression algorithm (MSPIHT-ICA) based on the same principle as Said and 
Pearlman’s SPIHT algorithm. This algorithm is able to improve the performance of 
original SPIHT algorithm because: based on the statistical analysis of wavelet 
coefficients, though classifying the significant Type A Set into two different type and 
processing this two type sets in different way, MSPIHT-ICA effectively optimizes the 
outputted bit stream. Form Theoretical analysis and experimental results, it clearly 
shown that the reconstructed images’ PSNR is increased in various bit rates in the 
proposed MSPIHT-ICA. So the proposed MSPIHT-ICA has good performance. 
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Abstract. Holiday traffic prediction is the foundation of the whole 
communication network planning. In order to predict the busy traffic accurately 
and ensure the stability of the network, a support vector regression machine 
(SVR) combined with the improved particle swarm optimization algorithm 
(MPSO) is proposed, an inertia weight and shrinkage factor is introduced in the 
algorithm. The proposed algorithm is used to predict the busy traffic in 
Mid-autumn day. Simulation result shows that, compared with SVR algorithm 
and the basic particle swarm optimization optimize SVR (PSO-SVR) method, 
MPSO-SVR algorithm has a higher prediction precision.  

Keywords: busy traffic forecasting, support vector regression machine, 
improved particle swarm optimization algorithm. 

1   Introduction 

When busy traffic forecast of holidays as a basis for holiday network planning of 
mobile operator, the predictive accuracy of the whole planning decided the reliability 
and scientific. The traditional time series prediction methods such as linear ARIMA 
model, BP neural network all has shortcomings such as prediction accuracy is not high, 
predict a long time. 

SVR is widely used because of its good generalization ability, high precision 
accuracy [1]. But the learning performance of SVR have very strong link with the 
parameter selection of kernel function, super parameter selection of accurate or not 
directly affect the prediction precision of the traffic. When select SVR parameters, the 
algorithm have fast convergence speed, small amount of calculation and the global 
search ability request [2], this article puts forward an improved particle swarm 
algorithm to choose the super parameter of SVR. The algorithm introduced inertia 
weight and shrinkage factors on the basis of basic particles, inertia weight is used to 
expand the search space, and maintain the balance of global search and local search, 
shrinkage factors is used to improve convergence rate. The experimental results show 
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that the improved algorithm can not only improve the prediction accuracy, and also to 
speed up the convergence speed, has some of the feasibility and superiority. 

2   The Theories of SVR 

Support vector machine is a kind of pattern recognition method based on statistical 
learning theory. The method based on statistical learning theory of VC dimension and 
structural risk minimization principle, and by solving a quadratic programming 
problem better solved the small sample, nonlinear, high dimension and local minimum 
point practice problems [3]. With non-sensitive loss function ε, the support vector 
machine started to be used in nonlinear regression estimation problem. The main ideas 
of the SVR is map the input vector through the nonlinear mapping to high dimension in 
the feature space, then linear regression in the high dimension feature space [4].  

3   Basic Particle Swarm Optimization Algorithm 

Particle swarm optimization (PSO) algorithm is a global optimization technology based 
on the swarm intelligence [5]. Particle swarm algorithm takes each individual as a 
particle with no weight and volume in N d space, and moving these particles around in 
the search space according to simple mathematical formula over the particle’s position 
and velocity [6]. This flight speed is dynamically adjusted by individual flying 
experience and group flight experience, which is updated as better position are found 
by other particles. This is expected to move the swarm toward the best solutions. 

4   Improved Particle Swarm Optimization Algorithm 

Particle swarm algorithm have advantages such as dependent less on experience 
parameters, fast convergence rate, but there are also some shortcomings such as search 
precision is not high, easy to fall into the local optimal solution[7]. A kind of improved 
PSO (MPSO) algorithm is adopted in this paper; inertial weight and shrinkage factors 
are introduced in the speed evolution equation in this algorithm. 

Inertial weight is introduced in speed evolution equation in order to improve 
convergence performance of basic PSO algorithm, namely:   

 

( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )txtptrctxtptrctwvtv ijgjjijijjijij −+−+=+ 22111  (1) 

 

Where ω called the inertial weight, it makes the particles keep inertia moving, make it 
have the trend of expanded the search space, and have the ability to explore new areas. 
Introduce of inertial weight can remove the need of νmax in basic PSO algorithm; 
because ω itself has the ability of maintain global and local search ability. Biggish ω 
have good global search capability, lesser ω have good local convergence ability. 
Therefore, with the increase of number of iterations, inertial weight should be 
declining, thus make the particle swarm algorithm is strong in the early stages of the 
global search ability, and later with strong local convergence ability. The self-adapting 
inertia meets the following formula: 
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Where wmax is the initial weights, wmin is final weight, kmax is maximum iterating time, 
and k is current iteration times. 

Shrinking factor λ can effectively control and restrict the flight speed of particles, 
and at the same time improve the local search capability of the algorithm. The evolution 
equation of the improved particle swarm algorithm is described as: 
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The process of MPSO is as follows: 

Step1. Initialize the model parameters, such as set the initial position and speed, 
population size, the number of iteration of particle swarm; 

Step2. Calculate the adaptive value of each particle; 
Step3. For each particle, compared the adaptive value with the individual best 

position and the global best position and then take the optimal value as the current best 
position; 

Step4. Update the speed and position according to the equation (3) (4); 
Step5. If k ≠ kmax, return to the Step2. 

5   The Simulation Results and Analysis 

5.1   Experimental Data and Initial Value Choice of the Improved Particle 
Swarm Algorithm 

The experimental data of this paper is consists of two part, one is the training data and 
the other is test data. Seeing the experimental data from the lateral aspect, there is a 
15×8 data matrix A, it composed by every day’s busy traffic of 15 days before the 
Mid-Autumn festival from the year 2004 to 2011; Seeing the experimental data from 
the vertical aspect, there is a 1×8 data matrix B, it composed by the busy traffic on the 
day of the festival from the year 2004 to 2011. The front 7 column of matrix A are taken 
as the training sample, the front 7 data of matrix B are taken as training objectives; The 
last column of matrix A are taken as test sample, the last data of matrix B is taken as test 
goal. The test error criterion adopts the Mean Absolute Percentage Error function, the 
Mean Absolute Percentage Error is: 
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Where p is prediction steps, yi is the real value of the data; zi is the SVR predictive 
value. 

The initial values of improved Particle swarm algorithm in this paper are taken as 
below: maximum iterating time kmax =100, the number of particles N= 20, dimension 
W= 2, acceleration constant c1,c2= 0.7293, initial weight wmax = 1.4, eventually weight 
wmin = 0.67. 

5.2   Busy Traffic Prediction Results and Analysis 

In order to assess the prediction effect of MPSO-SVR model, the SVR model, PSO-SVR 
model and MPSO-SVR model are used to forecast the busy traffic separately and then 
compared their prediction results. The prediction effects of the busy traffic on the 
Mid-Autumn festival in two areas of Xinjiang province are shown in Fig.1 and Fig. 2. 
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Fig. 1. Forecasting results chart of area A 
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Fig. 2. Forecasting results chart of area B 

From the prediction results, we know that the prediction effect of MPSO-SVR 
algorithm is better than PSO-SVR algorithm and SVR algorithm. Each method's Mean 
Absolute Percentage Error and time-consuming are given in table 1, because of the 
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randomness of the initial population of particle swarm, so each of the experimental 
results will be slightly different. The average relative error of every method is the 
average of the program running 10 times separately. 

Table 1. Prediction result of two areas in Xinjiang province 

Prediction model    MAPE(%)   time(s) Prediction model    MAPE(%)   time(s) 
Area A Area B 
   SVR            9.972       15.431 
PSO-SVR         7.396       14.047 
MPSO-SVR       3.928        7.281 

   SVR          10.483       17.926 
PSO-SVR        7.224       15.012 
MPSO-SVR       2.619       7.992 

6   Summary 

A MPSO-SVR algorithm is proposed in this paper to predict the holiday busy traffic in 
mobile communication, and this model is used to predict the busy traffic of the 
Mid-Autumn festival of two areas in Xinjiang. The experimental result shows that, the 
introduction of the particle swarm algorithm of the SVR model is better than SVR 
model in prediction effect, but this model is easy to fall into local extreme value thus 
can't find the global optimal solution. The inertia weight and shrinkage factors 
introduced in the MPSO-SVR model offset the shortcoming of easy to fall into local 
extreme value in the PSO-SVR model. The MPSO-SVR model has higher forecast 
accuracy and faster convergence rate. 

 
Acknowledgments. The authors would like to acknowledge the financial support from 
the China Mobile Group Xinjiang Company Limited (No.XJM2011-11). 

References 

1. Elattar, E.E., Goulermas, J.(Y.), Wu, Q.H.: Electric Load Forecasting Based on Locally 
Weighted Support Vector Regression. IEEE Transaction on Systems 40, 438–447 (2010) 

2. Wang, J., Zhao, H.: ε-SVRM parameters optimization based on the difference of evolution. 
Computer Application 28, 2074–2076 (2008) 

3. Camps-Valls, G., Muñoz-Marí, J., Gómez-Chova, L.: Biophysical Parameter Estimation 
With a Semisupervised Support Vector Machine. IEEE Geosciences and Remote Sensing 
Letters 6, 248–252 (2009) 

4. Zhao, L., Jing, S., Butts, K.: Linear Programming SVM-ARMA With Application in Engine 
System Identification. IEEE Transaction on Automation Science and Engineering 8, 846–854 
(2011) 

5. Zhong, L., Pan, H.: Pattern recognition. Wuhan University Press, Wuhan (2006) 
6. Ali, F.A., Selvan, K.T.: A Study of PSO and its Variants in respect of Microstrip Antenna 

Feed Point optimization, vol. 8, pp. 1817–1820 (2009) 
7. Fernandez-Martinez, J.L., Garcia-Gonzalo, E.: Stochastic Stability Analysis of the Linear 

Continuous and Discrete PSO Models. IEEE Transactions on Evolutionary Computation 15, 
405–423 (2011) 



D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 607–612. 
springerlink.com                 © Springer-Verlag Berlin Heidelberg 2012 

Busy Hour Traffic of Wireless Mobile Communication 
Forecasting Based on Hidden Markov Model 

DongLing Zhang1, ZhenHong Jia1,*, XiZhong Qin1, DianJun Li1, ChaoBen Du1,  
Li Chen2, Lei Sheng2, and Hong Li2 

1 College of Information Science & Engineering, Xinjiang University,  
Urumqi, Xinjiang 830046, P.R. China 

2 China Mobile Group Xinjiang Company Limited, Urumqi,  
Xinjiang 830063, P.R. China 

zdl3555086@126.com, jzhh@xju.edu.cn  

Abstract. In order to forecast mobile communication traffic quickly and 
accurately, Hidden Markov Models (HMM) is used to forecast busy hour traffic 
of wireless mobile communication forecasting in this paper. Because of the 
model having rigorous mathematical structure, reliable computing performance 
and the characteristics of describing the event, HMM becomes the ideal model 
for describing the traffic sequence. The experimental results shows that HMM 
model have higher precision and better stability compared with the method of 
SVM with DE-strategy in the area of forecasting mobile communication traffic. 

Keywords: Hidden Markov Models, busy traffic, forecasting. 

1   Introduction 

As the rapid development in communications industry technology, mobile 
communication traffic forecasting work is more and more important for 
communication operators in recent years. And traffic load sizes will directly affect the 
economic interests of the company. However the traffic size in mobile network design, 
planning performance evaluation has a large influence. In particular, we are 
confronting with a new era of data in recent years, popularity of 3G, increasing the 
number of users, change of tariff levels, unexpected events occur, and so will affect the 
traffic load, carriers must also actively considering cost optimization strategy. 
Therefore, traffic load forecasting is very necessary. At present, intelligent algorithms 
of neural networks, support vector machines, is also widely used in traffic time series 
forecasting, and achieved certain results [1,2].  

HMM is widely used in speech signal recognition[3], DNA sequence analysis[4], 
electrical signal prediction and image processing, economic forecasting[5,6],etc in the 
past few years. HMM model is a widely used as statistical model which is one of the 
most important statistical models. It has a strong mathematical structure and reliable 
computing performance. Because of the Markov chain can be used to describe hidden 
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in the sequence of random observations of time-varying characteristics, thus it has 
unique advantages in dealing with non-stationary random series. Hassan and Nath had 
experimentally noted that HMM has the similar performance with Artificial Neural 
Network ANN [7].His method are better than that of past approaches. The basic idea 
there is to combine HMM’s data pattern identification method to partition the 
data-space with the generation of fuzzy logic for the prediction of multivariate financial 
time. 

In this paper, we first make use of the well established Hidden Markov Model 
(HMM) technique in forecasting wireless mobile communication traffic. To verify its 
preciseness and rightness, several experiments are conducted on it. The experimental 
results show that it is a feasible model. And then we will provide a precise introduction 
in the following sections. 

2   Hidden Markov Model 

Hidden Markov Model (HMM) is a statistical model, which is used to describe an 
implied the unknown parameters of the Markov process. It was originally introduced as 
far back as 1957 and they have become increasingly popular in the last several years 
due to its strong mathematical structure and theoretical basis [8,9]. Its difficulty is 
determined from the observable parameters of hidden parameters of the procedure. 
Then use these parameters for further analysis, in normal Markov model the status is 
directly visible to the observation. The state transition probabilities are all parameters, 
but in HMM the state is not directly visible and affected by the state of some variables 
are visible. Every state in an output symbol there is a probability distribution. Output 
sequences of symbols to reveal status sequence number information. 

A Hidden Markov model (HMM) is a triple (A,B,Π): 
A= {aij}; A is an n × n state-transition matrix, aij is the state-transition probability 

from states, si to sj i.e. where 

, , 1 , 1 ,( | ) ( )ij j t i t i t j ta Pr s s Pr s s− −= = ⎯⎯→                 (1) 

B= {bij};B is an n × m confusion matrix, where bij is the probability of observing a state 
O j, given the hidden state si, i.e. where 

( ), ,ij j t i tb Pr o s=                           (2) 

Π={πi}; the vector of the initial state probabilities, where πi is the probability of each 
state .Each probability in the state transition matrix and in the confusion matrix is time 
independent ,that is, the matrices do not change in time as the system evolves. In 
practice, this is one of the most unrealistic assumptions of Markov models about real 
processes.  

3   Traffic Forecasting Based on HMM 

Under the realistic circumstances, there are usually multiple related factors that impact 
on the traffic load. Such as the number of users, change of tariff levels. However, in this 
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paper, we limit ourselves to use the first four days of historical data to predict the next 
day’s. In this section we build a continuous HMM model for forecasting busy hour 
traffic of wireless mobile communication, While using the HMM, choice of the number 
of states and observation symbol becomes a tedious task.  

As the Continuous Hidden Markov Model (CHMM) to model the traffic data as a 
time series, so the model formula can be written as: 

),,( ∏= BAλ                            (3) 

Where A is the transition matrix whose elements give the probability of transitioning 
from one state to another, B is the emission matrix giving b j(O) the probability of 
observing O when in state j, and gives the initial probabilities of the states at t=1. 
Further, The dataset being continuous, the probability of emitting symbols from a state 
cannot be calculated .We assume that the probability density function of the initial 
subject to three-dimensional Gaussian distribution. Its probability density function is 
usually represented as: 

)1(],,[)( NjUOPcOb jmjmjmj ≤≤= ∑ μ           (4) 

Where O is vector of observations being modeled, c j m is the weight of the m-th 
mixture component in state j. where 
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μjm is the mean vector for the m-th mixture component in state j. Ujm is the covariance 
matrix for the m-th mixture component in state j. P is a multi-dimensional Gaussian 
distribution. 

Each observation is generated by the probability density function associated with 
one state at one time step. In the experiment, our task is using HMM to forecast the next 
day’s busy hour traffic for the wireless mobile communication. We put the dataset into 
two sets, training dataset and test dataset. The trained HMM is used to identify and 
locate similar patterns in the historical data. First of all, we are using the training data to 
estimate parameters set λ=(A,B,Π) of the HMM by EM algorithm; And then under 
parameters λ using Viterbi algorithm to solve this problem efficiently. Then find some 
similar data in the training data (that is identified the data which in the training data and 
test data have a similar output probabilities), With these similar figures calculated 
separately each test data’s forecasting values.  

4   Simulation Analysis of Experiment 

4.1   Experimental Data  

In order to verify the accuracy of HMM model, we divide the data into two parts, one 
part as training data, other part as test data. Determine model’s relevant parameters on 
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the training data, and then verify the accuracy of parameters and the validity of HMM 
model on the test data. Table 1 shows the details of the experimental data.  

As the Table 1 shows that we use 2834 data for training and 89 data for testing. 
Because in our experimental data we use the first four days of historical data to predict 
the next day’s, for instance we have used left-right HMM with 4 states. 

Table 1. Experimental data 

Region name Training data Test data

region A 2004-1-1~~2010-10-3 2010-10-4~2011-1-1 

region B 2004-1-1~2010-10-3 2010-10-4~2011-1-1 

region C 2004-1-1~2010-10-3 2010-10-4~2011-1-1 

4.2   Performance Indicator 

Here we take Mean Absolute Percentage Error (MAPE) criteria as the evaluation of 
prediction error. It is calculated by first taking the absolute deviation between the actual 
value and the forecast value. Then the total of the ratio of deviation value with its actual 
value is calculated. The equation shows as the following: 

1

{ ( ) }
100%
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i i i
i

abs y c y
MAPE

k
=

−
= ×
∑                         (6) 

Where k is the number of testing data; yi is the real traffic load in the day i; ci is the 
prediction of traffic in the day i. 

4.3   Experimental Results 

We have trained four HMM for busy hour traffic of wireless mobile communication in 
three different regions. The Fig.1, Fig.2, Fig.3 shows the prediction accuracy of the 
model in the three regions. 

Fig.1~3 shows the comparison of predicted and actual traffic load. The red line 
represents actual busy hour traffic while the blue represents predicted traffic. For the 
aforementioned experiment the MAPE=3.8086 in region A; MAPE=3.2966 in region 
B; MAPE=2.1419 in region C. 

In order to test the superiority of the proposed model, we compare its performance 
with Han Rui ’s model- SVM with DE-strategy[10], which is reported as having  
a good effect on predicting mobile telephone traffic. To make the comparison fair,  
the same data are used in Han Rui’s model. And the Table 2 shows the results. 
Clearly, the MAPEs in HMM method are far less than the SVM with DE-strategy 
method.  
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Fig. 1. Actual VS predicted data in region A       Fig. 2. Actual VS predicted data in region B  
 
 
 
 

Table 2. Prediction accuracy of HMM and 
the SVM With DE-strategy method 

 
method region MAPE 
HMM A 3.8086 

B 3.2966 
C 2.1419 

SVM with 
DE-strategy 

A 4.9650 
B 31.9783 
C 53.4416 

 

Fig. 3. Actual VS predicted data in region C 

5   Conclusion and Prospect 

In this paper, a new method is proposed using HMM, which is used to forecast busy 
hour traffic of wireless mobile communication. And compare its performance with 
SVM with DE-strategy method which is reported as having a good effect on traffic 
forecasting. It is clear from Table 2 that HMM is more accurate than SVM with 
DE-strategy method. Experimental results show that HMM in terms of traffic 
forecasting also has a better effect .The method to the analysis of network capacity and 
preventing network congestion problem has important significance. In the future we 
will do more in-depth research in HMM, combine it with other algorithms to improve 
its performance. 
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Abstract. The main objective of Web log mining is to extract interesting 
patterns from the Web access to records. Web log mining has been successfully 
applied to a personalized recommendation system improvement and business 
intelligence. This paper presents the development of Web log mining based on 
improve-K-Means clustering analysis. K-Means clustering algorithm is 
analyzed and the paper proposes effective index of the K-Means clustering 
algorithm and verified by experiment, and proposes automatically selected 
based on the initial cluster centers that this selection method can reduce the 
outlier and improve the clustering results. 

Keywords: web log mining, K-Means clustering, isolated point clustering. 

1   Introduction 

Web log mining, also known as Web usage mining, namely the use of the data set to 
analyze the mining, data mining technology on the site use a lot of data (user access) 
and other relevant data to obtain valuable website access mode of knowledge the main 
objective of Web log mining is to extract interesting patterns from the Web access to 
records. Web log mining is mainly used in e-commerce, through the analysis and 
explores Web log records law, to identify potential customers, and enhance the 
quality of Internet information services to end-users, to improve the performance and 
structure of the Web server system. Currently studied in the Web Usage Mining 
techniques and tools can be divided into two categories: pattern discovery and pattern 
analysis. 

Web log mining has two main research directions: user access pattern tracking and 
personalized use of the recorded track. Track user access patterns are to understand 
the user's access patterns and tendencies in order to improve the organizational 
structure of the site by analyzing the use of records [1]. Therefore, these data were 
analyzed to help understand user behavior, to improve the site structure and to 
provide users with personalized service. 

Web access to the most common applications in the mining Web log mining, 
mining server's log files, draw the user access patterns, the article is based on Web 
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Log Mining for Personalized Recommendation. This paper presents the development 
of Web log mining based on improve-K-Means clustering analysis. In this paper, the 
K-Means clustering algorithm to cluster the user, therefore, described in detail below 
the K-Means clustering algorithm. 

2   K-Means Clustering Algorithm and Improve 

The cluster analysis used to discover the data distribution and patterns, is an important 
research direction in data mining. The clustering problem can be described as follows: 
collection of data points are divided into classes (called clusters, cluster), makes the 
greatest extent possible between each cluster of data points is similar to the data 
points in different clusters to maximize the cluster. 

Web log clustering in two ways: user clustering and page clustering. User 
clustering user sessions, according to the user access to the action, looking for 
patterns of behavior similar to the user. User clustering results can be used as a library 
of smart Web site mode recommended mode, such as: Web Server analysis, 
judgment, user A and user B belong to the same group, assuming that the user profile 
in the group {a.html, b. html, c.html}, user A has access page contains a.html page, 
the smart Web site real-time recommendation module will be recommended to the 
user A - b.html and c.html two pages [2]. If user B has access to the page b.html page 
recommendation module is real-time user B should be recommended to a.html page 
and c.html page, that is equation 1: 

θφφκβ sin)cos( nn R −−=
 

(1) 

K-means clustering method is a common division-based clustering method, also 
known as K-means method, is a widely used algorithm. A form of clustering will make 
an objective criteria for the classification (often referred to as the similarity function, 
such as: distance, similarity coefficient) optimization. In this article we use the distance 
between the relatively simple and commonly used data to describe the similarity, the 
greater the distance, the smaller the similarity, on the contrary is the greater. 

Its core idea is the data objects through an iterative clustering, in order to target 
function is minimized, so that the generated cluster as compact as possible and 
independent. This iterative relocation process is repeated until the objective function 
(generally used to mean square error as the standard measure function) to minimize so 
far, that is, until each cluster is no longer changes until. The objective function (error 
function) is generally used to mean square error as the standard measure function such 
as Equation 2. 
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In general, pre-determined the value of the clustering parameter k is very difficult, 
therefore, should be based on the data sets and clustering criteria to obtain the 
clustering parameter k. Ray and Turi, the measure of an effective index of the cluster 
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distance and the distance between the clusters, and applied to image processing, the 
effective index such as (3),(4),(5) as shown. 
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This article will effectively index and K-Means clustering algorithm is proposed, 
which combines the K-Means clustering algorithm based on the effective index. The 
algorithm does not require the user to determine in advance the clustering parameter 
k, can be automatically determined, but required Kmax limit the number of clusters. 
Under normal circumstances, the cluster parameters is much smaller than the number 
of objects (k << n).The algorithm is described as follows. 

Algorithmic thinking: the algorithm will be effective index and the K-Means 
clustering algorithm, the combination of effective index based on the average of the 
objects in the cluster and clustering; 

Input: a data set of n objects where each object m attributes; 
Output: the number of clusters k and the set of k clusters, which minimize the 

effective index of the clustering. 

i, the While (k = 2 to of Kmax Step by a variable value); 
ii, random selection of k objects as initial cluster centers: c1 (1), c2 (1), ..., ck (1); 
iii, to re-allocate each object to the clustering of the object and the center of the 

cluster closest to; 
iv, update cluster mean, using the following formula to calculate the object in each 

cluster mean as equation 6: 

( )

1
( 1)j

x C j k

k X
N j

c
∈

+ = ∑
 

(6) 

Of which: j = 1,2, ..., k, the number of Properties Nj as to Cj (k) of the object; 
v, repeat steps iii, iv until the cluster centers no longer change, for all j = 1,2, ..., k 

( 1) ( )j
j

k kc c+ =
 

Such as cluster centers no longer change, switch to the next step; validity of the 
effective index of vi, in accordance with the formula (1) - (3) to calculate the number 
of clusters is k (k); 

vii, compare the effective index of validity (k) and the previous index of validity 
(k-1) to retain the make validity value smaller k; 

viii, the end of the algorithm, the output of the most effective number of clusters k 
and k the center of a cluster and cluster C1, C2, C3, ..., Ck. 
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3   Web Log Mining Technology 

Web log mining has been successfully applied to a personalized recommendation 
system improvement and business intelligence. Accumulation, especially in the 
business site with a large number of users access to log data, businesses can use these 
data to provide users with personalized services to improve customer trust and service 
quality [3]. Web access to the most common applications in the mining Web log 
mining, mining server's log files, draw the user access patterns, the article is based on 
Web Log Mining for Personalized Recommendation, as is shown by equation7. 
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Web log mining can be divided into three phases: data preprocessing, pattern mining 
and dig out the pattern analysis. Web server access log (Access Log) generally 
include: IP address, request time, the method (eg GET, POST), the URL of the 
requested file, the HTTP version number, the return code, transmit the number of 
bytes. Table 1 lists several Web server http://lpqf.haust.edu.cn access log. In Table 1 
of the first log that user from the IP address 192.168.2.174 to a GET request 
transmission / comment/list4js.asp, this request is successfully transferred 93 bytes of 
data, 200 for return code, indicating that the response successfully. 

Table 1. Content of Web-server’s Access Log 

IP Address Time Method/url Status   Size 
192.168.2.174 2006-10-16 

00:23:40 
GET /comment/list4js.asp  

200    93 
 
200    188 
 
200    242 
 
188    231 

192.168.2.222 2006-10-16 
00:25:02 

GET 
/include/PageCount.asp 

192.168.2.174 2006-10-16 
00:25:48 

POST 
/comment/comment.asp 

192.168.2.233 2006-10-16 
00:27:21 

GET 
/include/functionhit.asp 

 
Mainly based on the idea of the automatic evaluation methods: if the user is a long 

time or high frequency access to a site or a page, indicating their interest in the site or 
page high, therefore, you can access time and frequency as a hobby measure the 
weight, the algorithm is as follows: i calculate the user to access a url of the frequency 
obtained by the statistics of the url is the number of users to access. Taking into 
account the data cleaning stage to remove the occasional visits of the page, you can 
set the number of users to access a url in the fixed time period should be greater than 
or equal to a set value. 

4    Experimental Results and Analysis 

In order to verify the validity of the algorithm test, the log data after data cleaning, 
user identification, page recognition and other steps, the two sets of data: The first set 
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of data consists of 201 users and 81 links; the two sets of data, including 792 different 
users and 1644 links. Effective index values, as shown in Figure 1. 

It can be seen from the above two sets of test results to algorithm clustering k = 62 
the minimum effective index, the clustering meet close and maximum reparability 
between the clusters, the largest cluster experiments to achieve the desired results. 
Using the clustering algorithm based on the size and number of data objects to be 
clustering to select the appropriate step. When the amount of data is small, choose 
smaller step length can improve the precision of clustering; when the large amount of 
data, increasing the step size reduces the computation for a large amount of data, a 
step increase in the accuracy of the algorithm the impact is negligible. 

 

Fig. 1. Validity versus Cluster Number 

Test using the mean of the conventional k-means method to cluster, the initial point 
selected were random and before the automatic cluster center selection algorithm, test 
users in 2658 (nine clusters) clustering, test results such as Figure 2 to Figure 3, the 
results show that the initial cluster centers automatically selects the algorithm is better 
than randomly selected. It can be seen from Figures 2, 3; automatic initial point 
selection method is superior to the random initial point selection method. 

 

Fig. 2. Stochastic selection clusting initialization point and result of clusting 

 

Fig. 3. Automatic selection clusting initialization point and result of clusting 
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Experiment cluster analysis to 2658 users, the results show that the initial cluster 
centers automatically selected a better solution to the problem of isolated points, the 
comparison shown in Figure 4. Is obvious from the figure can be seen: before the 
cluster center automatically selects the algorithm, reducing the initial cluster centers 
randomly selected to result in isolated points more. 

 

Fig. 4. Comparisons of isolated point 

This paper analyzes the clustering algorithm on the k-means clustering algorithm, 
the initial value problem for a traditional clustering algorithm, improved K-Means 
clustering algorithm proposed effective index of the K-Means clustering algorithm 
and validated through experiments. Isolated points are more randomly selected from 
the initial point of clustering to reduce the outlier, automatically selected based on the 
initial cluster centers, the experiment found that this selection method can reduce the 
outlier and improve the clustering effect. 

5   Summary 

Web log mining has been successfully applied to a personalized recommendation 
system improvement and business intelligence. K-means clustering method is a 
common division-based clustering method, also known as K-means method, is a 
widely used algorithm. This paper presents the development of Web log mining based 
on improve-K-Means clustering analysis. In this paper, the K-Means clustering 
algorithm to cluster the user, therefore, described in detail the K-Means clustering 
algorithm. 
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Abstract. Since the size of quartz crystals is tiny, the precision of the system 
needs to be high, the process of the system needs to be reliable and every 
component in the system needs to cooperate with each other. By the method of 
using manipulator of stepper motor, the class of quartz crystal is put into the 
special small chamfer which allows quartz crystal to fall onto the positioning 
platform. The fallen crystal is detected by machine vision. Finally the detected 
quartz crystals are classified into several groups under the manipulation of 
Programmable Logic Controller (PLC). The current system is of importance 
since it has demonstrated the possibility of getting the fine quartz crystal at the 
speed of 4600 pieces per hour and this result can meet most of the requirements 
in practical production. 

Keywords: Automatically Detecting System, PLC, Stepper Motor. 

1   Introduction 

The quartz crystal is the core component of quartz crystal resonator, which is used to 
create an electrical signal with precise frequency. Quartz crystals are manufactured for 
frequencies from tens of kilohertz to tens of megahertz and are widely used in 
consumer devices such as clocks, radios, computers and cell phones.  

Automatic visual inspection plays a key role in manufacturing processing of the 
semiconductor industry. The technology in detecting the defect of quartz crystal has 
relatively been mature and some commercial inspection devices can supply some kinds 
of different services [1-3]. With the development of the new technology and the 
improvement of the manufacturing, the quantity and the diversity demand become 
more and more critical, and miniaturization is the trend in the development of quartz 
crystal resonator. The methods are changing with fast speed; however, there exists 
some limitations. To speed up production, the author finds out that not only the 
methods of multi-point positioning and Hough transform but also a new control system 
based on PLC is of necessity and should be employed. Tested by thousands of trials, the 
detected results are analyzed and presented as follows.  
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2   System Configuration 

A block diagram of the system to detect flaws of quartz crystals is shown in Fig.1. The 
detecting station is completely controlled by PLC which receives data from the 
computer. The system is mainly composed of four units: delivery unit, image analysis 
unit, transfer unit and control unit. 
 

 
Fig. 1. The configuration of the auto-detecting system 

2.1   Control Unit 

The function of the control unit is to regulate and coordinate all devices in the detecting 
station. In order to achieve stronger capacity of resisting disturbance and keep high 
reliability, PLC has been adopted in the system. It needs to control alternating-current 
motor, stepper motors, linear electric motors, cameras, LED light sources, warning 
devices, external relays and other electronic components. Since there is not enough IO 
interface available, extension modules has been employed in this unit. The extension 
modules have 16 input pins and 16 output pins. In order to control stepper motor 
conveniently, a special module has been designed which can generate pulses directly in 
accordance with the received data from the computer. For the purpose of testing and 
operating with ease, a humanized type of PLC is introduced. Its human-computer 
interface is available and attractive to users. 

2.2   Delivery Unit 

The function of the delivery unit is to take the undetected quartz crystals out of hollow 
cylinder when the computer detects the quartz crystals on positioning platform is less 
than threshold or empty. The cylinder is driven by AC motor whose status is under 
control of an internal relay of PLC. The speed and the time duration of the motor can be 
set by computer. Then the quartz crystals fall uniformly on positioning platform with 
the platform twirls simultaneously.  

2.3   Image Analysis Unit 

The function of image analysis unit is to analyze the quality of quartz crystals. The 
image analysis unit includes three cameras with different lens and light sources. The 
first camera, which is set up above of the positioning platform, is used for crystal 
positioning, and the field of view is 100mmX80mm. The second and the third cameras 
are set up above of the small chamfer respectively, and the fields of view of them are 
both 5mmX4mm. All of them produce a 1280(H) X 1024(V) digital image. A ring 
setup with LEDs which emits blue lights is used as the lighting source. 

Control Unit 

Delivery Unit Image analysis Unit Transfer Unit 
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2.4   Transfer Unit 

The function of the transfer unit is to transfer undetected quartz crystals from 
positioning platform to detecting platform, and to transfer detected quartz crystals into 
different classified boxes which are placed in precalculated position. 

The whole transfer unit includes two steps:  

2.4.1   First Step 
In this step, the undetected quartz crystals from hollow cylinder are transferred from 
positioning platform to detecting platform one by one. It consists of one linear electric 
motor, one stepper motor and one vacuum absorber. With the rotation of positioning 
platform, computer calculates the polar coordinates according to the image which is 
photographed by the positioning camera. These polar coordinates are sent to PLC, 
which drives the stepper motor and moves the vacuum absorber on the linear electric 
motor to the calculated point which is the center of the quartz crystal. Then the quartz 
crystal is transferred onto detecting platform through absorbing. 

2.4.2   Second Step 
In this step, the quartz crystals which have been detected are transferred from detecting 
platform to classified boxes. It also consists of one linear electric motor, one stepper 
motor and one vacuum absorber, additionally; several boxes with holes drilled on its 
top have been employed. The quartz crystals which have been analyzed for two 
procedures will be classified into three or more categories. The linear electric motor 
and the stepper motor work the same as which in the first step. 

3   Operating Principle of System 

This chapter investigates the operating principle of the quartz crystal detecting system. 
The positioning camera is placed on the positioning platform for the purpose of 
obtaining enough fields. One detecting camera lies upside and the other lies downside 
of the detecting platform. In order to detect front and back of quartz crystals, 18 stations 
have been made, the two detecting cameras are placed in the 6th and 10th separately. 
The operating sequence chart of the control system is shown in Fig.2. 

Positioning Platform

Stepper M otor 1

Detecting Platform

Stepper M otor 2

1st data N+1th dataNth data  

Fig. 2. The New Operating Sequence Chart 
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This system achieves high-coordinated steps and shows high stability. Applied with 
PLC high speed buffer and new operating sequence, quartz crystals are transferred in 
millisecond timescale on hypogynous computer section. 

3.1   Initialization 

When the system is powered on, PLC scans a cycle. The red indicator on top is 
lightened. Then PLC sets a flag which starts initializing. This flag can be reset after 
powering on or altering the internal register by software. Initialization is mainly 
concerning two platforms and two linear electric motors. The positioning platform 
rotates a circle and stops when the stop sensor gets the signal and feeds back to PLC. 
The detecting platform rotates as well, but when it obtains the stop signal, PLC takes 
this position as station one. Two linear electric motors return to the original point in a 
specific way. Afterwards, they move for a certain offset. If the entire process is not 
finished in 12 seconds, PLC considers that the initialization is unsuccessful and 
lightens the warning light. 

3.2   Operational Scheme 

After initialization succeeds, the related registers in PLC are given initial values which 
control the moving devices. The initial data which controls positioning platform is used 
for starting. The data packet received from computer through serial port includes three 
data: the first controls the positioning platform, the second controls linear electric 
motor one and the third controls the motor two.  

 

Fig. 3. The Flow Chart of the Auto-Detecting System 
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The data is processed by PLC. The positioning platform starts to rotate and sets flag 
A. The motor 1 gets the flag A and starts to move to the designated location, and sets 
flag B. The positioning platform rotates over, PLC sets flag C. Once B&C is true, PLC 
turns on the vacuum absorber to absorb one crystal and sets flag D. Then the motor 1 
returns to the original point which is also the first station on detecting platform and sets 
flag E. Once the detecting platform gets flag E, it rotates for one station and the motor 2 
absorb the detected crystal on the 16th station to the classified box. The image 
processing of crystal positioning and defect detection is not discussed in detail.  

4   Results  

A company has made an automatic sorting system which achieves a speed of 4000 
pieces/hour [4].Through thousands times of our tests, the average speeds of detecting 
different quartz crystals are listed in table 1. It shows the capability of 4600 pieces/h 
plus. Smaller crystals will be detected in a shortened period.  

Table 1. The Average Speed of Detecting Different Quartz Crystals 

Sample Size(mm) Speed(pieces/h )

SMD 1.5X1.25 5200 

3.0X1.45 5300 

3.225X1.45 5500 

49S 7.9X1.732 4700 

8X1.732 4800 

 

 

Fig. 3. The Photo of Automatically Control System of Detecting Quartz Crystals 
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The photo of our automatically-controlled system of detecting quartz crystals is 
shown in Fig.3. 
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Abstract. This design analyzed the shape parameters of weeds. Through the data 
comparison and experimental verification, it comprehensively utilized the six 
effective shape parameters as a neural network input feature vector, which 
contained the broad and long edge ratio, the leafage and circumcircle area ratio, 
the leafage and girth’s square ratio ,the leafage and circum-rectangle area ratio, 
the framework and area ratio, the framework and girth ratio. In this article，neural 
network was trained and improved. The frequency, sample rate and the 
recognition correction rate for the test samples should be considered in the 
network structure. The experimental results showed that Neural Network 
Classifier was able to identify crops and weeds well. For specific plants, the 
recognition rate could be improved using of a specific shape features. 

Keywords: weeds, shape features, BP neural network, recognition rate. 

1   Introduction 

Weeds, the same as plant insect pests, were a major crop disaster. Weeds contended for 
soil, sunshine and water with crops, and they easily spread and caused incalculable 
economic loss. At present, the main method of weeding was the use of herbicide, which 
could not only remove the weeds in crops, but also improved the crop production. 
However, because of the excessive use of herbicides, on the one hand, this method 
increased the production input costs; on the other hand, it resulted in environmental 
pollution. Therefore, people felt an urgent need to restrict the use of herbicides. How to 
reduce the amount of herbicides and fully control the weeds growth has been a problem 
of concern. The best solution was to spray the herbicide on weeds gathered region, 
namely to realize variable spray implementation. To achieve variable herbicide 
spraying, first of all, we needed to solve the problem of weeds identification through 
computer vision techniques to determine the weeds region, and then the weeds region 
would be separated. With the development of computer technology, machine vision 
technology had been widely applied and developed quickly in the field of agriculture. 

In this paper, wheat and associated weeds were treated as the research objects, 
MATLAB7.0 as analytical tools. At the basis of preliminary studies, the differences of 
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the shape existed on the weeds and wheat was analyzed, and the BP neural networks 
were designed, which could implement the classification of weeds. 

2   To Obtain the Shape Characteristic Parameters  

Many shape characters were non-dimensional in the weed identification. They chiefly 
comprised the ratio of the width and the length, complete degrees, the roundness, the 
rectangle and so on. In addition to the use of common characteristics of parameters, this 
paper also proposed to use the ratio of the framework proportion, frame perimeter as 
characteristics parameter to identify weeds. 

2.1   Tag Connected Domain 

Partition could only separate images with different characteristics of gray or 
organization. Feature extraction was the further separation of the regional feature 
which had been extracted. For a number of image feature extraction in the region could 
be divided into two steps to complete: marking and feature extraction. First of all, we 
should tag different regions of the image, and then extracted the characteristics from 
different regions to complete the quantitative description.  

2.2   Shape Feature Extraction  

After calibrating connective regions, we could extract certain characteristics of all the 
connected regions. In order to reduce the number of pixels of different pictures on the 
impact of statistics, in addition to the area and perimeter, we mainly extracted the 
non-dimensional characteristics. After the extraction of the figure1, the data was shown 
in Table1. 

After obtained the shape feature parameters of the image, in accordance with its 
typical characteristics, the next step was to extract the weeds or crops. 

Table 1. The data of shape feature parameters extraction from the figure  

Serial 
number 

Girth Area 

Leafage area 
and circum- 
rectangle area 
ratio 

… 
Framework 
and girth 
ratio 

1 0.8460e+003 1.3935e+004 8.1034e-001 … 5.1138e-001 

2 8.4200e+002 1.5908e+004 5.7730e-001 … 6.0377e-001 

3   Comparison and Analysis of Shape Characteristic Parameters 

Through the study we could find that, for different weeds, different parameters of the 
shape could be found, which was largely different from the wheat. The ratio of width 
and length of large leafage category weeds could be shown as an example. So we could 
use the differences of shape characteristics parameters between the wheat and weeds on 
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to distinguish them. Fig.1 was showing several kinds of common weeds with a typical 
representative in the wheat field in spring, which was the study object of this 
experiment. 

 

        
(a) Herba cirsii                 (b) Galium tricorne 

         
     (c) Artemisiaapiacea                          (d) Wheat 

Fig. 1. Wheat and weeds image compare 

3.1   Shape Features Selection 

We selected 10 typical laminas separately in each type of weeds, and then coded them. 
Using the methods described above, the shape characteristics could be extracted 
separately. 

As was shown from the figure, broad and long edge ratio and framework and area 
ratio of the wheat were significantly different from the other three kinds of weeds. So 
these two eigenvalues could be used to identify wheat.  

3.2   BP Neural Network Classifier Design  

As was shown in Fig.2, there was a Neural Network Image Classifier: network was 
divided into 3 layers, and interconnection-wide mode was used between the layer and 
layer. The connection between the same floors units was non-existent. Each input node 
of the network denoted a component data (gray value) of image feature vector. Output 
nodes denoted classification number, and the maximum output method could be used in 
classification judgments. 
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Fig. 2. Three layer BPNN frame 

3.3   The Design and Training of BP Neural Network 

This experiment would need to design a weed classifier to detect weeds or crops. 
Implicit network layers, hidden layer nodes, activation function, error function forms as 
well as the learning rate should be synthetically considered. 
① First, the network input and the target sample should be required. According to 

the presentation above, we obtained 40 groups of shape characteristics samples, which 
respectively contained the 6 groups non-dimensional numerical value: Broad edge and 
long edge ratio, Leafage area and circumcircle area ratio, Leafage area and girth’s 
square ratio, Leafage area and girth’s square ratio, Leafage area and circum- rectangle 
area ratio, Framework and area ratio, Framework and girth ratio. Corresponding to 
different data sets, there were Herba cirsii, Galium tricorne, artemisiaapiacea and 
wheat.  
② To determine the network structure. According to Kolmogorov theorem, we 

adopted a 3-layer BP network as weeds classifier. Among them, N denoted the heft 
number of the input feature vector, and M denoted the total number of output state 
categories. For this experiment, N equaled 6.In order to simplify the network structure, 
(0, 0) was used to express Herba cirsii, (0, 1) Galium tricorne, (1, 0) Artemisiaapiacea, 
(1, 1) Wheat expressed Galium. In this way, we could express these 4 kinds of plants 
with only designing two input neurons elements.  
③ We used P to express input sample vector of the network, T objective vector of 

the network. Among them, the rows P and T were required to maintain the same 
number; otherwise the process would be running error. 
④ MATLAB7.0 toolbox function was used to create a BP network to comply with 

these requirements. The training function of the network was “trainlm”. 
⑤ Network training. Network could not be directly put into use after it was created, 

which could be used as a weeds classifier after given the network configuration error 
and then trained to meet the requirement.  

The experimental results showed that: the smaller the settings of the Network error, 
the longer the network training time. But this did not mean that the smaller the network 
error was, the higher the recognition rate of the sample was. Table2 was experimental 
effect under different studying error. 
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Table 2. The influence of identify result by learning error 

Learning 
error 

Training time 
Swatch learning 
ratio（%） 

Testing swatch right 
identify ratio（%） 

0.001 1260 100 91
0.002 895 100 94
0.003 565 98 89
0.004 231 95 87

3.4   Weeds Test 

We used neural network classifiers for weed identification experiment. In accordance 
with previous experimental results, the error for the study of neural network 0.002 was 
selected. The purpose of network testing was to determine whether the network met the 
requirements of practical applications. It should be noted that test data and training 
sample data should be different. Otherwise, the results of the test were always satisfied. 

Weed identifiable experiment had two cases: the leaves covering were low (less than 
10% coverage), the leaves covering were relatively high (greater than 30% coverage). 
Through 20 plants for each type of experiment, results showed in Table3 and Table4. 

Table 3. The dentify result of bestrow ratio was low 

Plant name number 
Identify 
right 

Identify 
error 

Right 
ratio (%) 

Error 
ratio (%) 

Herba cirsii 50 45 5 90 10 
Galium tricorne 50 47 3 94 6 
Artemisiaapiacea 50 43 7 86 14 
Wheat 50 47 3 94 6 

Table 4. The dentify result of bestrow ratio was high 

Plant name number 
Identify 
right 

Identify 
error 

Right 
ratio (%) 

Error 
ratio (%) 

Herba cirsii 50 35 15 70 30 
Galium tricorne 50 38 12 76 24 
Artemisiaapiacea 50 34 16 68 32 
Wheat 50 40 10 80 20 

 
As could be seen from the experimental results: when the coverage was low, the 

overall average correct recognition rate was 91%, thereinto crop 94% correct 
recognition rate and weed average correct recognition rate 90%; when the coverage 
was high, the overall average correct recognition rate was 73.5%, thereinto crop correct 
recognition rate 80%, weeds average correct recognition rate 71.3%. 

Obviously, when leaf coverage was low, the correct recognition rate was relatively 
high. But when leaves were blocked, recognition rate dropped significantly, this was 
the main problems that needed to be resolved in the future. In addition, this experiment 
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also tested aiming at single feature neural network and found that, when the leaves were 
seriously blocked, the recognition rate of the wheat using framework and area ratio, 
which could reach 89%. So this feature may be considered for region of the leaves of 
serious coverage. 

4   Conclusion  

The paper analyzed how to identify of crops and weeds with different shape, studied the 
setting up and training of the neural network. For the average image, it had relatively 
better recognition rate, and achieved more satisfactory results. 

Although this study has made some achievements, the deficiencies still remain to be 
improved further. Recommendations of study in the following areas in the near future: 

(1) At different days, the differences of leaf shape of crops are significant, and the 
object of study of this subject is limited. The next step should focus on the features of 
different crops at different times. A database of the shape features should be set up, and 
the professional weed identifier should be developed. 

(2)The recognition rate of leaves with serious coverage should be further improved. 
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Abstract. Ontology merging is the process of merging two or more source 
ontology to goal ontology. Ontology merging means that getting some ontology 
existed in the domain together, eliminating the overlap and not harmonious part. 
The paper aims at different scale ontology, takes different approaches. For the 
lightweight ontology uses the ontology merging technology of RFCA-based for 
ontology merges; for the heavyweight ontology, the paper proposes the ontology 
merging methods based on rough concept lattice isomorphism merging. 

Keywords: ontology merging, concept lattice, rough concept lattice. 

1   Introduction 

Ontology merging is two or more source ontology merging process of target ontology. 
Using conventional editing tools for ontology merging, it is manual merging time-
consuming and error prone. There are scholars made a number of systems and 
frameworks to help the knowledge engineer to carry out ontology merging, they are 
dependent on the body taken by the engineers in the merged ontology syntax and 
semantics that matches the heuristic method. 

Ontology merging is generally used only for the ontology construction process will 
be more than one ontology merging the ontology or the ontology maintenance phase, 
a "mini-ontology (mini-of ontology)" (a small part of the concepts and relationships) 
incorporated into the original body to body to be updated. Ontology merging method 
is to get the mapping ontology mapping, depending on the application need to 
perform the merge, and after the implementation of processing [1]. 

The concept lattice and rough set are two powerful tools of data analysis and 
dispose in the data mining; the project uses the reduction ideas of β-upper and lower 
distribution of VPRS in the reduction of form background, and brings forward the 
concept lattice structure model based on the VPRS. Its core idea is bring the strong 
capacity of variable precision rough set attributes reduction in the concept lattice 
reduction to greatly reduce the nodes number of concept lattice and improve the 
robustness and noise immunity of the system. 
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In this paper, a different order of magnitude of the body, take a different approach. 
Lightweight ontology, ontology merging based on the RFCA ontology merging; 
heavyweight ontology, the paper proposed ontology merging method based on rough 
concept lattice structure generated. This paper presents ontology merging based on 
rough concept lattice isomorphic merging. 

2   The Research of Ontology Merging Methods 

Ontology merging is two or more source ontology merging process of target ontology. 
Using conventional editing tools for ontology merging, it is manual merging time-
consuming and error prone. There are scholars made a number of systems and 
frameworks to help the knowledge engineer to carry out ontology merging, they are 
dependent on the body taken by the engineers in the merged ontology syntax and 
semantics that matches the heuristic method. Following is a brief introduction to these 
methods. 

The main purpose of the development of ontology is a knowledge sharing and 
reuse. To achieve knowledge sharing requires people to use common knowledge 
representation forms, such as the common ontology. But this is clearly unrealistic, 
domain ontology, for example, even for the same area, different ontology developers 
also possible to set up the domain ontology, let all developers to follow the same 
methods and rules to build ontology is difficult. Therefore, the domain ontology 
knowledge reuse a key issue, then the solution is to integrate and consolidate data 
from multiple ontologies in the same area or different areas of knowledge base to 
achieve, that is, ontology merging. 

Hovy the first ontology merging method [2], which describes the heuristic method 
is by identifying the corresponding concepts in different ontologies, such as name and 
the definition of natural language analysis comparing the two concepts, and check in 
the concept of class two concept of similarity relations, that is equation 1. 
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The Chalupsky system OntoMorph conversion and consolidation of the ontology 
presented two mechanisms. A: the rewriting mechanism based on syntactic support In 
two different knowledge representation language conversions; another: the semantic 
rewriting mechanism for inference-based conversion solution. The system is clearly 
more flexible conversion mechanism allows the conversion; you can violate existing 
semantic rules, as is shown by equation2. 

( ) ( )
( )

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
−=

2
kk

kk
k

)(

2

0
2/12

)(
2

)()(
exp

2

1
)( 

ss

ss
sp

σπσ
 

(2) 

The vocabularies of terms are from different source ontologies to merge to provide a 
method. In addition, it can not only help the coverage and correctness of the test body, 
but would also facilitate maintenance of the ontology. Although the Chimaera system 
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provides a number of functions, but the underlying assumptions about the properties 
of the body structure is not yet made a clear explanation: equation 3. 
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Stumme and Macdche2001 mention FCA ontology merging the FCA-MergeE tame. 
The method uses a bottom-up approach given the global process description of the 
ontology merging. The concept lattice is in fact the concept of source ontology 
clustering, Tong became a level of conceptual clustering concept lattice generated by 
bulk T lemma was to convert the results of ontology. This method is the ontology 
concepts and the FCA concept with their properties. The merging process is shown in 
Figure 1. 

 

Fig. 1. The process of ontology merging 

Noy and Musen, Protégé, 2000 ontology merging algorithm. The algorithm is 
identified that matches the class name is a starting point, to be able to automatically 
update on this basis to discover and resolve conflicts when merging the repeated 
iteration of the implementation of programs. 

These tools, OntoMorph Chimaera system uses description logic-based methods, 
partial description of the merged ontology, for example: only describes the inclusion 
relationship between the test terminologies. These methods do not provide a global 
structure for the merged body of to describe the program, as is follows by equation 4. 

))()(())()(())(),(( kxkRkxkRkukxL T −−=  
(4) 

3   Rough Concept Lattice Isomorphic Merging Model 

The concept lattice (Concept of Lattice) is a concept hierarchy R.Wille such as binary 
relations, is an effective tool for data analysis and rule extraction. Extraction method 
based on concept lattice rules has been widely used; particularly the use of knowledge 
discovery in databases is quite mature. But the traditional concept lattice based on 
data pre-processing and construction methods used to make redundancy rules 
extraction based on concept lattice through the large, too sensitive to noise. 

While proposed by Z.Pawlak, rough set theory to deal with vague, inaccurate or 
incomplete, a new tool in maintaining the same premise of the classification  
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capability of information systems, knowledge reduction, export issues decision-
making or classification rules [3]. Pawlak rough set theory can the data set reduction, 
but the over-reduction, resulting in the loss of necessary information, so that the 
generalization ability of the system weakened. Reduction based on variable precision 
rough set theory knowledge can effectively prevent the loss of necessary information, 
set the parameter β to increase the necessary redundancy, so that the generalization 
capability, fault tolerance, noise suppression have a very good performance. 

Variable precision rough set of β-reduction ideas used in the form of the 
background distribution under the reduction is proposed based on variable precision 
rough set concept lattice structure. Its core idea is to first preprocess for the formal 
context, and then using the improved based on variable precision of β, the distribution 
of attribute reduction algorithm to the raw data to form the background attribute 
reduction of concept lattice, redundancy in the form of background knowledge as well 
as the noise is excluded, and finally, in the form of background reduction combined 
with improved rules for the algorithm to construct the concept lattice. Due to the 
variable precision rough set β-redundancy in the knowledge of the distribution under 
the reduction can greatly simplify form background the basis of the concept lattice 
can be effective in reducing the number of nodes in the grid, so the reduction in the 
form of background and enhance noise immunity. 

The approximation reduction written by ),( DCRED β , its definition is: to the 

given value ]1,5.0(∈β , set )(DEZ ∈ , CP ⊆  meet the following two conditions. 

)),,((),( DDCREDDC βββ γγ =  
(5) 

General approximation algorithm is to gradually examine and delete each condition 

attribute ia  in decision-making according to the definition of approximation 

reduction, if the total number of objects with decision-making unchanges after 
deleting, that is: 

Firstly, according to the different classification quality ),( DCβγ based on the 

condition attribute set C ; define its β  interval Cβ , denote as equation 6. 
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Iteration idea of the algorithm: first set reduction attribute set is empty; then add 

attribute }{ jc |)|,,2,1( Cj …=  to the attribute set, ie }{1 jcR = , }{ jc  has a 

minimum )},({ Dc jCP
βγ ∪Δ  value, and then add attribute continually, denote as

2R  

, then as is shown by equation 7. 
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If L (K1) and L (K2) are two extension independent domain concept lattices, define L 
(K1) ∪L (K2) is concept lattice L, if L meets:  
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(1) one lattice node C1 of L (K1) and one lattice node C2 of L (K2), make C3=C1+C2, 
if any lattice node C′1 bigger than C1, has no C′1 equals to or less than C3; Likewise, 
any lattice node C′2 more than C2, are not has C′2 equals to or less than C3, then C3∈L. 

(2) for any lattice node C1 of L (K1), if there is no lattice node equal to or less than 
C1  in L(K2), then C1∈L. 

(3) for any lattice node C2 of L (K2), if there is no lattice node equal to or less than 
C2  in L(K1), then C2∈L. 

For the formal contexts K1 = (G ,M1 , I1 ) and K2 = (G, M2 , I2 ) of the same object 
domain, if M1⊆M, M2⊆M, M1∩M2=∅ , then says K1and K2, L (K1) and L (K2) were 
connotation independent; If M1⊆M, M2⊆M, M1∩M2≠∅ , for any g∈G and arbitrary 
m∈M1∩M2 meet gI1m = gI2m, it says K1 and K2, L (K1) and L (K2) are respectively 
connotation consistent. 

A given background (G, M, R), for objects and attributes can be defined according 
to weight, the following two equivalence relations were equation8 and equation9. 
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The combined form of background, after the variable precision rough set β, under the 
distribution and the corresponding discernibility matrix to form the background of 
table attributes reduction; Reduction of the formal context, making the grid algorithm 
concept lattice, and in accordance with the combination of ontology and the concept 
lattice, the concept lattice conversion cost of the body, that is, the merged ontology. 

4    Ontology Merging Based on RFCA Isomorphic Merging 

The paper aims at different scale ontology, takes different approaches. For the 
lightweight ontology uses the ontology merging technology of RFCA-based for 
ontology merges; for the heavyweight ontology, the project proposes the ontology 
merging methods based on the rough concept lattice isomorphism generated. 

Merger process: first of all, for any ontology context O, it can be decomposed into 
the context O with less order of attributes; Next, in order to get any context K1, 
system check whether there are some isomorphism context with it in the context 
library, if so, set to K2, and deposit the mapping between them into the mapping 
library, otherwise fill K1 into the context library, build the concept lattice B(K1)and 
fill it into the concept lattice library; Then, form ontology according to the user needs, 
and use library mapping and isomorphism lattice B(K2), isomorphism generate 
B(K1), then, use the attribute joint distribution mapping method of multi-strategy 
merge all the sub-ontology B(Oi), in the end, get the final ontology B(O) by the 
ontology merging methods based on FCA. 

Carry on theβ- upper and lower distribution attribute reduction of VPRS to the sub-
ontology context. Each limited context can be transformed into a reduction form 
without changing its corresponding concept lattice structure, and this reduction form 
is exclusive (in the premise of isomorphism), that is the standard context. 
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Located in the original concept lattice inf(L) elements C1, C1 and add special 
handling properties of the object x * set f (x *) the intersection of computing 
f(x*)∩Intent(C1); then the lattice L the content of the remaining elements of the set 
content from small to large number of elements to sort, followed by removing 
elements and Cj, for computing Intent(Cj )∩f(x*), to determine the appropriate type 
Cj, for appropriate action. Sorting and use of database error handling, reducing the 
number of search and determine the process to improve the performance of the 
algorithm, thus forming the information search result as shown in figure 2. 

 

Fig. 2. The result of Ontology merging based on RFCA isomorphic merging 

According to concept lattice of Hj derived the ontology structure of Oi, and in 
order to get its ontology B (Oi). For the sub-ontology pairs in the two systems which 
is to be merged, the project proposes attribute joint distribution mapping method of 
multi-strategy and combines with the RFCA-Merge method ti merge all the sub-
ontology B (Oi) to get the final ontology B(O). 

5   Summary 

Ontology merging is to be mapped, depending on the application need to perform 
mapping combined ontology, and after the implementation process. This paper 
presents ontology merging based on rough concept lattice isomorphic merging. 
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Abstract. How to protect the battery from overcharging and recover 
regenerative energy effectively are the key issues during the braking control 
process for electric vehicle. Among the existed braking control strategies, most 
of them didn’t consider the battery overcharging problem. according to 
vehicle’s braking force safety requirements on wheels and battery state of 
charge(SOC), both of a braking force distribution controller (BFDC) and a 
braking force regulator (BFR) are designed respectively, followed by the 
proposal of a practical electric vehicle regenerative braking strategy that 
considering battery SOC. Finally, experiments are carried on ADVISOR 
simulation platform, and results show that the vehicle obtains a good anti-
overcharging ability. 

Keywords: Electric vehicle, state of charge, regenerative braking, anti-
overcharging, optimal control. 

1   Introduction 

Electric vehicles, as the green and non-polluting transport means, have shown an 
accelerating development trend throughout the world [1-2]. However, short driving 
range is still the main bottleneck that hinders their development. Thanks to the 
specific configuration of energy storage system, electric vehicles can recover kinetic 
and potential energy in the process of regenerative braking, which provide a positive 
solution for improving the vehicle driving range [3]. Therefore, it is of great 
significance to improve energy efficiency and increase continuing driving mileage by 
designing effective regenerative braking strategy. 

At present, the regenerative braking control strategies of electric vehicles can be 
categorized into three groups. The first is ADVISOR distribution strategy based on 
the vehicle speed [4]. The second is based on the ideal wheels brake-force distribution 
[3]. The third is based on optimal regenerative energy [5]. For the first group, the 
brake force proportions of different wheels in the total required brake force are 
adjusted according to vehicle speed, which highly relies on experience and easily 
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brings big control error. For the second group, short braking distance and good 
direction stability could be achieved, however, the regenerative energy is relatively 
small. For the third group, the regenerative energy can be recovered as many as 
possible while meeting the basic braking requirements, which has gradually become 
the mainstream design method. Recently, the performance simulation for a hybrid 
electric vehicle equiped with an EMB system is conducted considering battery 
overcharging [6]. When the SOC is above 80%, it does not perform regeneration. But, 
as to electric vehicle, battery is the main energy storage system and larger in size, so, 
the regenerative energy need not prohibit but just limit would be better if the SOC is 
above 80%. Therefore, when the battery state-of-charge is higher than 0.8, it is 
necessary to design appropriate regenerative braking strategy in order to effectively 
protect the battery from overcharging during the braking process.  

Based on the analysis of vehicle braking force safety requirements and the state-of-
charge constraint of the battery, a practical regenerative braking force distribution 
strategy considering the SOC of battery is proposed. Finally, simulation experiments 
are carried out to validate the performance of the proposed strategy on energy 
consumption rate and the anti-overcharging ability.. 

2   Novel Regenerative Braking Strategy Considering SOC 

According to the braking strength, the electric vehicle braking mode can be classified 
into three different types:1) regenerative braking mode, which means the regenerative 
braking energy can be totally recycled if the brake strength is less than 0.1; 2) friction 
braking mode, which means the emergency braking occurs and a quick braking is 
required if the braking strength is greater than 0.7; 3) compound braking mode, which 
includes the regenerative braking and friction braking, if the brake strength is between 
0.1 and 0.7. Therefore, it is crucial to properly achieve the braking force distribution 
in compound braking mode.  

Electric vehicle regenerative braking strategy considering battery SOC can be 
designed as follows: first, a braking force distribution controller is designed according 
to the braking safety requirement, braking strength z and required braking force Freq 
are used to determine the distribution ratio of braking forces; then, braking force 
regulator is designed to adjust the braking forces output from braking force 
distribution controller. 

(1) Braking force distribution controller design 

According to the analysis in section III, the range of braking force distribution can 
be depicted curve OABGFO in Fig.1.  

At present, hydraulic proportional valve distribution line (line OAB shown in Fig.1) 
is usually adopted to achieve braking force distribution in modern fuel vehicles. It is 
used as friction braking force distribution line in this paper and its equation is 
presented below: 

OA: 1u1u2u 498.0
1

FFF =−=
β

β ,（0<z<0.35） (1) 

AB: 667247.0 1u2u += FF ,（z>0.35）                    (2) 
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where, β is 0.667 when 0<z<0.35. The β in eq.(1) is just corresponding to certain 
hydraulic proportional valve. So, it’s not a constant value, different hydraulic 
proportional valve have their own values. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to effectively avoid front wheels’ lock, M curve’s tangent line CD is used 

to replace M curve itself. It forms the composite braking force distribution line with f 
curve. Thus, sketch of braking force distribution of wheels can be achieved. 

From Fig.3, the f curve and line CD are taken as the  braking force distribution 
curve between the front wheels and rear wheels, and the line OAB as the braking force 
distribution curve between the front friction braking force and the rear friction 
braking force. 

Taking certain front drive electric vehicles on a dry asphalt road with the adhesion 
coefficient of 0.7 as an example, the distribution ratio of the braking forces under 
different brake strengths can easily be derived. Thus, if the braking strength and total 
required braking force at time t is known, the different braking forces can be easily 
calculated. 

(2) braking force distribution regulator design  

To ensure the safety of battery, the braking forces output from the braking force 
distribution controller should be adjusted by a braking force distribution regulator. 
Fig.2 shows the structure of braking force distribution regulator. The inputs of 
braking force regulator are the outputs of braking force controller, and the outputs of 
braking force distribution regulator are defined as followings: F′

re is the adjusted 
regenerative braking force, F′

u1 is the adjusted front wheels friction braking force, F′
u2 

is the rear wheels friction braking force, the adjustment function can be expressed as: 
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Fig. 1. Sketch of braking force distribution of wheels 
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As can be seen from Fig.2, braking force distribution regulator use an adjustment 

function to adjust the regenerative braking force, then friction braking forces are 
adjusted through the difference between the unadjusted regenerative braking force 
and adjusted regenerative braking force. 

3   Simulation and Analysis 

The advanced vehicle simulator (ADVISOR) is used for simulation study. ADVISOR 
employs a combined forward/backward facing approach for the vehicle performance 
simulation. Five typical drive cycles are taken as test cycles: US06, UDDS, JA1015, 
FTP and HWFET. The main simulation parameters of electric vehicles are shown in 
Table 1. 
 
 
 
 
 
 
 
 
 
 

 
Table 2 and Table 3 show the electric vehicles energy consumption rate and anti-

overcharging ability under different cycles, respectively. The increase can be 
calculated by: 
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where, Δ is the increase after using the novel strategy, x2 is the performance 
parameter using Strategy II, and x1 is the performance parameter using Strategy I. 
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Fig. 2. The structure of braking force regulator 

Table 1. Simulation parameters of Electric Vehicle 

Whole-car 
parameters 

mass (kg) 1159 
g (m/s2) 9.8 
L (m) 2.6 
b (m) 1.56 
hg (m) 0.5 

Motor 
parameters 

type Induction motor 
Peak power  (kW) 75 

Maxim speed (r/min) 10000 
Rated torque (Nm) 271 
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In Table 2, energy consumption rate means electric vehicle’s consumed energy in 
per 100km. Generally, it can be calculated using the following formula: 

S

E
ECR 7101.1 −×=

                 
            (5) 

where, S is the travel distance, km; E is the consumed energy during the vehicle’s 
driving cycle, J; and 1.1 × 10-7 is the unit conversion coefficient. 

It can be seen from Table 2, using the strategy proposed in this paper, the vehicle’s 
energy consumption rate incerases 0.45%, 1.22%, 6.83%, 0.61% and 0.27% 
compared to the regenerative braking strategy that not considering the SOC. The 
energy consumption rate in drive cycle JA1015 increases relatively significant. This is 
because vehicle’s frequent start-stop operation and short drive distance in drive cycle 
JA1015, which make battery SOC relatively high and restrain the braking energy 
recover. But overall, the average improvement on energy consumption rate is not 
great. 

In Table 3, anti-overcharging ability is defined as the deviation between the 
terminal SOC and the initial SOC of battery, as shown in Eq.(6): 

%
SOC

SOCSOC t 100
0

0 ×
−

=η     (6) 

where, η is the anti-overcharging coefficient, the bigger its value is, the stronger the 
anti-overcharging ability is in the same condition; SOC0 stands for the initial SOC of 
battery, here it is set to 0.9; SOCt is the terminal SOC when a certain drive cycle is 
over.  

It can be seen from Table 3, using the proposed strategy, the improvement is 
2.49%, 5.48%, 10.55%, 3.71% and 0.9%, respectively. Among them, the vehicle 
energy consumption rate in drive cycle UDDS, JA1015 and FTP improve relatively 
big. This is because these cycles all belong to city cycles, in which vehicles start and 
stop frequently. When the battery is to be overcharged, the braking force regulator 
will timely adjust the regenerative braking force, thereby enhance the vehicle’s anti-
overcharging ability.  

In short, after using the proposed strategy, vehicle’s anti-overcharging ability 
improves significantly despite the energy consumption rate increase a bit. 

 
 
 
 
 
 
 
 
 
 
 

Table 2. Energy consumption rate comparison 

Drive cycle energy consumption rate (kWh/100km) Increase 

(%)  Strategy I Strategy II 

US06 22.2 22.3 0.45 

UDDS 16.4 16.6 1.22 

JA1015 16.1 17.2 6.83 

FTP 16.5 16.6 0.61 

HWFET 14.8 14.84 0.27 
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Table 3. Anti-overcharging ability comparison 
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4   Conclusion 

In this paper, a novel electric vehicle regenerative braking strategy is designed while 
considering battery SOC. In the strategy, a braking force distribution controller and a 
braking force regulator are designed respectively. The simulation results show that the 
novel strategy further complements the existing electric vehicle regenerative braking 
distribution strategy not considering battery SOC, and makes vehicle obtain a better 
anti-overcharging ability.  
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Drive cycle anti-overcharging ability (%) Improvement  

(%)  Strategy I Strategy II 

US06 3.45 3.54 2.49 

UDDS 2.83 2.98 5.48 

JA1015 1.64 1.82 10.55 

FTP 3.45 3.58 3.71 

HWFET 3.33 3.36 0.9 
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Abstract. In this paper, an improved image encryption method based on 
permutation-diffusion architecture and total shuffling scheme is proposed. In 
the permutation process, the P-box, which makes every image shuffle the 
position of pixels by its own P-box, depends on the plain-image. In the 
diffusion process, the keystream is related to the plain-image directly and a 
more secure feedback is employed to change the number of iterations of the 
chaotic map. Moreover, a reverse diffusion process is added to protect the final 
cipher-image. Our experimental results of statistical analysis, information 
entropy analysis and sensitivity analysis demonstrate that the improved 
algorithm is more secure and reliable than the original one and it can avoid the 
category of attacks similar to Ref. [5]. 

Keywords: Improvement, Security, Image encryption, Cryptanalysis. 

1   Introduction 

With the ever-increasing requirement of information transmission on Internet, the 
security of digital images transmission gains more and more attentions from both 
academia and enterprises [1~3]. Recently, a novel image encryption method was 
proposed by Zhang et al. [4]. This method holds a lot of advantages, like large key 
space, low encryption time, high key sensitivity and so on. However, there are still 
some flaws with it, because of these flaws, Wang et al. [5] broke this method via a 
successful chosen plaintext attack. In this paper, we propose an improved encryption 
cryptosystem on the basis of Zhang et al.’s scheme. The improved encryption method 
is able to address the flaws pointed out in Ref. [5] and to resist the similar attacks in 
Ref. [5].  

2   The Improved Encryption Method 

In this section, we propose an improved method base on the original one. The 
improved method can address the flaws mentioned above and resist a class of attack 
similar to [5], furthermore, the overall safety factor is also increased. 
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A skew tent map [4] 

/ , (0, )
( )

(1 ) / (1 ), ( ,1]

x p if x p
F x

x p if x p

∈⎧
= ⎨ − − ∈⎩

 (1)

is adopted, where (0,1)x ∈  is the state of the system and (0,1)p ∈  is the control 
parameter. Transform an image of size M N× to a one-dimensional vector 

1 2={ , , , }MNP p p p , given ( )1 0,1y ∈ , ( )2 0,1y ∈ , ( )0,1p ∈  and 

[ ]0 1j MN∈ −， , j  is a position of P . 

Step 1. Set the initial value 
1

1

0.01

257
jp y

x
× +

= , iterate the skew tent map 

( )i 1 ix F x+ =  by using Eq. (1) for L  times to get rid of transient effect, 

then continue to iterate the skew tent map for MN  times, we can get a 

sequence X , where L  is a constant; 

Step 2. Remove the j th value from sequence X  and sort X  to get an index 

order sequence * * * *
1 2 1={ , }MNT t t t −， ， . Obtain the -P box  T  by 

*T  with the following formula: 

*

*
1

, 1 1

= ,

1, 1

n n

j

n n

t t n j

T t j n j

t t j n MN−

⎧ = ≤ ≤ −
⎪

= =⎨
⎪ = + + ≤ ≤⎩

 (2)

After that, shuffle the value in P  by the -P box  to get 

1 2'={ ' , ' , , ' }MNP p p p , where ( )1,2, ,
it ip p i M N′= = × ； 

Step 3. Let 1i ← , if i  equals to j , go to step 4, otherwise, obtain an 8-bit 
random code id  according to the following formula: 

48mod( ( 2 ), 256)id floor x= ×  (3)

where x  is the current state value of the skew tent chaos system. Then 
compute the corresponding pixel data: 
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8
1mod( ,2 )i i i ic p p d−′ ′ ′= ⊕ +  (4)

Here ⊕  is bitwise XOR operator. We set the initial value 0' jp p′= , then 
go to step 5; 

Step 4. Compute jc′  with the following formula: 

48 8
1 2mod( ( 2 ), 2 )j j jc c p floor y−′ ′ ′= ⊕ ⊕ ×  (5)

Step 5. Compute the rotation frequency k  according to the following formula: 

 1 mod( , )i ik c d′= +  (6)

Then, iterate the skew tent map ( )x F x←  for k  times; 

Step 6. Let 1i i← + , return to step 3 until i  reaches MN ; 

Step 7. Iterate the ( )F x  with initial value 2y  L MN+  times to produce a 

random value sequence Y , remove the first L th value in Y  to get rid of 

the transient effect and denote the remaining value as 

1 2{ , , , }MNY Y Y Y= , then execute the reverse diffusion process with 

given 1MNc + : 

48 8
1 mod( ( 2 ),2 ), , , 2,1i i i ic c c floor Y i M N+ ′= ⊕ ⊕ × = ×  (7)

1 2{ , , , }M Nc c c c ×=  is the final encrypted vector, 1MNc +  should be 

provided to cipher out of sequence 1 2{ , , , }M Nc c c c ×= .  

3   Performance Test and Analysis for the Improved Cryptosystem 

3.1   Key Space Analysis 

In our improved vision, since the permutation process is irrelevant to the diffusion 
process, the key space consists of the cipher keys in both processes. The keys include 

( )1 0,1y ∈ , ( )2 0,1y ∈ , ( )0,1p ∈  and the position [ ]0 1j MN∈ −， . For a M N×  

gray image, the key space is bigger than ( )352 1562 2M N M N× × = × × . According to 

the IEEE floating-point standard [6]. The computational precision of the 64-bit 
double-precision numbers is 2-52.it is obviously that such a big key space can provide 
a sufficient security against brute-force attacks [7, 8].  
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3.2   Statical Analysis 

3.2.1   Histograms of Cipher-Image 

Figs. 1 and 2 depict the histograms of the plain-image “Lenna” and the corresponding 

cipher-image encrypted by the improved method with key: 

1 2{ 0.123456789, 0.246813579, 0.654321, 2222}y y p j= = = =  (8)

The histograms of the encrypted images are nearly uniform, which can well protect 

the information of the image and withstand the statistical attack.  

 

 
(a) 

 

 
(b) 

Fig. 1. (a) Plain-image “Lenna”; (b) Cipher-image using improved method. 
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Fig. 2. Histogram (a) Plain-image “Lenna”; (b) Cipher-image using improved method. 

3.2.2   Correlation of Two Adjacent Pixels 
To test the correlation between two-adjacent pixels in plain-image and cipher-image, 
we randomly select 1000 pairs of two-adjacent pixels (in vertical, horizontal, and 
diagonal direction) from plain-image and cipher-image, and calculate the coefficient of 
each pair by using the following formulas as in [4]:  
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1

1
( )

N

i
i

E x x
N =

= ∑  (9)

2

1

1
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i
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N =

= −∑  (10)

 

1

1
cov( , ) ( ( ))( ( ))
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i i
i
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N =

= − −∑  (11)

cov( , )

( ) ( )
xy

x y
r

D x D y
=  (12)

where x  and y  are grey-scale values. The correlation of two horizontally adjacent 
pixels in the plain-image and cipher-image “Lenna” are shown in Fig. 3. 

Table 1 proves that the our encryption scheme satisfies zero co-correlation, which is 
a private high-level security. Compared with the original algorithm, the improved one 
shows a better performance. 
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Fig. 3. Correlation of two horizontally adjacent pixels: (a) Correlation of the plain-image; (b) 
Correlation of the cipher-image using improved method. 

Table 1. Correlation coefficients of two adjacent pixels in the plain-image and cipher-image 

Direction Plain-image Original scheme Improved scheme 

Horizontal 0.9404491 0.000368341 0.00065647 

Vertical 0.9532125 0.002605824 0.00013100 

Diagnal 0.9022331 -0.000159639 -0.00052320 
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3.2.3   Information Entropy Analysis 
The entropy is the most outstanding feature of the randomness [9]. The entropies of the 
cipher-image created by the original and improved method is shown in Table 2 and 
Table 3 shows that the entropies of improved algorithm compared with the existing 
algorithms mentioned in Ref. [4] is better. 

Table 2. Entropy value for cipher-images Table 3. Entropy value for cipher-image of “Lenna” 

Cipher-image 
Original 

scheme 

Improved 

scheme 

Lenna 7.9972 7.9973 

Parrot 7.9973 7.9974 

Couple 7.9966 7.9970 

 

 

 

The obtained value is very close to the theoretical value 8 and the entropy of the 
improved method is bigger than the original one, it means that the information 
entropy of our improved algorithm is better than the original one and many existing 
algorithms. In all, the information leakage in the improved encryption scheme is 
negligible and it is secure upon entropy attack. 

3.3   Sensitivity Analysis 

In order to test the different range between two images, we measure the NPCR [10] 
(number of pixels change rage) and UACI [11] (unified average changing intensity) in 
Eq. (15) and (16). 

,

( , )

100%i j

D i j

NPCR
W H

= ×
×

∑
 (13)

 

1 2

,

( , ) ( , )1
100%

255i j

c i j c i j
UACI

W H

−
= ×

× ∑  (14)

Where 1C  and 2C  are two images with the same size ( )W H× . If 

1( , )c i j = 2( , )c i j  ( , )D i j =1, otherwise ( , )D i j =0.  

Methods Entropy value 

Baptista's 7.9260 

Wong's 7.9691 

Xiang's 7.9951 

Sun's 7.9965 

Original 7.9972 

Improved 7.9973 
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We encrypted a gray image “Couple” with size 256 256×  using key(15), and 

then encrypted the same plain-image with a slightly different keys as below:  

10
1 1 2{ 10 , , }y y y p−′ = +  (16)

10
1 1 2{ , 10 , }y y y p−′ = +  (17)

10
1 2{ , , 10 }y y p p −′ = +  (18)

Table 4. NPCR and UACI among cipher-images with key (19) and with key (16)~(18) 

 

 

 

 

 

We can find a slight change in key makes the cipher-image totally different and 

more than 99% pixels in cipher-image change their gray rate when the key change 

10-10. The improved algorithm provides high key sensitivity. 

4   Conclusion 

In this paper, we proposed an improved image encryption method based on total 
shuffling scheme. Experiment results and extensive security and performance analysis 
on the proposed image encryption scheme are carried out. The experimental results 
corroborate that the proposed improved scheme is suitable for the secure image 
storing and transmission. 
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Abstract. Iterative Algorithms can obtain good reconstruction image for 
enough Iterative times in the technique ct image reconstruction. The order 
method of the Weighted Distance Orthogonal (WDO) is introduced in this 
paper to accelerate the Iterative reconstruction, which improves greatly the 
access mode of ART to projection data, based on the crucial effect that  
the access order of projection date has on reconstruction quality and speed  
in algebraic reconstruction technique. The method speeded up image 
reconstruction and improved the quality as well in large scale by using 
information relation of radial traversing pixels in consecutive orthogonal 
projection angles.  

Keywords: image reconstruction, iterative algorithm, projection data, the order 
of the weighted distance orthogonal. 

1   Introduction 

Industrial Computerized Tomography (ICT) technology can obtain the object's 
internal fault information of the image in nondestructive condition; with the 
advantages of other nondestructive testing methods can not be replaced. The core 
technology of CT is in more than one observation angle to obtain the target object a 
series of projection data, through the technology of image reconstruction to obtain the 
target image [1]. At present, in the practical application of CT image reconstruction, 
image reconstruction method there are basically two kinds: analysis method Based on 
the Radon transform and series expansion method based on iteration theory [2-4]. 
This paper based on the Expectation Maximization (EM) algorithm for fast 
reconstruction as the goal, according to the projection data sorting method, proposed 
one kind ordered subsets reconstruction method based on the weighted distance 
orthogonal, The method is according to the projection data orthogonal, The 
convergence of required the iteration number minimum, fastest convergence speed, 
effectively improve the reconstruction speed of EM algorithm. 

2   Realization of the OSEM Algorithm  

The basic idea of the iterative method reconstruction is: Assuming an initial image, 
according to some optimization criteria will be in accordance with the hypothesis of 
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images obtained by the projection information and the actual detected projection 
information to comparison, then the correction to a new image, so to gradually 
approach the true image., then correction to obtain a new image, so to gradually 
approach the true image. 

OSEM is referred to the Ordered Subsets Expectation Maximization [5]. It 
gradually applied in the clinical image reconstruction process. OSEM iterative model 
are as follows: 

)( )()()1( nii

si
si

ij

ij
n

n
j

n
j xRp

r

r
xx

t

i

−+= ∑∑∈
∈

+ λ  
(1)

3   Realization of the WDO-OSEM Algorithm   

3.1   The Access Mode of Projection Data  

The access mode of projection data is consider how to arrange the hyper plane of 
discharge order, made during projection adjacent to each hyper plane satisfy certain 
relations, thus speeding up the convergence rate. Many scholars have put forward 
different projection data access mode [6]. As shown in figure 1, The iterative process 
is a continuous projection process. Obviously, the two line included angle is large, 
then the convergence required of iteration is small; the last picture show, when the 
angle between two lines for 90 , the convergence speed is fastest. 

 

Fig. 1. The process of iterative 

3.2   Weighted Distance Orthogonal (WDO) Sort Method  

OSEM can well satisfy the above (formula 1) important condition, but ignore the 
importance of front and rear projection angle of orthogonal. As shown in Figure 1, the 
when the angle is 90 , the convergence speed is the quickest. Weighted distance 
orthogonal method in addition to meet the above conditions, also given before and 
after the choice of projection angles, introduce as follows: 

Put 0 - 90  range projection out into the array Λ , first projection Λ are sorted 

and then into the array Θ , Θ  with Λ length is equal. From Λ  Choose next 

projection, that is calculated in Λ each one pp  and “repulsion" between 
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qp )10( −≤≤ Qq  in Θ ,Qmeans that the current Q projection angle sum. First 

Calculation the between distance of the projection, set pp , qp projection angle, 

respectively is p , n , the two projection pp , qp , can be calculated the between 

distance as 

)90,min( npnpd pq −−−=  (2)

Then according to the distance size calculation qp )10( −≤≤ Qq  Applied qp to the 

"repulsion" pμ
 

∑∑
−

=

−

=

−=
1
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1

0

/)45(
Q

q
qpq

Q

q
qp wdwμ

 

(3)

Power factor Qqwq /)1( += is used to ensure that the newly accessible projection 

than the previously accessed projection has greater repulsive force, In addition the 
two projection distance 

pqd  is smaller, as during the repulsion is bigger, otherwise is 

smaller. Give priority to the repulsion small projection pp . Then on the 0 - 360  

range projection angle are arranged in groups as follows: 

}270,180,90,{ 1111 +++ pppp , }270,180,90,{ 2222 +++ pppp ,……. }270,180,90,{ +++ nnnn pppp  

This projection selection sequence to ensure that within each group continuous 
selection projection orthogonal, while ensuring that the group between arranged are as 
uniform as possible. 

3.3   Improvement of Reconstruction Speed  

Weighted distance orthogonal each within groups before and after the projection  

angle difference is 90 . Ray rotated about center of rotation 90  and before and  
after through between the pixels has some relationship, in an angle of ray  
through the coordinates ),( yx , the coordinates can be expressed as: 

)cos(arx = , )sin(ary = , 

Rotary 90 the ray through the corresponding coordinates is 

yarx −=+=′ )90cos( , xary =+=′ )90sin( , Rotary180 , the ray through 

the corresponding coordinates xarx −=+=′ )180cos( , yary −=+=′ )180sin( , 

Rotary 270 , the ray through the corresponding coordinates yarx =+=′ )270cos( , 

xary −=+=′ )270sin( . 
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Set the image size is ss × , Then the coordinate’s points ),( yx corresponding to 

the pixel as the:
2

s
xi += ,

2

s
yj += .When rotated 90 , corresponding to the pixel 

point: js
s

yi −=+−=′
2

, i
s

xj =+=′
2

, When rotated 180  corresponding to 

the pixel point: is
s

xi −=+−=′
2

, js
s

yj −=+−=′
2

, When rotated 270  

corresponding to the pixel point: j
s

yi =+=′
2

, is
s

xj −=+−=′
2

, And these 4 

angles corresponding pixel point weight ijr are equal, So the sequence subsets 
reconstruction needs to know only one angle ray through the pixel information which 
can use this relationship directly drawn from other angle ray through the pixel 
information, thereby improving the speed of reconstruction. In addition to the 0-180  
direction is uniformly distributed on the projection can be used for this method, but 
each group only taking the first two projections. 

4   the Results Analysis of Simulation 

Considering the particularity of the image processing, we selected which can 
conveniently realize the data visualization software MATLAB to simulation 
experiment, with Shepp-Logan head model ( as shown in Figure 2 ) digital section as 
an example, There are many studies is use of the model for the image reconstruction 
simulation experiments and algorithm performance evaluation [7]. Model of section 
size is 128 x 128, gray level is 0 - 255.  

 

Fig. 2. Shepp-Logan head model 

 

Fig. 3. The reconstruction of the OSEM first iteration 
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Fig. 4. The reconstruction of the WDO-OSEM first iteration 

In this paper, using the projective geometry is the parallel beam projector; 
simulation experiment of projection data is within 180  to 180 directions of 
projection of the spacer, that projection data is 180185×

 
projection matrix. 

Figure 3 and Figure 4 compares OSEM and WDO-OSEM algorithm the 
reconstruction in different subsets level after iteration. As can be seen in the low subset 
level, whether it is OSEM or WDO-OSEM iteration reconstruction image quality is not 
good, especially the intermediate (high frequency) is fuzzy; Relative to the former, in a 
subset of high level, two methods of reconstruction image quality are improved a lot, 
that there is a iterations, the subset number is greater, image reconstruction, high-
frequency signal recovery is quicker. In the subset levels less than or equal to 8, the 
second projection direction seems to be slightly better than the first one, and when the 
subsets level greater than or equal to 32, second projection direction shows obvious 
advantages, Image quality has been greatly improved. By special order processing 
projection is beneficial image reconstruction, when the iterative to a certain extent, the 
two order of the projection image reconstruction is a very quit. 

 

Fig. 5. The reconstruction of the OSEM 20 iteration 

Figure 5 and Figure 6 compares OSEM and WDO-OSEM algorithm the 
reconstruction in different subsets level 20 iterations. As can be seen, the special order 
for low subsets level effect is small , in figure 5, subsets level reconstruction artifacts 
in images than in Figure 6 are slightly noticeable. But for the high subsets level, 
special order can get better image quality in a few iterations. 
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Fig. 6. The reconstruction of the WDO-OSEM 20 iteration 

 

Fig. 7. Iterative matching number comparison after reconstruction in each subset level 

As can been seen from Figure 7, both the projection data is divided into how many 
subsets, as long as the subset number and iteration number product determine, in 
matching ( subsets level iteration number = 128 ) in the cases of reconstruction, 
OSEM and WDO-OSEM reconstruction image quality is roughly the same as. If you 
want to get the approximate equal the quality of the reconstructed image, when the 
subset number increases, it can reduce the iteration number. But the number of 
subsets is too large (L = 128), fewer iteration times matched to cases, the 
reconstructed image quality becomes bad. At the same time, the experimental results 
it can be seen from the above high subset level in the WDO-OSEM projection of early 
iterative reconstruction quality better than the OSEM. 

6   Conclusion 

CT image reconstruction accelerated has been a project and researchers active 
exploration target, from the quality of the reconstructed image can be seen, the 
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intervention of weighted distance orthogonal sorting method, the iterative 
reconstruction algorithm in the reconstructed image quality and the speed of 
reconstruction have been greatly improved. 
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Abstract. Network development platform with certain data transmission format 
provides the bidirectional simulation incentive, which transmits from PCI 
interfaces to network interfaces and inversely from network interfaces to PCI 
interfaces. The platform defines the data format and user expansion function 
interfaces, and then makes it come true. The platform provides a high speed data 
accessing interface at level of Gbps rates for developers. Developers embed 
several modules on their own without concerning how to achieve network 
protocols at hardware level. In this way, they can concentrate their energy and 
time on data processing. At the same time, the platform gives plenty of support 
modules to accelerate simulation and verify. 

Keywords: FPGA, network verify environment, development platform. 

1   Introduction 

With the computer network popularization and development, it is very important for the 
application of network products to guarantee the stability, reliability and fast listed on 
the electronic marker. It is one of the directions for logic circuit design development 
basing on the design of the platform [1-2]. 

FPGA network development platform is created a logical design core framework 
which bases on practical simulation results of the hardware circuit. This frame is easy 
to customize and expand, provide the expansion of the interface and developers can 
start second development network data processing module on it quickly but not concern 
about complex interface logic [3]. Logical modules which is developed in this platform 
can be quickly implemented in hardware circuit and shorten the logical circuit design 
cycle greatly.  

2   Hardware Module of the Platform 

The platform function of logical parts provided some interfaces which is easy to design 
and expand. So, researchers can expand functions basing on the existing resources 
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quickly. The researchers of network developing simulation and verification platform 
design the network system in a high start point using NetFPGA board and shorten the 
time of system design basing on the system prototype of this platform. Designers have 
implemented the network traffic collector, network flow classifier and security network 
card and so on. Used FPGA characteristic of parallel and pipelining processing 
function, network development platform greatly enhance the ability of data processing. 
Therefore, it is greatly suitable for high speed network flow to the researchers. 

The platform uses hardware for the figure 1 shown. the core is a Xilinx Virtex-5 
FPGA chip, 4 giga PHY chips and FLASH[4] etc. Virtex-5 FPGA logic resources are 
very rich, and suit for a complex logic design.  

3   Functions of the Platform 

Recently, the main application of network is used in flow characteristics analysis, 
traffic data sets analysis, flow characteristics, Internet traffic classification algorithm 
theory research and Theory or model establish for real-time Internet traffic etc. For the 
above application, network simulation and verification platform provides high-speed 
network data flow and easy to realize expansion user interfaces in data link layer [5]. 
The platform also provides data incentive used by protocol interfaces and user 
expansion interfaces. 

As a verification support environment, the platform not only provides network data 
incentive simulating of the practical hardware platform, but also has a check to data of 
input and output. It also provides incentives data for the PCI protocol interfaces and 
Ethernet protocol interfaces, and give the function of protocol check. So the 
verification support environment is comprised by two parts: synthesis part and no 
synthesis part. Synthesis part can divide into function modules and requirements 
analysis of bandwidth.  

The platform is suited for researcher to use. Researchers cannot be care about the 
button protocol of the concrete realization, and analysis Gpbs network traffic using the 
user programmable expand interfaces the platform provided. Especially it is used the 
research of traffic collect and flow classification or analysis new network protocol and 
network security etc. System design standard protocol interfaces have source and 
detailed realization process, and developers can verify their design easily according to 
the corresponding protocol modules. 

4   Composition of the Platform 

Synthesis parts are divided by the transmission process of network data and physical 
interface source hardware platform provided. For the figure 2, synthesis parts are 
constituted by five modules: interface module of Ethernet protocol, cache control 
module of SRAM, PCI protocol interface module, add or remove header module and 
asynchronous signal processing module. Some large module is divided into several 
small modules according to the method of top to down. These small modules are easy to 
design and local some errors during the design. 
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Fig. 1. Hardware platform Fig. 2. System block diagram 

The platform provides expand user interfaces, and gives network simulate at a Gpbs 
rate in the data link layer. Researchers can process these data according their 
requirements. Different modules added at user interface can finish different task and 
function. In the figure 2, the dotted line box is standard for the function of user 
extension logical interface module. PCI interface used by the platform is applied 
widely, so designer can design their products with PCI interface.  

4.1   Ethernet Protocol Interface Module 

Ethernet protocol interface module processes data from other modules based on 
IEEE802.3 giga MAC protocol. The flows are followings: remove frame 
synchronization code, CRC check, and providing frame good instructions signal, 
adding asynchronous code and checking code, add filled bytes, if frame length cannot 
reach the minimum bytes. We design gigabit Ethernet IP core for the figure 3.  

  

Fig. 3. Gigabit Ethernet IP core Fig. 4. SRAM control module 

Design of CLIENT interface is considered to the maximum flexibility to meet the 
requirements of switch and network processing interface. The sending and receiving 
data width are eight. Sending data is synchronized by gmiitxclk clock signal and 
receiving data is synchronized by gmiirxclk clock signal. Input and output of data is 
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controlled by sending and receiving enable signal. Sending logical receives data from 
CLIENT and transition format GMII the required. During this process, the IP core adds 
leading code, beginning byte and CRC code. Adding filled bytes if Frame length cannot 
reach 64 byte. Receiving logical receives data from GMII interface and check it 
corresponds IEEE 802.3 criterion or not.  

4.2   Asynchronous Signal Processing Module 

This module synchronizes data from Ethernet protocol interface module and 
transmitting data from Ethernet protocol interface module to add header module. The 
two modules have the same 125MHz clock. In asynchronous system, in order to reduce 
the adverse factors bring instability, we use the cascade flip-flop to synchronous 
asynchronous signals. As experience proves that the asynchronous processing method 
of the first fully complies with the design requirements and circuits work well. 

4.3   Add and Remove Header Module 

This module process data from asynchronous signal processing module and append a 
custom header to indicate a completion frame. The module also remove custom header 
and then send them to asynchronous signal processing module. 

4.4   SRAM Buffer Control Module 

SRAM buffer control module is constituted by 4 modules: ONE_TO_MULT, 
MULT_TO_ONE, INFO_EXTRACT and SRAM_CONTROL. The relationship between 
modules is shown in figure 4. 

MULT_TO_ONE is choose one channel from four network interface and four host 
interfaces, and then transmit these data to INFO_EXTRACT module. the way of choose 
is by polling implementation, no priority. ONE_TO_MULT module solute to the one 
data channel from INFO_EXTRACT module to multiples. Solution of data use 
subordinate to the channel. INFOR_EXTRACT module extracts and records packet 
from or to SRAM, and sends control signal to SRAM_CONTROL module. 
SRAM_CONTROL module reads or writes data according to the control signal from 
INFO_EXTRACT module. 

  

Fig. 5. PCI interface module Fig. 6. Data interaction signal between modules 
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4.5   PCI Interface Module 

PCI interface modules finishes packet exchange with host and implement the DMA 
control, PCI interruption and some other functions. PCI interface module is constituted 
to 6 sub modules: PCI_TARGET, PCI_CONFIG, PCI_REGS, PCI_MASTE, 
PCI_ARBITER and ASYN_FIFO module. The figure 5 is show the relation of them. 

4.6   Data Format of User Interface 

User interface is data interactive and data format between modules. User interface 
defines the way of data transmute in system and make data format equal in data 
processing. The platform use the NetFPGA style in data format and signal interactive. 

For the figure 6 shown, the signals between modules are data, ctrl, wr, and rdy. The 
rdy indicates that for-module can send packet to post module when the source module 
make the rdy sinal high [6]. Wr express that the for-module sending message is 
effective. Data and ctrl show the packet’ begin and end etc. 

It means the begin of a packet when the ctrl [7:0] equal to 8’FF. data [40:32] 
expresses that how much words (width 64 bit) a packet includes. It means a packet data 
when ctrl is 8’00. ctrl only one 1 indicates that a frame is ending.  

5   The Application of the Platform 

Software of the platform operates in Windows OS, easy to use compare with Linux 
because it is hard to debug and check errors in Linux. It is needed more than half hour 
for synthesizing in Linux but only several minutes in Windows, so the platform save 
lots of time and energy when designers use it. 

In our lab, we design a traffic collector to collect packets on the Internet using this 
platform [7]. Add the modules to the platform and begin to simulate. The waves are 
shown in Modelsim and packets flow the traffic collector module. And then port sends 
packets. A large number of project development practices certificate that FPGA 
network development and verification platform Improve the efficiency of development 
and save time and energy in it. 

6   Conclusion 

This paper describes the PCI protocol interface for adding registers and explains 
Ethernet interface and struts of SRAM according to the hardware logical of the platform 
in designing. It is also shown the state machine and state transition in detail. In addition, 
paper provides user extend interface and data format. Furthermore, because 
asynchronous signal may produce instability influence the stability of the system, this 
paper put forward the improvement cascade trigger edge detection methods and design 
the asynchronous signal processing module to Synchronous asynchronous clock signals 
in the same domain. In this way, the stability of the platform is improved greatly. 
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Abstract. Deployment of mobile wireless base (transceiver) stations (MBTS, 
vehicles) is expensive, with the wireless provider often offering a basic 
coverage of BTS in a normal communication data flow. However, during a 
special festival celebration or a popular outdoor concert in a big city, the quality 
of the wireless connection would be insufficient. In this situation, the wireless 
service providers always increase the number of MBTS to improve the density 
of nets and speed up the data flow of communication. This research intended to 
construct an integer programming (IP) model to minimize the density gap 
between wireless request and supply. The solver used was an SA algorithm. In 
order to validate, the proposed approach was compared to other famous 
heuristics, such as Random with Tabu and Ransom Search; and it was found 
that SA outperformed RS by an average of 18%. This result suggested a 
reduction of the density gap between wireless request and supply by 18% if an 
MBTS company’s allocation of transceiver stations is optimal, and an SA 
algorithm is used.  

Keywords: Communication Technology, Simulated Annealing Algorithm, 
Wireless Deployment, Wireless Layout, Mobile Base Transceiver Stations. 

1   Introduction 

In the modern world, mobile wireless base (transceiver) stations (or called mobile base 
transceiver stations) are more important in a big city. Deployment of these wireless 
transceiver stations is expensive, therefore the wireless provider often offers a basic 
coverage of such stations in a normal communication data flow. However, during a 
special festival celebration, or a popular outdoor concert, the quality of the wireless 
connection would be insufficient. In this situation, the wireless service providers 
always increase the number of mobile base transceiver stations (trucks) to improve the 
density of nets and speed up the data flow of communication. Nowadays, a failure to 
connect to a wireless network is normally due to insufficient wireless transceiver 
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stations or inefficient deployment of such stations. Thus, deployment of mobile base 
transceiver stations is a difficult decision making problem for a wireless provider 
company. 

Thus the main purpose of this research was to construct an integer programming 
(IP) model to minimize the density gap between wireless request and supply; while 
maximizing wireless nets density for users and reducing the use of mobile base 
transceiver stations where possible. Others coverage related technology industries, 
such as mobile commerce, traffic tracking, weather prediction, pollution monitoring, 
critical infrastructure surveillance, disaster management, military battle 
communication, etc. [1, 2] could be also improved due to this study. 

2   Literature Review 

A coverage problem is one of the most important practical subjects relating to our daily 
life. In literatures, it is often classified into three catalogs. One is continuous vs. 
discrete coverage sub problems. Two is constrained vs. unconstrained. The last is 
weighted vs. unweighted space [3]. This study adds a fourth sub problem, that is 
mobile vs. static providers / sensors, which belongs to a discrete, constrained, weighted 
space, mobile providers and mobile requests mixed type coverage problem. What 
follows is a review of the related literature of the last decade.  

Nesargi and Prakash [4] stated that in traditional cellular networks, the cell layout 
is dynamic due to the mobility of base stations, the cluster of cells within co-channel 
interference range changes with time. None-of the existing dynamic channel 
allocation algorithms for cellular, networks works in such a system. Chu and Lin [5] 
investigated the survivability of mobile wireless communication networks in the event 
of base transceiver station (BTS) failure. Zhao et al. [6] stated that a novel mobile 
position location procedure, based on the relaying capability of the mobile stations in 
a hybrid cellular or peer-to-peer ad hoc network to improve positioning coverage and 
accuracy, was proposed. They simulated the proposed positioning scheme and found 
coverage and density were improved. Esnaashari and Meybodi [7] proposed a 
scheduling algorithm to deal with the dynamic point coverage problem. Qi et al. [8] 
stated that a technique for using a receive signal strength indicator to measure the 
total isotropic sensitivity of a wireless handset is proposed in their paper. Hayashi et 
al. [9] applied potential game theory to a mobile sensor coverage problem. Tynan et 
al. [10] they proposed a new approach to wireless sensor network coverage problem. 
Luo et al. [11] proposed an interesting application of coverage problem. They 
measured the sensors which were located on the sea surface. Their sensors cannot be 
controllable. In this study, the mobile base transceiver stations can be controllable. 

Although numerous literatures were related to coverage problems, there is only a 
limited amount of literature available on mobile providers and mobile requests mixed 
type coverage problem. Solving the complicated problem was the objective of this 
study. 
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3   Problem Formulation 

This research adapts an IP (integer programming) model to minimize density gap 
between wireless request and supply. The distribution of users is showing discrete 
and irregular. Thus the model takes each point of a map to examine. It shows as 
follows: 

A : Space of a map 

( , )x yR : request density at coordinate (x,y) by users,
( , )  x yR Non Negative Integer∈ −  

( , )x yS : supply density at coordinate (x,y) by mobile transceiver stations 

( , )x yG : density gap at coordinate (x,y) between users and mobile transceiver stations 

{ }( , ) ( , ) ( , ) ( , ), if   > 
( , ) 0,

x y x y x y x yR S R S

x y otherwiseG
−=  

The IP model to minimize density gap between wireless request and supply is as 
follows: 

Min ( , )x yG  (1)

s.t. 

( , )x yS A∈  (2)

( , )   x yS Non Negative Integer∈ −  (3)

The objective (1) is to find a minimal density gap between wireless request and supply. 
In Eq. (2), the mobile transceiver stations have to locate on a predefined map. Eq. (3) 
declares non-negative integer constraints. 

4   Simulated Annealing Algorithm 

Simulated Annealing resembles the cooling process of molten metal through 
annealing[12]. It was introduced by Kirkpatrick et al. [13] and Cerny [14]. In SA 
algorithm [15], as new objective value is worse than the current one, it can still be 
accepted depending on a so-called probability of accepting worse solution [16]. The 
probability is obtained from the Boltzman distribution. 

P ( E) = e 
E

kT

Δ−
Δ  (4)

where P ( E) Δ is the probability of the optimization process to keep a modification 

that incurs an increase E Δ of the objective function. k is a parameter of the process, 
and T is the instantaneous “temperature” of the process [17]. A cooling rate α  is 
used to reduce the temperature of the annealing process [18]. In SA algorithm [15], 
Initialization, Objective function evaluation, Neighbor solution generation, Objective 
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function evaluation, Comparison, Cooling, and Stopping were the standard 
procedures. The different points were as follows: 
 
(1) Supply density at coordinate (x,y), which is a cumulative counter of ( , )x yS  

(2) The solution represents the coverage of a mobile base station. It’s a cycle. Besides, 
   ( , ) ( , ):   + 1x y x yS S=  

5   Computation Results and Discussion 

In this section, the algorithm coded in Visual Basic computer language with Celeron 
(R) Dual-Core CPU at 2.10GHz and 1GB of RAM memory. This IP model is a strong 
NP-hard problem [19]. Since the proposed model is a new problem, no published 
solution method is available for comparison. Thus, this research conducted an 
experimental design, at different mobile base transceiver stations, for comparing the 
performance of heuristics. The parameters of SA were listed in table 1. The 
parameters of RHT were listed in table 2. 
 
     Table 1. Set of parameters for SA                 Table 2. Set of parameters for RHT 

 

 
 
 
 

In a problem size, mobile base transceiver stations is equal to 10, 15, or 20, the 
results are listed in table 3, and shown in figure 1.  

Table 3. The comparison results of Heuristics 

Problem 
(n) 

Best solution (objective value) obtained 

    SA   RHT   RS 

10 5640 5850 6789 

15 5600 5780 6616 

20 4900 4990 6375 

 

Parameter Value 

Cooling Rate α  0.90 

0T  100℃ 

nT  0℃ 

Iterations at the iT  10 

Threshold Rate to P ( E) Δ  0.50 

Tabu 0 

Termination time (sec) 10 

Parameter Value 

Repeat times 100 

Tabu 1 

Termination time (sec) 10 



 Application of Simulated Annealing Algorithm to Optimization Deployment 669 

 

Fig. 1. Comparison results of objective values in different approach 

The heuristics of SA and RHT both found an acceptable solution in reasonable 
time in this study. The best solution (objective value) is obtained by SA, followed by 
RHT. RS generated the worst solution (objective value). Furthermore, in table 3, we 
found that SA outperformed RS by an average of 18%. The results of RHT were close 
to SA. It represented that it would minimize density gap between wireless request and 
supply by 18% if a wireless mobile company allocated base transceiver stations 
optimally, and used SA. In real world observations, managers always over deploy 
mobile base transceiver stations. 

6   Conclusion and Suggestion 

Deployment of mobile base transceiver stations is a difficult decision making problem 
for a wireless provider company. Over deployment of mobile base transceiver stations 
often occurs. Numerous literatures were related to coverage problems, but there is 
only a limited amount of literature available on mobile providers and mobile requests 
mixed type coverage problem. This research is to construct an integer programming 
(IP) model to minimize density gap between wireless request and supply. The study 
proposed an SA algorithm to solve the model. From validation, the proposed 
approach was compared to other famous heuristics, such as Random with Tabu and 
Ransom Search. It found SA outperformed RS by an average of 18%. This 
represented a minimization of the density gap between wireless request and supply of 
18% if a wireless mobile company allocated base transceiver stations optimally, and 
used SA. Besides, the results of RHT were close to SA, therefore, the heuristics of 
GAWT and RHT both found an acceptable solution in a reasonable time. However, it 
may result in a different density if some assumptions are revised. Future research 
suggests expanding this research to more discussion when some assumptions are 
changed. 

References 

1. Lambrou, T.P., Panayiotou, C.G.: A testbed for coverage control using mixed wireless 
sensor networks. J. Net. and Comp. App. 35(2), 527–537 (2012) 

2. Cheng, P., Cao, X., Bai, J., Sun, Y.: On optimizing sensing quality with guaranteed 
coverage in autonomous mobile sensor network. Comp. Comm. (2011) (in press) 



670 Z.-P. Ho and C.-S. Wu 

3. Davoodi, M., Mohades, A.: Solving the constrained coverage problem. App. Soft 
Comp. 11(1), 963–969 (2011) 

4. Nesargi, S., Prakash, R.: Distributed wireless channel allocation in networks with mobile 
base stations. IEEE Trans. on Vehicular Tech. 51(6), 1407–1421 (2002) 

5. Chu, K., Lin, F.: Survivability and performance optimization of mobile wireless 
communication networks in the event of base station failure. Comps. & Ele. Engi. 32(1), 
50–64 (2006) 

6. Zhao, L., Yao, G., Mark, J.W.: Mobile positioning based on relaying capability of mobile 
stations in hybrid wireless networks. IEEE Proceedings-Commu. 153(5), 762–770 (2006) 

7. Esnaashari, M., Meybodi, M.R.: A learning automata based scheduling solution to the 
dynamic point coverage problem in wireless sensor networks. Comp. Net. 54(14), 2410–
2438 (2010) 

8. Qi, Y., Jarmuszewski, P., Zhou, Q.M., Certain, M., Chen, C.J.: An efficient TIS 
measurement technique based on RSSI for wireless mobile stations. IEEE Trans. on Instr. 
and Measure. 59(9), 2414–2419 (2010) 

9. Hayashi, N., Ushio, T., Kanazawa, T.: Potential game theoretic approach to power-aware 
mobile sensor coverage problem. IEICE Trans. on Fundamentals of Ele. Comm. and 
Comp. Sci. E94A(3), 929–936 (2011) 

10. Tynan, R., Muldoon, C., Hare, O., Grady, M.: Coordinated intelligent power management 
and the heterogeneous sensing coverage problem. Comp. J. 54(3), 490–502 (2011) 

11. Luo, J., Wang, D., Zhang, Q.: On the double mobility problem for water surface coverage 
with mobile sensor networks. IEEE Trans. on Para. and Distri. Sys. 23(1), 146–159 (2012) 

12. Vasan, A., Raju, K.S.: Comparative analysis of Simulated Annealing, Simulated 
Quenching and Genetic Algorithms for optimal reservoir operation. App. Soft Comp. 9(1), 
274–281 (2009) 

13. Kirkpatrick, S., Gelatt, C.D.: Optimization by simulated annealing. Science 220, 671–680 
(1983) 

14. Cerny, V.: Thermodynamical approach to the travelling salesman problem: An efficient 
simulation algorithm. J. Opti. Theory and App. 45, 41–51 (1985) 

15. Bouleimen, K., Lecocq, H.: A new efficient simulated annealing algorithm for the 
resource-constrained project scheduling problem and its multiple mode version. E. J. Oper. 
Res. 149(2), 268–281 (2003) 

16. Saraiva, J.T., Pereira, M.L., Mendes, V.T., Sousa, J.C.: A Simulated Annealing based 
approach to solve the generator maintenance scheduling problem. Electric Power Sys. 
Res. 81(7), 1283–1291 (2011) 

17. Tavares, R.S., Martins, T.C., Tsuzuki, M.S.G.: Simulated annealing with adaptive 
neighborhood: A case study in off-line robot path planning. Exp. Sys. W. App. 38(4), 
2951–2965 (2011) 

18. Damodaran, P.: A simulated annealing algorithm to minimize makespan of parallel batch 
processing machines with unequal job ready times. Exp. Sys. W. App. 39(1), 1451–1458 
(2012) 

19. Rosen, K.H.: Discrete math. and its App. McGraw Hill Press (2006) 



D. Jin and S. Lin (Eds.): Advances in CSIE, Vol. 2, AISC 169, pp. 671–676. 
springerlink.com                     © Springer-Verlag Berlin Heidelberg 2012 

Low Computation Resource Allocation for Adaptive 
OFDM Power Line Communication  

Lei Wang, Jun Lu, XianQing Ling and Qian Huang 

School of Electrical and Electronic Engineering, 
North China Electric Power University, Beijing 102206, China 
ncepuleiwang@sina.com, lujun@ncepu.edu.cn, 

{275386096,511597555}@qq.com 

Abstract. This paper proposed a power and bit allocation algorithm for 
broadband power line communication system. A concept of Virtual Bit was 
introduced in the algorithm and the water line could be determined easily using 
the concept. After the water line was determined, the power and bits that 
exceeded upper limit were adjusted to achieve the optimal allocation target. 
This algorithm allocated bits in batches, and did not need iteration. The 
simulation result shows that the computational complexity decreased 
significantly compared with traditional bit adding algorithm, while the system 
throughput is close to the maximum. 

Keywords: Power Line Communication, Power and Bit Allocation, OFDM. 

1   Introduction 

The broadband power line communication technology of low-voltage grid is a 
preferred solution for broadband access issues of the last mile. The application of 
adaptive orthogonal frequency division multiplexing and dynamic resource allocation 
optimization can effectively decrease the power line channel multipath, attenuation, 
and frequency-selective time-varying effects [1]. The allocation of resources in 
OFDM system involves the joint optimization of sub-carrier, power, adaptive 
modulation and bit resources [2].Through the rational allocation of these resources, 
the transmission speed and service quality of power line communications can be 
effectively improved. 

Literature [3] proposed a forced convergence algorithm, which gave an effective 
solution to the convergence of the algorithm and the initial value problem, and 
achieved the rapid allocation of power and bits. Literature [4] proposed a non-iterative 
adaptive resource allocation algorithm based on MIMO-OFDM system that can 
approximate the maximum system throughput, but these algorithms are not for the 
power line channel. Literature [5] proposed an optimal allocation and adjustment 
algorithm based on the optimal criteria for the power line system, but the algorithm is 
too complex in the adjustment phase. In literature [6], the algorithm shows that bits 
were allocated even for every subcarrier firstly, then adjusted bit by bit using the 
power incremental table, which can get the optimal performance, but the 
computational complexity is relatively large.  
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In this paper, we present a Virtual Bit allocation algorithm combined with 
constraints of power and bit upper limit due to power line channel characteristics. 
And two rules are introduced in the loading process based on the concept of Virtual 
Bit. Through simulation and analyses in typical power line environment, we can find 
that the new method has a relatively small computation and an optimal performance. 

2   The Adaptive Power Resource Allocation Model under  
Single-User 

In this paper, we study the resource allocation problem of the minimum power 
consumption in the case of single-user transmission rate is at a given value (MA 
model) in power line communication adaptive OFDM system. Let the set of sub-
carriers of the system is Ω, the total number of subcarriers is N. The mathematical 
model of this problem is: 

1 1

min , : , 0 , 0
N N

i i i i i
i i

p st r R p p r b
= =

= ≤ ≤ ≤ ≤∑ ∑  (1)

Which R is the total bit number of system required, b is the maximum number of bits 

on subcarriers, ri, pi are bits, power allocated on the subcarrier i and ip  is its upper 

limit of power. 
And by the Shannon formula in the information theory, we can find the 

relationship between pi and ri. 

(2 1) /ir
i ip g= − Γ  (2)

Which gi is per unit power signal to noise ratio of the subcarrier i. Г is the difference 
between the signal to noise ratio, reflecting the signal to noise ratio difference 
between theoretical and actual. For quadrature amplitude modulation (QAM) systems 
of which the target bit error rate is Pe, the difference of signal to noise ratio can be 
expressed as: 

1 2[ ( / 4)] / 3eQ P−Γ =  (3)

3   Virtual-Bit Algorithm Concepts and Criteria 

From the formula (1), we can get the power increment formula: 

( ) ( 1) ( ) 2 / 2 ( 1)ir
i i i i i i j i ip r p r p r g p rΔ = + − = Γ = Δ −  (4)

Δpi(ri) is the power increment in the case of subcarrier i with ri bits.  

Relevant Concepts and Optimal Criteria 

1) For subcarrier i, its Virtual Bits vi can be defined as:       

2 2log ( (0) / ) log ( / )i i best best iv p g g g= Δ Γ =  (5)

Which gbest represents the largest per unit power signal to noise ratio. 
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2) Let subcarrier i has been allocated ri bits, and its Virtual Bit is vi, we define its 
Whole Bit Wi is: 

i i iW r m= +  (6)

3) If the system satisfied formula (7), the system has the best performance of 
allocation of bits[5], so we call it the optimal criteria. 

max( ( )) 2min( ( ))i i j jji
p r p r

∈Ω∈Ω
Δ < Δ  (7)

Rules 

Based on the above concepts and the optimal criteria, we proposed rules (1) and 
(2).The bit allocation which satisfies the rules (1) and (2) must meets the optimal 
criteria.  

1) The optimal subcarrier allocates a bit first and in the bit allocation process later, 
the difference of the Whole Bit among all subcarriers is not greater than 1. 

Based on this rule, the bit allocation process can be seen as by rounds. The nth 
round makes the Whole Bit of all subcarriers be n. 

2) The sequence of allocation in every round is according to the ascending order of 
mi which equals to ceil(vi)- vi , ceil means to round the elements to the nearest integers 
greater than or equal to the elements.   

4   The Implementation of Virtual-Bit Algorithm  

The algorithm is divided into three steps: computation of the Virtual Bit number; 
allocation bits in batches; adjustment and allocation of the rest bits. The first two 
stages is to calculate the "water line", the last step is to ensure the optimal 
performance in the case of the system meets the constraints. 

Calculate the Virtual Bit Number 

According to the formula (5), the Virtual Bit number of every subcarrier can be 
calculated. 

Allocation Bits in Batches 

Firstly, we can determine the “water line” using the following formulas. 

i i
i i

W R v
∈Ω ∈Ω

= +∑ ∑  
(8)

vi, Wi are Virtual Bits and Whole Bits defined as above, let N be the number of the 
subcarriers, the water line Av describes as: 

( / )i
i

Av foor W N
∈Ω

= ∑  (9)

Then, we allocate bits for every subcarrier, and make sure the number of the Whole 
Bits on the subcarriers whose Virtual Bits less than Av is Av.  
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Adjustment and Allocation of the Rest Bits 

According to the following formula ,the upper limit of bits of subcarrier i can be 
determined by power signal to noise ratio per unit ri

g [7], the power limit ri
p from 

formula (2),the maximum bit number b. 

min( , , )g p
i i ir r r b=  (10)

The subcarriers that exceed the upper limit are removed the excess number of bits, 
make bits on them are the upper limit. Let the sum of excess bits is e0.  

The all remaining e bits can be calculated by: 

0 i
i

e e W Av N
∈Ω

= + − ×∑  (11)

The subcarriers are ordered in the ascending sequence of values of mi mentioned 
above. Then the subcarriers whose bits less than the upper limit are allocated one bit 
in the arranged order circularly until there are no rest bits. 

5   Simulations and Analysis 

The comparison algorithm in this part is the traditional add-to-bit algorithm that has 
the optimal performance. And the simulation of the two algorithms is carried out in 
the power line channel environment; the parameters are shown in the following table. 

Table 1. The power line channel parameters 

Subcarrier 
Number 

Frequency 
Range 

Power Spectrum 
Upper Limit 

Error 
Rate Maximum Bit Number  

128 0~20MHz 
-50-0.8f 

(dBm/Hz) 
10(-4) 6 

The unit of f is MHz, the noise is colored noise and channel coding has not been 
used. Figure 1 shows the bit allocation results in the case of the total bit is 200 

 
a This paper algorithm                     b  comparison algorithm 

Fig. 1. The bit allocation at a total number of 200 
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Table 2. The allocation of resources at a total number of 200 

Parameters 
 

Type 

Required 
Number 

Actual 
Number 

Power 
Consumption 

Subcarrier 
Number 

This paper 
algorithm 

200 200 8.4669 70 

comparison  
algorithm 

200 200 8.4669 70 

 
Figure 1 and Table 2 show this article algorithm and compared algorithms have 

completed the bit allocation that system required. And the allocation of power did not 
exceed the power limit. The use of subcarriers and the system rate of two algorithms 
are the same. 

In order to verify the rules (1) and (2), also to compare the performance of two 
algorithms further, another eight groups of experiments were carried out. Each 
experiment takes different total required bits and the experimental results of are 
recorded as follows. We declare that this paper data were on the left side of ‘/’while 
comparison data on the right side (this paper/comparison) in the following table. 

Table 3 shows the allocation results of this paper algorithm and add-to-bit 
algorithm are the same, both can achieve optimal performance. The up limit of bits 
that each OFDM symbol of the system can transmit was about 270. Also, we can find 
that this paper algorithm can exhibit stable performance even in the vicinity of the 
maximum transmission rate. 

Table 3. The allocation results at different rate request 

Parameters 
Required Number 

Actual Number Power Consumption Subcarrier Number 

50 50/50 0.5058/0.5058 34/34 
100 100/100 1.8480/1.8480 44/44 
150 150/150 4.3797/4.3797 59/59 
250 250/250 14.7798/14.7798 84/84 
260 260/260 23.6414/23.6414 95/95 
270 268/268 29.4949/29.4949 99/99 
280 265/265 30.6181/30.6181 99/99 
300 277/277 32.0432/32.0432 99/99 
350 268/268 32.2780/32.2780 99/99 
500 273/273 32.4941/32.4941 99/99 

6   Summary 

Based on simulation and analysis in the power line environment, the computational 
complexity of the proposed algorithm is lower than the improved add-to-bit 
algorithm, far less than the add-to-bit algorithm. And the proposed Virtual Bit 
algorithm can achieve the optimal performance. Therefore, the proposed algorithm in 
this paper has a certain practicality in broadband power line OFDM system. 
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The Study of Apodization of Imaging Fourier  
Transform Spectrometer in the Spectrum Reconstruction  

XueJun Zhao and Bin Zhao 
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Abstract. During the process of imaging in interference spectrum, apodization is 
an important part of the spectrum reconstruction in imaging Fourier transform 
spectrometer (IFTS), and it has a powerful effect on the accuracy of 
reconstructed spectra. This paper analyzes the principle of apodization, and uses 
six common kinds of apodization functions to process the simulated 
interferogram. Combining with the principle of selecting apodization functions, 
analyzing experimental results by approaches of comparison and drawing 
conclusions. The conclusions show that Happ-Genzel function is best for 
simulated interferogram, and the experiment shows that stand or fall of selecting 
apodization functions impacts directly on the accuracy of reconstructed spectra. 

Keywords: imaging Fourier transform spectrometer (IFTS), apodization, 
spectrum reconstruction. 

1   Introduction 

The original data which is get in imaging Fourier transform spectrometer (IFTS) is the 
interference data, and it must be changed into the spectroscopic data which can be used 
through the spectrum reconstruction. So the spectrum reconstruction is an important 
part of the data processing in IFTS, and it has a direct influence on the accuracy of the 
spectroscopic data[8]. 

The spectrum reconstruction is the process which change the original interference 
data into the spectroscopic data. The spectrum reconstruction process includes the 
relative radiometric correction, remove baseline, apodization filter, phase correction 
and Fourier transform[9]. 

During the process of imaging in interference spectrum, apodization is an important 
part of the spectrum reconstruction in imaging Fourier transform spectrometer (IFTS), 
and it has a powerful effect on the accuracy of reconstructed spectra[1].  

In this paper, apodization which is part of the spectrum reconstruction in imaging 
Fourier transform spectrometer (IFTS) is researched. 

2   The Principle of Apodization 

During the process of imaging in interference spectrum, using formula 1 to obtain the 
reconstructed spectrum through Fourier transform. 
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Fourier transform integral limit is infinite in theory, but the actual instruments optical 
path difference is limited. Assume that the maximum optical path difference of the 
interferogram obtained from the actual instrument is L, the actual reconstructed 
spectrum worked out is shown as formula 2: 

)(*)()()()()( 22 σσσ πσπσ TBdxexTxIdxexIB xi
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Rectangular truncation function is shown as formula 3: 

⎩
⎨
⎧

>
<

=
Lx

Lx
xT

,0

,1
)(  (3)

The Fourier transform of Rectangular truncation function is shown as formula 4: 

)2(sin2)]([)( 1 LcLxTFTT πσσ == −  (4)

Formula 4 is the instrument line shape function. Because the sinc function has obvious 
side-lobe effect, it causes obvious distortion between reconstructed spectrum and real 
spectrum. The side lobe is the main source of spectrum signal interference near the 
center wave number, and it covers weak spectrum information near the center wave 
number and seriously impacts on adjacent spectrum, especially the accurate 
determination of the weak spectrum[2]. In order to correct the disturbance of 
reconstructed spectrum due to interference pattern' appearing sharp discontinuous 
changes owing to interference pattern' suddenly truncating in the biggest optical path 
difference, we usually use the gradual change weight functions to multiply by 
interference patterns in the purpose of easing discontinuous degree of the interference 
patterns in the biggest optical path difference and called the gradual change weight 
functions apodization functions. The value of Apodization functions in the zero optical 
path difference is one, decreases with the increase of the optical path difference, and is 
zero in the maximum optical path difference L. The appropriate use of apodization 
functions obviously weakened the side lobe of the instrument line shape functions, but 
the cost is to enlarge the half height line width of spectral lines and reduce the 
resolution of the instrument. 

There are more than 20 kinds of apodization functions, which include Rectangular 
function, Triangle function, Hanning function, Hamming function, Blackman function, 
KaiserBessel function, Happ-Genzel function and Norton-Beer functions, etc[3].  

3   Principles of Selecting Apodization Functions 

The selection of apodization functions should follow the following principles[4]: 

(1) Functional form is simple and easy to calculate the amount of computation; 
(2) To make the main lobe of the instrument line shape function as narrow as possible; 
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(3) To make side lobes as low as possible, in order to avoid substantial shock in the 
maximum optical path truncation; 
(4) There is no change in the nature for spectrum calculation after the introduction of 
the apodization function; 

In the actual selections, these four principles are difficult to satisfy at the same time. 
The lower side lobes, the greater the effect on the system resolution. And the width of 
the main lobe becomes larger. Because side-lobe suppression is at the cost of the loss of 
the resolution of the system[5]. The narrower the width of the main lobe, the less the 
impact on the system resolution. But it leads to larger side-lobe shocks become higher. 
So only from the theoretical point of view,it is difficult to explain what kind of function 
is optimal apodization function. Specific application must be determined with the 
specific realities. According to experimental results, it is determined whether the 
apodization or what kind of apodization function is selected. 

4   Effects of Apodization Functions on Reconstructed Spectrum 

In this paper six common kinds of apodization functions which include Rectangular 
function, Triangle function, Hanning function, Hamming function, Blackman function 
and Happ-Genzel function are used to process the simulated interferogram. By 
comparing the reconstructed spectral curve after different apodization function 
processing, based on the principles of selection of the apodization function, it is to 
identify which apodization function is optimum and analyse effects of different 
apodization functions on the accuracy of reconstructed spectra. Set maximum optical 
path difference as L, and the expressions of the above six kinds of apodization 
functions are shown in Table 1 [6], [7]: 

Table 1. Six common kinds of apodization functions and their expressions 

Apodization 
functions 

Expressions

Rectangular 
apodization ⎩

⎨
⎧ ≤≤−

=
other

LL
w

,0

,1
)(

δ
δ  

Triangle 
apodization 

)/|(|1)( Lw δδ −=  

Hanning 
apodization 

)cos(5.05.0)(
L

w
δπδ +=  

Blackman 
apodization 

)2cos(08.0)cos(5.042.0)(
LL

w
δπδπδ ++=  

Hamming 
apodization 

)cos(46.054.0)(
L

w
δπδ +=  

Happ-Genzel 
function ⎪⎩

⎪
⎨
⎧ ≤≤−+=

other

LL
L

baw
,0

,
2

cos)( δδπ
δ  
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4.1   Apodization Processing on the Simulated Interferogram 

In accordance with the formula of interferogram function 

σπσσσ
σ

σ

dBdII DD )]2cos(1)[(),()(
max

min

0 Δ+=Δ=Δ ∫∫  (5)

programming to generate simulated interferogram. 
The original simulated interferogram curve is shown in Figure 1, and it is an ideal 

symmetrical cosine curve. The reconstructed spectral curve after different apodization 
function processing is shown as Figure 2. In Figure 2, the y axis is relative intensity. 

 

Fig. 1. The original simulated interferogram curve 

It can be seen from Figure 2(a) and Figure 2(g), The effect of the reconstructed 
spectrum after Rectangular apodization function processing is even worse than the 
effect of the reconstructed spectrum after no apodization processing. Because the 
simulated interferogram is actually multiplied by Rectangular function, after another 
Rectangular apodization processing the side lobes of the reconstructed spectrum 
continue to expand and fluctuation is still very obvious in the region far from the main 
lobe and the width of the main lobe is not reduced compared with the reconstructed 
spectrum after no apodization processing, the use of Rectangular apodization is 
unnecessary. As shown in Figure 2(e) and Figure 2(g), after Triangle apodization 
processing the width of the main lobe is much narrower than after no apodization 
processing, but there are still many side lobes near the main lobe. If there is relatively 
weak spectral information near the main lobe, it may be concealed by the side lobes. So 
the effect after Triangle apodization function processing is not good enough. In Figure 
2(c) and Figure 2(g), after Hanning apodization processing there is basically no side 
lobe and only the width of the main lobe is broadening compared with the original 
spectral line. The effect of apodization is relatively good. As shown in Figure 2(d) and 
Figure 2(g), in general the effect of apodization is also relatively good after Hamming 
apodization processing. As shown in Figure 2(b) and Figure 2(g), after Blackman 
apodization processing there is no side lobe and only the width of the main lobe is 
broadening compared with the original spectral line. The effect of apodization is also 
relatively good. In Figure 2(f) and Figure 2(g), the effect after Happ-Genzel 
apodization processing is also relatively good.  
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Fig. 2. The reconstructed spectral curve after different apodization function processing 

In summary, considered from these aspects which include that the main lobe width is 
as narrow as possible and that the effect of the side-lobe suppression is as good as 
possible, the effect of four kinds of apodization functions which include Hanning 
apodization function and Blackman apodization function and Hamming apodization 
function and Happ-Genzel apodization function is relatively good. The reconstructed 
spectral curve is uncalibrated, so it is determined that the effect of which kind of 
apodization is the best through the ratio of the maximum intensity of the main lobe and 
the maximum intensity of the side lobe of these four kinds of apodization functions. 
The main-lobe height and the side-lobe height and the ratio between the two of the 
reconstructed spectral curve after these four apodization function processing on the 
simulated interferogram are shown in Table 2. It can be seen through the ratio from 
Table 2 that the effect of the side-lobe suppression after Happ-Genzel apodization 
processing is the best. On the whole, the effect of Happ-Genzel apodization is best for 
the simulated interferogram used in this paper. 
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Table 2. The main-lobe height and the-side lobe height and the ratio between the two 

Apodization 
functions 

Hanning 
apodization 

Hamming 
apodization 

Blackman 
apodization  

Happ-Genzel 
apodization 

The main-lobe height 155.87 171.27 131.46 173.14 
The side-lobe height 1.63 1.56 1.37 1.41 

The ratio 95.626 109.788 95.956 122.794 

5   Conclusions 

At first this paper introduces the main process of the spectrum reconstruction in 
imaging Fourier transform spectrometer (IFTS), and points out the importance of the 
apodization processing; then the paper analyses the principle of apodization,and 
introduces the principles of selecting apodization functions and six common kinds of 
apodization functions and their expressions; finally the paper uses six common kinds of 
apodization functions to process the simulated interferogram, and analyses 
experimental results by approaches of comparison and draws conclusions. The 
conclusions show that Happ-Genzel apodization is best for simulated interferogram, 
and the experiment shows that stand or fall of selecting apodization functions impacts 
directly on the accuracy of reconstructed spectra. 
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Abstract. Semi-supervised classification algorithm using a large number of 
unlabeled data supporting the supervised learning process to improve the 
classification results. Web service composition is a complex interaction 
between the execution order to determine the different Web services and Web 
services. This article focuses on the semi-supervised clustering algorithm based 
on tags and constraints. The paper presents the application of Semi-supervised 
clustering in web services composition. The compared experimental results 
indicate that this method has great promise. 

Keywords: web services, semi-supervised clustering, web application. 

1   Introduction 

XML is a uniform standard in all services information and news. SOAP (Simple 
Object Access the Protocol, Simple Object Access Protocol) XML-based information 
exchange agreements and request services. WSDL (Web Service Description 
Language, Web Services Description Language) is an XML-based language used to 
describe the service operation. The UDDI (Universal Description, Discovery and 
Integration Universal Description, Discovery and Integration) provides a publish and 
discover services registry. A variety of Web application development platform, it is in 
order to web services such as the Microsoft. NET, so the IBM Web Sphere on Web 
services standards with varying degrees of support. 

Semi-supervised learning is a new research hotspot in the field of machine 
learning, the joint probability distribution of the tag data and unlabeled data to 
improve the performance of the classifier [1]. Semi-supervised learning can be 
divided into semi-supervised classification and unsupervised clustering. 

In each module of the Web services architecture, as well as inside the module, the 
message is passed in XML format. The reason is: the XML format is easy to read and 
understand, because the XML document has the structural characteristics of cross-
platform and loosely coupled. The XML format of the message envelope glossary in 
the industry, you can also organize internal and external use; it has good flexibility 
and scalability, allowing the use of additional information. This article focuses on the 
semi-supervised clustering algorithm based on tags and constraints. Semi-supervised 
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Economics and Management, Guangdong Textile Polytechnic, Research area: Data mining. 
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clustering is some data on the type of mark or constraints to assist non-supervised 
clustering process. As many cases, the category information of the data is incomplete, 
semi-supervised clustering can be used to tag data of the type of information or 
constraints on the data gathered, extended and modified the original category tags. 
The paper presents the application of Semi-supervised clustering in web services 
composition. Web service composition refers to a set of Web services to support the 
business process logic, which itself can be either the final application, can also be a 
new Web service. Web service composition is a complex interaction between the 
execution order to determine the different Web services and Web services. On Web 
service composition, there is currently no unified solution. 

2   The Research of Semi-supervised Clustering 

Semi-supervised classification algorithm using a large number of unlabeled data 
supporting the supervised learning process to improve the classification results. 

If the monitoring data is a category labeled, and these markers data on behalf of all 
the relevant categories, the semi-supervised clustering and semi-supervised 
classification algorithm can be used for data classification. However, in many areas 
related to the type of tag information is incomplete, and the semi-supervised 
classification, semi-supervised clustering can gather data as the category with the 
initial labeled data, and expand, modify the existing class mark reflect the data of 
other law. 

 

(1) Algorithms based on tag data and constraints. The algorithm uses the tag data 
and constraints to meet the objective function of the clustering results. The tag data 
indicate an instance of the category; the two instances should belong to the same 
cluster must-link or belong to different clusters can not-link constraints specified. 
Specific algorithm: modify the objective function to meet the specified constraints; 
artificially added constraints in the clustering process. 

(2) Distance-based algorithm. The algorithm uses a distance measure function to 
meet the mark or constraints to achieve the clustering process. Specific algorithms: 
the Mahalanobis distance based on convex optimization algorithm; the Euclidean 
distance based on shortest path algorithm; discrete gradient descent Jensen-the 
Shannon [2]; EM algorithm improvements edit distance (string-edit distance). 

K-means algorithm can only be monitoring information of unlabeled data 
modeling, but can not use the tag data. Explained below in semi-supervised clustering 
algorithm, the tag data of the monitoring information is incorporated into the K-means 
algorithm. First seed clusters generated by the tag data to initialize the clustering 
algorithm, and then use the constraints of the tag data, guidance on the unlabeled data 
clustering process. Select the appropriate seeds to avoid local minima, and produce 
and markings similar to the cluster, as is shown by equation 1. 
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Given a data set, the K-means algorithm can produce about division when the 
objective function is a local optimum. Assume that seed set through the following 
steps to get the seed set, as is shown by equation 2. 
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Most Seeded K-means algorithm is initialized with the seed cluster centers, where 
center is not like K-means algorithm randomly mean, choosing instead to seed set by 
the center as the first cluster center. Most Seeded K-means algorithm is described 
below. 
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3) Web page collection P = {p1, p2, ..., pn}, of xij (i = 1,2, ..., n; j = 1,2, ..., m), 
said the Web pages within a given time pi and pjin the same user session, the number 
of visits. Fuzzy clustering steps available to the original Web data matrix R0 = (xij) n 
× n, data standardization, calibration, etc. Web to get the order n Web fuzzy similarity 
matrix R '= (rij) n × n, then use the web fuzzy clustering approach, the fuzzy 
classification. 

Constrained K-means algorithm implementation process, the seed cluster category tag 
is to remain unchanged, the only non-seed data to recalculate the mean, also the mark 
of non-seed data may change, no noise or need to change on seeds marking. Most 
Seeded K-means algorithm for noise on seeds, seed tag can be changed in the 
clustering process, in the initialization of the seed center; you can get rid of noise 
seed, as is shown by equation3 [3]. 

)()()()1( mwWm,MxmWmXW XXX +Φ=+  (3)

Gaussian mixture model (the Gaussian mixture model to describe the model of mixed 
density distribution) is the most classic, most complete statistical learning modeling 
algorithms. This model assumes that data from different data sources, each data 
source can be used to determine the form of mathematical modeling. Assume that the 
number of mixture components for the hybrid model can be expressed as Equation 4. 
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Unlabeled data categories as this article is incomplete data. Assumption represents the 
observational data, said the incomplete data as "incomplete data", and said the 
unknown parameters. In the subsequent sections of this section, assume that the value 
of said parameters, assumptions and modified in each iteration of the EM algorithm, 
as is shown by equation5. 
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Most Seeded K-means algorithm and Constrained K-means algorithm is essentially in 
the case of certain assumptions, the EM algorithm, Gaussian mixture model. 
Distribution in the semi-supervised K-means algorithm, assuming that all the data in 
all categories of obedience is a "larger" Gaussian mixture distribution, the Gaussian 
number is the number of categories, each a Gaussian distribution, it this "small" 
Gaussian distribution of hybrid formation of the distribution is Gaussian mixture 
distribution for each category can be broken down into "smaller" Gaussian 
distribution. 

3   The Research of Web Service Composition 

Currently, it is the Web service composition from the business sector (business 
domain) and semantic boundary (semantic domain). Business sector are in accordance 
with the syntax, functional description of a service-oriented, such as bell, Model 
Driven Service Composition. The Semantic Web community in accordance with the 
semantics, the main concern by the explicit declaration of the body where the pre-
conditions, affect the reasoning of Web resources, such as Ai is planning-based 
Composition. According to the Web service composition generated by the program, 
the Web service composition can be divided into two categories: static and dynamic 
combination. 

In order to build a global Web services market, in order to strengthen the large-
scale reuse of services, more and more people make great efforts to study a 
combination of Web services. 

Web service composition method in two directions: (1) XML-based workflow 
description language and workflow technology-based, representative of BPEL4WS, 
WSCL. They are able to describe the Web service process models can also be used as 
an executable language for the Web service process execution parsing engine; (2) 
Construct Web service semantic description of the model ontology based on a 
representative is the DAML-S [4]. It Web services as artificial intelligence (based 
Artificial Intelligence, AI) in the behavior, to describe the service parameters, the 
premise and results, and can map the formal description of the behavior, the 
combination of services can use the AI the method to solve. 
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DAML-S ontology consists of three parts: (1) profile (Service Profile), describes the 
service auto-discovery is necessary properties, such as input and output and a 
prerequisite. (2) Service model (Service Model), describe the process model used to 
implement automatic service composition and run. (3) Service basis points (Service 
the Grounding), the associated process model describes the communication protocol 
and WSDL message description. 
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Web service composition can be reused. Moap atomic Web services and Web service 
composition system are described as a series of behavioral sequence and state 
transition such composite services can be used as an available service for more 
complex systems. 

4   The Application of Semi-supervised Clustering in Web 
Services Composition 

The standard K-means algorithm does not provide any monitoring information, the 
mean of the E-step is chosen at random, and subsequent M-step is divided to the 
nearest mean. Each data set in the semi-supervised clustering data corresponding is in 
order to a mean value and the corresponding conditional distribution. E-step, data is 
randomly assigned to a cluster, which is equivalent to a conditional distribution of 
selected data from a conditional distribution. 

The presence of incomplete data, the EM algorithm can be resolved through an 
iterative fashion model parameters is maximum likelihood estimation problem. 
"Incomplete data" generally refers to two situations: one is due to the limit or error of 
the observation process itself, resulting in the observed data error "incomplete data"; 
the other is the direct optimization of the parameters of the likelihood function is very 
difficult, the introduction of additional parameters (implicit or loss) after relatively 
easy to optimize, so the definition of the original observations plus additional 
parameters to form a "complete data”. In fact, in the latter case is more common in 
machine learning and related fields, as is shown by equation8. 

[ ] )1,(),(),()( )()()( −Ψ−= smPsmsmKIm,sP w
ηηη

 
(8)

K-means algorithm to solve the problem of incomplete data, incomplete data category 
of the conditional distribution is, in theory, can solve this problem, but in fact this is 
incalculable. In the semi-supervised clustering, the user provides the conditional 
distribution of some categories of data and tag data constraints. For example, two data  
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and the constraints of the must-Link, and the distribution is the same. In fact, all the 
data in the transitive closure of a group of related collection of must-link constraints 
are subject to the same distribution, monitoring information provided by the semi-
supervised clustering is the conditional distribution of the data categories, as is shown 
by figure 1. 

 

Fig. 1. The compare result of Sem-supervised clustering in web services K-means algorithm 
and EM algorithm 

5   Summary 

Web service composition refers to a set of Web services to support the business 
process logic, which itself can be either the final application, can also be a new Web 
service. Web service composition is a complex interaction between the execution 
order to determine the different Web services and Web services. The paper presents 
the application of Semi-supervised clustering in web services composition.  
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Abstract. The target of co-segmentation is to recognize the same object among 
many images and segment the object [1]. Generally, the model of 
co-segmentation is a Markov random field (MRF) model [1][2]. The complexity 
of optimizing the problem is NP-hard [2]. Actually, there is a high-speed 
approximate algorithm that can solve the problem well, this paper proposed an 
approximate algorithm which combines the color and shape information and 
image segmentation preprocessing to simplify the problem. Experiment results 
show that the algorithm has a high successful rate and its low error rate is also 
acceptable under the circumstance of its high speed.   

Keywords: Co-segmentation, Computer Vision, Image segmentation, fast 
algorithm. 

1   Introduction 

Image co-segmentation is a fundamental problem in computer vision, it is used to 
recognize the same object in many images and segment the object. In general, the 
problem can be transformed into an optimization problem, then it can be solved in an 
optimization way. [6,7]. In totally un-supervised algorithm, automatically 
segmentation may produce many different errors, [6] but if we use interactive feedback 
method to reduce the errors, the cost seems to be large and unworthy for such an easy 
problem [7]. So it becomes a huge challenge to use automatically un-supervised 
segmentation. Our paper is focused on finding such an algorithm, which is effective 
with a low cost and can reduce the error rate as much as possible. The identification of 
similar objects in more than one image is a fundamental problem in computer vision 
and has relied on user annotation or construction of models [3,4, 5].  

Different from the other algorithms, a direct, natural and easy algorithm is proposed 
in this paper. 

                                                           
* Corresponding author. 
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2   Image Segmentation 

In this paper, we scan from left to right and up to down, when there is a point that has 
not been assigned, build a super-pixel which includes the unassigned point, the 
maximum R,G,B around the point and R,G,B have the proximal ratios in R+G+B. In 
order to avoid diffusion, after every point is added, the mean values of these data of the 
whole super-pixel must be recalculated, the points which have the similar values as the 
mean values should also be added.  

The formulations used in this process are: 

( )BGRCol ,,maxmax =  (1)

BGR

R
dradio

++
=Re  (2)

BGR

G
Greenradio

++
=  (3)

BGR

B
Blueradio

++
=  (4)

3   Searching for the Similar Super Pixels 

It is easy to recognize the similar colors, but picking the super-pixel with similar shape 
have a bit difficult. As to the magnitude of the pixels, a fast and effective algorithm is 
needed, in this paper, every pixel’s distance from the barycentric of the super-pixel is 
sorted in ascending order, take distance samplings at an interval of 20 pixels as the 
features to determine the similarity of shape. Suppose that there are n pixels in a 
super-pixel, xi is the distance form ith pixel to the center of gravity of the super-pixel. 
We sort these n values by ascending order. Assume that the final result is x1,x2,x3…xn. 
Then we took points: x(n/20), x(n/20*2)…..x(n/20*20). We write them as , samx1, 
samx2….samx20. If n/20 is not an integer, then use interpolation method to take points. 
The interpolation formula is: 

x(n/20)=x((int)(n/20))+(x((int)n/20+1)-x((int)n/20))*(n/20-(int)(n/20)) (5)

The other 19 points are also got in this way. If there are two similar blocks, Then the 
value Shapedis can be calculated as: 

        ∑
=

−=
20

1

)(
i

samyisamxifabsshapedis  (6)

To the two blocks X and Y, the value of Shapedis must be very small and a small 
Shapedis means a high probability of the shape similarity. Obviously, this criterion is 
rotationally invariant. 
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Another parameter that represents the average distance from every pixel to the center 
of gravity is needed. The average value is calculated by: 

n

xi
avg

n

i
∑

== 1  
(7)

4   A Fast Way to Recognize Foreground 

When a human is focusing on the target, the background is ignored and becomes blurry, 
so we can also just care about the foreground and ignore the background. This process 
can be simulated by a normal distribution function. 
Suppose this two super-pixels are x and y, the definition of similar shape and similar 
color are: 

Similar shape: 

1threshhold≤Shapedis  (8)

( ) threshold2≤− avgyavgxFabs  (9)

Where,threshhold1 and threshhold2 is a parameter you Specified. 
Similar color: 
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threshlod3≤Coldis  (11)

Where, threshhold3 is a parameter you Specified. 
Assume that the first image A have n super-pixels, the second image B with m super 

pixels. Enumerate all the possible super-pixels x and y to find the pair of x and y that 
makes the following formula minimal: 
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(12)

Where, Colorfun is a function about the color of the super-pixel, we use 
( ) )(redeadiosqrtbluerediosqrt +  to enlarge the differences between different 
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super-pixels. If we use blueradio+redradio, then actually, the same greenradio can 
mean the same colorfun., any colourfun can be used if appropriate, O decide the 
definition of the background. 

5   Expanding From the Center to Find the Common Parts 

Thinking about the expanding way, firstly, no matter how the image rotates and zooms, 
any two Super-pixel’s standardized distance is invariable. Secondly, scan along the 
clockwise or the counterclockwise direction, the order that similar color appears is the 
same. Based on these two characteristics, we can quickly recognize the foreground.  

The BFS algorithm seems to be easy, but it is hard to evaluate its complexity. The 
algorithm in this paper labels all the super-pixels with similar colors and shapes of 
image A and B as foreground, then expands from the best matching super-pixels x and 
y separately to find the interconnected branches including x and y. Next, the algorithm 
updates the foreground of two images by using each other, which can delete parts of 
background that be determined as foreground.  

We also need to know the angle relationship between the two images, an easy 
method is scan along the distance order, there is no need to use too many distances here. 
Suppose the farthest super-pixel from x in A is farestx , the farthest super-pixel from y 
in B is faresty, the distances from farestx to x is disdis1, the distances from faresty to y 
is disdis2. 

( )2,1min disdisdisdisdisdis =  (13)

Do equal distance sampling at disdis*1/5,disdis*2/5,disdis*3/5,disdis4/5, every 

sampling point differs for 0.5 degree. We do two circles of sampling in image A and 

one circle for image B. 

When the enumerate direction of A is counterclockwise: 
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When the enumerate direction of A is clockwise: 

( )

each time 0.5 increase i and

[0,360]  tobelongs x where,,
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),( dcColdis represents the color distance between two sampling points. 
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6   Experiment Results 

In this paper, we discussed the image segmentation problem of two images. Here, we 
will show experiment results and make a comparison between our algorithm and other 
algorithms. 

    

Input image pair                 Co-segmentation [2] 

  

Co-segmentation [1]              Co-segmentation, me 

    

Input image pair                 Co-segmentation [2] 

  

Co-segmentation [1]             Co-segmentation, me 

Fig. 1. The first row shows the input image pair and segmentations obtained using 
co-segmentation algorithms:[2]. The second row shows segmentations obtained using the two 
co-segmentation algorithms:[1] (left) and my solution (right). 
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Input image pair                  Co-segmentation[2] 

  

Co-segmentation [1]                Co-segmentation, me 

Fig. 1. (continued) 

 

Input image pair                 Co-segmentation ,me 

 

Input image pair                Co-segmentation ,me 

Fig. 2. The results of some other image pairs.The left shows the input image pair and the right 
shows segmentations obtained using my co-segmentation algorithms. 

We can see that the experimental results are not much worse than the other 
algorithms, however, its speed is much faster than other algorithms. 
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7   Summary 

The paper discussed a fast image co-segmentation algorithm, through its effect is a little 
worse than the best result, but its fast speed can compensate for this disadvantage. In 
this article, the image segmentation algorithm is not good, so the results is dependent on 
the parameter choice.The focus of the later work will be improving the effects of 
segmentation. 
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Abstract. In this paper, we introduce a novel method for crowd simulation 
using heat conduction model. In our algorithm, individuals actions were 
affected by their neighbours in addition to the outside events and these 
affections were calculated grounded on head conduction theories. In order to 
improve the calculation speed, we adopted ADI method to generate the results. 
At last, we mapped these affections into their actions. Using this algorithm, we 
can simulate more realistic crowd behaviours.  

Keywords: crowd simulation, heat conduction, spectator behaviors. 

1   Introduction 

Over the last decades, crowd simulation has become an important research field in 
computer graphics, virtual reality and social simulation. Many researchers have made 
impressive results [1-13].Computer games also adopted crowd simulation to improve 
the reality of virtual scene.   

However, these crowd researches are mainly focus on the route or moving 
trajectories of individuals. Microscopic models were only designed to calculate 
motion and position of individuals but behaviour affections. Typically there are two 
kinds of model for crowd simulation, the microscopic model and macroscopic 
model[14]. As the spectators’ positions would not be changed, we focus on 
microscopic models. Social force model, cellular automata (CA) model and rule-
based model are the common local behavior models. Yang [4] used a two-
dimensional CA model to simulate the kin behavior of evacuation. Kirehner [15] 
integrated the conception of friction into CA model to simulate the competition 
behaviors in evacuation. Yu [5] presented a cellular automaton model without step 
back to simulate the pedestrian counter flow in a channel. Parisi [12] studied the room 
evacuation problem using the social force model introduced by Helbing [11]. This 
model allows exploring different degree of panic. Berg [7] exploited a velocity 
obstacle to avoid collisions with the extrapolated trajectories of individuals. Besides 
individuals’ behavior, group behaviors are generated in many researches, too. Musse 
and Thalmann [8] used group to generate crowd behaviors. Each group had its general 
behavior specified by the user and the individual behaviors were created by a random 
process through the group behavior. Gu [9] presented an intuitive yet efficient 
approach to generate arbitrary and precise group formations by sketching formation 
boundaries. CA models and social force models simulated the situation when  
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people moved in a familiar environment and realized their goals with avoiding 
obstacles and other individuals. Such kinds of models are lack of physical and 
psychological elements embedded into the autonomy agents to provide humanlike 
decision-making [16]. 

In this paper we address the problem of simulating crowd behaviour based on 
individuals’ affections. Crowd is affected by some certain individuals as they can 
affect the actions of the other individuals. This phenomenon is with many of the 
attributes of heat. For example, these affections are from nearby to distant and 
transmits faster when the crowd is dense or the outside stimulus are stronger. 
Furthermore, it keeps on spreading no matter the crowd is moving or not. This is just 
like heat conduction in gas or metal. As a result, we utilize two-dimensional heat 
conduction model to simulate the affections within crowd and adopt Alternate 
Direction Implicit (ADI) method to calculate the results. And then map these 
affections into actions. 

2   Generation Loops 

In this section, we will introduce how to construct individual personality model which 
would affect the way individual get other’s influences. The generation pipeline was 
shown in figure 1. 

 

Fig. 1. Behavior generation circle 

The questions before we found our crowd simulation model are: How can 
behaviors be spread? How do individuals supporting the same team affect each other? 
How do they do when they stand in the opposite? In our work, we believe the reason 
behaviors could be spread is because the individuals percept others’ actions and have 
confidence or sympathy to the meaning of these actions. To which degree the 

individual is affect by the other people is corresponding to a parameter [0,1]α ∈ and 

it can also be treated as a behavior refresh rate. Assuming ,t t
a bX X  represent the 

movement state of individuals ,a b  in time t , then movement state of a  in time 

1t +  is: 

1 (1 ) , 0

(1 ) , 0

t t t t
t a a a b a b
a t t t t

a a a b a b
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X X X X

α α
α α
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= ⎨ − − <⎩  
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where 0t t
a bX X > means spectators are fans of the same team and 0t t

a bX X <  

means they are belong to opposite side. 
Figure 2 shows that individuals can be affected by their neighbours and those in 

front of the person affect him much more than those behind him. 

 

Fig. 2. Probabilities of affections from neighbours 

Assuming individuals’ positions are not changed, according to two-dimensional 
heat conduction equation, we construct the behaviour affection equation like: 

2

2

X X
K

t U

∂ ∂=
∂ ∂  

(2)

where K denotes the degree of difficulty of behaviour transmission and depends on 
individuals’ personalities and position. U is two-dimensional space and has 

,u v axis. Besides the actions triggered by neighbours, people also react to the 

environment, which generates action tA , then the equation is: 

2
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t U

∂ ∂= +
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 (3)

We can use finite difference methods such as ADI method to solve the partial 
derivatives. Using ADI method, to square grid, equation (3) can be rewritten in two 
steps as 
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3   Implement 

We exploited CUDA and DXUT framework to implement our algorithm on a 
computer with i5 CPU, 4G RAM and GTS 250 graphics card. Four cases were 
applied to simulate crowd behaviors of spectators. The models of the avatar are from 
Internet. We exploited a crowd of 1000 avatars and the output video run 15 frames 
per second. 

 

Fig. 3. Actions aroused by group leaders 

 

Fig. 4. Group behaviors 

 

Fig. 5. Actions in sparse crowds 
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Fig. 6. Riot during competition 

The left image of figure 3 shown the situation assuming the girl in pink was the 
group leader and the girls in green were her members and they were apt to accept and 
clone her actions. The other male individuals were not her group members. When the 
competition was in a stalemate, the leader was more active than other individuals and 
encouraging her team by dancing. Her actions had affected her neighbours, her group 
members were dancing in her way compared to the other individuals. Though the 
male individuals’ emotions were aroused by her, they did not follow her behaviour 
but stand up and clapped. The right image of figure 3 shows their active state. The x 
and y axis are represent their positions and the colours represent their value of 
happiness, the redder the happier.  

Figure 4 shown the situation that the individuals were likely be affected by the 
individuals in front her. When the competition was in a stalemate, the group 
behaviour formed according to the leader. As the same in figure 3, girls in green were 
in the same group. They were more active than the boys according to their personality 
and then chose to dance with their leaders when the competition was in a stalemate. 
Although some of the boys around the girls were affected by them too, they did not 
follow their actions. Figure 5 represented the situation that the crowd was sparse. The 
affections were slower than normal. Figure 6 simulated situation of riot during 
competition. 

4   Conclusion 

In this paper we lay our efforts on simulating spectator crowd behaviors. Different 
from the current works, we focus on individuals’ affections inside the crowd and their 
transmission. Two- dimensional heat conduction model was used to calculate the 
results. In our simulation, emergence behaviours came out when group leader’s 
movements was strong and his or her actions were proper to the competition situation, 
this could be seen in figure 6. Then the group leader became the global leader, as a 
result we treated the global behaviour a kind of special group behaviour. Although 
most of the current game simulation could formulate global spectator behaviour, yet 
we generated it spontaneously from bottom to up. Every person within the crowd was 
represented by an agent who could choose their own behaviours. Using our method, 
the spectator crowd expressed more diversified behaviours, especially the group 
behaviours. In real competitions, spectators must be affected by the atmosphere which 
created by both the players’ performances and fans’ encouraging. The fans of the 
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football competitions have to formulate a group so that they can be noticed. And this 
is an important part for studying and simulating ball game competitions. However, to 
simulate a large scale crowd, a faster virtual human rendering method should be 
provided. 
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Abstract. The paper put forward a semantic web retrieval model based on 
ontology according to the defects of lack of knowledge representation and 
semantic processing capability in the traditional keyword-based information 
retrieval, and describes the main function modules and the key technologies. 
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1   Introduction 

With the rapid development of the Information technology, there are more and more 
information on the network. How to obtain Information those users really need 
conveniently, fast and effectively on the network, it has been a research hotspot of 
computer application domain. Information retrieval is the process that finds the user’s 
required information in the information collection. Keyword-based retrieval methods 
are the strictly mechanical matching of the keywords expressing user query request 
and the index term expressing information content in practice. Owing to one word 
having two or more meanings, one meaning with two or more words, there exist 
multiple expression differences between the keywords expressing user query request 
and the user's real needs, between keywords and index terms. Thus it cause that the 
precision of query result is low and the false detecting rate is high. The essential 
deficiency of the retrieval technology based on keyword is the lack of knowledge 
representation and semantic processing capabilities. The retrieval technology based 
on keyword is only syntactic matching of words and rarely able to come the word's 
semantic matching through knowledge inference, and it is difficult to get relevant 
results with the user's real needs. Therefore, it is the Key Problem of improving the 
efficiency of search systems that adding semantic information and enhancing 
knowledge processing capabilities of the retrieval system. 

It can not be separated from knowledge representation and processing to add 
semantics for information retrieval. As a new method of knowledge representation, 
ontology extends knowledge representation to the semantic level and has ontology has 
a good concept hierarchy and logical reasoning support. It overcomes the limitations 
of keywords representation and can realize the semantic information representation, 
and it is the most important and difficult problems in research of the network 
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information retrieval in recent years. Thus an ontology-based semantic retrieval 
model is presented in the paper. 

2   A Summary of Semantic Web and Ontology  

2.1   Semantic Web 

Semantic Web is a concept proposed by Tim Berners-Lee who is the founder of the 
Internet in 1998. The core of the Semantic Web is that the document on the World 
Wide Web is added semantics which can be understood by the computer, so that the 
entire Internet becomes a common medium of information exchange. Architecture of 
the Semantic Web consists of seven layers, and bottom-up its layers function 
increases gradually. 

The first layer is Unicode and URI. In the architecture of Semantic Web, this layer 
is the basis of the Semantic Web, which Unicode is responsible for resources 
encoding and the URI is responsible for the identification of resources. The second 
layer is XML+NS+XML Schema which are used to represent content and structure of 
data. The 3th Layer is RDF+RDF Schema which are used to describe resources and 
their types on the Web. The 4th Layer is Ontology vocabulary used to describe 
resources and their link with each other. The 5th Layer is logic, conducting logical 
reasoning operations on the basis of the following four levels. The 6th Layer is Proof, 
conducting verification in order to draw conclusions based on logical statements. The 
7th Layer is trust, which is used to establish a trust relationship between users. 

As the semantic layer，Ontology vocabulary is used to describe the heterogeneous 
information content in the web and is the core of the semantic retrieval.Different areas 
need to build different domain ontology and computers exchange the fields’ 
information each other through the understanding to ontology. After the construction 
of domain ontology library, the query ontology and application ontology of 
information resources can be built using the domain ontology. It only needs to 
dynamically generate application ontology, and match with the query ontology. 

2.2   The Concept of Ontology 

The concept of ontology initially originated in the field of philosophy, and it is the 
systematic explanation or description of the objective existence. The research of 
ontology is the abstract nature of objective reality. Studer and other scholars believe 
that the ontology is the explicit formal specification of the shared conceptual model, 
and it includes conceptualization, explicit, formal and share four layers meaning. 
The conceptual model refers to the model obtained by abstracting some phenomena 
related concepts in the objective world, and the meaning of the conceptual model 
shown is independent of the specific state of the environment. Explicit refers to the 
concept used and the constraints using this concept have a clear definition. Formal 
refers to a precise mathematical description, and the extent of the description can  
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reach the computer-readable level. Sharing refers to the common recognition 
knowledge embodied in the ontology, and it reflects the recognized concept set in 
the relevant fields, namely ontology for the consensus of the group rather than 
individual. 

As a conceptual modeling tool, ontology can describe the information in the level 
of semantic and knowledge, provide semantic foundation of subject s exchange in the 
field and the share and common understanding to the meaning of terms, retrieve the 
documents pages which have different manifestations but semantic similarity. It is the 
key technologies of the Semantic Web and the research focus of intelligent 
information retrieval. 

3   Semantic Retrieval Model Based on Ontology 

3.1   The Design Idea of System Model 

With the help of experts in the field, domain ontology library based on domain 
concept is established using ontology edit tool. According to established domain 
ontology, ontology metadata tagging of PDF, Web pages and other information 
resources is conducted. Using the ontology language RDF or OWL, information 
resources are represented and descripted in the semantic level. In the light of 
established domain ontology, collected data resource objects are stored in the 
application ontology library of metadata according to the prescribed format. Through 
the search interface the user submits a concept, selects a suitable keyword and domain 
for the need according to the keywords set and the domain set provided by the domain 
ontology, expresses the query needs in a maximum extent under the guidance of 
ontology, and constructs the query ontology. According to the constructed application 
ontology and query ontology, under the guidance of the semantic rules of the 
Knowledge Base, concept analysis and semantic reasoning are conducted through the 
semantics logical reasoning module. Information resource library which has been 
done by ontology metadata annotation is retrieved through the semantic search 
engine, and a matching list of ontology is got from the metadata database. Finally, 
retrieval results return to the user through the user search interface after the 
customized processing of removing duplicated information, merging and sorting, and 
users can also provide feedback to help update the relevant information of the 
knowledge library. The structure of ontology-based semantic retrieval mode is shown 
in Figure 1. 

3.2   The Description of System Function 

The ontology-based semantic retrieval model mainly consists of user interface 
module, semantic processing module, semantic retrieval module, document 
processing module and the output of search results. 
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(1) User interface module 
It provides the user 
interface to interact with 
the system, and accepts 
the user's queries. After 
preprocessing, the query 
request will be submitted 
to the query semantic 
analyzer. The query 
request will be regulated 
using ontology, and then 
the knowledge base of 
domain ontology will be 
queried. All the fields 
which include the query 
request will be identified 
from the domain 
ontology knowledge 
base, and then the fields 
and the meaning of a 
query request in a field 
are listed to the user. 
According to his 
intentions, the user 
determines the field and 
the meaning he want to 
find through the interface. 
(2) Semantic processing module 
The query request which belong among the user’s selecting query fields is analyzed. 
According to the similarity between the domain ontology, this module executes 
semantic query expansion to the query words or phrases. The user's query concept and 
relational map into the concept and relation in the ontology, and this as the basis of 
semantic expansion, this module will generate a new search expression. At the same 
time, this search expression will be submitted to the semantic retrieval module. 
According existing axioms and theorems, semantic retrieval module refers domain 
ontology, reasons the metadata in the semantic metadata database and adds new 
search words or phrases.  
(3) Semantic retrieval module 
Using lucene as indexing and retrieval tool, it can satisfy the retrieval requirements of 
strong extensibility and high performance, and can be easily integrated into 
applications to increase the index and search functions. Semantic knowledge library 
can be retrieved conveniently by search function after it is indexed by lucene. 
(4) Document processing module 
The module is mainly responsible for the indexing of information resources on the 
web, and gets the semantic knowledge library finally. That is extracting the useful 
information from the unstructured web documents described using HTML, XML, 
realizes semantic annotation, extracts the metadata, and then the metadata encoded by 
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Fig. 1. Ontology-based semantic retrieval mode 
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the RDF triples is stored in the semantic metadata database. Documents can obtain 
using the Web crawler, and those also are the txt format documents which are various 
treated documents of the ontology. 
(5) Output of search results 
The vocabulary set of the domain ontology reasoning is as the basis for the retrieval 
of semantic knowledge database, and it match with the metadata stored in the 
semantic database. The results are prioritized according to the sorting algorithm, and 
return to the user through the user interface. 

4   The Key Technique of Model Realization 

Construction of ontology library, query preprocessing and similarity matching 
reasoning are the key technologies to achieve the model. 

4.1   Construction of Ontology Library 

The domain ontology plays an important role in the process of semantic query. Query 
disambiguation and query expansion need the support of domain ontology, and the 
collection, extraction, query and service of information sources are based on domain 
ontology. In the help of experts in the field building the domain ontology need to 
obtain the knowledge of related fields, provide a common understanding to the 
domain knowledge, determine the common vocabulary in the field, give a clear 
definition of the relationship between these terms from the formalization model of 
different levels, and then the domain ontology is built using some tools such as 
Protégé. The establishment of the domain ontology mostly uses manual mode, and 
also has semi-automated mode based on the original function words conversion. In 
the web environment, ontologies are stored in the form of RDFS files or OWL files. 

4.2   Query Preprocessing 

Information retrieval tools mainly provide the user with keyword-based search 
interface, but it is difficult to clearly express users’ really search intention using a few 
key words in many cases, and this is one of the main reasons that existing retrieval 
systems can not meet users’ needs. On the other hand, the user is not necessarily more 
familiar with the area he retrieved during the information retrieval, and it is possible 
that the user’s retrieved content can not be expressed in accordance with the 
specifications in the field. Therefore, in order to allow the user to be able to better 
express his search intention, the retrieval tools should provide a search interface using 
natural language expression mode to the user. When the user submits questions to the 
system in the form of natural language, the module executes query preprocessing on 
the user's requests using the domain ontology knowledge and some simple natural 
language understanding technology, gets really user’s search intention, and then 
submits pretreated search request to the query module. 

4.3   Similarity Matching Reasoning 

There are many methods for calculating the ontology similarity, and they are basically 
paired comparisons between entities that belong to different ontology. After Ontology 
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is defined according to the areas, demand and grain size, the similarity between the 
ontology is calculated using ontology similarity matching theory. The similarity 
calculation mainly considers the similarity of concepts, attributes and relationships 
between the ontology, and it can use the method of fuzzy mathematics or threshold to 
define. Specific methods can use the restricted ontology similar technology to match 
similarity and it also can use joint probability distribution based on the concept of 
cluster to calculate the semantic similarity in the support of WordNet. On the 
development platform provided by Jena, using Racer or Pellet reasons the semantic 
relationship of user queries through calling predefined rules in the knowledge library. 

5   Conclusion 

According to the defects of lack of knowledge representation and semantic processing 
capability in the traditional keyword-based information retrieval, this paper put 
forward an ontology-based semantic web retrieval model. Compared with the 
traditional keyword-based retrieval model, through the application of ontology, 
semantic web technology, knowledge library, etc., this model solves the problem 
which has ambiguous relationships between words and semantic ambiguity in the 
simple keyword search. It can improve the completeness and accuracy of information 
retrieval through checking out the same or similar ontology and ontology instance in 
the retrieval. By means of the user feedback, it can also update the ontology library 
and amend the search results. 
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Abstract. In appearance, the total processing time of procedures on the longest 
path of the product processing tree is the lower bound of product completion 
time. In fact, essential paths which have great effects on scheduling result are 
formed due to serial processing of procedures on the same device. In order to 
reveal applications of essential path and avoid the occurrence of delaying in 
product processing as result of longer essential path being formed, an integrated 
scheduling algorithm based on dynamic essential short path has been proposed. 
Example validates the proposed algorithm can shorten the length of essential 
path formed by scheduling algorithm of long-path strategy and makes the 
product processing time less without increasing algorithm's time complexity. 

Keywords: Integrated scheduling, Scheduling algorithm, Essential path, 
Dynamic essential short path, Serial processing. 

1   Introduction 

When production products belong to many varieties of small batch, especially belong 
to single piece of product with tree structure, processing and assembling respectively 
will inevitably affect internal relationship of parallel processing between them and 
affect scheduling results. Along with the increasing demand of product diversity, 
integrated scheduling algorithm of complex single product processing and assembling 
are getting more and more attention by people, and representative research results 
including ACPM algorithm [1] and algorithm considering long path strategy [2]. 

The ACPM algorithm [1] considers great effects of procedures on the long path on 
scheduling results and priority scheduling procedures on long path. Based on 
reference [1], the algorithm in reference [2] scheduling procedures with layer priority, 
short time strategy and long-path strategy, and realizes optimization in vertical and 
horizontal direction based mainly on horizontal direction and obtains better 
scheduling results. Above two representative algorithms all dynamically priority 
schedule procedures on the dynamic long path under certain conditions. 

In the process of scheduling, the length of the longest path is changing as the 
already scheduled procedure being deleted from the processing tree. Factors which 
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truly affect the lower bound of product completion time is not the long path of the 
static processing tree, but the essential long path proposed in this paper of which the 
longest process path is formed due to serial processing of procedures on the same 
device. In order to avoid the formation of much longer essential path in dynamic 
scheduling, the paper proposes an integrated scheduling algorithm based on dynamic 
essential short path and validates its advantages through examples. 

2   Problem Description 

2.1   Definition of Related Conceptions 

Definition 1: Plan schedule procedure: the schedulable procedure on the longest path 
in the dynamic standby procedure set 

Definition 2: Essential path: as serial processing of procedures on the same device, 
priority schedule some procedures will lead the start time of other procedures on the 
same device with them to move backward and form processing path. 

Definition 3: Essential short path: the processing time of both the plan schedule 
procedure and other procedures on the same device with it in standby procedure sets 
are added to the front of the other's path length respectively to form essential path, 
compare these essential path length being formed and choose one which is shortest of 
all as the essential short path. 

Definition 4: Essential schedule procedure: the schedulable procedure on essential 
short path. 

2.2   Mathematical Description of the Problem 

The paper constructs integrated scheduling model for complex single product 
processing and assembling on the basis of tree structure model proposed by reference 
[2].Though adopting essential short path method to control the length of the essential 
long path to make each procedure begin as early as possible under conditions that 
sequence order and essential path length taken short are being met, the mathematical 
model of the problem can be described as: 

T= min{max{Ti}} . (1)

s.t. min{ty | Hxy= Lx+gy=min{ Lk+gj,Lj+gk}, thereinto, Lk=max{Li}} . (2)

tk≥tj+gj . (3)

tr≥max(tj+gj) . (4)

Thereinto, Ti denotes finishing time of procedure i (i=1, 2 ,… , n), T is the target of 
scheduling optimization. In equation (2), procedures k and j are schedulable 
procedures on the same device, Lk denotes the path length of procedure k, gj denotes 
the processing time of procedure j, Lk+gj denotes the essential path length which 
procedure j is on, Hxy denotes the length of essential short path when scheduling the 
plan schedule procedure k, ty denotes start processing time of procedure y on essential 
short path Hxy. Equation (3) denotes procedures on the same device must process 



 Integrated Scheduling Algorithm Based on Dynamic Essential Short Path 711 

serially. Equation (4) denotes parent node procedures r can start processing after all 
its child node procedures j finish processing. 

3   Scheduling Strategy Analysis 

3.1   Analysis of Scheduling Strategy 

During product processing process, the schedulable procedures are all leaf node 
procedures, though parts of these leaf node procedures has already be scheduled, the 
rest of the product are still with tree structure. As the equipment is unique, it needs to 
determine which procedure should be priority scheduled when there are many 
procedures needed to be processed on the same machine. 

Adopting ACPM algorithms [1], algorithm in reference [2] and other scheduling 
rules [3-5] to scheduling procedure on the same device while considering constraints 
of processing order, as these algorithms all based on calculation of original data and 
do not take consideration of serial processing of procedures processing on the same 
device, thus make the essential path so long that it may prolong the product 
processing time. In order to reduce the essential long path, if the plan schedule 
procedure is unique, schedules it directly; if there exists schedulable procedures on 
the same device with the plan schedule procedure, adopts dynamic essential short path 
strategy and long-path strategy to confirm and schedule procedures; and first fit 
method also be adopted in order to make the product process as early as possible and 
reduce idle time on the machine. 

3.2   Design of Scheduling Strategy 

Dynamic Essential Short Path Strategy. provided that Pi and Pj denote procedures 
on the same device, Ti and Tj denote processing time of them respectively, Li and Lj 
denote path length of them respectively, and the essential path length gained from 
cross addition is Li+Tj and Lj + Ti. Choose the smallest one as the essential short path. 

Long Processing Time Strategy. If essential path length are equal, namely Li + Tj= 
Lj + Ti, if Ti＞Tj then Li＞Lj, that is the path length of the procedure Pi which has 
more processing time is longer, then the procedure Pi should be priority scheduled 
according to long-path strategy. 

First Fit Scheduling Method. When scheduling a procedure, searches for the first 
idle time on the machine which is suit for the scheduling procedure and insert the 
scheduling procedure into the idle time under conditions that sequence constraints are 
being met [6]. 

4   Algorithm Design 

Step1: Construct attribute Pi /Ni /Ti /Ei /Ci /Li for procedure Pi (Pi∈P, P denote set of all 
procedures) according to procedure information table.  

Thereinto, attribute Ni denotes the only immediate successor procedure of Pi, when 
Ni is equal to 0 which denotes the procedure Pi does not have any successor procedure, 
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namely Pi is the root node procedure; Attribute Ti denotes the working hours of 
procedure Pi; Attribute Ei denotes the processing machine of procedure Pi; Attribute 
Ci denotes the number of immediate predecessor procedures of procedure Pi; 
Attribute Li denotes the path length to the root node procedure of procedure Pi. 

Step 2: Calculate the number of immediate predecessor procedures and the path 
length Li for each procedure. 

Step 2.1: Confirm the attribute of immediate predecessor procedures Ci. 
Begin Ci=0;   1≤i≤n  
for j=1 to n {if (Nj=Pi)  Ci=Ci+1; }. 
Step 2.2: Calculate path length of all procedures. 
First, calculate path length of all leaf node procedures: provided that Pi denotes leaf 

node procedure, then looping execute Pj= Ni; Li= Li +Tj; Pi =Ni; until Ni =0. 
Then, as path length of leaf node procedures Pi has been calculated, path length of 

procedure Pj which denotes immediate successor procedure of procedure Pi can be got 
through equation Lj= Li -Ti; so all path length of non-leaf node procedures can be 
calculated through iteration of their immediate predecessor procedures' path length 
subtracting their immediate predecessor procedures' processing time. 

Step 3: According to procedures' attribute, dynamic add schedulable procedures into 
standby procedure set S, confirm the plan schedule procedure, essential short path and 
essential schedule procedure in standby procedure set S. 

Step 3.1: Confirm the plan schedule procedure. 
Step 3.1.1: As procedures in standby procedure set S are dynamic and have no 

immediate predecessor procedures, so when Ci=0, then Pi∈S; At initial moment, all 
leaf node procedures are belong to S. 

Step 3.1.2: In a moment, choose the procedure with the longest path length in 
standby procedure set S as the plan schedule procedure, if the procedure with the 
longest path length is not unique, choose one among them which has the shortest 
processing time as the plan schedule procedure according to short time strategy. 

Suppose Lj=max{L1, L2, ...., Lm}; thereinto, m denotes the number of elements in 
standby procedure set S. 

If there exist Li = Lj and Ti<Tj, then confirms Pi as the plan schedule procedure; or 
else confirms Pj as the plan schedule procedure. 

Step 3.2: Confirm essential short path. 
Step 3.2.1: Judge whether there are procedures on the same device with the plan 

schedule procedure Pj in the standby procedure set. 
If there exist Ei=Ej; suppose Hij, Hji are essential path length being formed by cross 

addition of Pj and Pi, namely Hij=Li+Tj；Hji=Lj+Ti. Otherwise, confirm the plan 
scheduling procedure Pj as essential scheduling procedure; turn to step 4. 

Step 3.2.2: If Hxi=min{Hj1, H1j, .. Hij, Hji.., Hkj, Hjk}, the essential path which Pi is 
on is essential short path. 

Step 3.3: Confirm the schedulable procedure on essential short path be the 
essential schedule procedure, if there exist many essential short paths, choose the 
schedulable procedure with the longest processing time to be the essential schedule 
procedure. 

Step 4: Scheduling the essential schedule procedure Pk to corresponding machine to 
process, and delete Pk respectively from set P and set S, namely P-{Pk}and S-{Pk}, for 
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the immediate successor procedure Pi of procedure Pk, the attribute Ci of procedure Pi 
decreases 1, namely Ci= Ci -1, and judge whether there is a new schedulable 
procedure comes into being, if Ci =0, then procedure Pi can be schedulable and add it 
into standby procedure set S. 

Step 5: If the standby procedure set S is empty, namely when S=Ø, the scheduling is 
finished, otherwise turn to step 3. 

5   Example Comparision 

Provided that there is a complex single product B with 18 procedures and processing 
on 4 machines respectively, and its product processing tree is shown as Fig.1. In the 
figure, the rectangle denotes procedure and the information in the rectangle is: 
procedure name/machine name/processing time. 

 

Fig. 1. Processing tree of product B 

The following are scheduling the product B using①ACPM algorithm [1], ②
algorithm in reference [2] and ③the essential short path proposed by this paper, 
advantages of the algorithm can be illustrated through contrasting Gantt chart. 

Algorithm ①  first calculates path length of leaf node procedures, and then 
confirms the critical path as (B1, B4, B11, B16, B18). The scheduling sequence by 
using ACPM algorithm is B1 B4 B5 B11 B10 B16 B2 B7 B13 B6 B12 B8 B14 B17 
B3 B9 B15 B18. The Gantt chart is shown as Fig.2. 

Algorithm ② mainly includes set priority for layers, short time priority strategy 
and long-path strategy, namely priority schedule procedures on the highest layer. The 
scheduling sequence of product B is: B2 B1 B8 B6 B4 B7 B5 B3 B9 B13 B10 B14 
B12 B11 B17 B15 B16 B18. The Gantt chart is shown as Fig.3. 

Algorithm ③ proposed in this paper scheduling procedures through essential short 
path strategy, long time strategy and first fit method. First, add all leaf node 
procedures into standby procedure set S, then confirm the procedure B1 which has the 
longest path length in set S as the plan schedule procedure, procedure B2 and B10 are 
on the same device with procedure B1, add the processing time of procedure B2 to the 
path length of procedure B1 to obtain an essential path length H2,1, add the processing 
time of procedure B1 to the path length of procedure B2 to obtain essential path 
length H1,2, then a set (H2,1:150, H1,2:190) can be got, in the same way, the set 
(H10,1:115, H1,10:170) of procedure B10 and the plan schedule procedure B1 can be 
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obtained, in these two sets the path length of B1(H10,1:115) is shortest, so confirms 
procedure B1 as the plan schedule procedure. Delete B1 from standby procedure set 
S, and add the newly generated procedure B4 into the standby procedure set S. Repeat 
above operations. The scheduling sequence of the proposed algorithm is B1 B5 B4 B2 
B8 B11 B6 B10 B7 B3 B9 B12 B14 B16 B13 B15 B17 B18, and the Gantt chart is 
shown as Fig.4. 

 

Fig. 2. Gantt chart of scheduling product B using algorithm① 

 

Fig. 3. Gantt chart of scheduling product B using algorithm② 

 

Fig. 4. Gantt chart of scheduling product B using algorithm③ 

Through contrasting Gantt chart it can be inferred that, under the premise without 
increasing time complexity of the algorithm, scheduling product procedures using 
algorithm ① the time consumed is 200 working hours, using algorithm ② the time 
consumed is 190 working hours and using algorithm ③ the time consumed is 170 
working hours. So algorithm ③ is obviously better than algorithm ① and ②. 

From above analysis, algorithm ③  absorbs advantages of long-path priority 
strategy of algorithm① and ②, meanwhile, it also considers the effect of serial 
processing of procedures on the same device on the scheduling result, through priority 
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schedule procedures on dynamic essential short path to shorten the essential path 
length. So the scheduling result of algorithm ③ is better than algorithm ① and ②. 

6   Conclusions 

Aiming at the integrated scheduling problem of single complex product, the paper 
proposes and implements a method to control essential path length through choosing 
dynamic essential short path, further to make the product complete processing as early 
as possible. The conclusion as follows: 

There existed essential paths in the process of integrated scheduling; adopts 
essential short path strategy can optimize the scheduling results of long-path strategy 
under conditions without increasing the algorithm’s time complexity. 
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