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Preface

These are the proceedings of the 4th International ICST Conference on
Intelligent Technologies for Interactive Entertainment. The conference, scheduled
every 2 years, was initiated in 2005 in Madonna di Campiglio, Italy, targeting
to provide a unique international forum for researchers in the field of interaction
technologies, with a special focus on entertaiment. For the fourth edition of the
conference, Intetain returned to Italy, in Genoa, a city rich with historic heritage,
monuments and natural attractions in the Mediterranean Riviera and inland.

The conference aims at enhancing the understanding of recent and anticipated
advances in interactive technologies and their applications to entertainment, ed-
ucation, culture, and the arts. Interaction technologies are undergoing significant
changes in the last few years, and will influence the way users consume and in-
teract with the media and applications, both locally and over the Internet. The
explosion of natural, multimodal, and touch-based interfaces, and their access
to the general public, has made new interaction paradigms a reality.

The conference technical and demonstration sessions explored all these top-
ics, bringing together researchers from academia and industry, practitioners, and
students interested in future techniques for interaction, with the main aim of be-
ing a forum to present and discuss contributions from different domains, related
to technology, business, the creative process and user-centered studies.

Technical sessions focused on the different aspects of interaction, and in-
cluded the presentation of research works on virtual/mixed/augmented reality,
hardware technologies for interaction and entertainment, devices, animation and
virtual characters, nonverbal full-body interaction, storytelling, affective user in-
terfaces, social interaction and children interaction (with a special “Children’s
Corner” demo session).

It was our pleasure to also have two outstanding keynotes as part of the
conference program: “Persuasive Systems for Small Groups in a Museum” by
Oliviero Stock from FBK, Trento (Italy), and “Bebop Virtuosity” by Francois
Pachet from Sony CSL, Paris (France). In addition to the technical program,
demonstrations of interactive entertainment technology were included. Intetain
participants had the opportunity to attend the half-day tutorial on EyesWeb, a
widespread open platform enabling research and development of real-time mul-
timodal systems and applications. Finally, the workshop on Social Behavior in
Music (SBM) closed the conference and included the keynote by Alessandro Vin-
ciarelli on “Social Signal Processing: Understanding Nonverbal Communication
in Social Interactions.”

Intetain 2011 secured the in-cooperation status from the ACM Special Inter-
est Group on Computer – Human Interaction.

The venue of the fourth edition of Intetain was the magnificent monumental
building of Palazzo Ducale, in the heart of the city and the main site for cultural
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activities. It is a prestigious site, former house of the “Doge” (king) of Genoa
when the city was a republic in the Renaissance. The Casa Paganini-InfoMus
research center of the University of Genoa hosted, in its recently restored monu-
mental building of S. Maria delle Grazie, the EyesWeb Tutorial and part of the
demonstrations.

Aiming at cross-fertilizing scientific and technological research with humanis-
tic and artistic research and investigating new perspectives in user-centric media
and future Internet, Casa Paganini-InfoMus activities support research on new
paradigms of interaction and experience with a special focus on computational
models and multimodal interfaces addressing nonverbal expressive gesture, emo-
tions, and social signals.

We would like to thank our invited spealers Oliviero Stock, Francois Pachet,
and Alessandro Vinciarelli for their outstanding keynotes.

Many thanks go to all the volunteers who shared their talent, dedication, and
time for the conference organization and support as well as all our technical and
financial sponsors. This conference would not be possible without their support.

We would like to thank our sponsors ICST, Create-Net, Casa Paganini-
InfoMus, and Palazzo Ducale for their support. We would like to thank the
University of Genoa and all the volunteers in the local organization, whose par-
ticipation made this conference possible.

Special thanks to our local organizer, Barbara Mazzarino, for her precious
work, the Demo Chair Donald Glowinski, the SBM Workshop Chair Giovanna
Varni, and the EyesWeb Tutorial organizer Paolo Coletta. Another special thank
you is for the Web Chair Michele Marchesoni for having effectively and timely
supported the relevant tasks related to Web set-up and information updating.

A very special thanks also goes to the Technical Program Committee mem-
bers for their support in the review process and program definition.

We also thank the members of the Intetain Steering Board, Imrich Chlamtac
and Anton Nijholt, and all the staff members of Casa Paganini-InfoMus, and the
conference co-ordinator Aza Swedin.

May 2011 Antonio Camurri
Cristina Costa

Gualtiero Volpe
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User Interface for Browsing Geotagged  
Data – Design and Evaluation 

Erika Reponen, Jaakko Keränen, and Viljakaisa Aaltonen 

Nokia Research Center,  
Visiokatu 1, 33720 Tampere, Finland 

{erika.reponen,jaakko.keranen,viljakaisa.aaltonen}@nokia.com 

Abstract. The surface of the Earth is getting covered with geotagged data. We 
describe a mobile application and UI that combines embodied interaction and a 
dynamic GUI for browsing geotagged data. We present the design process and 
analyze results from a user study. UI is based on a dynamic grid visualization 
that shows geotagged content from the places around the world where the user 
is pointing. It shows a continuous and interactive flow of items, including real-
time content such as live videos. The application is aimed for entertaining and 
serendipitous use. The study results show that usability and intuitiveness were 
improved by providing an additional, familiar view and controls; showing 
transitions between view modes; and enhancing the unfamiliar views. Also, the 
content grid UI was found to be a good way to browse geotagged data.  

Keywords: Geotagged data, Embodied interaction, User interface, Augmented 
reality. 

1 Introduction 

It has become common to tag data to locations, either manually or automatically 
based on metadata. This kind of geotagged data combines virtual information with 
physical locations in the real world. Also, mobile devices often are connected to the 
Internet, so sharing geotagged data is possible. The surface of the Earth is getting 
covered with geotagged data. The sensors in mobile devices (such as accelerometer, 
compass, and GPS) enable using the device for pointing based interaction. The device 
knows its geographic location and can determine its orientation in relation to the 
Earth’s gravity and magnetic field, and this can be used in an application’s user 
interface (UI) to determine which physical places the user is pointing the device at. 
Specialized graphics processing hardware of modern mobile phones allow the 
creation of graphically sophisticated user interfaces where techniques like real-time 
3D rendering can be used. One challenge in presenting geotagged data in user 
interfaces is the huge amount of data available from different sources. In user 
interfaces that are based on a 2D map (e.g., Google Maps), geotagged data items are 
overlaid on the map as small badges (icons, thumbnails or text labels) [see also 14], 
many items shown at the same time. High density of geotagged data (e.g., tourist 
photos) may cause information overload. The badges also hinder the visibility of the 
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geographic view itself. Another example is to have a row of thumbnails above or 
below a map or AR view (e.g. Flickr’s World Map view). To bring an alternative UI 
for browsing geospatial data, we developed a novel user interface for browsing 
geotagged data using a mobile device and created an application called MAA (Finnish 
word meaning the Earth) with which you can browse geotagged data all over the 
world by pointing to different directions around [11, 12]. In this paper we present and 
evaluate the full-featured user interface of MAA. We comment on what kind of an 
effect the changes applied to the preliminary version had.  We first cover the relevant 
related work, including a brief description of the concept. Then, we describe our user 
interface design process and the user interface of MAA, followed by a description of 
the user study and an analysis of its results. In the end, there is some further 
discussion and conclusion, and the list of references. 

2 Related Work 

We consider our work to be part of reality-based interaction (RBI) [5], positioned 
between augmented reality (AR) and map-based interaction. Our work combines a 
graphical user interface seen on the device screen with pointing based interaction. 
There are two kinds of common mobile applications that use pointing based user 
interfaces: 1) AR applications that augment the camera viewfinder with information 
about nearby geotagged data, and 2) applications that determine the pointing direction 
of the device and show a view into a virtual world accordingly. Example of the 
former is Nokia Point and Find [4] which is a system that enables getting information 
about pointed objects through an AR view and the latter astronomy application Sky 
Walk [13]. A lot of research exists on augmented reality. Rekimoto et al. [9] have 
talked about an augmented interaction style that focuses on human-real world 
interaction and not just human-computer interaction. Also philosophers like John 
Baudrillard [2] and media artists such as Myron W. Kryeger [7] have been presenting 
various ideas related to mixing physical and virtual reality. Jorge et al. have published 
research about whole-body orientation in virtual reality interaction [6]. Content that is 
created and/or consumed in real-time is becoming more common with social media 
applications such as Twitter. Users are presented with a continuously updated flow of 
information. Real-time video connections between places out of viewing distance has 
been researched first by Kit & Sherrie who arranged a media art experiment “Hole in 
Space” [3] which is a live video connection between NY and LA, and found surprised 
and excited reactions. Newer research on the real-time video communication tells that 
also mobile phone videos can be used in real-time communication [10]. 

2.1 MAA Concept 

MAA is an application that utilizes an embodied interaction method for browsing any 
geotagged data in an entertaining and captivating way. It is an AR application in the 
sense that it presents the user with an augmented, first person view of the surrounding 
physical world. However, while traditional AR deals with things that are physically 
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visible to the user, MAA is about seeing geotagged data that is hundreds or thousands 
of kilometers away. Users own location in the application is same as his/hers current 
location in physical world, and right on the surface of the Earth, not below or above it. 
By pointing downwards, one can view locations on the other side of the planet, as 
seen through the Earth (Figure 1). The MAA user interface is based on a 3D model of 
the planet drawn on the display of a mobile device so that it matches with the physical 
reality around the user. By pointing with the device to any direction around him or 
her, the user is able to see geotagged data and places in the pointed direction. 
Differently to traditional 2D map: the user sees the surface from underground, 
through the Earth, and due to the curvature of the surface areas near the user appear to 
be “squished” to the horizon. 

 

Fig. 1. A: The MAA concept: seeing geotagged data through the Earth, as if the mobile device 
was a window through the planet, B: MAA user interface, C: Photo preview opened 

3 Design Process 

Our goal was to make use of an embodied interaction method for browsing geotagged 
data in a novel and playful way, to allow the user to see the world and geotagged data 
directly through the Earth, reminding of living on a spherical planet. We were 
thinking about augmented reality in playful way. We wanted to find a solution that 
would be able to cope with any amount of content and give easy and direct access to 
it. The user interface should be simple and elegant, attractive, and easy to use. 
However, there should always be something new for the user to view. From the 
beginning, the UI combined embodied interaction with a touch-screen GUI. This 
combination allowed an interaction style where the user points in the real world and a 
mobile device acts as a “lens” or “window”, showing a view through the Earth. 

The first step was UI sketches on paper, but early prototyping was important 
because from the beginning we wanted to run the UI on real hardware to get a feel of 
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the interaction. Development work was carried out on a mobile device with a 3.5”, 
800 x 480 pixel touch screen. The device had accelerometer and compass sensors. We 
quickly settled on visualization where geotagged content is presented on a 3D globe. 
We augment reality in such a way that it would allow the user to see the inner surface 
of a hollow Earth. To keep the design clean and simple we used as few icons and 
other visual UI controls as possible. The focus should be on the view of the Earth and 
the geotagged content itself, not generic icons and badges representing the content. 
One of the biggest challenges in the visualization was to make the Earth look familiar 
enough to be recognizable, but still avoid the impression that the user’s viewpoint is 
like in maps somewhere above the surface of the planet. As the UI was intended for 
mobile touch-screen devices and finger-based use, certain restrictions needed to be 
applied. Thumbnails, text labels, and other content that the user clicks on were 
designed to be large enough but user interface not get too cluttered with content. 
Toolbar icons were designed so that the icons are, although small, so far away from 
each other that they are easy to hit with a finger. 

To validate design ideas we first conducted a study on working prototype of the 
central aspects of the application with the basic features and the preliminary user 
interface showing placeholder content: a view of the Earth, some city labels, and a set 
of dummy photographs tagged to arbitrary locations on the planet. The first evaluation 
[11] focused on the user experience of seeing through the Earth. Results of that study 
were used to develop a full-featured version of the user interface. Updated prototype 
was validated in a user study, reported in this paper.  

4 User Interface 

MAA UI was designed for an enjoyable user experience, showing content as a 
dynamic flow, which retains the user’s interest while preventing information 
overflow. The user interface (Figure 1) has three layers: 1) The 3D Earth, 2) Content 
and 3) UI Controls. 

The 3D Earth layer fills the whole screen background and shows a view of the 
planet. It is presented as seen in first person perspective, through the ground on which 
the user stands. Oceans and continents as well as polar regions are shown in different 
colors. Water is considered transparent, so that the sky on the other side of the planet 
is seen through the oceans and lakes. The day and night sides of the planet are 
visualized using different color schemes. The approximate direction of sunlight is 
calculated at the time of day according to the clock of the device. For regions on the 
day side, the colors are light green and turquoise, and on the night side they are dark 
violet. Day/night boundary is visualized with a colorful gradient that emulates the 
colors of a sunrise and sunset in a stylized fashion. When viewing the planet in bird 
view from above the surface (i.e., from space), the color scheme is gray (Figure 2). 
The intent is to create a contrast between the “inside” and “outside” views. 

The Content layer shows geotagged data from places visible on the screen. Videos 
and photographs are presented as thumbnails on a grid of 7x5 square cells. There is a 
subtle effect for separating photos and videos: an animated, glittering frame is drawn 
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around video thumbnails. The grid does not cover the entire screen to leave room for 
other UI elements. The size of the grid cells is large enough to allow the user to make 
sense of the thumbnails. Thumbnails appear and disappear constantly with an 
animation where the thumbnail flies to/from the screen from/to the tagged locations 
on the Earth. Consequently, only one thumbnail is visible from the area covered by a 
grid cell. Zooming in is required if the user wishes to see several items from a small 
region at the same time. Content is animated but never overlapping, and a maximum 
of 15 grid cells are filled at once (always leaving 20 cells empty while a preview is 
not shown), preventing a situation where the screen gets covered in thumbnails and no 
space is left for seeing the Earth model. This way, large amount of data can be viewed 
on small screen. When the user clicks on a thumbnail, a preview of it is opened. The 
clicked cell expands with an animation to cover the area of 5x5 cells. The locations of 
the world’s largest cities (e.g., New York, Sidney) are shown as black text labels, 
located so that the city is in the center of the label.  The number of labels shown 
simultaneously was restricted to three, to prevent the whole display to be filled up 
with them. As with thumbnails, each label is only shown for a period of time, after 
which it is hidden and another label is shown elsewhere on the screen.  

On the UI Controls layer there is a row of toggle buttons on the left and right sides 
of the screen. The left side buttons are used for selecting the visible content types: 
photos, videos, friends, and cities. The right side buttons control the view: a fullscreen 
toggle, bird view and lock mode. Activated buttons are circled. All the icons are 
mostly white so that it would be easy to see them above the colorful 3D Earth layer 
and to make sure they are visually distinct from the items on the content layer. 

5 User Study 

We arranged a user study to evaluate MAA with the completed user interface and see 
what kind of impact the visualization and user interface improvements had. The study 
focused on general usability issues and in how easy the “see through” concept was to 
understand. For the study, the MAA prototype was configured to show content from a 
number of existing services on the internet. We used photos from Panoramio, videos 
from Qik, cities from Geonames, and manually placed the information of five people 
around the world to act as the user’s friends. We recruited 12 participants for the 
study (6 men, 6 women), between 16 – 55 years, mostly in the age group 31-35. They 
had a mixed background: various professionals such as user experience designers, 
managers and engineers working in a large technology company, and one participant 
was a high school student. A test session lasted 45 minutes. The sessions were 
conducted inside, in a first floor room with a window. We chose this venue instead of 
a closed-off usability lab so that the participants could see outside through the 
window. The sessions were organized as semi-structured interviews while the 
participants were interacting with the device and performing a set of tasks. During the 
session the participants tried out the application for 30 minutes. We gave them very 
little information about the application beforehand to get their initial reactions to the 
concept. As the session progressed we gave them more information and described the 
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idea of the application. Questions such as: “describe what kind of thoughts this 
application raises?”, “what can you do with this application?”, “what kind of content 
you would like to have in this application?” and “could you show me where London 
is?” were asked. At the end of the session the participants filled in a questionnaire 
with free-form answers to 11 questions, including ones such as: “my primary feelings 
after using the application are __” and “the application made me think that the Earth 
is __”. The users also filled in an AttrakDiff survey [1]. AttrakDiff measures practical 
quality, hedonic quality identity, attractiveness, and hedonic quality stimulation: it 
was translated into Finnish for this study (the native language of the participants) but 
was also available in English. The general structure of the test sessions was similar to 
the one we had used when evaluating the preliminary version, enabling easy 
comparison the results. Some additional questions were added about the bird view 
(seeing from space), viewing near-by content, content grid, and recognizing the type 
of different content items. Afterwards, all results were combined and analyzed. 

6 Study Results and Analysis 

The study results and their analysis are divided into two main topics: Earth navigation 
and the content grid UI. We summarize the challenges we identified in earlier study 
[11] and then describe the changes applied to the prototype for current study and 
analyze their impact. Participants felt that the concept was novel and inspiring. 
However, they were unfamiliar with the mental model of seeing through the planet. 
This was not unexpected, as the users had had no prior exposure to the concept. As 
the AttrakDiff graph (Figure 2) shows, the completed user interface and real world 
content did not change the overall response and user experience significantly. 

 

Fig. 2. A: MAA bird view, B: AttrakDiff results: Darkest ones being the ones from the current 
study, earlier ones from the 2-round study with preliminary UI 

6.1 Earth Navigation 

Using one’s own body in relation to the device and environment is a good way to 
browse geospatial content. However, users are expecting to also have more control 
over the UI in addition to using the body and its position. Embodied interaction style 
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makes exploring the Earth and content around it more captivating and personal, 
compared to existing solutions, but the visualization we were using in preliminary 
version was not intuitive enough. When encountering this kind of a view for the first 
time, the users were a bit perplexed as to what they were seeing on the screen; the 
participants had not thought this way about the Earth before. The idea of seeing 
directly through the Earth was new for them and they found the application novel and 
unprecedented. Difficulty understanding see through idea derives from the users' pre-
existing mental models. To address this we must make it more evident that the view is 
through the Earth, not from an elevated vantage point or simply a mirrored 2D map. 
We found three ways to improve the user interface for navigating the Earth and 
understanding the mental model: A) providing an additional, familiar view and 
controls, B) transitions between view modes and C) enhancing the see-through view. 

A) Providing an additional, familiar view and controls. In study with preliminary UI 
traditional map view and possibility of changing one’s own location within the 
application were wished for. Another feature request was the ability to “zoom all the 
way to the street level”, like in Google Street View. Yet another wish for the UI was 
the possibility to lock or freeze the view to the pointed direction. 

To make MAA better, we then added the bird view mode where the Earth is shown 
as seen in third person, as if you were looking from space (Fig 2). To make the bird 
view clearly different than the see-though view, the Earth model was visualized in 
gray scale in the bird view, and water was made opaque in the bird view. We also 
enabled locking the view. Locking only affects the viewing direction, so the flow of 
displayed content is unaffected. We replaced the on-screen zoom buttons with hard 
keys on the device (volume keys) but we did not increase the maximum zoom level. 

The bird view was well understood and got a positive response from users. Users 
intuitively applied the bird view mode for browsing content from nearby areas — a 
task that was considered difficult in the default see-through view. The challenge in 
visualizing areas near the viewpoint in the see-through view is that all regions inside a 
radius of about 1000 km is shown “flattened” near the horizon. Content grid cells at 
horizon level also cover a larger geographical area than cells below the horizon. The 
bird view is similar to traditional 2D/3D maps of the Earth, except in our UI the user's 
own location is always fixed to the center of the device screen — allowing the pointed 
directions to continue to match between the physical world and the application's 
virtual representation of it. The gray scale color scheme in the bird view was not 
appreciated. While users realized it was beneficial to differentiate it from the see-
through view, they found it too dark, gray, and unrealistic. Most of the participants 
wanted to have both the see-through and bird views, as they suited different situations 
and needs. The lock mode was welcomed. It was found useful when showing the view 
to others or for keeping the target fixed when observing one location for a longer 
period of time. It was also considered to be a possible starting point for manually 
moving the user's own location, by panning with fingers, to see a little bit behind the 
Earth in the bird view, or to better see the horizon areas in the see-through view. 

B) Transitions between view modes were understood better when used manually  
than when seeing the opening animation. Changing between see-through-mode and 
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lock-mode manually clearly helped users to understand the difference between the 
modes and also understand the concept better. Results on the opening animation reveal 
that users did not realize that they were seeing the inside surface of the Earth after 
seeing the animation. It was clear that it was showing moving closer to the planet but 
what happened when the animation ended was misunderstood: “We are moving closer 
to Finland, surface of the Earth. Ok, and now we are going to China. Wow, really nice.” 
Some commented that typically opening animations are there just to have something to 
see while the application is being loaded, and therefore they were not really paying 
attention to what was happening in the animation. Although the users did not quite 
understand the animation, they thought it was attractive. When seeing the opening 
animation for the second time, after having heard that the application allows them to see 
through the Earth, some said: “Right, ok, that's what the text says, but I didn't get it.”  

C) Enhancing the see-through view. To make the see-through view more intuitive, we 
made adjustments to the overall visualization of the world. The most significant 
changes were a more saturated color scheme and animated, rippling water. These 
were intended to give the view a more real-time, dynamic appearance. A multi-color 
gradient was added to visualize the areas where the Sun was currently rising or 
setting. We were aiming for an increase in the visual impression and feeling of seeing 
the “imaginary inner surface” of the Earth. As a further link to the physical world, we 
added the Sun to the sky in the correct direction. The Sun was also visible through the 
oceans if it happened to reside on the other side of the planet. The day/night boundary 
was too colorful in some participants’ opinion. Also, its meaning was not clear to all. 
Seeing the difference between day and night areas was considered important, though, 
as it indicated which time of day it was in specific locations. On the whole, the color 
scheme of the see-through view was liked. Many users wanted to check if the Sun 
was in fact shown in the correct direction within the application and compared it to 
what they were seeing outside in the window. The animated water went largely 
uncommented but some misunderstandings were happening: it was either mistaken 
for real-time animated clouds from satellite pictures, ocean currents, or wind patterns. 
Nevertheless, we think that these comments hint at animation in the Earth model 
enhancing the feeling of liveliness.  

6.2 Content Grid UI: Browsing Geotagged Data in Real Time 

In the earlier study, featuring only placeholder content it was unclear to the users 
whether they could trust it was coming from the correct places. It was expected that 
tapping on a content thumbnail would allow them to see the real photograph or details 
about the location. Users also wished to see, for example, the locations of their friends 
and real-time videos from around the world. 

In the current full featured UI the users were presented with a dynamic flow of real 
content from around the world. We also added a visualization for showing friend 
location on the Earth: pulsating towers of light protruding inwards from the Earth’s 
surface, accompanied by text labels showing the friend’s name. Due to a flaw in the 
implementation the friends were not visible in all test sessions.  
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Overall, the finished content grid UI was intuitive to the users. They liked 
watching the dynamic flow of content on top of the Earth model. They found it 
inspiring and nice that they serendipitously got interesting content from pointed 
locations without active searching or selecting. The animated transitions for appearing 
and disappearing real online content made it clear that the content was coming from 
actual locations on the Earth. Most of the participants liked being able to turn content 
types on and off by selecting and unselecting the content type icons and thus filtering 
the contents to be shown. They also liked that they could control the geographic 
coverage of the grid by zooming. When the preview was open (Figure 1), the UI also 
showed the geographic location of the content (e.g., country and the nearest city) and 
how distant the content was from the user in kilometers. This got a lot of attention 
from the users as it introduced a link to reality in an otherwise unfamiliar user 
interface. The users found it fun to see how far the locations are. Although mostly 
liked, a couple of users commented that the dynamic content grid was too busy. Some 
users commented that interesting content item disappeared before the user had time to 
tap on it. Some wanted to have a line or dot indicating where the content came from. 
While the location of friends was important information for the participants, their 
visualization was insufficient; they were expecting to see friends as photo thumbnails 
in the grid. Also, the participants had trouble seeing the difference between video and 
photo thumbnails. The glittering frame animation in the video thumbnails was not 
clear enough to separate it from photo thumbnails. Either the animation was not 
noticed at all (too subtle), or the meaning was unknown. Sometimes it was also 
unclear which of the thumbnails glittered and which did not, when multiple 
thumbnails were next to each other. Users were expecting to see playing video, at 
least in the preview if not already within the thumbnails. The participants suggested 
adding a familiar ‘play’ triangle symbol on the thumbnails, or using film strip borders. 
The toolbar icons were considered too small and not easy enough to recognize 
quickly. However, the users were able to find out what the toolbar icons meant after 
trying them out. For example, when asked to search for videos, they turned the other 
content types off and then knew that all they would be seeing was videos. 

7 Discussion and Concluding Remarks 

Compared to traditional map based user interfaces, we see MAA as a more 
entertaining and inspiring way to look at the world. It still has a strong basis in the 
physical reality and makes us pay more attention to the planet below our feet. The 
kind of user interface we have presented is best suited for exploring content in a 
serendipitous manner. Only a small number of content items are shown at any given 
point in time and the user is motivated to keep watching and exploring the content 
flow. No user actions are required for watching the content flow. MAA gives a user 
the ability to concentrate on and enjoy the content he or she wants to see, without 
searching or selecting from the huge amount of available data. However, a search 
feature would be required for pinpointing the location of specific items of interest. 
Content is not restricted to the types used in our application, as any kind of geotagged 
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data could be used with this kind of user interface. Also, the grid UI is suitable for 
both map based and augmented reality views, as demonstrated in our bird and see-
through views. Allowing the user to change his or her location within the application 
would be interesting because in the see-through view, the Earth looks different 
depending on where you are watching it. We have presented the design process and 
analyzed the user study results of the MAA user interface, which is a combination of 
embodied interaction and a dynamic grid based GUI for browsing geotagged 
information. User interface shows geotagged data directly through the Earth, in the 
pointed direction. Additionally, a bird view is provided for focusing on content near 
the user’s current location. Our study results show that providing familiar user 
interface views in addition to the unfamiliar see-through view, the new application 
became more usable and understandable. An animated transition between the familiar 
and unfamiliar views helped the users understand the unfamiliar view. Both see-
through and bird views were liked. The see-through view was new, inspiring, and 
straightforward to use just by pointing, and the bird view was familiar from earlier 
experience and enabled to see the near-by areas in more detail. Combining old and 
new was found to be a good solution. UI that combines embodied interaction with a 
dynamic content grid was considered a good way to browse geotagged data. Together 
with an Earth model visualization that features day/night colors, the Sun, and 
animated water, it gives the impression of exploring the world in real-time. Interesting 
areas for future research include visualization techniques for new kinds of content, 
techniques for changing the user’s location in the see-through view, and even better 
ways to assist the user understand the mental model of seeing through the Earth. 
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Abstract. In this paper we identify developments that have led to the current 
interest from computer scientists in Brain-Computer Interfacing (BCI). Non-
disabled users have become a target group for BCI applications. Non-disabled 
users can not be treated as patients. They are free to move and use their hands 
during the interaction with an application. Therefore BCI should be integrated in a 
multimodal approach. Games are an important research area since shortcomings 
of BCI can be translated into challenges in multimodal cooperative, competitive, 
social  and casual games.  

Keywords: Brain-Computer Interfacing, Human-Computer Interaction, Multi-
modal interaction, Games. 

1 Introduction 

Until recently Brain-Computer Interfacing (BCI) was only considered to be useful 
for applications that were intended for disabled users. BCI has been used for 
restoring the communication and mobility of disabled people through applications 
such as spellers, browsers and wheelchair controls. BCI research aimed almost solely 
at improving the life of ALS (Amyotrophic Lateral Sclerosis) patients, Parkinson 
patients, or other kinds of patients in need of interaction with their environment. 
When there is no alternative, people accept that training is necessary, that they need 
help to get connected to a computing device, that performance is far from perfect, 
that they need to concentrate fully on the task at hand, and that any disturbance of 
this concentration will lead to a breakdown in control. BCI was not part of Computer 
Science (CS) and Human-Computer Interaction (HCI), let alone a modality that 
could be used in combination with other modalities to control applications for non-
disabled users. 

2 Towards BCI for Various Target Populations 

In this paper we survey and summarize developments in BCI and HCI that made it 
possible that BCI research has become an accepted topic in HCI research. 
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Ambient Intelligence. Ambient Intelligence (AmI), pervasive computing, ubiquitous 
computing and 'disappearing computers' are names that have been introduced to 
describe the research domains in which we assume that we live or will live in sensor-
equipped environments, that the sensors will be embedded, that they will have local 
intelligence, and that the information they collect and process can be distributed to 
other intelligent sensors and computing devices. Obviously, there are already sensor-
equipped environments, but, as long as their design is tuned to rather specialized 
applications, they will certainly not achieve their full potential. In AmI environments, 
sensors can be used to detect and interpret human behavior and activities, to anticipate 
certain activities or desires in order to provide real-time support, and to allow explicit 
control of the environment by its inhabitants by providing feedback and appropriate 
actions on commands of the inhabitants. These views have led to an increase in 
attention for sensors in general, including sensors that allow us to issue commands, 
for example for games and domestic applications, through BCI devices and systems. 

HCI and Physiological Measurements. There has always been interest in using 
(neuro-) physiological measurements to learn about the cognitive load associated with 
performing certain tasks using a particular interface. Hence, in this case we are not 
talking about real-time support of the user. We are talking about providing the designer 
of the interface with information about how users use the interface and about how 
users experience the interface. Measuring cognitive load is of course the standard 
example of what interface designers are interested in. This kind of information is 
meant to re-think, to re-design, and to re-implement the interface in order that it should 
perform better for a particular user or group of users. However, in recent years many 
more methods have become available to measure experience. Computer vision, speech 
analysis, and eye tracking are among them, and this has led to a boost of interest, 
methods and devices, including BCI devices, that not only measure user experience for 
redesign and performing tasks more efficiently, but also look at 'tasks' that do not 
necessarily require efficiency but rather aim at providing positive experiences such as 
fun, game experience, relaxation, and edutainment. And, moreover, use the 
information that is sensed in real time to adapt the interface, the task (e.g., the game 
level) and the interaction modalities to user and context. 

BCI Paradigms. The possibility of having sensors (cameras, microphones, accelerators, 
pressure sensors, proximity sensors, physiological sensors, etc.) that gather knowledge 
about user characteristics and user activities and behavior is, from an HCI point of view, 
very useful. It allows us to provide better support to the user of a smart environment. 
Looking at the possibility of gathering as much information from a user as can be 
sensed has become a research aim. Brain activity can be sensed. So, why not use it? 
Knowledge has become available about activity and its appearance in specific regions of 
the brain. Therefore, various BCI paradigms could be introduced. Activity can be 
evoked by presenting external stimuli (visual, auditory, tactile), which means that 
choices can be presented to a user. Brain activity can be measured while a user performs 
a certain task and the results can be used to adapt task and interface to the user. Certain 
brain activity is related to a user making errors, a user noticing something irregular, or a 
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user noticing an event that was anticipated. But there can also be internally evoked 
activity: elicited by imagining a movement or consciously performing a mental activity. 
These paradigms allow the mapping of brain activity to implicit or explicit control 
activity for particular applications. 

Towards Unobtrusive Sensing. Measuring brain activity, whether it is caused by 
internally evoked mental activity or by external activity, requires sensors. For brain 
research it is no problem to ask a person to perform a certain physical or mental task 
in a situation that is not necessarily a 'daily life' situation. Rather complicated and 
expensive devices, e.g. an fMRI scanner, can be used. Fortunately, there are other 
ways to record brain activity, but unfortunately, they are less precise and only allow a 
limited number of applications. However, activity related to the BCI paradigms 
mentioned above can be measured, not yet unobtrusive, but slowly getting there. 

The standard way of measuring brain activity in BCI applications is to use a BCI 
electrodes cap that is on the head of the user and is connected to a computer. The 
computer can be embedded in an application device, for example a wheelchair, but it 
can also be a standard PC. This EEG (ElectroEncephaloGraphy) method has up to 
256 electrodes integrated in a cap and placed directly on the head. Their positions on 
the head make it possible to gain information about the electrical activity and, 
importantly, the function of this activity. But there is not always a need for an EEG 
cap with lots of electrodes when we look at applications. Apart from being expensive, 
it has the disadvantage that users are physically connected to the computer, and time 
is needed to position the electrodes, apply conductive gel and clean-up afterwards. 

However, in recent years research groups and companies have developed EEG 
devices that use so-called dry-cap technology (or 'dry electrodes') and they are 
exploring the possibility of having a wireless connection between device and 
computer, so that the user can move more freely.  And sometimes, depending on the 
application, rather than 256 electrodes it is sufficient to have a device with two, eight 
or sixteen electrodes, allowing companies to develop fancy and portable headsets that 
can be used for game or domestic applications and in which other sensors, such as 
accelerators measuring head movements, can be integrated. Companies that are 
exploring the market for portable headsets for BCI applications can now be identified. 

3 BCI, Computer Science, and Human-Computer Interaction 

We mentioned the main reasons why BCI research has become visible for the CS and 
HCI community and why we are now seeing attempts to integrate this research into 
HCI research in general, research on multimodal interaction, research on using 
(neuro)physical information aiming at improving interface design, and on real-time 
adaptation of the interface to the user, and on having BCI as an added modality to 
control devices and facilitate communication. 

When BCI became visible for the CS community one could expect that both start-
up companies and R&D departments of large ICT companies would try to exploit and 
investigate the commercial possibilities of this new technology. That has indeed 
happened. New companies such as Emotiv and NeuroSky, just to mention the most 
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influential, and companies such as IBM and Microsoft, have become active in this 
field. Rather than aiming at medical applications they look at the much bigger market 
of non-disabled and healthy persons. Consumer products are being offered, but until 
now these are mainly games, toys, and gadgets. This is not bad, the game market is a 
billion dollar market and still growing. But clearly, companies also see possibilities to 
introduce BCI into domestic and professional environments where an added modality 
to interact with an application will make the interaction more safe or precise. 

4 Integrating BCI in Human-Computer Interaction 

It is useful to be more explicit about what BCI can offer to the HCI community. Any 
interface to an application can profit from knowing and learning as much as possible 
of the persons that are using it. Knowing about activity in particular regions of the 
human brain provides information that cannot be obtained from other sensors and that 
can complement that information. The information can be used to inform the interface 
about the mental and affective state of the user and that knowledge can be used to 
provide more adequate feedback and also to adapt the interface and the application to 
a particular user. In recent years this type of BCI has been called passive BCI. It is the 
system that decides how to use the information. There is no attempt by the user to 
control the system by consciously ‘playing’ with this brain activity. 

The second reason that BCI is interesting for HCI is similar to the reason that BCI 
has been exploited for disabled persons: a user can use his or her brain activity as an 
input modality, maybe in combination with other modalities, to directly control an 
interface and its application. By performing certain mental tasks the associated brain 
activity in various regions of the brain can be distinguished and mapped onto 
commands that control the application. Applications include, among other things, 
navigating in a virtual world, controlling a robot, or cursor and menu control.  
Clearly, it is preferable that this mapping is ‘natural’ or ‘intuitive’. Hence, the mental 
task that has to be performed should be related to the task that has to be performed in 
the real world or in the graphical user interface. This type of BCI has been called 
active BCI. A nice example is imagined movement. Brain activity related to 
imagining a movement (whether it is the tongue, a finger, or a limb) can be 
distinguished from other activity and can be used to steer a robot around, to control a 
menu and a cursor, or to have an avatar perform a movement in a virtual world.  

Other types of BCI have been introduced or have been included in the definitions 
of active and passive BCI. For example, there are visual, auditory or tactile evoked 
potentials. That is, events can be designed in an application to evoke distinguishable 
brain activity. This allows the user to make clear to the system in which of the 
available alternatives he or she is interested just by paying attention to it. A possible 
name for this type of BCI is reactive BCI. Of course, evoked potentials can also 
happen and be measured when a user is in a situation where he or she has to perform a 
routine task where once in a while an interesting event happens and this is noticed by 
the BCI because of a change in brain activity in a particular brain region. Again, an 
implicit command from the user to the application can be issued if this particular 
brain activity is detected and the application is ready to accept this command. 
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There are no clear-cut distinctions between the different types of BCI we have 
mentioned. For example, we can measure an affective state or rather changes in an 
affective state in order to adapt the interface to these changes. But it is also possible to 
design applications where the user is expected to change his or her affective state in 
order to issue a command. For example, in a game situation we can have a natural 
change, caused by events happening in the game world, from a user being relaxed to a 
user being stressed, or the other way around. But issuing commands in such a 
situation by affective state changes that are consciously aimed at by a gamer can work 
as well. In the latter situation a gamer has, for example, to decide to become 
aggressive or to become relaxed knowing what the effect will be in the game world. 

We mentioned ways in which brain activity can be used to issue commands or to 
adapt the interface, the interaction or the particular task a user is expected to perform. 
A final observation that can be made is that there can be designed or naturally 
occurring stimuli (physical, visual, auditory, tactile, olfactory) that help the user to 
perform a mental task or to make a transition from one affective state to another. 

5 Multimodal and Hybrid Brain-Computer Interfacing 

In HCI and CS research environments physical or mental disabilities of users are 
hardly taken into consideration. This is quite a contrast with a BCI application that 
aims at providing an ALS patient with a communication device. These patients are 
'locked-in', their brain is functioning, but there is no way that brain activity can 
control the patient’s muscles and movements. It also means that measuring the brain 
activity related to what a patient wants to communicate will not be interfered with by 
brain activity evoked by the actual movements of the patient, including involuntary 
movements such as eye blinks. Clearly, if we want to design BCI applications for 
non-disabled users we cannot assume that users will not move and therefore we 
should be able to distinguish brain activity that is meant to control a device from brain 
activity that has other causes. Similarly, we need to be able to distinguish brain 
activity that we want to use to adapt the interface to a particular mental state of the 
user from brain activity that is caused by intended or performed movements. These 
are quite complicated issues and they lead to quite complicated research issues. 

These issues are addressed in hybrid BCI research [4] and in multimodal 
interaction research [2], where BCI is one of the modalities whose role in the 
interaction is supported by other modalities or whose role provides support to the 
other modalities. That is, information obtained from measuring brain activity during 
interaction can help to reduce ambiguity that is still there after analyzing the role of 
the more traditional modalities. On the other hand, it can also be the case that brain 
activity plays the leading role and that the other modalities are there to support and 
complement the information that can be extracted from the brain activity and that is 
meant to control devices or activities in a (virtual) environment or that is meant to 
inform the environment about how to adapt to a particular user, including the user's 
preferences, cognitive load, and affective mental states. Designing 3D game 
environments that include BCI as an interaction modality allows us to experiment 
with multimodal (including BCI) interaction modalities, without necessarily being 
bothered or limited in creativity by questions about robustness and efficiency [2,5]. 
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6 Multi-party and Social Brain-Computer Interfacing 

Nevertheless, robustness is an issue and will probably remain an issue for a long time. 
Having robust BCI also means that we have the possibility to control and to decrease 
robustness in order to introduce challenges in game and entertainment situations. But 
mainly robustness is necessary in noisy environments, environments with lots of 
distractions, and environments that require the user to spend his or her attention to 
non-BCI related issues. However, these issues are being addressed in current BCI 
research. To mention some of the situations that are being addressed: walking in a city 
environment while using BCI, measuring and distinguishing mental activity while 
driving a car, playing pinball with motor imagery, playing World of Warcraft with 
BCI control, or playing a BCI version of Pong with a friend while others are watching 
and commenting. All this has been done and certainly not in an unsatisfactory way. 

Clearly, when we look at nowadays video games, then most interest goes to 
competitive and cooperative games. There are others involved, sometimes in a 
mediated manner, sometimes physically present as in LAN parties with lots of verbal 
and nonverbal interactions or in a situation comparable to a traditional board game. 
We are investigating the possibilities of such cooperative and competitive multimodal 
and multi-party social games that use BCI [3]. A next step, in which we look at 
mediating brain activity from one person to another is much further away, but 
scientific discussion about it is becoming possible [1]. That will lead us to a social 
media change from FaceBook to BrainBook. 
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Abstract. A BCI (Brain-Computer Interface) is based on the analysis of the 
brain activity recorded during certain mental activities, to control an external 
device. Some of these systems are based on discrimination of different mental 
tasks, matching the number of mental tasks to the number of control commands 
and providing the users with one to three commands. The main objective of this 
paper is to introduce the navigation paradigm proposed by the University of 
Málaga (UMA-BCI) which, using only two mental states, offers the user several 
navigation commands to be used to control a virtual wheelchair in a virtual 
environment (VE). In the same way, this paradigm should be used to provide 
different control commands to interact with videogames. In order to control the 
new paradigm, subjects are submitted in a progressive training based in 
different VEs and games. Encouraging results supported by several experiments 
show the usability of the paradigm.  

Keywords: Brain-Computer Interfaces (BCI), Motor Imagery, Navigation 
commands, Virtual Environment (VE), Motivation, Games. 

1 Introduction 

A Brain -Computer Interface (BCI) is a system that enables a communication that is 
not based on muscular movements but on brain activity. One of its main uses could be 
in the field of medicine and especially in rehabilitation. It helps to establish a 
communication and control channel for people with serious motor function problems 
but without brain function disorder [1].  

Most non-invasive BCI systems use the brain activity recorded from electrodes 
placed on the scalp, i.e., the electroencephalographic signals (EEG). Different features 
of the EEG signals can be extracted in order to encode the intent of the user. The most 
common EEG signal features used in current BCI systems include [2] slow cortical 
potentials [3], P300 potentials [4] or sensorimotor rhythms (SMRs) [5]. SMRs are 
based on the changes of μ (8-12 Hz) and β (18-26 Hz) rhythm amplitudes, which can 
be modified by voluntary thoughts through some specific mental tasks, as the motor 
imagery (MI) [6]. When a person performs a movement, or merely imagines it, it 
causes an increase or a decrease in μ and β rhythm amplitudes, which are referred to 
as event-related synchronization (ERS) or event-related desynchronization (ERD) [7]. 
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People can learn to use motor imagery to change SMR amplitudes, and this relevant 
characteristic is what makes SMR suitable to be used as input for a BCI.  

Although for a long time BCI research has been dedicated to the medical domain, 
in recent years, new BCI applications are focused toward healthy users, for example 
BCI games [8]. Effectively, BCIs can offer a new means of playing videogames or 
interacting with virtual environments [9]. However, researchers can use virtual reality 
(VR) technologies, not only to develop games controlled by brain activity, but also to 
study and improve brain-computer interaction. The positive impact that the use of VR 
has in the subjects’ performance due to motivation, realism, vivid feedback or ease of 
use has been reported in several studies [10], [11]. In brain-computer interface 
research, it is necessary to provide some type of visual feedback allowing subjects to 
see their progress. VR is a powerful tool with graphical possibilities to improve BCI-
feedback presentation and has the capability of creating immersive and motivating 
environments, which are very important in guaranteeing a successful training [12]. 

Many BCI applications are focused on the control of a wheelchair; however, before 
people can use a wheelchair in a real situation, it is necessary to guarantee that they 
have enough control to avoid dangerous scenarios. VR is a suitable tool to provide 
subjects with the opportunity to train and test the application. In this way, MI-based 
BCIs have been used to explore VEs. Some studies that use VR describe a system in 
which a virtual wheelchair moves in only one direction (forward) [13, 14]. Because of 
this restricted movement, only one command (and therefore one mental task) is 
needed. Other systems let the subjects choose among more commands. In [15], a 
simulated robot performs two actions (‘turn left then move forward’ or ‘turn right 
then move forward’) in response to left or right hand MI. A more versatile application 
can be found in [16] with three possible commands (turn left, turn right, and move 
forward) selected with three MI tasks (chosen among left-hand, right-hand, foot, or 
tongue). These BCIs typically provide the user with one to three commands, each 
associated with a given task. Having a higher number of commands makes it easier to 
control the virtual wheelchair, since the subject has more choices to move freely (by 
means of an information transfer rate increase). Nevertheless, it has been reported in 
several studies [17, 18] that the best classification accuracy is achieved when only 
two classes are discriminated. In an application focused on the control of a 
wheelchair, a classification error (a wrong command) can cause dangerous situations, 
so it is crucial to guarantee a minimum error rate to keep the users safe. For this 
purpose, the use of a BCI system based on classification of different mental tasks to 
provide different commands (associating each command with a mental task) is not the 
best solution, increasing the probability of misclassification and requiring a very good 
control. 

The main objective of this paper is to introduce the navigation paradigm proposed 
by the University of Málaga (UMA-BCI) which, using only two mental states, offers 
the user several navigation commands to be used to control a virtual wheelchair in a 
VE. In the same way, this paradigm should be used to provide different control 
commands to interact with videogames. In order to control the new paradigm, 
subjects are submitted in a progressive training based in different VEs and games. 
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2 Methods 

In this section we will provide an overview on the methods usually used in the UMA-
BCI. 

2.1 Data Acquisition 

The EEG is recorded from two bipolar channels with electrodes placed over the right 
and left hand sensorimotor area. Active electrodes are placed 2.5cm anterior and 
posterior to electrode positions C3 and C4 according to the 10/20 international 
system. The ground electrode is placed at the FPz position. Signals are amplified by a 
16 channel biosignal g.BSamp (Guger Technologies) amplifier and then digitized at 
128 Hz by a 12-bit resolution data acquisition NI USB-6210 (National Instruments) 
card. To assure low impedances between the electrodes and the scalp (desired below 
5KΩ), electrolyte gel is filled into each electrode before experiments start. 

2.2 Training Protocol 

Usually, the subjects who participate in the experiments have no previous BCI 
experience. They all undergo a training protocol for calibration and training purposes.  

This training is based on the paradigm proposed by our group (UMA-BCI) in [11], 
which is based in a videogame. Subjects, immersed in a VE, have to control the 
displacement of a car to the right or left, according to the mental task carried out, in 
order to avoid an obstacle. The training protocol generally consists of two sessions, 
the first without feedback and the second providing continuous feedback. In each 
session, subjects are instructed to carry out 4 experimental runs, consisting of 40 trials 
of 8 seconds each. The first session is used to set up classifier parameters (weight 
vector) for the next feedback session and the future navigation sessions. The training 
is carried out discriminating between two mental tasks: mental relaxation and 
imagined right hand movements. The feedback consists in the movement of a car to 
the right (hand MI) or to the left (relaxation state) depending on the classification 
result (Figure 1). 

 

Fig. 1. Timing of one trial of the training with feedback 
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These two sessions are the same for every participant, and they allow to select 
those subjects who will continue with the navigation experiments, depending on the 
obtained results in relation with the classification error. 

2.3 Signal Processing 

For signal processing, the scheme used is that proposed by Guger et al. [19]. The 
feature extraction consists of estimating the average band power (PC3 and PC4) of 
each EEG channel in predefined, subject specific reactive frequency bands by: (i) 
digitally band-pass filtering the EEG using a fifth-order Butterworth filter, (ii) 
squaring each sample, and (iii) averaging over several consecutive past samples. A 
total of 64 samples are averaged, getting an estimation of the band power for an 
interval of 500ms. The reactive frequency band is manually selected for each subject, 
checking the largest difference between the power spectra of two 1s intervals (a full 
description about how to determine the frequency band can be found in [20]): a 
reference interval (0.5–1.5s) and an active interval where a mental task takes place 
(6–7s).  

In sessions without feedback, the extracted feature parameters of the classification 
time points with the lowest classification error are used to set up the classifier 
parameters for the following session with feedback. The classification is based on the 
linear discriminant analysis (LDA). In the feedback sessions, the LDA classification 
result is converted online to the length distance L that the car moves in one or the 
other direction. The distance L is updated on the screen every four samples, that is, 
every 31.25 ms, to make feedback continuous to the human eye. The trial paradigm 
and all the algorithms used in the signal processing are implemented in MATLAB. 

3 Navigation Paradigm 

The main objective of the BCI research at the University of Málaga is to provide an 
asynchronous BCI system (UMA-BCI) which, by the discrimination of only two 
mental tasks, offers the user several output commands. These commands could be 
used to interact with videogames, as navigation commands to control an external 
device (robot, wheelchair) or be used in a VE. An asynchronous (or self-paced) 
system must produce outputs in response to intentional control as well as support 
periods of no control [21]; those are the so-called intentional control (IC) and non-
control (NC) states, respectively. Both states are supported in the paradigm proposed: 
the system waits in a NC state in which an NC interface is shown (Figure 2a). The NC 
interface enables subjects to remain in the NC state (not generating any command) 
until they decide to change to the IC state, where the control is achieved through the 
IC interface (Figure 2b). The signal processing used to control both interfaces is the 
same as the one the described in section 2.3.  
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Fig. 2. NC interface (a) and IC interface (b) 

The NC interface consists of a semi-transparent vertical blue bar placed in the 
centre of the screen. The bar length is computed every 62.5 ms (8 samples) as a result 
of the LDA classification. As preliminary study, the two mental tasks used are the 
same than the one used during the training phase (training protocol): right-hand MI 
versus relaxed state:  if the classifier determines that the mental task is right-hand MI, 
the bar extends; otherwise (relaxation state), the bar length remains at its minimum 
size. In order to change from the NC to the IC state, the subject must extend the bar 
(carrying out the MI task) over the “selection threshold” and accumulate more than a 
“selection time” with the bar over this “selection threshold”. If the length is 
temporarily (less than a “reset time”) lower than the selection threshold, the 
accumulated selection time is not reset, but otherwise it is set to zero. All these 
parameters (“selection time”, “selection threshold” and “reset time”) are manually 
selected for each subject. 

The IC interface to select a specific command is based on the methodology used in 
the design of the typewriter Hex-o-spell developed within the BBCI project [22]. This 
one consists of a circle divided into several parts, which correspond to the possible 
navigation commands. The IC interface showed in Figure 2b allows to select 3 
commands: move forward, turn right and turn left. A circle divided into four parts 
allows to select, furthermore, the “move back” command. A bar placed in the centre 
of the circle is continuously rotating clockwise. The subject can extend the bar 
carrying out the MI task to select a command when the bar is pointing at it. The way 
the selection works in this interface is the same as in the NC interface, with the same 
selection and reset time and the same selection threshold. In the IC interface, another 
threshold is defined: stop threshold, which is lower than the selection threshold, and 
not visible to the subject. When it is exceeded, the bar stops its rotation in order to 
help the subject in the command selection.  

Subjects receive audio cues while they interact with the system. When the state 
changes from IC to NC they hear the Spanish word for ‘wait’; the reverse change is 
indicated with ‘forward’, since it is the first available command in the IC state. 
Finally, every time the bar points to a different command, they can hear the 
correspondent word (‘forward’, ‘right’, ‘back’ or ‘left’). 
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This navigation paradigm is not to be applied only in VR; it can be used in other 
scenarios, for example, to control a robot in an experimental situation, or a real 
wheelchair. In such a scenario, the need for a graphical interface to control the system 
may not be adequate, as it could limit the subject’s field of view, for having to look at 
a computer screen and, at the same time, distract him from the task of controlling the 
device (wheelchair, robot…). If a BCI system is to be proposed that allows a subject 
to control a wheelchair, it should let the user watch the environment at all times. 

It is for this reason that the recent work of our group is also focused on an 
adaptation of this system in which, after training with the graphical interface, subjects 
could switch gradually to an audio-cued interface. In fact, in the graphical interface 
proposed, the visual feedback is not necessary, as the only essential information that 
subjects need to receive is the cue that indicates which command is being pointed by 
the bar. Subjects hear an audio cue which signals them which navigation command 
can be selected, so they decide whether to carry out the MI task to select it, or to wait 
for the next command. Regarding the feedback, the actual movement of the virtual 
wheelchair (or of the external device) represents how subjects are performing in the 
control of their mental task. 

4 Use of the System 

In order to help subjects to control the proposed paradigm, a progressive training must 
carry out. During the first phase of the training, subjects use the paradigm combining 
visual and audio-cued interface together. In a second phase, only the audio cue 
interface is used to select the different navigation commands. 

It is accepted that a more immersive environment can help keep the subject’s 
motivation, and, as a consequence, it could lead to better results [11]. For this reason, 
our group works on the development of different VEs in order to help subjects to get 
control of the proposed paradigm (Figure 3). In order to get immersive VEs, crucial 
elements to take into account are realism and stereoscopic vision. Therefore, the 
navigation paradigm is being applied in 3D environments that faithfully reproduce 
real-world scenarios in their look (textures, shininess, transparency and translucency), 
physics (collisions, gravity and inertia) and weather conditions as rain, snow and 
wind. VEs can be configured to disable some of the simulation features, so ease of 
navigation can be adjusted to the ability and expertise of the user. Immersion is 
further achieved with the addition of 3D sounds, which take into account the distance, 
power and speed (Doppler Effect is included) of the source.   

To increase the degree of immersion, the VEs are projected on a large screen. The 
VEs are created with OpenGL for the graphics, OpenAL for the 3D audio, and ODE 
for physics simulation. The C programming language is used. Interaction between 
MATLAB and the VE is achieved with TCP/IP communications, which allowed us to 
use different machines for data acquisition and processing, and environment 
simulation and display.  
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Fig. 3. Several VEs: a) Apartment, b) Engineering School of the University of Málaga, c) Park 
and corridor, d) BCI-controlled plane 

By means of that versatility, users start navigating in an easy and attractive VE 
(Figure 3d): an environment without obstacles consisting of the control of a plane 
with 4 possible commands (rise, descend, turn right and left). Regarding the IC 
interface, the rotation speed of the feedback bar is fixed at 2.5 degrees per 
computation iteration (62.5 ms), so it takes 9 s to complete a turn if there is not any 
stop. The selection time changes among subjects, even between among sessions, in a 
range of 1-2 s. In fact, this VE is like a videogame but no instruction is provided. 
Subjects play and learn to control the plane using the graphical and the audio-cued 
interface. 

Once they get used to the paradigm (firstly with visual and audio-cued interface, 
and then with only audio-cued) they progressively change to more sophisticated 
scenarios. These scenarios have been created in order to be recognized by the users as 
familiar. One of these scenarios is a virtual apartment to explore (Figure 3a). In this 
virtual apartment subjects can freely decide where to go, however, some obstacles 
must be avoided (furniture, walls,…). Another scenario is a known place, such as, the 
engineering school of the University of Málaga (Figure 3b), where most subjects 
come from. With this scenario, subjects are instructed to go to specific places, for 
example the bar of the school. In this second phase of the training, subjects can 
choose between the virtual apartment and the engineering school to navigate. 

Finally, once the subjects got some control to navigate using the audio-cued 
interface, they participate in an experiment in which they have to follow a prefixed 
path to reach, as fast as they could, an avatar placed at the end of it (Figure 3 c). This 
path is located in a 3D virtual park. If the movement leads the subjects out of this 
path, the wheelchair collides with an invisible wall, so the movement finishes. During 



 Brain-Computer Interfaces: Proposal of a Paradigm to Increase Output Commands 25 

the experiments, subjects are looking at a large stereoscopic screen (2 x 1.5 m) placed 
at a distance of 3 m, wearing polarized glasses and earphones. 

Figure 4 shows the different paths followed by a single subject in 3 different runs 
(the starting point is on the right side). In order to establish a criterion to compare the 
performance of the subject, a reference path is presented in the figure with a white 
line. This path is achieved with the same paradigm, but an operator uses a function 
generator to manually emulate the brain activity, so the bar length could be easily 
controlled. This path can be considered close to the optimal path that can be achieved 
with this paradigm. Every point where a collision happened is signalled with an 
arrow, and each command with a symbol in the paths. This subject collided once in 
run 1 and twice in run 3. Run 2 was carry out without collisions. The number of 
commands used is 18.3 (average between the 3 runs), that is, only 2 times the number 
of commands using a manual control (9). 

 

Fig. 4. Paths followed by a subject in a virtual park 

5 Discussion and Conclusion 

A new paradigm has been proposed to navigate through a VE using only two mental 
tasks, which keeps the classification accuracy at its maximum. The mapping of these 
mental tasks into a higher number of commands makes it possible to freely move with 
a friendly paradigm of interaction. This paradigm can easily be modified to let the 
subjects choose among a higher number of commands (for example, it could be 
included a fourth command to move backwards).  
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The subjects’ motivation is a very important factor in their performance. For this 
reason, the use of VE with a higher degree of immersion could improve the results. 
Different applications of VR to BCI systems have been presented, showing how it not 
only helps to keep user’s interest and motivation, but actually has a positive effect in 
the user’s performance and training. Among these applications, we have focused on 
those oriented to the use of VR as a tool to test and train with several navigation 
paradigms, especially on the UMA-BCI. This last paradigm has shown its usability 
with encouraging results supported by several experiments. This navigation paradigm 
does not need to be applied only in VR, it can be used in other scenarios, for example, 
to control a robot in a experimental situation, or a real wheelchair. 
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Abstract. We introduce a game, called “The Maze”, as a brain-computer
interface (BCI) application in which an avatar is navigated through a maze
by analyzing the player’s steady-state visual evoked potential (SSVEP) re-
sponses recorded with electroencephalography (EEG). The same
computer screen is used for displaying the game environment and for the
visual stimulation. The algorithms for EEG data processing and SSVEP
detection are discussed in depth. We propose the system parameter values,
which provide an acceptable trade-off between the game control accuracy
and interactivity.

1 Introduction

With a brain-computer interface (BCI) brain activity is read and used for en-
abling a subject to interact with the external world, without involving any mus-
cular activity or peripheral nerves. BCI is now widely regarded as one of the
most successful applications of the neurosciences and is in a position to signifi-
cantly improve the quality of life of patients suffering from amyotrophic lateral
sclerosis, stroke, brain/spinal cord injury, cerebral palsy, muscular dystrophy,
etc [1].

In this work we consider non-invasive, electroencephalography (EEG)-based
BCI method based on the steady-state visual evoked potential (SSVEP). SSVEP
is a response recorded from the occipital pole of a brain on the repetitive pre-
sentation of visual stimuli (i.e., flickering stimuli). When stimulation is at a
sufficiently high rate (starting from 6 Hz), the individual transient EEG re-
sponses overlap, leading to a steady state signal: the signal resonates at the
stimulus rate and its multipliers [2]. This means that, when a subject is look-
ing at a stimulus flickering at frequency f , one can detect f , 2f , 3f, . . . in the
recorded EEG data. Since the amplitude of a typical EEG signal decreases as
1/f in the spectral domain [3], the higher harmonics become less prominent. Fur-
thermore, SSVEP is embedded in other on-going brain activity and (recording)
noise. Thus, when considering a too small recording interval, erroneous detec-
tions are quite likely to occur. To overcome this problem, averaging over several
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recording intervals [4], or recording over longer time intervals [5] are often used
for increasing the signal-to-noise ratio (SNR) in the spectral domain. Finally, in
order to increase the usability and the information transfer rate of the SSVEP-
based BCI, the user should be able to select one of several commands, which
means that the system should be able to reliably detect several (nf ) frequencies
f1, . . . , fnf

. This makes the frequency detection problem more complex, calling
for an efficient signal processing and decoding algorithm.

BCIs were initially aimed for medical purposes, but currently they attract a
lot of attention from the entertainment community [6], since they can be used
as a new interface, e.g., for mind-controlled games, or for remotely controlling
devices. Several studies on SSVEP BCI gaming were published during the last
few years [7,8].

In this paper, we present a novel BCI SSVEP game, which achieves good
performance thanks to an appropriate detection algorithm combined with spatial
filtering. We also discuss some necessary modifications to the game strategy,
which can make this brain game more easy to use and more attractive.

2 Methods

2.1 EEG Data Acquisition

The EEG recordings were performed using a prototype of an ultra low-power 8-
channels wireless EEG system, which was developed by imec1, and built around
their ultra-low power 8-channel EEG amplifier chip [9]. The data are transmitted
at a sampling rate of 1000 Hz, for each channel. We used an electrode cap with
large filling holes and sockets for mounting of active Ag/AgCl electrodes (Acti-
Cap, Brain Products). The recordings were made with eight electrodes located
on the occipital pole (covering the primary visual cortex), namely at positions
P3, Pz, P4, PO9, O1, Oz, O2, PO10, according to the international 10–20 elec-
trode placement system. The reference electrode and ground were placed on the
left and right mastoids, respectively.

The raw EEG signals are filtered above 3 Hz, with a fourth order zero-phase
digital Butterworth filter, so as to remove the DC component and the low fre-
quency drift. A notch filter is also applied to remove the 50 Hz powerline inter-
ference.

2.2 Calibration Stage

The game uses only four commands for navigating the avatar through the maze:
“left”, “up”, “right” and “down”, hence, four stimulation frequencies are needed.
During our preliminary experiments, we noticed that the optimal set of stim-
ulation frequencies is very subject dependent. This motivated us to introduce
a calibration stage, preceding the actual game play, for locating the frequency
band, consisting of four frequencies, that evoke prominent SSVEP responses in
1 http://www.imec.be

http://www.imec.be
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the subject’s EEG signal. To this end, we propose a “scanning” procedure, con-
sisting of several blocks. In each block, the subject is visually stimulated for
15 seconds by a flickering screen (≈ 28◦ × 20◦), after which a black screen is
presented for 2 seconds. The number of blocks in the calibration stage is defined
by the number of available stimulation frequencies. We have used a laptop with
a bright 15,4" LCD screen with a 60 Hz refresh rate. In order to arrive at a
visual stimulation with stable frequencies, we show an intense stimulus for k
frames, and a less intense stimulus for the next l frames, hence, the flickering
period of the stimulus is k + l frames and the corresponding stimulus frequency
is r/(k + l), where r is the screen’s refresh rate. Using this simple strategy, one
can stimulate the subject with the frequencies that are dividers of the screen
refresh rate: 30 Hz (60/2), 20 Hz (60/3), 15 Hz (60/4), and so on. We grouped
these frequencies into overlapping bands, for which each band contains four con-
secutive stimulation frequencies (e.g., band 1: [6 Hz, 6.66 Hz, 7.5 Hz, 8.57 Hz],
band 2: [6.66 Hz, 7.5 Hz, 8.57 Hz, 10 Hz], and so on). After stimulation, we
visually analyze the spectrograms of the recorded EEG signals, and select the
“best” band of frequencies to be used in the game. We have to admit that this
frequency selection procedure is subjective, and probably not optimal, calling
for an automated procedure.

2.3 Spatial Filtering

Following the minimum energy combination method proposed in [10], we use a
spatial filter designed in the following way: a linear combination of the channels
is sought that decreases the noise level of the resulting weighted signals at the
specific frequencies we want to detect (namely, the frequencies of the oscillations
evoked by the periodically flickering stimuli, and their harmonics). This can be
done in two steps. In the first step, all information related to the frequencies
of interest must be eliminated from the recorded signals. The resulting signals
contain only information that is “uninteresting” in the context of our application,
and, therefore, could be considered as noise components of the original signals.
In the second step, we look for a linear combination that minimizes the variance
of the weighted sum of the “noisy” signals obtained in the first step. Eventually,
we apply this linear combination to the original signals, resulting in signals with
a lower level of noise.

The first step can be done by subtracting from the EEG signal all the com-
ponents corresponding to the stimulation frequencies and their harmonics. For-
mally, this can be done in the following way. Let us consider the input signal,
sampled over a time window of duration T with sampling frequency Fs, as a
matrix X with channels in columns and samples in rows. Then, one needs to
construct a matrix A, which should have the same number of rows as X and as
the number of columns twice the number of all considered frequencies (includ-
ing harmonics). For a given time instant ti (corresponding to the i-th sample
in X) and frequency fj (from the full list of stimulation frequencies including
the harmonics), the corresponding elements ai,2j−1 and ai,2j of the matrix A
are computed as ai,2j−1 = sin(2πfjti) and ai,2j = cos(2πfjti). For example,



SSVEP-Based Computer Gaming – The Maze 31

considering only nf = 2 frequencies with their Nh = 2 harmonics and a time
interval of T = 2 seconds, sampled at Fs = 1000 Hz, the matrix A would have
2× nf × (1 + Nh) = 2× 2× 3 = 12 columns and T ×Fs = 2000 rows. The most
“interesting” components of the signal X can be obtained from A by a projection
determined by the matrix PA = A(AT A)−1AT . Using PA the original signal
without the “interesting” information is estimated as X̃ = X − PAX. Those re-
maining signals X̃ can be considered as noise components of the original signals
(i.e., the brain activity not related to the visual stimulation).

In the second step, we use an approach based on Principal Component Anal-
ysis (PCA) to find a linear combination of the input data for which the noise
variance is minimal. A PCA transforms a number of possibly correlated vari-
ables into uncorrelated ones, called principal components, defined as projections
of the input data onto the corresponding principal vectors. By convention, the
first principal component captures the largest variance, the second principal com-
ponent the second largest variance, and so on. Given that the input data comes
from the previous step, and contains mostly noise, the projection onto the last
principal component direction is the desired linear combination of the channels,
i.e., one that reduces the noise in the best way (i.e., making the noise variance
minimal).

The conventional PCA approach estimates the principal vectors as eigenvec-
tors of the covariance matrix Σ = E{X̃T X̃}, where E{·} denotes the statisti-
cal expectancy2. Since the considered EEG signal has 8 channels, Σ has size
8 × 8, is positive semidefinite and, therefore, it is possible to find a set of 8
orthonormal eigenvectors (represented as columns of a matrix V ), such that
Λ = V ΣV T , where Λ is a diagonal matrix of the corresponding eigenvalues
λ1 ≥ λ2 ≥ · · · ≥ λ8 ≥ 0. Then, the K last (smallest) eigenvalues are selected
such that K is maximal, and

∑K
k=1 λ9−k/

∑8
j=1 λj < 0.1 is satisfied. The corre-

sponding K eigenvectors, arranged as columns of a matrix VK , specify a linear
transformation that efficiently reduces the noise power in the signal X̃. The same
noise-reducing property of VK is valid for the original signal X. Assuming that
VK would reduce the variance of the noise more than the variance of the signal
of interest, the signal that is spatially filtered in this way, S = VKX, would have
greater (or, at least, not smaller) SNR [10].

2.4 Classification

The straight-forward approach to select one frequency (among several possible
candidates) present in the analyzed signal is based on a direct analysis of the
signal power function P (f) that is defined as follows:

P (f) =

(
∑

t

s(t) sin(2πft)

)2

+

(
∑

t

s(t) cos(2πft)

)2

,

2 Since the original signal is high-pass filtered above 3 Hz, the DC component is
removed and, therefore, the filtered data are centered (the mean is close to zero).
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where s(t) is the signal after spatial filtering. Note that the right-hand part
of this equation is the squared Discrete Fourier Transform magnitude at the
frequency of interest [10]. The “winner” frequency f∗ can then be selected as the
frequency with maximal (among all considered frequencies f1, f2, . . . , fnf

) power
amplitude:

f∗ = argmax
f1,...,fnf

P (f).

Unfortunately, in our case, this direct method is not applicable due to the nature
of the EEG signal: the corresponding power function decreases (similarly to 1/f)
with increasing f . In this case, the true dominant frequency could have an power
amplitude less than the other considered lower frequencies. In [5] it was shown
that the SNR does not decrease with increasing frequency, but remains nearly
constant. Relying on this finding, one can select the “winner” frequency as the
one for which the SNR is maximal, P (f)/σ(f), where σ(f) is an estimation of
the noise power for frequency f .

The noise power estimation is not a trivial task. One way to do this is to record
extra EEG data from the subject, without visual stimulation. In this case, the
power of the considered frequencies in the recorded signal should correspond
to the noise level. Despite its apparent simplicity, this method has at least two
drawbacks: 1) an extra (calibration) EEG recording session is needed, and 2) the
noise level changes over time and the pre-estimated values could significantly
deviate from the actual ones. To overcome these drawbacks, we need an efficient
on-line method of noise power estimation. As a possible solution, one can try
to approximate the desired noise power σ(f̃) for a frequency of interest f̃ using
values of P (f) from a close neighborhood O(f̃ ) of the considered frequency
f̃ . A simple averaging σ(f̃ ) ≈ E{P (f)}f∈O(f̃)\f̃ produces unstable (jittering)
estimates if the size of the neighborhood O(f̃) is small. Additionally, a large
neighborhood could contain several frequencies of interest that could bias the
estimate of σ(f̃).

In our work, we have used an approximation of noise based on an autoregres-
sive modeling of the data, after excluding all information about the flickering,
i.e., of signals S̃ = VKX̃ (see previous subsection). The rationale behind this
approach is that the autoregressive model can be considered as a filter (working
through convolution), in terms of ordinary products between the transformed
signals and the filter coefficients in the frequency domain. Since we assume that
the prediction error in the autoregressive model is uncorrelated white noise, we
have a flat power spectral density for it with a magnitude that is a function of
the variance of the noise. Thus, the Fourier transformations of the regression
coefficients aj (estimated, for example, with the use of the Yule-Walker equa-
tions) show us the influence of the frequency content of particular signals on
the white noise variance (σ̃). By assessing such transforms, we can obtain an
approximation of the power of the signal S̃.
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More formally, we have:

σ(f) =
πT

4
σ̃2

|1 − ∑p
j=1 aj exp(−2πijf/Fs)| ,

where T is the length of the signal, i =
√−1, p is the order of the regression model

and Fs is the sampling frequency. Since for the detection of each stimulation
frequency, we use several channels and several harmonics, we could combine
separate values of the SNR as:

Q(f) =
1

K(Nh + 1)

K∑

k=1

Nh+1∑

h=1

Pk(hf)/σk(hf),

where K is the dimensionality of the signal S and (Nh + 1) is the number of the
multipliers of the considered frequency f (one fundamental frequency plus its
Nh harmonics).

The “winner” frequency f∗ is defined as the frequency with the largest index
Q(·) among all frequencies of interest:

f∗ = arg max
f1,...,fnf

Q(f).

2.5 Game Design and Implementation

We have developed a SSVEP-based BCI game “The Maze”, in which the player
can control an avatar in a simple maze-like environment. The task is to navi-
gate the avatar (depicted as Homer Simpson’s head) to the target (i.e., a donut)
through the maze (see Fig. 1). The game has several pre-defined levels of increas-
ing complexity. A random maze mode is also available. The player can control
the avatar by looking at flickering arrows (showing the direction of the avatar’s
next move) placed in the periphery of the maze. Each arrow is flickering with its
own unique frequency taken from the selected frequency band (see Section 2.2).
The selection of the frequencies can be predefined or set according to the player’s
preferences.

The game is implemented in Matlab as a client-server application and can
run either in parallel Matlab mode (as two labs) or on two Matlab sessions
started as separate applications. The server part is responsible for the EEG
data acquisition, processing and classification. The client part is responsible for
the game logic, user interface and rendering. The client-server communication is
implemented using sockets and due to a minimal data transfer rate (during the
game only commands are sent from the server to the client) it can work over
a regular network, allowing also (optionally) to run the game on two different
computers. For the accurate (in terms of timing) visualization of the flickering
stimuli, we have used Psychtoolbox 3 (http://psychtoolbox.org).

To reach a decision, the server needs to analyze the EEG data acquired over
the last T seconds. In the game, T is one of the tuning parameters (must be set

http://psychtoolbox.org
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Fig. 1. Snapshot of “The Maze” game

before the game starts), which controls the game latency. Decreasing T makes
the game more responsive, but in the same time it makes the interaction less
accurate, resulting in wrong navigation decisions. By default, a new portion of
the EEG data is collected every 200 ms. The server analyzes the new (updated)
data window and detects the dominant frequency using the method described
above. The command corresponding to the selected frequency is sent to the client
also every 200 ms, thus, the server’s update frequency is 5 Hz. The final decision
(the command that is executed) is made by the client using the history of the
last m frequency detections: if in the queue of the last m detected frequencies
there is a frequency with more then m/2 occurrences, then this frequency is
considered to be the “final winner”, otherwise no decision is made.

As mentioned above, the game control has an unavoidable time lag. In order
to “hide” this latency, we let the avatar change its navigation direction only in
so-called decision points: as the avatar starts to move, it will not stop until it
reaches the next decision points on its way. This allows the player to use this pe-
riod of “uncontrolled avatar movement” for planning (by looking on appropriate
flickering arrow) the next navigation direction. By the time the avatar reaches
the next decision point, the EEG data window, which is to be analyzed, already
contains the SSVEP response corresponding to the new navigation direction.

2.6 Influence of Window Size and Decision Queue Length on
Accuracy

To assess the best combination of the window size T and the decision queue
length m, we have studied their influence on the classification accuracy. Six
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healthy subjects (all male, aged 24–34 with average age 28.3, four righthanded,
one lefthanded and one bothhanded) participated in the experiment. Only one
subject had prior experience with SSVEP-based BCI. For each subject, several
sessions with different stimulation frequency sets were recorded, but we present
the results only for those sessions, for which the stimulation frequencies coin-
cide with the ones that are determined with the calibration stage. Each subject
was presented with a specially designed level of the game, and was asked to
consequently look at each one of four flickering arrows for 20 seconds followed
by 10 seconds of rest, so the full round of four stimuli (flickering arrows) was
4 × (20 + 10) = 120 seconds. The stimulus to attend to was marked with the
words “look here”. Each recording session consisted of two rounds and, thus,
lasted 4 minutes. The recorded EEG data where then analyzed off-line using ex-
actly the same mechanism as in the game: for each position of the sliding window
(of size T ) the detected frequency was pushed in the queue (of length m), and
the final decision was based on reaching more than 50% of the votes. Due to the
design of the experiment, the true winner frequency is known for each moment
of time, which enables us to estimate the accuracy.

3 Results and Discussion

The results of the experiment described in Section 2.6 are shown in Table 1. With
the accuracy of the frequency classification we mean the ratio of the correct
decisions with respect to all decisions made by the classifier. Note, that the
chance level of accuracy in this experiment is 25%.

From Table 1 it can be seen that, in general, the longer queues of the decision
making mechanism lead to a better accuracy of the game control. The drawback
of the longer queues is an additional latency. To reduce the later, the server’s up-
date frequency (the actual one is 5 Hz) can be increased. This, in turn, increases
the computational load (mostly on the server part).

Based on our experience (also supported by the data from Table 1), we can
recommend to use the window size T = 3 and the queue length m = 5 (or more)
as default values for an acceptable gameplay.

Unfortunately, the information transfer rate (ITR) commonly used as a per-
formance measure for BCIs, is not relevant for the game, at least in its actual
form. By design, the locations of the decision points depend on the (randomly
generated) maze, and, therefore, the decisions themselves are made at an irreg-
ular rate, which, in turn, does not allow for a proper ITR estimation.

A few more issues concerning the visual stimulation and the game design need
to be discussed. Even though the visual stimulation in the calibration stage (one
full-screen stimulus) differs from the one used in the game (four simultaneously
flickering arrows, see Figure 1), we strongly believe that the frequencies selected
in such a way are also well suited for the game control. This belief has been
indirectly supported during our experiments (see Section 2.6): the frequency
sets, different from the ones selected during the calibration stage, in most cases
yield less accurate detections.
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Table 1. Classification accuracy as a function of window size T and decision queue
length m

T (s) m subject 1 subject 2 subject 3 subject 4 subject 5 subject 6
1 57.14% 91.96% 75.22% 53.35% 49.78% 47.32%

1 3 58.80% 93.06% 78.24% 52.31% 49.54% 48.38%
5 59.13% 94.71% 81.49% 53.61% 50.00% 48.08%
1 70.83% 99.51% 88.97% 69.36% 64.71% 53.92%

2 3 72.70% 100.00% 89.03% 69.39% 65.56% 54.34%
5 73.14% 100.00% 89.36% 71.01% 66.22% 54.52%
1 74.18% 100.00% 92.66% 81.79% 69.84% 62.50%

3 3 75.28% 100.00% 92.05% 82.39% 71.31% 62.50%
5 76.19% 100.00% 92.26% 82.74% 72.02% 62.20%
1 73.17% 100.00% 94.82% 86.59% 70.43% 63.11%

4 3 74.68% 100.00% 94.55% 87.18% 70.19% 63.14%
5 75.68% 100.00% 94.93% 89.19% 70.95% 63.51%
1 65.28% 100.00% 94.10% 88.89% 65.63% 63.89%

5 3 65.81% 100.00% 94.49% 88.97% 65.07% 62.87%
5 65.63% 100.00% 93.36% 89.45% 64.45% 63.28%

One of the drawbacks of SSVEP-based BCIs with dynamic environment and
fixed locations of stimuli is the frequent change of the subject’s gaze during the
gameplay, which leads to a discontinuous visual stimulation. To avoid this, we
introduced an optional mode where the stimuli (arrows) are locked close to the
avatar and move with it during the game, which might make the game more
comfortable to play.

Several subjects have noticed that the textured stimuli are easier to concen-
trate on than the uniform ones. Some of our subjects preferred the yellow color
of the stimuli to the white color, which partially might be explained by a char-
acteristic feature of the yellow light stimulation: it elicits an SSVEP response
of a strength that is less dependent on the stimulation frequency than other
colors [11].

BCI-based gaming is research direction that is still in its infancy, and still a lot
of issues to be tackled before it could become accepted in the gaming community.
All these issues, including the ones discussed above, clearly indicate the necessity
of further BCI research, in general, and the development of suitable applications
for interactive entertainment, in particular.
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Abstract. We live in a world of continuous information overflow, but the
quality of information and communication is suffering. Single value de-
vices contribute to information and communication quality by focussing
on one explicit, relevant piece of information. The information is decou-
pled from a computer and represented in an object, integrated into daily
life.

The contribution of this paper is on different levels: Firstly, we identify
single value devices as a class, and, secondly, illustrate it through exam-
ples in a survey. Thirdly, we collect characterizations of single value de-
vices into a taxonomy. The taxonomy also provides a collection of design
choices that allow one to more easily find new combinations or alter-
natives, and that facilitate the design of new, meaningful, effective and
working objects. Finally, when we want to step from experimental exam-
ples to commercializable products, a number of issues become relevant
that are identified and discussed in the remainder of this paper.

1 Introduction

After the quantity explosion of information and communication, the desire for
quality arises, as also expressed by the slow media movement [19]. Single value
devices are objects that filter one item out of the constant cloud of informa-
tion, and display it in isolation on a physical object, making this information
much more accessible and prominent and integrating it in our daily lives. These
key properties give single value devices the potential to increase the quality of
information.

A single value can carry a huge amount of information. The single bit of infor-
mation that a friend is online on ICQ creates an awareness of the other person,
an emotion of sharing presence and activity, and may suggest an action, which
is to contact the friend. Embodying the representation in a dedicated (everyday,
or especially designed) object has additional advantages. Firstly, it brings more
immediacy to the information, compared with opening a laptop, connecting to
the internet and searching for the information. Secondly, dedicated objects al-
low for an almost unlimited variety of designs to represent the information and
interact with the user, such as sound, touch, light, movement, whatever can be
invented using actuators and sensors, and what people find easy and pleasant
to perceive. As we will discuss later, it also gives more possibilities to design
for emotion. Finally, dedicated objects, more than traditional screen-based de-
vices, allow the technology and the information representation to move into the
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background or periphery. The information comes only into focus when needed,
and the user is not overburdened with information (cf. ubiquitous computing and
calm technology [29,8,30,27]).

Most existing single value devices come from conceptual experiments and
from art and exist only as prototypes. In order to get to mature products and to
design meaningful, effective and working objects, an understanding of the design
choices and their consequences is necessary, which is the core contribution of
this paper. Our fundamental question is: How to design meaningful and effective
single value devices? We will, first, approach this question by investigating the
possible characteristics of single value devices. To this end, we present a survey
of existing single value devices in Section 2; subsequently, we suggest a taxonomy
for single value devices in Section 3. When taking the step from the proof-of-
concept or artistic-exploration nature of most existing single value devices to
commercially feasible products, a number of design issues becomes relevant,
which are discussed in Section 4.

2 Survey of Single Value Devices

In this section we present a chronological survey of single value displays, in
order to unfold the space of possible applications and approaches. The objects
presented here are often prototypes and results from art projects.

– Feather, Scent and Shaker [23] are pairs of objects shared by two people. In
“Feather” and “Scent”, one partner has a picture frame, and shows (s)he thinks
of the other by shaking the frame. This message of connectedness is communi-
cated to the partner at home in a manner reflecting the transience of thought:
through a feather in a cylinder that is lifted by a little fan, or by vaporising
essential oil in an aluminium bowl using a heating element. “Shaker” is meant
for less intimate friends, and consists of a pair of handsized devices that, when
shaken, cause a vibration of the other object.
– The Dangling String [30] is an installation for an office environment. It consists
of one and a half meter of plastic spaghetti hanging from the ceiling, mounted
to a small electric motor. The motor is triggered by the activity on an Ethernet
cable. A very busy network causes a madly whirling string with a characteristic
noise; a quiet network causes only a small twitch every few seconds. Placed in
an unused corner of a hallway, the long string is visible and audible from many
offices without being obtrusive.
– The level of web activity is displayed in [18] using ripples in a water tank. A
solenoid-driven float triggered by “bits” of web activity creates ripples on the
surface of the water; these are reflected on the ceiling using a strong light.
– Also for a working environment is the light installation of [15]. Posters of re-
search projects on the corridor walls are illuminated by spotlights. The light
intensity of each spot is determined by the number of hits on the corresponding
project webpage over a period of time.
– The Peek-A-Boo Surrogate, as one of many examples in [16], is also for a work-
ing environment. It consists of a little figure that turns its face to the wall if the
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person to which it is connected is not present in her or his office, and turns it
front to the room, if the person is available.
– Using touch or temperature sensors, a White Stone [26] can detect when one
partner takes it in her or his hand, which causes a coupled remote White Stone
to produce a sound. A message can be sent back by triggering an internal heating
device in the other White Stone.
– Soft Air Communication [26] refers to a pair of inflatable chairs that can sense
weight and movements. At the corresponding chair these signals are then dis-
played by light and sound.
– The Frame [26] indicates presence or absence of family members. A photo in
the Frame rises when the respective person is at home, or is dimmed otherwise.
A receptor on a key ring or in a wallet captures the presence of the person.
– The Kiss Communicator [7] includes two devices, wireless connected by inter-
net. The sender can blow on her device, which is displayed as a colour sequence
on the other device.
– Also designed for partners is LumiTouch [9], is a pair of picture frames that
are connected to a computer and may contain the photo of the partner. The
frames allow for two modes of interaction: in one mode movement is detected
which makes the other frame glowing. In the other mode a frame can be squeezed
giving a different light effect on the other frame.
– The Internet Tea Kettle [2] tells adult children whether parents make tea, i.e.
use the tea kettle, which is an inherent element of normal daily activity in the
Japanese culture, and indicating that the parents are acting well.
– The Ambient Orb [13] is a light ball indicating stock market activity. It can
be configured via a company website to display other information. It is a com-
mercial product. Connection is through a radio data network.
– The Data Fountain [5] can display stock market information by the height of
a water fountain. In the example given, the different heights of three vertical
water jets reflect the relative exchange rates of the Yen, Euro, and Dollar.
– The Fishtank [25] is designed for motivating people to move more. Employees
in an office wear a pedometer, to measure their movement. A fish representing
them, displayed on a public screen, grows with their amount of movement.
– Nabaztag [3] is a networked robot rabbit with speech, movable ears, and colored
LEDs. It has been used as a single value device in applications for communica-
tion with a spouse, display of aggregated weather information, and others.
– The Flower Lamp [4] opens up to bloom depending on the energy consumption
at home: the less energy is consumed the more the flower opens.
– The Hug Shirt [21] allows to send a hug via SMS to a mobile phone of the per-
son wearing the hug shirt, and via blue tooth the hug is transmitted to the shirt.
Sensors in a hug shirt can capture heart beat, skin temperature and strength of
a hug, actuators can physically reproduce these information.
– Blossom [22] is a very personal object for a woman reflecting her connected-
ness to her family roots in cyprus. The blossom is made of stamps that were
sent from Cyprus to England at the same time as her family emigrated. It opens
when a predetermined amount of rain is detected by a sensor on the family land
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in Cyprus. The blossom opens only once to reflect the uniqueness of events in
contrast to continuous availability of services.
– Journeys between ourselves [22] is a pair of necklaces made for a mother and
adult daughter. When one touches her necklace the other’s necklace starts trem-
bling softly. The necklaces are very personal objects made for specific persons,
where the design refers exclusively to shared memories of mother and daughter.
– The Smart Umbrella [28] gives a voice alert if its owner leaves the house
while rain is predicted. It combines internet information about the weather
(weather.com) with local information, the state of the door.
– The Babbage Cabbage [14] uses a red cabbage as display. The acidity level of
the feeding water can be modified, changing the colour of the cabbage between
violet, purple and green. The cabbage has been used as single value display,
with the colour of the cabbage representing information such as health of family
members, or the quality of global climate and environment.
– A playful competition device is ikWin: google battle [20], consisting of two
platforms that can be extended to a couple of meters height. Two people can
compete by getting on a platform each, and then giving their name as input.
The number of google hits will move the platform up, and the one with more
google hits will end up in a higher position.
– Pairs [10] is also meant for partners. Two paired objects tremble with in-
creasing intensity when they come closer to each other, and stop if they are put
together. Much attention is put on the objects themselves, made from wood,
such that it is a pleasure to touch and put them together. Additionally, much
effort was put in giving them an individual look and personal history. Technol-
ogy used includes arduino and wireless internet connection.
– Scottie [6] is designed for communication between children in a hospital and
their relatives. Each participant has a doll, sending messages is done by shaking
the doll or knocking on it, messages received are transformed into vibration and
colors. Technology used includes arduino, Bluetooth, and mobile phone.
– Tactile communication between remote parents and their children is supported
by the Huggy Pajama [24]. It consists of a doll equipped with pressure sensors, to
be hugged by a parent, and a haptic jacket, where, by air pressure, the sensation
of a hug can be reproduced.
– The Internet Enabled Furby [12] is an example of an instrumented toy, which
functions as room observer (light sensor) and primitive communication device
(ears). It has an ethernet connection and is controlled by an arduino.
– The CoConatch [1] is designed as physical warning device for twitter. It can
alert a user with sound, movement and light about new messages. The device is
connected to a PC using a USB connection. The PC runs a tiny server applica-
tion to connect the device with Twitter trough internet.

3 Taxonomy of Single Value Devices

The single value devices discussed in the survey above are often highly indi-
vidual projects, stemming as much from an artistic idea as from technological
developments. Many examples concern connection to your loved ones, ranging
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from simple presence awareness devices (The Frame [26], The Internet Tea Ket-
tle [2]), to active communication devices (e.g., Journeys between ourselves [22],
The Huggy Pajama [24]). Other examples focus on displaying practical infor-
mation about one’s environment, such as The Smart Umbrella [28], and the
Babbage Cabbage visualizing environmental issues [14]. Communication tech-
nologies range from internet to GSM text messages; some devices are realized as
mass-producable objects whereas others are highly individual, one-time objects.

In the following we provide a taxonomy of single value devices. It also describes
the design space: for each of the characteristics a design decision has to be taken.
In this sense it can serve as a stimulation to reflect on choices made, to explore
new combinations, to find white areas in the space of possible designs, and invent
new characteristics for meaningful, surprising and playful applications.

1 What Are the Characteristics of the Information Displayed?

1.1 Information Direction and Communicative Intent. The flow of informa-
tion may be between two humans (social information), or human and machine
[8]. When an explicit Communicative Intent is involved, the connection will al-
ways be between humans, and may be unidirectional or bidirectional. Examples
are Scottie [6] and the necklaces [22]. In contrast, Status Information is unidi-
rectional, and may involve human-machine as well as human-human connections
(note that the elderly relatives using the Internet Tea Kettle do not make tea in
order to communicate this fact to their family members). Other examples are
the Data Fountain [5] and Smart Umbrella [28].

1.2 Information Distance represents, for social information, the social distance
between the information source and the receiver. It can be described as shells
spanning from self to family to society and world [14].

1.3 Information Privacy. The information represented by the single device may
be Public, e.g., taken from the internet, or Private (everything that has (or
should have) only personal use). Most human-human connections fall in the
latter category. The Smart Umbrella [28] combines both: the information that
someone is leaving the house is private, the weather information is public.

1.4 Information Decoupling. Single value devices typically involve one or more
aspects of decoupling. Physical decoupling: The displayed quantity is not nec-
essary one single physical measurable phenomenon such as temperature, but
can also be an aggregate value. For example, the “state of the global environ-
ment” displayed by the Babbage Cabbage is a complex aggregate of many in-
formation sources. Geographic decoupling: network communications allow us
to completely decouple the display and the measured data geographically. Blos-
soms [22] are an good example: the blossom (in England) opens depending on
rain quantity on Cyprus. Temporal decoupling: the values displayed need not
be strictly related to real-time (as in ‘here and now’). The project poster spot
lights [15] display historical data. Other devices might target, e.g., awareness of
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changes in bodily health over time, or engender historical awareness by showing
the climate at a certain location, ten years in the past.

1.5. Information Source. Communication devices typically obtain their infor-
mation from Sensors in the paired object (e.g., LumiTouch [9], the White Stones
[26], and the Kiss Communicator [7]). Databases and statistics as available on
the internet are another information source. Examples are the Data Fountain [5]
displaying currency exchange values, or the Nabaztag [3] indicating the weather
by light patterns. As said before, the single values that are displayed need not
correspond to a single value that is measured. Aggregators can combine infor-
mation in various ways, ranging from very straightforward to highly complicated
information fusion using intelligent learning algorithms.

2 What Is the Intented Impact of Displaying the Information?

In the first place all devices create awareness: your partner thinks of you; your
parents make tea (and therefore apparently are active [2]); or the device makes
you aware of the CO2 emission 10 years ago, compared to today. The conse-
quence of awareness is an action or an emotion [11]. Action. Some information
suggests an action, such as to water the dry plant, going to the coffee room when
others are there, make a break, read your tweets, phone your parents. Measur-
ing and displaying personal health status can motivate people to live healthier,
as with the Fishtank [25]. Emotion. Other information mostly aims to trigger
emotions. This often concerns relations between people – as with the various
partner devices – but another emotion might be, e.g., feeling rich or important,
through a personal stock market indicator, or the number of tweets received.

3 What Physical Object Is Used for the Single Value Device?

3.1 Is the information displayed through a dedicated object? Most examples
use dedicated objects, already existing or created for this purpose. A few, how-
ever, use walls and surfaces [18] or dedicated screens [25] for display.

3.2 What Is de Modality Used for Displaying the Information? Any modality
can be used (and: has been used) to represent the information in a single value
device: light intensity [15] or pattern [18,3], sound [26], smell [23], motion [30],
Bubbles in a tube [17], trembling [10,22], etc.

3.3 How personal Is the Object? Some of most evocative examples of single
value devices are completely Individual objects. For example, the necklaces and
Blossom [22] are pieces of art made for individual persons, by exploring what is
meaningful to these persons and their relationships and transferring that into a
very personal object. Configurable objects allow one, to some extent, to per-
sonalize a mass produced object object. For the Nabaztag differently patterned
ears could be chosen, and there was a great variety of costumes for Nabaztags.
A few single value devices are based on mass produced consumer electronics
gadgets, and their physical appearance is hardly configurable.
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4 What Hardware Technology Is Used?

Single value devices use a wide range hardware technologies. Actuators. In
our examples, (LED) lamps are used [9,18], dimmers [15], speakers [3], inflat-
able components for haptic sensations [24,21], motors [30], vibraton motors
[10,22,3,16], heaters [23,26], also using bimetall [22], and pumps [5,17]. Sen-

sors in the examples measure quantities such as location (GPS), displacement
(accelerometers, distance sensors), presence of objects (RFID), sound intensity,
light intensity, temperature, humidity, pressure (touch, air pressure, height), or
time (DCF, GPS). Information transport is done through PCs, Arduinos or
other microcontrollers, USB, WLAN, phones, wires, and web servers.

5 What Is Required for Using the Device in Daily Life?

When aiming at mature products, a number of pragmatic questions regarding ac-
tual use of the devices in daily life become important, too. Setup and configu-

ration. How much technological expertise is required for setup and configuration
(introduction to a network, coupling to a paired device, etc.)? Does the device
require regular configuration updates? Charging. Does the device need batter-
ies? Frequently having to recharge the device diminishes it’s property of being a
background service. Services. Which basic services, such as wireles internet or
mobile phones, are used? Are there associated costs such as renewal of prepaid
phone cards? Does the availability of the service depend on the availability of a
company server?

4 Design Issues

Underlying single value devices is a fundamental tension. On the one hand,
their most important characteristics center on being highly personal and context
dependent objects. On the other hand, commercially feasible production requires
very different design decisions, like uniformisation.

4.1 Single Value Devices Are Objects with Associated Emotions

Single value devices often represent information with personal meaning, and
the object displaying the information should allow for emotional connotation.
Consequently, there is the choice of either designing a new, dedicated object
as carrier for this information, or taking an existing object with the emotional
connotation already associated to it.

Attaching meaning to an object is an action of a person [11], it is not an inher-
ent property of an object. Different people can attach different meanings to the
same object. How to design an object that stimulates users to attach emotional
meaning to it? In our examples we find two extreme approaches. The necklaces
in [22] are designed personally for two people, taking their shared memories into
account: e.g., elements from illustrations of fairy tales read together. The other
extreme is to design a very neutral object and give space for projecting mean-
ing to it. The white stones [26] and the CoConatch [1] have a tenuous design
allowing for different connotations.
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Another choice is to equip existing personal objects – that already carry emo-
tional meaning for a user – with technology, as done with the tangible bits [18].
A very invasive strategy is followed with the internet enabled Furby [12]: after
treatment it cannot be used anymore as a normal Furby. A more restrained ap-
proach is that of the Lumitouch photo frame [9] carrying a personal photo. To
generalize the approach of non-invasive technology added to existing objects, we
suggest to develop light-giving pedestals or small display cases in which one can
put highly valued personal objects.

4.2 Customizability

Configurability is the answer of consumer electronics to individual needs when,
at the same time, concentrating on cheap mass production. For single value
devices it is crucial to keep them simple, Not all target groups will want to, or
be able to, configure their device.

However, one key property of single value devices is that they are highly
context dependent. Some people may want to see status information about global
warming; others might prefer a single value device to display the severity of traffic
jams, each user has his or her own loved ones whom (s)he wants to connect to.
Functionalities may not be relevant in every context, e.g., the pollen status is
mainly relevant in spring. From this point of view, single value devices need to
be extensively configurable.

Aspects that need to be simple for each user are initialization, such as intro-
ducing to the local network, or pairing with another device.

Altogether, it is obvious that a range of devices is necessary to satisfy different
needs. Configurability is a feature that should be included carefully balanced
with simplicity. In order to meet requirements from producability we suggest a
generic platform as discussed in the following section.

4.3 Building Blocks for Single Value Devices

In principle, it is not difficult to build prototypes of single value devices in all
flavours. Still, from a practical point of view, the design of a prototype requires
effort, knowledge and technological experience. For end users and their evalu-
ation, prototypes easily suffer from lack of every-day convenience. Aspects like
small size, simple chargability or connection to the internet, are typically not
the first requirements in prototype development – but for usability these aspects
are very important.

We suggest the development of a platform that can serve as a standard basic
setup for single value devices. It should be easy to equip with a range of sensors
and actuators, easily accessible for the software part, easily connect to internet,
and aspects as charging sorted out. The advantage of such a platform would be:
for the researching developer, who can efficiently develop prototypes, using a
kind of universal building block, for the product developer, who can build on a
flexible standard platform, for the end user, as basic usability of such a product
is present, for the producer, who can produce such a platform in high numbers
and use it for different products.
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We have made a start with developing a standard basic setup for single value
devices used in a coffee rendez-vous application, as an example application.

4.4 Service Dependence

Permanence of service availability is a topic that is often overlooked in the de-
velopment of prototype single value devices, but which is very important when
they are to become commercial products. We make things that depend for their
whole life cycle on payed connectivity services such as telephony networks, radio
datanetwork or internet. Additionally, many devices need a webserver for reg-
istration, configuration, storage of data, and dedicated applications. Quality of
service, regular updates, and sufficient variation in the available applications is
a crucial factor in the commercial success of a product.

5 Conclusion

Single value devices have a potential that is not yet realized. They can integrate
into daily life in an unobstrusive and aesthetic way. The variety of applications
is huge, from motivating to live healthier to reminding of everyday duties, from
telepresence to simple playful communicators. But still, very few commercial
products exist. Most of the examples available are prototypes exploring con-
ceptual design choices. Aiming at commercial products a more integral view on
single value devices is necessary, to which the work presented contributes.

We investigated the design choices by, first, exploring existing examples in a
survey, and, in a second step, distilling the characteristics in a taxonomy of sin-
gle value devices. The taxonomy in itself is already useful to identify unexplored
areas in the design space. Furthermore, we contribute a critical discussion about
how to design objects with emotional connotation, which is certainly underlying
in many publications and prototype developments on single value devices. Fur-
ther discussions address customizability, and the service concept that inherently
gets introduced with single value devices. Our future efforts will aim at a more
mature version of the hardware platform, and a variety of projects where we
prove our platform and explore the possibilities of applications.
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Abstract. The evolution of input device technologies led to identifica-
tion of the natural user interface (NUI) as the clear evolution of the
human-machine interaction, following the shift from command-line in-
terfaces (CLI) to graphical user interfaces (GUI). The design of user in-
terfaces requires a careful mapping of complex user “actions” in order to
make the human-computer interaction (HCI) more intuitive, usable, and
receptive to the user’s needs: in other words, more user-friendly and,
why not, fun. NUIs constitute a direct expression of mental concepts
and the naturalness and variety of gestures, compared with traditional
interaction paradigms, can offer unique opportunities also for new and
attracting forms of human-machine interaction. In this paper, a kinect-
based NUI is presented; in particular, the proposed NUI is used to control
the Ar.Drone quadrotor.

Keywords: Natural User Interface, Kinect, Quadrotor control, Interac-
tive systems.

1 Introduction

Gestures are important factors in conversationsbetweenhumans.Researchers have
designed and implemented several human-computer interaction (HCI) paradigms
based on gestures, thus creating the so calledNaturalUser Interfaces (NUIs). NUIs
have been investigated since early eighty’s (voice and gestures are used to control
a GUI in [3]). Among NUIs, gesture-based interfaces always played a crucial role in
human-machine communication, as they constitute a direct expression of mental
concepts [16]. The naturalness and variety of hand and body gestures, compared
with traditional interaction paradigms, can offer unique opportunities also for new
and attracting forms of HCI [15]. Thus, new gesture-based solutions have been pro-
gressively introduced in various interaction scenarios (encompassing, for instance,
navigation of virtual worlds, browsing of multimedia contents, management of im-
mersive applications, etc. [20][28]) and the design of gesture-based systemswill play
an important role in the future trends of the HCI.

Human-Robot Interaction (HRI) is a subset of the HCI and can be considered
as one of the most important Computer Vision domains. In HRI-based systems,
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especially in safe critical applications such as search-and-rescue and military, it is
increasingly necessary for humans to be able to communicate and control robots
in a natural and efficient way. In the past, robots were controlled by human
operators using hand-controllers such as sensor gloves and electromechanical
devices [23]. These devices limit the speed and simplicity of the interaction.
To overcome the limitations of such electro-mechanical devices, vision based
techniques [16] have been introduced. Vision based techniques do not require
wearing of any contact devices, but use a set of sensors and computer vision
techniques for recognizing gestures. Therefore, the type of communication based
on gestures can provide an expressive, natural and intuitive way for humans
to control robotic systems. One benefit of such a system is that it proposes
natural ways to send geometrical information to the robot, such as: up, down,
etc. As seen in [2], through the recognition of gestures, a natural language for
human-machine interaction can be created, relying on non invasive methods such
as a camera, to identify user gestures for comparison with a predefined gesture
database. Gestures may represent a single command, a sequence of commands, a
single word, or a phrase and may be static or dynamic. Such a system should be
accurate enough to provide the correct classification of gestures in a reasonable
time.

Although a lot of works of HRI by gestures are known in the literature (Sec-
tion 2 briefly reviews the most appropriate) recent technological advances have
opened new and challenging research horizons. In particular, controllers and
sensors used for home entertainment can be affordable devices to design and
implement new HRI forms.

The aim of this work is to create a human-robot interaction framework based
on the use of body gestures. To achieve this, the main requisites are to ex-
tract spatial information from specific parts of the body and secondly to ex-
tract gestures from this information. In this work, Microsoft Kinect [12] is
used as gesture tracking device; recognized gestures are then used to control
the Ar.Drone quadrotor platform [1] (in the following of the paper the terms:
Ar.Drone, quadrotor, and platform will be used interchangeably). The user is
the “controller” and so a new form of HRI can be experienced. Tests proved
that the platform can be easily controlled by a customizable set of body move-
ments, consequently allowing for an exciting, fun, and safe experience even for
non-skilled users.

The paper is organized as follows: Section 2 reviews the main HRI solutions
and briefly introduces the Ar.Drone. Section 3 describes the system architecture
and the mapping between gestures and commands. Finally, remarks about this
experience and future investigation trends are presented in Section 4.

2 Background

The ability to recognize gestures is important for an interface developed to under-
stand users intentions. Interfaces for robot control that use gesture recognition
have deeply been studied as using gestures provides a formidable challenge. Sev-
eral issues arise from environments with complex backgrounds, from dynamic
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lighting conditions, from shapes to be recognized (in general, hands and the
other parts of the human body can be considered as deformable objects), from
real-time execution constraints, and so on.

A lot of work has been focused on hand gesture recognition for human robot
interaction. For instance, an architecture of hand gesture-based control of mo-
bile robots was proposed in [21]. The gestures were captured by a data glove and
gesture recognition was done by Hidden Markov Model statistical classifiers. The
interpreted gestures were translated into commands to control the robot. Later
on the use of a data glove was replaced by the use of markers in [9]. Two cam-
eras provided the info to triangulate the position of the hand markers, allowing
gesture recognition to take place and control a 6DOF robot with a high preci-
sion. An alternative identification of the hand posture was also proposed in [5].
The hand posture is identified from the temporal sequence segmented obtained
by the Hausdorff distance method. A real time vision based gesture recognition
system for robot control was implemented in [2]. Gestures were recognized us-
ing rule based approach by comparing the skin like regions in a particular image
frame with the predefined templates in the memory of the system. Another hand
gesture recognition system for robot control, which uses Fuzzy-C-Means algo-
rithm as gesture classifier to recognize static gestures, was proposed in [25] and
[26]. Static and dynamic gestures are recognized by a Fuzzy-C-Means clustering
algorithm in [19].

YCbCr segmentation to recognize hand gestures has been proposed in [22],
whereas a real-time hand posture recognition using 3D range data analysis is
presented in [10]. A background subtraction approach using video sequences is
proposed in [18], whereas motion detection algorithms for gesture recognition
are used in [11]. A trajectory-based hand gesture recognition, which uses kernel
density estimation and the related mean shift algorithm, was presented in [17].
A method for detecting and segmenting foreground moving objects in complex
scenes using clusters is used in [4]. Under the assumption that the target object
occupies the entire image, the humans body proportions are considered and using
(vertical and horizontal) histogram analysis the hand gesture is recognized by a
webcam in [8].

In this paper, a novel method of interaction and control of quadrotors by
whole body movement recognition is described. Microsoft Kinect allows users
to experience a new type of HRI able to provide an intuitive, robust and fun
interaction form.

2.1 Quadrotors and the Platform Ar.Drone

Quadrotors are used in a large spectrum of applications ranging from surveillance
to environmental mapping. Quadrotors are used singularly as well as in swarm;
in this last case, the task of coordination is always a critical issue. Quadrotors can
be used both outdoor and indoor; outdoor platforms use, in general, autopilots
for autonomous navigation whereas several localization techniques (mainly based
on computer vision) are exploited to determine position and orientation of indoor
platforms.
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The human interface plays a key role when a quadrotor and, in general any
flying platform, has to be directly controlled by the user. RC-transmitters and
joysticks are the two most common input devices used to control quadrotors.
Innovative solutions uses multitouch devices (e.g., the iPhone [1] and Microsoft
Surface [24]) and game controllers (e.g., Nintendo Wiimote [27]). Initial attempts
of Microsoft Kinect usage to control the Ar.Drone have been proposed in [31] and
[32]. In both cases, hand gestures are translated in commands for the platforms.

The Parrot AR.Drone [1] is a quadrotor helicopter with Wi-fi link and two
cameras: a wide angle front camera and a high speed vertical camera. Software
clients to control the platform are available: Windows/Linux PC clients and an
application for iPhone can be used to control the Ar.Drone by keyboard, joystick
or a multitouch device. The Parrot AR.Drone provides automatic “procedures”
for takeoff, landing, and hovering. A public SDK is available to implement custom
applications for the quadrotor control; the Windows client has been used as the
starting point to develop the proposed solution (see Section 3). The SDK can be
used to connect to the AR.Drone ad-hoc Wi-fi network, send commands (takeoff,
land, up/down, rotate, and so on), receive, decode and display live video stream
from the two cameras, receive and interpret navigation data and battery status.
Although the Ar.Drone is sold in Europe to a price of about 300 euros as the
flying video game, an impressive number of users use this platform for technical
and research purposes.

Fig. 1. A high-level description of the system

3 System Architecture

A high-level description of the system is provided in Fig. 1. The user’s body is
tracked by the Microsoft Kinect [12], that is connect to a PC via USB; gestures
(body poses) are translated in commands to be sent to the platform via Wi-Fi
connection. The user will be able to completely control the quadrotor movements
by using the body as a sort of natural controller; moreover, an ad-hoc developed
GUI (Graphics User Interface) enables the user to remotely control the platform
as flight attitudes, navigation data (telemetry), and the video stream from the
onboard cameras are shown, thus releasing the user to directly see the quadrotor.
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Fig. 2. Layers of the software architecture

From the software point of view, the architecture is shown in Fig. 2. The
stack composed by FAAST (Flexible Action and Articulated Skeleton Toolkit
[7]), OpenNI - PrimeSense Nite, and the Kinect drivers is used to capture and
decode body poses. FAAST is a middleware to facilitate integration of full-body
control with games and VR applications using OpenNI-compliant depth sensors
(e.g., Microsoft Kinect). The toolkit incorporates a custom VRPN (Virtual-
Reality Peripheral Network [29]) server to stream the user’s skeleton over a
network, allowing VR applications to read the skeletal joints as trackers using
any VRPN client. FAAST can also emulate keyboard input triggered by body
posture and specific gestures.

On the other hand, the OpenNI Framework [14] provides the interface for phys-
ical devices and for middleware components. APIs enable modules to be registered
in the OpenNI framework and to be used to produce sensory data. OpenNI cov-
ers communication with both low level devices (e.g., Microsoft Kinect), as well as
high-level middleware solutions (e.g., FAAST). OpenNI can interact with the Mi-
crosoft Kinect by the OpenKinect library [13]. Body poses detected by FAAST
are used by the GUI to trigger a modified version of the keyboard-based Ar.Drone
client (theDLLDronemodule in Fig. 2), thus implementing an effective and robust
command chain to control the platform. Moreover, the GUI has been designed to
receive information about position and orientation of the platform from an opti-
cal tracking system. Information coming from the optical tracker (the affordable
system proposed in [6] has been used for tests) allow to implement mechanisms of
AI (Artificial Intelligence) to control the quadrotor, thus replacing the user.

Fig. 3 shows the exchanged data among system components. The Ar.Drone
sends the GUI navigation data and the video stream, whereas it receives navi-
gation commands. Each command is the translation of a body pose according to
Table 1. This table is used by FAAST to trigger a set of keyboard events related to
platform commands. Moreover, each pose (also called action) is associated with
a threshold; for instance the syntax: lean forward 15 sets a lean forward of at
least 15 degrees to activate the corresponding action. The thresholds define the
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Fig. 3. Exchanged data among system components

Table 1. Correspondence between body poses and commands for the quadrotor

Body pose Ar.Drone command

Right arm up Takeoff
Right arm down Landing
Lean forward Go forward
Lean backward Go backward
Lean right Go right
Lean left Go left
Left arm up Go up
Left arm down Go down
Left arm out Turn left
Right arm out Turn right
Rest position Hovering

Fig. 4. Two pictures of the experimental setup. On the left the laptop console is shown,
whereas the Microsoft Kinect is visible on the right.

sensibility in recognizing body poses and they can be thought as the joystick dead-
zone, that is the region of movements which are not recognized by the device.
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The user can customize the association between action and platform com-
mands, thus choosing the body poses more intuitive and effective. Threshold
values of 20-25 have been experienced as a good tradeoff between robustness
(i.e., the system really detects the right pose) and sensibility (i.e., the size of the
“deadzone”). A video showing an example of Ar.Drone control by body move-
ments can be found in [30]. The video allows to appreciate both intuitiveness of
the HRI and the graphics output the user can use to control the platform.

4 Conclusion and Remarks

This paper presents an example of NUI based on body gestures/movements to
control a quadrotor. Although this work shows a challenging and exciting sce-
nario, a more accurate and rigorous study is necessary to evaluate the efficiency
of this kind of solution.

A comparative analysis involving different human machine interfaces is sched-
uled. The methodology that will be adopted for evaluation plans to propose a
set of tests to be performed by a group of users. In particular, the tests will con-
sist in repeating one or more navigation tasks by using a joystick, a multitouch
device, and the proposed solution. The user will be asked to perform a complete
flight session from takeoff to landing. The users will be trained on the execution
of each test. The trainer will illustrate the features of the different interfaces.
Thereafter, each user will be allowed to experience the basic flight commands
with the different interfaces. The mission will consist in lift-off the quadrotor
from a specific location, reach one or more checkpoints in the environment by
performing a number of actions to change the flight attitudes, and finally try
to drive the quadrotor to a well defined landing location to set down the plat-
form. Different commands are involved in this test and it can represent a valid
testbed to compare the different user interfaces. The results will be gathered in
objective terms regarding the time needed to complete the task (from takeoff
to landing). Moreover, subjective evaluations will be considered. Indeed, at the
end of the set of tests each user will be asked to fill in a questionnaire about the
usability of the proposed interface, including questions related to the perceived
robustness of the system (e.g. to take into account the errors of classification of
a posture, number of gesture repetitions due to the misclassified postures, and
so on). The setup of the testbed could also cover precision evaluations by using
the infrared-optical tracking system proposed in [6]. This system will be used to
measure the position of the Ar.Drone in the environment. Indeed, by performing
the flight tasks within the infrared-optical tracking system it is possible to in-
tegrate and cross-relate the previously described results (in terms of completion
time) with a measure of the precision of the performed actions, e.g. it is possible
to measure the distance between the ”target” landing point (i.e. a well defined
position where the user is asked to set down the platform) and the ”real” landing
point (i.e. the position where the platform is actually landed by using a specific
human machine interface).

At this moment, the whole latency of the system has been measured: the
term latency denotes, in this case, the delay between a user’s movement and the
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execution of the corresponding command. The measure has been performed by
analyzing the video sequence in [30] and counting the number of frames elapse
between user and Ar.Drone movements. An average latency of 0.3 seconds has
been experienced. Thus, about three commands can be executed in a second, that
is fully consistent both with the platform’s dynamic and the “user’s dynamic”.

Affordable devices such as Microsoft Kinect are opening new scenarios allow-
ing to create innovative forms of HRI unthinkable until a few months ago. The
evolution of devices designed to implement novel user centric forms of entertain-
ment provides researchers alternative tools to re-design more intuitive, robust,
and fun HRI paradigms.
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Abstract. In this paper, we introduce a vision called Smart Material
Interfaces (SMIs), which takes advantage of the latest generation of en-
gineered materials that has a special property defined “smart”. They
are capable of changing their physical properties, such as shape, size
and color, and can be controlled by using certain stimuli (light, poten-
tial difference, temperature and so on). We describe SMIs in relation to
Tangible User Interfaces (TUIs) to convey the usefulness and a better
understanding of SMIs.

Keywords: Tangible User Interfaces, Ubiquitous Computing, Smart
Material Interfaces.

1 Introduction

Although the tangible representation allows the physical embodiment to be directly
coupled to digital information, it has limited ability to represent change in many
material or physical properties. Unlike malleable pixels on the computer screen,
it is very hard to change a physical object in its form, position, or properties
(e.g. color, size) in real time.

– Hiroshi Ishii [5]

Mark Weiser’s [18] vision of Ubiquitous Computing motivated researchers to
augment everyday objects and environments with computing capabilities to pro-
vide reality-based [7] and more natural interaction possibilities. One of the most
promising sub visions has been the tangible user interfaces (TUIs) [6]. In TUIs
it is proposed to use physical handles to manipulate digital information. Some of
the known examples of TUIs are Urp [16], actuated workbench [11], Illuminating
Light [15], MediaBlocks [14], Siftables [8] and SandScape [4]. One of the major
limitations of TUIs is that they focus more on the input mechanism and less
on the output. As Ishii [5] explained, the incapability of making changes in the
physical and material properties of output modalities is a major limitation of
TUIs. Building on this limitation of TUIs [5], we propose a sub vision entitled
Smart Material Interfaces (SMIs). The main focus of a SMI is being able to
make changes in the physical and material properties of output modalities. SMI
proposes the use of materials that have inherent or “self augmented” capabili-
ties of changing physical properties such as color, shape and texture, under the
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control of some external stimulus such as electricity, magnetism, light, pressure
and temperature.

The purpose of this paper is to draw attention to this upcoming field of
research. In this paper, we describe SMIs in relation to TUIs to convey the
usefulness and a better understanding of SMIs. We first describe our motivation
behind this work. Next, we describe the vision of SMI with reference to TUIs.
In the end we provide future directions for SMIs.

1.1 Motivation

There are three main motivations for introducing such a vision, in the ever
growing field of ubiquitous computing.

First, we believe that there is a need to make the vision of ubicomp, as con-
ceived by Mark Weiser [18], more relevant. We see a trade-off in the ways this
vision is applied in the current research. The central idea behind the vision of
ubicomp is to seamlessly embed computing in the everyday used objects, both
socially and procedurally. The material qualities of these everyday objects play a
big role in the social and procedural practices of people. In the current ubicomp
research, the material and the computation are seen detached from each other
[17]. As Buechley and Coelho [2] suggest, electronic components are seldom in-
tegrated into objects’ intrinsic structure or form. We believe that there is a need
to highlight the blurring boundaries between the material qualities of an object
and the computational functionalities it is supposed to support.

Second, the technology push from different fields of material sciences has pro-
vided new possibilities to integrate materials such as metals, ceramics, polymeric
and biomaterials and other composite materials for designing products. A wide
range of smart materials can be seen in the literature that can change their shape,
size, color and other properties based on external stimuli. These properties of
smart materials can be used to create new kind of interaction and interfaces. In
section 2.1, we will provide a few examples of these materials.

Third, with the use of smart materials, as designers, we can introduce a new
communication ‘language’ to users. Use of screen-based interfaces has dominated
the user interfaces for several years now. These use icons, texts, and other types
of widgets to support communication with users. Smart materials can introduce
new semantics to the human-computer interaction, which focuses on change of
shapes, colors, size or positioning. Of course, the potential and semantic value
of such a type of communication have to be explored and experimented further.
However, the use of smart materials can be seen as a radical shift in the way we
see our user interfaces.

2 The Vision

The basic idea behind the SMIs vision is that it attempts to sensibly utilizes
readily-available, engineered materials as physical properties of an interface to
convey information to its users. Additionally, following the ubicomp vision, SMIs
attempts to close the gap between the computation and the physical medium
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– where the physical medium itself is capable of making changes. Computation
and other external stimuli could help in this but it is not a necessity. This way
our everyday used objects can convey informations by means of their physical
properties and use the material itself as a medium of physical representation.
SMIs emphasis on the medium used for the interaction, the object itself, in-
stead of having a simulacrum giving the idea of interaction of another object
augmented as input system.

To make the SMIs vision clearer, we will first provide a brief overview of the
type of smart materials that are currently available and how they are used in
designing interfaces and products. Next, we will provide an informal comparison
of SMIs with TUIs – that have been around for some time.

2.1 Smart Materials

Before going further, we would like to explain what we mean by “smart materi-
als”. A smart material has at least one or more properties that can be dynami-
cally altered in certain conditions that can be controlled from outside (external
stimuli). Each individual type of smart material has specific properties which
can be altered, such as shape, volume, color and conductivity. These proper-
ties can influence the types of applications the smart material can be used for.
The most common smart materials can be in the form of polymers, ceramics,
memory metals or hydro gels. These materials are engineered within the fields of

Table 1. Examples of existing smart material interfaces

Concept Description Material

SpeakCup is a voice recorder in
the form of a soft silicone disk
with embedded sensors and actu-
ators, which can acquire different
functionalities when physically de-
formed by a user[3].

Composition of
disk of platinum
cure silicone
rubber (passive
shape memory)

Sprout I/O is a textural interface
for tactile and visual communica-
tion composed of an array of soft
and kinetic textile strands, which
can sense touch and move to dis-
play images and animations.[3]

Shape memory
alloy used as
electrode for ca-
pacitive sensing
and actuation
soft mechanism.

Concept that displays different in-
formation about safety and risk rel-
ative to the temperature of the
content of the bottle. Designers:
Hung Cheng, Tzu-Yu Huang, Tzu-
Wei Wang and Yu-Wei Xiang

Thermochromic
liquid crystals
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chemistry, polymer sciences and nano technology. Importantly, these fields can
offer specific kind of smart material that can be operated using specific external
stimuli. For example, polymers can be activated through light, magnetism, ther-
mally or electrically. Other smart materials: NiTinol [10] (memory shape alloy,
used for internal surgery); phase change materials [13] (heat is absorbed or re-
leased when the material changes state, used for mugs and clothes); chromogenic
material [1] (changes color in response to electrical, optical or thermal changes,
used in sunglasses and lcd); ferrofluid liquid [12] (becomes strongly magnetized
in the presence of a magnetic field, used for Hard Disk and Magnetic resonance).

In the Table 1, we provide some examples of interfaces built using smart
materials.

2.2 SMI vs TUI

Figure 1 shows an architectural comparison between SMIs and TUIs and Table
2 summarizes their differences.

Fig. 1. Making a comparison between TUI (left) and SMI (right), we want to stress the
tight coupling of information and tangible interface, and especially the use of tangible
elements as output of the system. This will take advantage of the smart properties that
can be carried by the object itself as interface. The black arrow emphasize the focus of
interest for the interface (as input in TUI, as output in SMI).

TUI. As mentioned in [5], “the tangible representation allows the physical em-
bodiment to be directly coupled to digital information”, but the “limited ability
to represent change in many material or physical properties” has been a draw-
back. As can be seen in figure 1 (left side), the user interacts with a tangible
form of information (the object itself) to control the underneath mechanism
– the object translates movements into commands and data in a digital form
for the system (digital world). Once the computation has been done a different
output is prompted to the user. The information returned (augmented content
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Table 2. Advantages of SMI in comparison with TUI

TUI vs SMI

sometimes incoherent in the relevant am-
bience (physical - digital)

coherent space of information (physical -
physical)

information is represented as an aug-
mented overlay on the object

information is part of the material/object
itself

tends to separate input and output (dis-
tinction by physical - digital)

promotes a more tight coupling in-
put/output

users can feel the difference from the
“real” and augmented information

information added in a completely trans-
parent way

output is felt non-continuous non-
persistent

output physically present (not a digital
representation), continuous and persis-
tent

balances coupling the tangible and intan-
gible representations

uses physicality of the object as way to
deliver information

makes use of electronics and controllers uses properties of smart materials

layer) can be presented over the tangible interface itself. The user can interact
with the augmented layer by moving the physical interface. In TUI, we need to
balance the intangible digital information (inside the augmented content layer)
and the tangible representation (represented by the object itself) in such a way
as to create a perceptual coupling between the physical and digital [5].

SMI. With the use of smart materials, SMI attempts to overcome the limitation
of TUI. SMI focuses on changing the physical reality around the user as the out-
put of interaction and/or computation as well as being used as input device. SMI
promotes a much tighter coupling between the information layer and the display
by using the tangible interface as the control and display at the same time – em-
bedding the augmented information layer directly inside the physical object. It
uses the physicality of the object as a way to deliver information. Utilizing smart
materials’ properties, SMI can support cohesive interaction by maintaining both
channels (input and output) on the same object of interaction. The interaction
constructed in this way will grant the user a continuous perception of the object
and of the output with a persistent physicality coherent with the space.

3 Conclusions: Applications and Future Possibilities

We believe that SMIs could have a wide range of applications, not limited to the
field of computing. In fact, literature has shown how smart materials are used
in surgery [9], architecture, art and engineering. SMIs do not need any kind of
display, with materials being both the interface and input-output stimuli. Their
physical characteristics may be enough to carry and convey information. In this
way, SMIs propose a radical change in the way we see and understand common
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user interfaces as well as the way we interact with things, introducing a new
space for research and development. We believe that in the future we will have
a more seamless interaction between the real world and the digital world. This
will provide a new meaning to augmented reality interaction that will have a
more continuous, persistent and coherent feedback in relevant contexts.
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Abstract. This paper describes a full-body pointing interface based on
the mimicking of the use of binoculars, the Virtual Binocular Interface.
This interface is a component of the interactive installation “Viaggiatori
di Sguardo”, located at Palazzo Ducale, Genova, Italy, and visited by
more than 5,000 visitors so far. This paper focuses on the evaluation of
such an interface.
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1 Introduction

In this paper we propose the evaluation of a full-body pointing interface: the Vir-
tual Binocular Interface. The permanent interactive museum installation “Viag-
giatori di Sguardo”, opened on December 2009 at Palazzo Ducale, Genova, Italy,
allows visitors to explore and interact with an audiovisual content by mimicking
the use of binoculars. Via this interface, users can start a virtual journey to
discover the monumental buildings “Palazzi dei Rolli” (UNESCO Treasure) of
the Italian city of Genova.

In such context, the role of the user can resemble that of an explorer or a
traveller, viaggiatore in Italian. The metaphors of journey, exploration and trav-
elling led us to conceive, design, and implement the Virtual Binocular Interface
to explore, in an ecological way, audiovisual content.

2 “Viaggiatori di Sguardo”: Overview and Background

The installation “Viaggiatori di sguardo”, designed and developed by Casa Pa-
ganini - InfoMus Research Centre, University of Genova, in collaboration with
Palazzo Ducale, Fondazione per la Cultura of Genova, is a sensitive environ-
ment located in a room available to the public of tourists and visitors of Palazzo
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Ducale in Genova, Italy. The goal of the installation is to present to visitors the
UNESCO treasure of “Palazzi dei Rolli”, a number of magnificent monumental
buildings located in the city.

Fig. 1. The “Viaggiatori di Sguardo” permanent installation at Palazzo Ducale

Figure 1 shows the installation paradigm: a large screen (7 meters) that can be
explored by several users by via the Virtual Binocular Interface. Below the large
screen, smaller LCD screens are installed to provide brief textual information on
the artwork that can be explored. The user, being a traveler on such cultural
heritage, has at her disposal the Virtual Binocular: when she mimics with both
hands the gesture of raising and pointing a binocular, she is enabled to zoom in
the available cultural heritage audiovisual content, as shown on the left side of
Figure 2.

Such gesture is functional and ecological in the context of the exploration of
unknown places, since the user feels at her ease in such interaction. In several
other cases of full body interfaces designed for interaction with content, it has
been reported by users a varying extent of shame or embarrassment, mostly
due to the need to perform unnatural movements in presence of others [9]. The
proposed interface may represent a solution to this and other problems.

On the right side of Figure 2 one of the mechanisms available to navigate the
monumental buildings is shown: in some spots of the image explored by the user,
the contour of the binocular shape projected on the screen changes colour: this
means that if the user continues pointing to that spot for a few seconds then she
will enter deeper in the selected location (e.g., in a room or in a painting inside
the monumental building).

3 Evaluation

This paper focuses on the evaluation of the Virtual Binocular Interface. A first
pilot evaluation was conducted by adapting the cyclical multi-direction pointing
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Fig. 2. Illustration of the Virtual Binocular Interface interaction paradigm. On the
left: the user mimics the gesture of pointing with a binocular; the shape of a binocular
view is projected on the screen allowing the user to zoom on the displayed picture. On
the right: the binocular shape changes colour, that is, if the user continues pointing to
that spot for a few seconds then she will enter deeper in the selected location.

task paradigm of ISO 9241-9 [12,11]. By mimicking the use of a binocular, the
user had to reach, one at a time, 8 visual points displayed in a circle. The
binocular posture and movement were captured by infrared video cameras and
the EyesWeb XMI open software platform [2] was used to develop the binoc-
ular interface. Preliminary results showed a relatively high difference between
the movement times to reach targets in the vertical direction with respect to
the horizontal one [1]. We hypothesized that the difference may result from the
application of different algorithms to track user movements on the vertical and
horizontal planes: the former one is based on optical flow, whereas the latter
relies on geometric features.

We decided to investigate such difference in detail by adapting the serial
Fitts’ paradigm for pointing task in a new experiment [5]. The serial paradigm
was preferred to assess interface usability by focusing on performance efficiency
and comfort in repetitive tasks. Specifically, we aimed at assessing the effects
of target orientation, type of algorithm and difficulty of the task on movement
time, controlling for task error rate. The evaluation of participants’ performance
was then refined by considering two original features (geometry entropy and
directness indexes) to obtain a more qualitative description of the task.

3.1 Set-Up

The Virtual Binocular Interface is implemented by analyzing in real-time the
movements of the participants in a room through infrared cameras. The EyesWeb
platform [2] is used to analyze in real-time the video signal and identify the
relevant gestures of the participant.
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Fig. 3. Setup of the experiment

The participant is monitored by three infrared video cameras, the top, the
shadow, and the face cameras (see Figure 3):

1. the top camera is installed above the user, to map from the vertical perspec-
tive the position on the floor of the head of the user.

2. the shadow camera is placed above the projection screen, looking toward the
wall behind and above the user, where the shadow of the visitor upper-body
part is projected by an IR light placed on the floor in front of the user. The
shadow is analyzed to identify the binocular posture.

3. the face camera is installed below the projection screen, near the IR light,
toward the user face, with an elevation of about 45 degrees. It is used to
analyze the vertical movement of the user’s face and control the up/down
movement of the binocular.

The analysis of up-down movements is based on optical flow techniques applied
to the face. Starting from the face camera, a region of interest corresponding to
the user face is segmented and tracked. Then two optical flow algorithms have
been selected and evaluated: the HornSchunck and the LucasKanade [6,7]. Left-
right movement are estimated using visual information from the face camera or
the top camera. In the first case, blob tracking techniques are used to detect
the user rotation around the vertical axis. In the second case, the Lucas-Kanade
optical flow is again used for tracking displacement along the horizontal axis.
This leads to four different solutions to implement the Virtual Binocular Inter-
face: Horn-Schunck (Algo1) and Lucas Kanade (Algo2) for up-down movements,
blob tracking (Algo3) and Lucas Kanade optical flow (Algo4) for left-right move-
ments. We tested all four solutions using a standard experimental procedure in
order to select the best one, which has been chosen for the public permanent
installation “Viaggiatori di Sguardo”.
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3.2 Procedure

Participants. Twenty subjects (10 male, 10 female, age 23-50) were recruited
and participated on a voluntary basis. All subjects were healthy and had normal
or corrected-to-normal vision.

Task and Design. The serial tapping task developed by Fitts [5,11] was
adapted to perform our test. Participants were instructed to alternately reach
as quickly and accurately as possible between two targets shown on a screen in
front of them of width W at a distance D both in the horizontal and in the verti-
cal axis. The target was presented as a red rectangle on a screen of 240 x 180 cm
with a resolution of 720 x 576 pixel (see Figure 3). Standing position in front of
the screen was fixed by the area delimited by the top camera view (around 1.5
m from the screen). Following classic Fitts’ law studies [5], movement difficulty
was manipulated by varying target width (W) and distance (D). W ranged from
25 to 40 pixels. D ranged from 216 to 576 pixels. Four W/D combinations were
generated to cover four indexes of difficulty (ID) that represent typical tasks
performed by users in the Viaggiatori di Sguardo installation (e.g., performing
short distance between large targets or performing long distance between small
targets). For each ID, the participant had to go back and forth between the two
targets for 10 trials. To control for order and sequence effects, the order of ID
differed for each subject according to a balanced Latin Square. The number of
trials per participant for testing the Virtual Binocular was: Orientation (2) x
Algorithm (2) x ID (4) x Trials (10) = 160 trials.

Procedure and Instructions. The experiment startedwhen the participant be-
ganmimicking the handling and use of the Virtual Binocular (i.e. raise both hands
at the level of her/his eyes). The participants could then move the crosshair dis-
played in the center of the screen through their upper-body part movements and
reached the targets one at a time, dwelling over each of them for at least 0.75s.
A maximum time of 3 seconds was allowed to reach each target. If a target was
missed, participants were instructed not to try to correct the error, but to continue
to the next target. Before starting the experiment, a sequence of warm-up trials,
which consisted in reaching 4 targets twice without error, was performed. Dur-
ing the experimental session, resting duration was freely decided by participants
according to the level of their muscular/mental workload that resulted from the
task demands. After the experiment, information about the subject background
and verbal accounts of pointing strategies were collected through questionnaires
developed by [3]. The overall duration of the experiment was about 20 minutes.
This relatively brief duration with respect to usual experiment in this field [11]
was motivated by effort required to stand in binocular posture.

3.3 Results

The experiment yielded 3200 data points (20 subjects x 2 orientations x 2 al-
gorithms x 4 ID x 10 trials). In each ID condition, outliers of more than 3 SD
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from the mean were not included in the movement time (MT) analysis. These
removals left 3196 data points.

Mean Movement Time and Error Rate. A mixed three-way ANCOVA was
performed on the Movement Time (MT) of participants with algorithm (Algo),
Index of Difficulty (ID) and Orientation as factors and error rate as covariate.
Main significant effects were found for ID (F3, 2527 = 51.605, p < 0.001), Orien-
tation (F2, 2527 = 3.876, p < 0.05) and ID x Algo interaction (F6, 2527 = 4.061,
p < 0.001). Bonferroni-corrected post-hoc comparisons revealed that Movement
Time (MT) values for the targets located on vertical axis are significant lower
than the targets located on horizontal axis confirming preliminary results. The
MT values corresponding to higher Index of Difficulties were also significantly
higher. In addition, a polynomial contrast of order 1 (linear) identified a positive
trend of MT means for the four IDs. Post-Hoc comparisons of ID x Algo interac-
tion effects showed that when the Lucas-Kanade algorithm is used for monitoring
the participants along the horizontal axis (Algo 4), levels of difficulty (IDs) do
not significantly affect Movement Time (MT). On the contrary, Algo 1,2 and
3 (respectively HornSchunck, LucasKanade for up-down movements and blob
tracking for left-right ones), levels of difficulty (IDs) significantly affect Move-
ment Time (MT) (see Figure 3). However, differences are more often significant
when ordinal distance between Index of Difficulty is greater than 1 (e.g., Move-
ment Time values (MT) in ID=4 are significantly only higher than MT values
in ID=1 and ID=2 cases).

Fig. 4. Interaction plot of Algorithm (Algo) by Index of Difficulty (ID) effects. Algo1
and Algo2 respectively refer to the HornSchunck, LucasKanade solutions for monitoring
up-down movements from the face camera; Algo3 and Algo4 respectively refer to blob
tracking and Lucas-Kanade solutions for monitoring left-right movement from the top
and face cameras.

Accuracy Measures. Following [8], a set of new accuracy measures was de-
veloped to supplement traditional ones, such as movement time and error rate,
in assessing the Virtual Binocular Interface performances. Current features in-
clude directness and geometric entropy indexes to investigate the spread of the
trajectories.
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– Directness index (DI) is computed as the ratio between the length of the
straight line connecting the first and last point of a trajectory (in this case,
the line between the two targets) and the sum of the lengths of each segment
composing the trajectory. It is inspired by the Space dimension of Laban’s
Effort Theory [2].

– Geometry Entropy Index (GEI) is computed by taking the natural logarithm
of twice the length of the trajectory (LP) divided by the perimeter of the
convex hull around that path:

GEI = ln(
2 ∗ LP

c
) (1)

where LP is the path length and c is the perimeter of the convex hull around
LP . It is inspired by [10].

Fig. 5. Four trajectories (continuous black lines) exhibiting, respectively: (a) high DI,
(b) low DI, (c) low GEI and (d) high GEI. The blue dotted lines represent the shortest
paths between the starting and ending point of trajectories a and b. The red dotted
lines represent the convex hulls of trajectories c and d.

In order to assess the validity of these new features, we replicated the sta-
tistical analysis conducted on Movement Time. A mixed three-way ANCOVA
was performed, first on the Geometry Entropy Index (GEI) and secondly, on the
Directness Index (DI) of participants with algorithm (Algo), Index of Difficulty
(ID) and Orientation as factors and error rate as covariate.

In the Geometry Entropy Index case (GEI), a main significant effect was
found for Algo (F2,2528 = 55.061, p < 0.001). For the Directness index (DI), main
significant effects were found for ID (F3,2528 = 3.866, p < 0.05), Algo (F2,2528 =
10.055, p < 0.001) and ID x Algo interaction (F6,2528 = 2.371, p < 0.05). Post-
hoc comparisons revealed that the directness index values (DI) augment with
the level of difficulties, and at different intensity according to the considered
algorithm. In particular, Algo 1 (Horn-Schunck) showed the highest progression
in this respect.
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Fig. 6. Sample trajectories from a participant. The participants were instructed to
select the red-highlighted target as quickly and accurately as possible. One block con-
sisted of going back and forth between the two targets 10 times.

Questionnaire. The device assessment questionnaire consisted of 12 questions
conforming to ISO 9241-9 [12,3]. The questions pertained to the Virtual Binocu-
lar. Each response was rated on a seven-point scale, with 7 as the most favorable
response and 1 the least favorable response. Results (means and confidence in-
tervals) are shown in Figure 7.

Fig. 7. Participants’ ratings of the 12 items questionnaire

These new ratings confirmed that the participants enjoyed using the Virtual
Binocular as pointing device (see like item, mean=5.2). The relatively high values
obtained for smoothness, speed and accuracy and control (mean respectively of
4.5, 4.5, 4.6 and 4.9) may also suggest that the system efficiently support partic-
ipants’ pointing strategies. A repeated measure ANOVA showed that differences
in ratings were significant (F11,209 = 9.92, p < .001). Bonferroni-corrected post-
hoc comparisons revealed that ratings for mental effort and neck fatigue were
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significantly lower than smoothness, speed, accuracy, control and like items .
These results may ensure that the high performance of the system are enjoyed
as they can be achieved through intuitive and natural gestural behavior. A con-
firmation on the good acceptance of the interface is the very high rating of the
installation Viaggiatori di Sguardo, where we collected more than 1000 informal
reports from visitors, resulting in about 98% of “high satisfaction” and “enjoy-
ment” in the use of the interface in the context of “journey”/“exploration” of
the audiovisual content of monumental buildings.

3.4 Discussion

The statistically significant differences between MT with respect to ID values
and the observed linear trend may indicate that the modeling of our data can
result from the application of Fitts law. In pointing tasks (i.e. for rapid aim
movement), the values of IDs is said to predict movement time in a linear way
[4]. However, the level of difficulty as assessed by the ID values can be mod-
erated or increased by the technique employed for monitoring the participants
movement (see the Lukas Kanade solution for left-right movement tracking).
Additional elements may be considered to reach a better understanding of the
Virtual Binocular performance. In this perspective, the information obtained
through the application of the new accuracy measures (Geometry Entropy and
Directness Indexes) confirmed and extend the outputs of the Movement Time
analysis. The effect of ID x Algorithm interaction on the participants’ perfor-
mance is for example confirmed. These results also help considering the way in
which each ID and each algorithm solution affect the participant movement. Ac-
cording to the algorithm envisaged solution (for example Algo1, Horn-Schunck),
a high level of difficulty can foster the participant in reducing the spread of
the cursor trajectory. This qualitative information about the participant reac-
tions help characterizing the usability of the Virtual Binocular in an objective
manner. Other aspects of movement may relate to more high-level expressive
dimension that may indirectly affect the performance, or at least the feeling of
the participant in using the Virtual Binocular.

4 Conclusion

This paper presented an evaluation of the novel Virtual Binocular Interface. The
binocular is one of the emerging examples of new active experience paradigms
developed at our research centre. A sensitive environment equipped with non-
invasive tracking technology and following interaction design principles enables
a seamless interaction with the content through natural gesture.

We proposed a set of evaluation tools including qualitative analysis of motor
performance. Results showed that the Geometry Entropy Index may be par-
ticularly suitable to evaluate the usability of an interface that support active
embodied exploration in pointing tasks.
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Future work includes enhancements to the interface, testing of further new
modalities, metaphors, and paradigm of interaction, for increasing the degrees
of freedom and possibilities of users in controlling cultural audiovisual content.
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Abstract. A new generation of exertion game controllers are emerging with a 
high level of movement recognition precision which can be described as the 
ability to accurately discriminate between complex movements with regards to 
gesture recognition and in turn provide better on-screen feedback. These 
controllers offer the possibility to create a more realistic set of controls but they 
may require more complex coordination skills. This study examines the effect of 
increased movement recognition precision on the exertion gaming experience. 
The results showed that increasing the level of movement recognition precision 
lead to higher levels of immersion. We argue that the reasons why players are 
more immersed vary on the basis of their individual motivations for playing (i.e. 
to ‘relax’ or to ‘achieve’).   

Keywords: computer games, control devices, movement recognition precision, 
exertion games, immersion. 

1 Introduction 

Exertion games can be described as gaming interactions with technology in which 
users invest significant physical effort, and are believed to have social, mental and 
physical benefits [1]. In recent years these games have experienced massive 
commercial success due to the emergence of control devices that allow for a more 
natural type of interaction (e.g., Nintendo Wii). A new generation of these controllers 
such as Nintendo’s Wii Motion Plus, Sony’s PlayStation Move and Microsoft’s 
Kinect have entered the market. These new systems have a higher level of movement 
recognition precision than the first generation. These controllers offer the possibility 
to create a more realistic setting, which are then more likely to enhance the gaming 
experience by meeting up with players’ expectations.   

This study will examine the impact of movement recognition precision on the 
gaming experience in exertion games. Increased levels of movement recognition 
precision should lead to a more realistic set of controls through movements being 
imposed and afforded.  
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2 Background 

The exertion gaming experience can be split into 3 components: ‘motivations’ that 
players have when approaching the game, ‘strategies’ (i.e., playing styles) that they 
employ during the game, and ‘levels of immersion’ that the players reach during the 
game. We briefly review here the literature on these three components. 

Lazzaro [7] identified the four motivations people have when playing computer 
games; 1. ‘Hard fun’ - gamers enjoy the obstacles and challenges presented in the 
game. 2. ‘Easy fun’ - gamers are driven by the sense of curiosity and adventure. 
3.’Altered states’ - gamers play to experience sensations of excitement and enjoyment. 
4. ‘People factor’ - gamers looks for social interaction with others outside or inside the 
game. Pasch et al. [8] identified two types of motivation that occur in exertion games; 
1. ‘Achieving’ - some people play with the motivation to challenge their ability and to 
find the best way to achieve a high score (i.e., hard fun). 2. ‘Relaxing’ – these people 
play with the motivation to relax (i.e., mental relaxation) by enjoying their movement 
skills (i.e., easy fun) without worrying about the scores. The control modality of a 
game can influence the motivation of the player [15], but it is unclear whether this 
applies to varying levels of movement recognition precision.  

Pasch et al. [8] investigated the relationship between motivation and whole-body 
playing strategies. They showed that different motivations can lead to different 
strategies in whole-body sports games. Those whose motivation is to ‘achieve’ will 
optimize their strategy to obtain the most points by using the minimal movements 
required. While those whose motivation is to ‘relax’ will try to recreate movements 
from the actual sport. It is unclear whether this holds for different genre of exertion 
games and with players of different experience levels. It could be argued that 
controllers with an increased level of movement recognition precision will lead to a 
more realistic set of controls through movements being afforded and imposed. This in 
turn could influence a player’s choice of strategy, regardless of their motivation.  

With respect to immersion, several studies [2, 8] have claimed that a player’s 
motivation or playing style can have an impact on the overall immersion level and/or 
different factors of immersion. However, this has yet to be explored in detail. An 
experiment by Bianchi-Berthouze et al. [2] compared a traditional control pad to a 
motion-sensed guitar shaped controller. Results suggested that an increase in body 
movement imposed, or allowed, by the game controller results in an increase in the 
player’s engagement level. The authors argue also that the increased involvement of 
the body can afford the player a stronger affective experience. Another study from 
Lindley et al [9] compared a traditional control pad to a set of Bongo drums which 
afforded natural movements. They showed that an increase in movement afforded by 
the input device made for a more engaging experience, and that this was not 
compromised by the increase in social interaction. All these results suggest that by 
imposing or allowing more movement in the game control can lead to an increased 
level of immersion. However, it is unclear what factors of immersion are being 
affected and it is still not clear if this would apply to controllers with better movement 
recognition precision. It is also unclear what type of imposed movement would 
facilitate these mechanisms [15, 17]. 
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3 Research Focus and Experimental Design 

This study will examine the impact of movement recognition precision on the gaming 
experience in exertion games by taking into account the motivation of the player. This 
study will investigate if an increased level of movement recognition precision leads to 
a more realistic strategy and to a higher immersion level, and also explore how the 
different motivation groups adapt their strategies.  

The Nintendo Wii was selected for use in this study, as it supports many exertion 
games and also supports two movement based controllers with two levels of 
movement recognition precision, i.e., the Standard Wii Controller (called SC 
hereafter) and the Motion Plus Controller (called MPC hereafter) which has an 
increased level of movement recognition precision. The two levels of exertion game 
chosen were Tennis and Golf.  EA Sports Grand Slam Tennis was chosen as it 
supports both controllers. Two different Golf games were used; Wii Sports (Golf) 
which supports the standard controller, and Wii Sports Resort (Golf), which is a 
sequel to Wii Sports that supports the motion plus controller. It is worth noting that 
both golf games have almost identical interfaces, the exact same courses, choice of 
clubs and characters, i.e. the only differences are the ones bought on by the motion 
plus.  The user manuals along with the games advertising [12, 19] heavily imply that 
the motion plus games for both Tennis and Golf are a simulation of the real sport. 
This may have implications in the expectations raised in the players as further 
discussed in the conclusions. 

From looking at description of the control systems detailed in the user manuals, 
and also from playing the game/tutorials with both controllers (standard and motion 
plus), we were able to list the differences (Table 1) that the increased movement 
recognition precision brings to these games.  

Table 1. Differences between the Standard (SC) and Motion Plus Controllers (MPC) 

Differences between SC and MPC 

Accuracy and Responsiveness – With MPC, the swing trajectory is more accurately 
detected and replicated onscreen. 

Swing Amplitude – MPC requires a larger swinging arm movement to initiate a swing. 
SC requires only a small movement in golf and just a small wrist movement in tennis. 

Aiming System – With SC, aiming in tennis is determined by how early a player swings, 
whereas with MPC, the swing follow through determines the direction of the ball. 

Power – MPC can detect the swing velocity in tennis.  

Spin Shots – With MPC, a tennis player can add spin to shots by wrist rotations  

Wrist Control – With MPC, a golf player must control wrist movements to perform a 
successful swing, e.g., twisting the wrist when swinging causes the ball to go off target. 

 
The participants were split into 3 levels of experience: Beginner, Experienced with 

Wii, Experienced with Wii and Motion Plus. Each participant would experience both 
genres of game using both controllers. A counterbalancing table was made to minimise 
order and practice effects. To ascertain players’ motivations for engagement, they were 



76 J. Nijhar, N. Bianchi-Berthouze, and G. Boguslawski 

interviewed straight after game play. The reason for interviewing after game play was 
because they might have not known what their motivation was before playing and it 
could have also changed during game play. To measure player’s strategies they were 
video recorded during game play and the data was analysed by two evaluators who had 
experience in playing both Golf and Tennis. The evaluators were shown a series of 
video clips (44 clips in total) in a random order and then asked to rate both players in the 
clip on a scale of 1-5 (1 being unrealistic, 5 being realistic) based on their expert 
knowledge of the sports. Coding sessions were split up in to smaller sessions, to ensure 
the evaluators did not become too tired. In order to check the inter-rater reliability of the 
two evaluators, the intra-class correlation coefficient [20] was computed (0.9327) and 
the scores of the two evaluators were averaged to give each participant an average 
realism rating for each of the four conditions (2 games x 2 controllers). A motion 
capture system1 was also used to obtain a more objective measure of swing and wrist 
movements (Table 2). Due to time consideration, the metrics were applied to 20 seconds 
of motion capture data (1200 frames) in order to capture a section of continuous game 
play, taken randomly from the middle of the game session. Whereas, analysing the full 
motion capture data would have provided a more accurate response, the fact that the 20 
second windows were chosen randomly should provide sufficient accuracy.  

Table 2. Motion Capture Movement Metrics 

Tennis Golf 
Swing Amplitude - This refers to how 
wide/open a player’s tennis forehand swings 
are, i.e. the maximum range of swings, 
calculated from the rotation of the player’s 
shoulder. The higher the amplitude, the 
more realism. 
Max Speed (Power) – This refers to how 
fast a player swings. This metric is 
interesting because adding power to shots 
(i.e. by swinging faster) is a new feature in 
the motion plus condition. 
Amount of Wrist Rotation – It refers at the 
amount of rotation perform in a spin shot, a 
new feature in the motion plus condition. 

Swing Amplitude – This refers to how wide 
a player’s golf swings are, i.e. the maximum 
range of swings, calculated from the rotation 
of the player’s shoulder. The higher the 
amplitude, the more realism. 
Straightness of Swinging arm– This refers 
to how straight a player’s swinging arm is 
i.e. the angular displacement of the swinging 
arm elbow. The straighter the swinging arm, 
the more realism. 
Amount of Wrist Rotation – This refers to 
whether a player is keeping a firm wrist (i.e. 
by not rotating it). This metric is interesting 
because the wrist control aspect is a new 
feature in the motion plus condition. 

 
To measure immersion, the immersion questionnaire developed by Jennett et al. 

[10] was chosen as it breaks down immersion into different factors, i.e., person factors 
(cognitive involvement, real world dissociation, emotional involvement) and game 
factors (challenge and control). Semi-structured interviews were also conducted as 
they allow participants to re-tell their game play experience which can reveal further 
experiential aspects [11]. The final game score was also recorded to measure 
performance as this was a possible confound that could affect immersion. 

                                                           
1  Motion capture system: IGS-190-M with 18 gyroscopes. (http://www.animazoo.com/) 
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3.1 Participants and Procedure 

A total of 22 participants were recruited (16 Male, 6 Female) ranging from 22 to 34 
years old (average age = 27; st. dev = 3.2). This age range was chosen on the basis of 
a recent advert for EA Sports Grand Slam Tennis showing that it was marketed at 25-
54 year olds [12]. Participants were paired to play the games by experience level, i.e., 
Beginners (4 pairs), Experienced with Wii (4 pairs), and Experienced in Wii and 
Motion Plus (3 pairs). Also, the members of each pair were friends. From a pre-trial 
questionnaire administered during recruitment, we were able to establish that all 
participants played video games at least once a month, exercised at least once a month 
and had either played tennis/golf or had an interest in tennis/golf. 

On arrival, each pair of participants were asked to read an information sheet, health 
and safety form and sign a consent form. The experimenter would first load up the 
first game genre and then explain the first controller condition. As only one motion 
capture system was available at the time of this study, a member of the pair chosen 
randomly would wear the motion capture suit. The chosen participant was told that 
the suit would be capturing all of their movements during the actual experiment. Both 
participants would then participate in a practice session, where they were given an 
instructional sheet explaining the controls of the game, which they would be asked to 
read before the experimenter gave a demonstration of the control system. The 
participants would then have 5 minutes to get familiar with the controls, before 
starting the actual experiment which would also last 5 minutes. The participants 
would then be asked to fill in the immersion and answer questions about their 
motivations for playing the game. The above procedure would then be repeated for 
the second controller condition. After the participants had completed both controller 
conditions for the first game genre, the experimenter would then conduct a semi-
structured interview. Finally, the whole procedure would be repeated for the second 
game genre. Each session lasted approximately 1 hour 30 minutes. 

4 Controllers, Motivation and Strategy: Results 

After each condition, participants were asked what their motivation was whilst 
playing. Responses were grouped into two categories – ‘Achieving’ and ‘Relaxing’. 
Responses such as ‘to challenge myself’, ‘to learn and improve’, ‘to beat my 
opponent’ and ‘to obtain a high score’, were attributed to the ‘Achieving’ group. 
Responses such as ‘to enjoy myself’, ‘have fun’, and ‘to experience real tennis/golf’ 
were attributed to the ‘Relaxing’ group. The results showed that each player’s 
motivations for playing were not affected by the type of the controller used. 

A Multivariate Analysis of Variance (MANOVA) [21] using SPSS-18 software 
was then conducted to see if there was any relationship between player’s motivations 
and their strategy, i.e. average realism ratings. Even though the strategy realism rating 
data did not follow a normal distribution, the MANOVA analysis was conducted as it 
is robust over non-normality. The results showed that players whose motivation is to 
‘relax’ use a significantly more realistic strategy than players whose motivation is to 
‘achieve’, and this holds across genres and conditions (see Figure 1, first two graphs): 
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i.e. holds for Tennis in both the standard condition (F=31.347, p=0.000) and motion 
plus condition (F=27.631, p=0.000), and holds for Golf in both the SC condition 
(F=5.69, p=0.30) and MPC condition (F=11.74, p=0.03).  

We also explored if the level of realism changed within the sample between the 
two controller conditions. The non-parametric Related-Samples Wilcoxon Signed 
Rank Test [22] was conducted, as the data did not follow a normal distribution. 
Players motivated to ‘achieve’ have a significantly higher realism rating when the 
level of movement recognition precision increases for both Tennis (W=2.546, 
p=0.011) and Golf (W= 2.536, p=0.011) (Figure 1, first graph). The players also have 
a significantly higher swing amplitude (measured with the motion capture) in both 
Tennis (W=2.023, p=0.043) and Golf (W= 2.023, p=0.043) in the MPC condition. 
Players motivated to ‘relax’ have a significantly higher realism rating when the level 
of movement recognition precision increases for Tennis (W=2.232, p=0.026) and for 
Golf (W= 2.53, p=0.011) (Figure 1, second graph). These players also have a 
significantly higher swing amplitude for Golf (W= 1.782, p=0.075) in the MPC 
condition. However, there was no significant difference for swing amplitude in Tennis 
for this motivation-group. 

 

Fig. 1. Box-plots showing the effect of the increased Movement Recognition Precision on 
Strategy (Realism Rating) and Immersion for both motivation groups and games  

Players motivated to ‘achieve’ will also use additional realistic movements 
(measured by the motion capture), if it will help them to achieve a higher score. For 
Tennis, these players will use significantly more wrist rotation, i.e. spin shots, when 
there is an increase in movement recognition precision (W=2.023, p=0.043), even 
though this movement is not required. This is due to the fact that ‘spin shots’ are more 
difficult for their opponent to return, i.e. they maximize all efforts towards achieving 
a higher score. For Golf, these players will also have significantly less wrist rotation 
(W=-2.023, p=0.043) and a straighter swinging arm (W=2.023, p=0.043) when there 
is an increase in movement recognition precision, even though these realistic 
movements are not required by the game. Keeping the wrist firm and having a 
straighter swinging arm are important for producing a good swing in the motion plus 
condition, as well as in real golf. So, these players have adapted their strategy in order 
to perform better. 

Players motivated to ‘relax’ will overlook additional realistic movements. For 
Tennis, there was also no significant difference in maximum velocity and amount of 
wrist rotation between the standard condition and motion plus condition. For Golf, 
there was no significant difference in the amount of wrist rotation between the 
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conditions. These additional realistic movements all contribute to achieving a higher 
score in motion plus, but these players are not motivated to achieve, which could 
explain why there was no significant difference for these metrics.  

5 Movement Recognition Precision Affects Immersion: Results 

Given the importance of motivation, we investigated our hypothesis on each 
motivation group separately. Since the distribution of the overall immersion scores 
and factor scores did not follow a normal distribution, the non-parametric Related-
Samples Wilcoxon Signed Rank Test was used.  

Players motivated to ‘achieve’ have a significantly higher level of immersion in the 
MPC condition for both Tennis (W=2.869, p=0.004) and Golf (W=2.938 p=0.003) 
(Figure 1, last two graphs). For Tennis there was a significant increase in the level of 
Challenge (W=2.966, p=0.003), Control (W=2.732, p=0.006), Real World 
Disassociation (W=2.764, 0.006), Emotional (W=2.298, p=0.022) and Cognitive 
Involvement (W= 1.836, p=0.066) when the level movement recognition precision 
increased. For Golf there was a significant increase in the level of Challenge 
(W=1.93, p=0.054), Emotional (W=2.673, p=0.008) and Cognitive Involvement 
(W=2.236, p=0.025), when the level movement recognition precision increased.  

Players motivated to ‘relax have a significantly higher level of immersion when the 
level of movement recognition precision increases and this holds for both genres i.e. 
for Tennis (W=1.887, p=0.059) and for Golf (W=2.192, p=0.028) (Figure 1, last two 
graphs). However it is worth noting that these increases are not as significant as the 
increases shown by players motivated to ‘achieve’, probably because the effects of the 
motion plus are not as apparent to players motivated to ‘achieve. For Tennis there was 
a significant increase in the level of Challenge (W=1.851, p=0.064) when the level of 
movement recognition precision increased. For Golf there was a significant increase 
in the level of Challenge (W=2.021, p=0.043), Emotional (W=2.565, p=0.01) and 
Cognitive Involvement (W=2.259, p=0.024), when the level movement recognition 
precision increased. 

The non-parametric Related-Samples Wilcoxon Signed Rank tests were computed 
to exclude a possible effect of performance over immersion.  The tests showed that 
for Tennis there were no significance differences in performances between controller 
conditions (p-value = 1.0), whereas for Golf there was a significance difference (p-
value = 0.04). However, the correlation coefficients between these two sets of scores 
in the Golf condition showed very low correlation for both controllers (SC: person= 
0.07;  MPC: person = -0.1) indicating that the effect of performances on immersion 
was negligible.  

From the analysis of the interviews it is clear that the increase level of movement 
recognition precision contributes to the level of immersion for both type of players, 
the ones that want to ‘achieve’ and the ones that want  to ‘relax’. In both case, the 
reason is that the controller fits better their expectations. For the players that are 
motivated to ‘achieve’ this means that the controller offers a more complex game 
(i.e., a large set of shots to make points) and, at the same time, the controller is not a 
barrier to immersion as it is more intuitive. As a result, players feel more challenged, 
cognitive and emotionally involved and more dissociated with the real world.  
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For the players motivated to ‘relax’, higher recognition precision means less 
frustration and the possibility to engage with the pleasure of moving. With low 
movement recognition precision these players reported to become frustrated by the poor 
accuracy and responsiveness of the controller. Instead, the increased movement 
recognition precision offers better ‘one-to-one’ response time between their actions and 
on-screen feedback. This allows the players to better enjoying their movement by playing 
more realistically, i.e., creating a better simulation as the controller meets better the 
players expectations. This decreased control barrier may have eventually brought them to 
feel more emotionally and cognitively involved in experiencing their movement skills.  

6 Conclusions 

The link between motivation and strategy in exertion games was clear – players 
whose motivation is to ‘relax’ will use a more realistic strategy than players whose 
motivation is to ‘achieve’, and this holds across genres and different levels of 
movement recognition precision. These results follow the Pasch et al. [8] study which 
showed that different motivations can lead to different strategies. Those whose 
motivation is to ‘achieve’ are looking to challenge themselves (hard fun), thus they 
will optimize their strategy to obtain the most points, i.e., an unrealistic ‘game’ 
strategy – using the minimal movements required. Instead, those whose motivation is 
to ‘relax’ are looking for mental relaxation (easy fun), thus they will try to recreate 
movements from the actual sport, i.e., a realistic ‘simulation’ strategy. 

We first explored the effect of an increased movement recognition precision on 
players’ strategy. The results showed that players use a more realistic strategy as the 
level of movement recognition precision increases, and this holds across genres and 
motivation groups. However, the reason why players use more realistic strategies 
differs between motivation groups. Those motivated to ‘achieve’ use a more realistic 
strategy because the improvement in movement recognition requires them to, but only 
to a certain extent, i.e., the improved controller does not yet offer a fully accurate 
simulation. Those motivated to ‘relax’ will use a more realistic strategy possibly to 
reach a better simulation of the sport. However, these players overlook additional 
realistic movements that contribute to them achieving a higher score, as they are not 
motivated to achieve. Players motivated to ‘achieve’ become more immersed when 
the level of movement recognition precision increases. A possible reason for this is 
that an increased movement recognition precision allows for additional realistic 
movements which can help the player to ‘achieve’, i.e., their motivation for 
engagement. A second reason could be that these additional movements allow for a 
more exciting game play which allows the player to become more emotionally 
involved in the game [2, 9, 15]. These additional movements also make the game 
more challenging and require the player to think more, thus allowing them to become 
more cognitively involved [13].  

Players motivated to ‘relax’ also become more immersed when the level of 
movement recognition precision increases, however the increase is not as significant 
as those motivated to ‘achieve’. The reason for higher immersion in this case could be 
due to the fact that the controller with increased movement recognition is more 
responsive and accurate at replicating movements allowing the player to focus and 
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enjoying movement per se. The players can play more realistically, thus meeting the 
player’s expectation [4]. Also, from creating a better simulation, the players will use 
more body movement, which according to various studies [e.g., 11, 15, 16, 18] will 
afford the player a stronger affective experience. Their movements are also more 
accurately replicated and it is easier for them to anticipate what will happen next in 
response to their actions. This is backed up by Slater et al. [14] who state that 
presence in virtual environments may be enhanced the stronger the match between 
proprioceptive information from human body movements and sensory feedback from 
computer generated displays. This in turn facilitates the player’s empathy for the 
character they are playing [6], and increases the emotional involvement. Further 
support to our conclusion could be obtained by running a longitudinal study to 
understand the effect of prolonged exposure to the controllers. Also, a more thorough 
analysis of motion capture data (e.g, segmentation between gestures) could provide 
further insights on the metrics to evaluate the players’ experience in exertion games.  

Our study has successfully shown that increasing the level of movement 
recognition precision will lead to a richer gaming experience with higher levels of 
immersion. The reason why players are more immersed differs between their 
individual motivations for engagement, but the underlying core reason is the same. 
The increased movement recognition precision makes the control system more 
realistic and therefore is better at meeting up with the players’ expectations that they 
build from the real world. Controllers that match the user’s expectation can enhance 
the gaming experience [3], while inappropriate controllers can create a breakdown in 
the gaming experience [5, 6].  However, movement recognition precision is still not at 
a level where it can create an exact simulation of a sport or activity, i.e. completely 
meeting up to a player’s expectation. Further developments in movement recognition 
precision could facilitate this. 

To conclude, this study has further advanced theory which showed that increasing 
the body movement imposed or afforded by a game controller results in an increase in 
the player’s immersion level [2, 9]. This study also has relevance to exertion game 
designers and developers, by highlighting how important the design of controls are in 
shaping the gaming experience, i.e., the set of movement controls need to replicate 
movements from the actual sport or activity in order to meet players’ expectations. 
Additional movements can be added to create more exciting and challenging game 
play; however designers need to be aware that these movements will not be used by 
all players, i.e., those motivated to ‘relax’.  
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Abstract. Building a complete virtual human application from scratch
is a daunting task, and it makes sense to rely on existing platforms for
behavior generation. When building such an interactive application, one
needs to be able to adapt and extend the capabilities of the virtual human
offered by the platform, without having to make invasive modifications to
the platform itself. This paper describes how Elckerlyc, a novel platform
for controlling a virtual human, offers these possibilities.
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1 Introduction

Virtual Humans (VHs) are used in many educational and entertainment settings:
serious gaming, interactive information kiosks, kinetic and social training, tour
guides, storytelling entertainment, tutoring, interactive virtual dancers, enter-
taining games, motivational coaches, and many more. Building a complete VH
from scratch is a daunting task, and it makes sense to rely on existing platforms.
However, when one builds a novel interactive VH application, one needs to be
able to adapt and extend the capabilities of the VH offered by the platform,
without having to make invasive modifications to the platform itself.

The SAIBA framework [1] provides a good starting point for designing interac-
tive VHs. Its emerging Behavior Markup Language (BML) defines a specification
of the form and relative timing of the behavior (e.g. speech, facial expression,
gesture) that a BML Realizer should display on the embodiment of a VH.

Elckerlyc is a state-of-the-art BML Realizer. Elsewhere, we described its mixed
dynamics capabilities, that allow one to combine physics simulation with other
types of animation, and its focus on continuous interaction, which allows it to
monitor its own performance and allows for last moment modification of behavior
plans with respect to content and timing, which makes it very suitable for VH
applications requiring high responsiveness to the behavior of the user [2]. Here,
we will focus on its role as a component in a larger application.
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2 Requirements for a Modular and Extensible Realizer

An application that uses a VH as one of its components might have several
requirements for the BML Realizer. Specific additional gestures and face expres-
sions might be needed; the application might need to run distributed over several
machines; the experimenter might need detailed logs of everything that the VH
does; one might want to replace the graphical embodiment of the VH, or its
voice; the embodiment of the VH might need to reside in a custom game engine
instead of Elckerlyc’s default renderer; and one might need to plug in completely
new custom behaviors and modalities for a specific usage context.

Developing extensions or alternative configurations of Elckerlyc should be pos-
sible without requiring changes to the core Elckerlyc system (that is, extensions
should not require recompilation of the Elckerlyc source). After all, if Elckerlyc
extensions lead to a modification of Elckerlyc itself, then this would essentially
lead to a separate Elckerlyc fork for every application using Elckerlyc. This would
make it difficult to share new extensions with the community. Also, once Elck-
erlyc has been forked to accomodate a new modality engine or behavior type,
it becomes difficult to take advantage of improvements in the ‘core’ Elckerlyc
source: they need to be painstakingly merged into the fork.

Below follows a number of extensibility requirements for Elckerlyc, that should
be implemented as non-invasive modifications : they may entail the implementa-
tion of new run-time libraries, or the addition of new resources ; but should not
require compile time dependencies for Elckerlyc on new code.

– Integration with new renderers, speech synthesizers, physics simulators, ...
– Flexible ways to send BML to the realizer, and to adapt the BML stream

with capabilities for filtering and logging.
– Provide a transparent mapping from input (BML behavior elements) to out-

put (control of the VH’s embodiment).
– Provide possibilities to add new behavior types or output modalities.
– Provide easy ways to integrate a BML Realizer as a component in an appli-

cation, independent of variables such as the OS and programming language
on which the application is developed.

3 Related Work

Like Elckerlyc, the BML Realizers Smartbody [3], EMBR [4] and Greta [5] were
specifically designed for integration with existing renderers, to allow a wide range
of behavior types, and/or to facilitate integration in different applications. Elck-
erlyc additionally contributes a transparent and adjustable mapping from BML
to output behaviors (rather than the mostly hardcoded mappings in other real-
izers), and allows for easy integration of new modalities and embodiments, for
example to control robotic embodiments. In this section, we discuss how various
requirements were solved for the three realizers mentioned above, and shortly
indicate the differences with our solutions. In the next section, we will go deeper
into the solutions used in Elckerlyc, also showing how they impact actual use.
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Integration with Existing Renderers. Smartbody provides the BoneBus
library to connect the Smartbody realizer to a renderer. BoneBus uses UDP to
transport (facial) bone positions and rotations from the realizer to the renderer.
BoneBus is designed to hide the details of the exact communication protocol
used, so that its exact implementation can be changed at a later stage without
changing realizers or renderers that use the library. As the data transport proto-
col is non-trivial and due to change, reimplementing BoneBus in programming
languages other than C++ or using the BoneBus interface with other transport
mechanisms (TCP/IP, shared memory, etc.) is infeasable. Currently, SmartBody
has been integrated with a number of renderers. The output of Greta contains
MPEG-4 facial and body action parameters. By using the MPEG-4 standard,
Greta can potentially be used with any renderer that supports MPEG-4. How-
ever, MPEG-4 –especially for body animation– is not widely supported.

Elckerlyc currently uses the Thrift remote procedure call (RPC) framework [6]
to handle its communication with the renderer. Unlike the BoneBus library, this
allows us to set up a communication channel that is agnostic to the programming
language used on either side and that allows one to configure and change the
mode of transport (e.g. TCP/IP, shared memory, pipes).

Available Behavior Types and Extensibility. Smartbody use keyframe an-
imation and a fixed set of biologically motivated motion controllers (e.g. for gaze)
to achieve facial and body motion. EMBR uses keyframe animation, procedural
animation with a fixed set of expressive parameters, autonomous motion (such
as eyeblink and balancing), morph targets for facial animation, and controllable
shaders (e.g. for blushing). Greta uses procedural body animation with a fixed
set of expressivity parameters, and Ekman’s action units [7] for facial animation.

Elckerlyc allows all of the above, and adds physically simulated animation
and audio (sound effect) behaviors. More importantly, we contribute the abil-
ity to add custom behavior types and new output modalities without requiring
modifications to Elckerlyc’s source code, described in Sections 4.3 and 4.4.

Integrating the Realizer as a Component in an Application. SmartBody
offers integration with the Active MQ messaging system to provide independency
of platforms and programming language, and to allow distributed setups. EMBR
and Greta offer integration with the SEMAINE/Active MQ [8] messaging frame-
works to achieve this; Greta additionally offers integration with Psyclone.

Elckerlyc uses Ports and Adapters to facilitate quick development of support
for new types of integration; current implementations include support for the
SEMAINE/Active MQ system and a simple direct TCP/IP connection. In Sec-
tion 4.1 we discuss this in detail, and also touch upon several other things made
possible by this architectural feature.

4 Design of a Flexible and Extensible BML Realizer

In this section we discuss the elements in Elckerlyc’s architecture that facilitate
configuration, extension, and adaptation of the system. We start with a global
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Fig. 1. Elckerlyc’s architecture

overview. After that, we discuss the main possibilities in detail. For each topic
we first sketch a ‘user need’; subsequently, we show which elements of Elckerlyc
are designed to meet that user need, and how one uses them.

Fig. 1 shows the relevant parts of the architecture. Dashed boxes indicate com-
ponents that can be changed at initialization, black boxes indicate unchangeable
components. The Behavior Planner controls the VH by sending a stream of BML
Blocks to Elckerlyc through a BML Realizer Port. Section 4.1 discusses how Ports
can be used, e.g., to integrate Elckerlyc with various distributed messaging sys-
tems. The Parser parses the BML stream, and provides the Scheduler with a list
of BML behavior elements and time constraints between these elements. Sec-
tion 4.3 discusses how to add custom BML behavior elements. The Scheduler
generates an execution plan, based on these elements and constraints. Different
Engines (e.g., a speech engine, an animation engine, a face engine) keep track
of, and manage, unimodal plans for their specific modality. Section 4.4 discusses
how to add new Engines. Engines are also responsible for translating behavior
elements to a form that is actually displayed on the embodiment of the VH. Sec-
tion 4.2 discusses how this mapping from abstract behavior element to concrete
forms can be reconfigured. The final resulting animation is sent to the Renderer.
Section 4.5 shows how new Renderers can be integrated with Elckerlyc.

4.1 Ports, Pipes, and Adapters

User need 1: Integrating Elckerlyc as component in an application

Elckerlyc is designed to be used as component in a larger application context.
The application may need to run distributed over several machines, platforms,
and programming languages. The developer may want to log all interactions for
post-hoc analysis. Nevertheless, the interface between Elckerlyc and application
should remain as simple as possible: BML goes in; feedback comes out.
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A minimal interface to a BML Realizer has functionality to (1) send a BML
string to the Realizer and (2) register a listener for Realizer feedback. This is
the BMLRealizerPort in Fig. 1. Both the Behavior Planner and the BML Realizer
are connected to such a BMLRealizerPort. The adapter pattern [9] allows us to
change the exact transport of BML and feedback to and from a BML Realizer,
with no impact on the Behavior Planner and BML Realizer.

Fig. 2. Top right: the Realizer and BehaviorPlanner are connected directly on a Real-
izerPort. Left: the Realizer and BehaviorPlanner are connected through the Semaine
API; they are unaware of this plumbing, they still communicate through RealizerPorts.
Bottom right: a LogPipe logs the messages that pass through it to a file.

Elckerlyc implements the BMLRealizerPort interface. We have implemented
Adapters that plug into BMLRealizerPorts and transport their messages over
various messaging frameworks. Pipes are used to intercept BML and feedback,
allowing one to measure it, let it go through slightly modified, or at a different
rate. We have developed a pipe that logs the BML and feedback passing through,
and one that buffers BML messages for a BMLRealizerPort that can only handle
one BML message at a time. Fig. 2 shows some examples.

4.2 Gesture Binding and Other Bindings

User need 2: Transparently Mapping BML to Output Behaviors

BML provides abstract behavior elements to steer the behavior of a VH. A specific
BML Realizer is free to make its own choices concerning how these abstract
behaviors will be displayed on the VH’s embodiment. For example, in Elckerlyc,
an abstract ‘beat gesture’ is by default mapped to a procedural animation from
the Greta repertoire. The developer may want to map the same abstract behavior
to a different form, e.g., to a high quality motion captured gesture.

Elckerlyc’s AnimationEngine uses a XML description, called the GestureBinding,
to achieve a mapping from abstract BML behaviors to Plan Units that determine
how the behavior will be displayed in the embodiment. The GestureBinding,
clearly illustrated in Fig. 3, can be customized by the application developer;
other Engines provide similar bindings.
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Fig. 3. Gesture Binding fragment binding the head element to the nod plan unit.
Both the nod and shake motion units ex- ecute behaviors of type ”head”. They both
satisfy the constraint action=”ROTATION”, but only the nod motion unit satisfies
the constraint rotation=”NOD” and is therefore selected to execute the head nod. The
Gesture Binding maps the repeats parameter value in the BML behavior to the value
of parameter r specified in the procedural motion unit. The value of parameter a is
not defined in the BML head behavior, therefore the default value of a, as defined in
the Gesture Binding, is used in the procedural animation.

4.3 BML Elements and Plan Units

User need 3: Adding new behavior types

Elckerlyc offers a large repertoire of Plan Unit types, in various Engines, that
can be mapped in a Binding to give form to the abstract BML behaviors: physical
simulation, procedural animation, morph target and MPEG-4 face control, Speech
Units, etcetera. Still, a developer may need completely new Plan Unit types. For
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example, to make the VH more lively, one may want to add a PerlinNoise Plan
Unit that applies random noise to certain joints of the VH, as a kind of ‘idle
motion’. Such new Plan Units need to become available in the GestureBinding
(see previous section); furthermore, one might want to extend the XML format
of BML with < PerlinNoiseBehavior > to allow direct specification of this idle
motion by the Behavior Planner.

New BML behaviors are created by subclassing the abstract class BMLBehav-
iorElement; they can be registered with the Parser using a static call. At ini-
tialization of Elckerlyc, the new BML behavior type are coupled to a single
Engine by adding it to the behavior class → engine mapping (note that multiple
behavior types can be coupled to the same Engine).

New PlanUnits implement the PlanUnit interface (for the AnimationEngine:
rotate joints on the basis of time and animation parameters [2]). Such plan units
are initialized from the GestureBinding through their class name (as a string),
using Java’s reflection mechanism (that is, the ability to construct a new object
from its class name). This ensures that any Plan Unit implementing the right
interface for an Engine can be used in the Binding for that Engine without
requiring additional compile time dependencies.

4.4 New Modality Engines

User need 4: Adding new modality Engines

The Nabaztag is a robot rabbit with ears that are controlled by servo motors and
a body on which colored led lights are displayed. We needed to control this rabbit
using BML, without encumbering Elckerlyc itself with Nabaztag specific code and
libraries. To achieve this, we built a new Nabaztag Engine that was registered for
handling all non-speech behaviors. For example, head nods were mapped in the
Nabaztag Engine to a NabaztagPlanUnit that would move the ears shortly forward
and back again; a sad face expression was mapped to a NabaztagPlanUnit that
let the ears droop; etcetera.

Each Engine must implement the Engine interface (indicated by the lollipops
in Fig. 4, top). All our current Engines are implemented on the basis of the
DefaultEngine, a skeleton implementation of the interface. The DefaultEngine
uses a Planner, PlanManager, Player and PlanPlayer and manages and plays
a unimodal plan containing Plan Units (e.g. a gesture, a speech clause, etc.).
The Planner resolves and constructs the unimodal plan on the basis of pro-
vided behavior elements and the constraints acting upon them. The PlanMan-
ager manages the unimodal plan and provides several functions to query its state
or modify it. The Player plays back the units in the unimodal animation plan.
In the DefaultPlayer, this functionality is fully delegated to a PlanPlayer. The
Animation Engine and Face Engine require specialized Players that manage the
combination of plan units that act simultaneously on the VH (e.g. physical sim-
ulation and keyframe animation), but can still delegate most of their playback
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Fig. 4. Elckerlyc’s Default Engine setup (top), and the internals of (from left to right,
top to bottom) the Animation Engine, Face Engine, Speech Engine and Nabaztag
Engine. Dashed blocks are changeable at initialization. Note that the Speech Engine
requires access to the PlanManagers that handle the Animation and Face Plans, to
set up the facial movement co-occurring with speech. The Nabaztag Engine, like most
other Engines, mostly uses the default Engine components.

functionality to a PlanPlayer. A MultiThreadedPlanPlayer plays its plan units
in a seperate thread. This is beneficial for plan units whose playback would
otherwise block the playing thread.

The Nabaztag Engine. Building the new Nabaztag Engine involves develop-
ing the Plan Units that implement the basic control for the modality. A Plan
Unit defines a way to control the robot – using one of its control primitives, see
below – over the duration from the start time till the end of the Plan Unit. The
control primitives for the Nabaztag robot are (1) move the ears of the robot to a
specified position, (2) move the ears forward or backward by a specified amount,
and (3) set one of the LEDs to a certain color. We implemented two Plan Unit
types. The “MoveEarTo” Plan Unit moves the ears to a specified position by
linear interpolation during the duration of the Plan Unit. The “WiggleEarTo”
Plan Unit interpolates the ear from its current position to the specified target
position and back to the starting point, during the duration of the Plan Unit,
using a sinoid interpolation. Given these Plan Units, and a NabaztagBinding
for mapping BML behaviors to Nabaztag PlanUnits, the Nabaztag Engine is



Elckerlyc in Practice 91

constructed using the standard available Engine components (see Fig. 4). A
completely new modality Engine has been added by implementing two basic
control Plan Units and an XML Binding. Due to the setup of Scheduler and
Engines, synchronisation between the new Nabaztag Units and other modali-
ties –e.g., speech– is automatically handled by Elckerlyc and requires no further
implementation effort.

4.5 Integration with Renderers

User need 5: Integration with other rendering environments

By default, Elckerlyc renders the VH in its own OpenGL based rendering envi-
ronment. One might, however, want to use Elckerlyc to animate an embodiment
in another rendering environment such as Half Life, Ogre, or Blender.

To seperate the renderer from Elckerlyc, we follow a design similar to that pro-
posed by Russel and Blumberg [10]. The Animation Engine animates a local
copy of the joint setup of the VH. The joint rotations set by Elckerlyc are copied
to the renderer regularly (typically each frame).

The renderer therefore needs to support functionality to (1) provide Elckerlyc
with the joint structure of the VH at its initialization, and (2) provide Elck-
erlyc with means to copy joint rotations to the virtual human in the renderer.
Both requirements should be satisfied in a manner independent of renderer and
transport (e.g. through TCP/IP, function call, shared memory). We use the re-
mote procedural call framework Thrift [6] to achieve this. We have designed
a language independent interface (using Thrift’s interface definition language)
that a renderer should implement to achieve connectivity with Elckerlyc. This
interface is automatically compiled to an interface in the target language of the
renderer. The transport mode is chosen at initialization time. We have made a
proof-of-concept implementation for the Ogre rendering environment.

5 Discussion

We have discussed how Elckerlyc can be tailored to the needs of specific appli-
cations, without requiring invasive modifications to Elckerlyc itself. Elckerlyc’s
flexibility has allowed us to connect it to a behavior planner using either the
SEMAINE framework or simple function calls, and to switch between such con-
nections with a simple configuration option. The logging port allowed us to
easily record all communication with Elckerlyc for user experiments, by simply
changing the wiring between the behavior planner and Elckerlyc. The BMLReal-
izerPort also allowed us to exchange both the realizer and the behavior planner
very easily. We have designed several behavior planners that implements be-
havior planning of a VH and one that replaces the VH behavior planning by a
generic Wizard of Oz interface. The ability to easily replace the BML Realizer
and behavior planner is also valuable for testing. We have designed a mockup
BML Realizer that allows us to test behavior planners rapidly. This mockup
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BML Realizer does not actually execute the BML behavior, but does provide
the behavior planner with appropiate BML feedback. We have also designed a
behavior planner that tests realizer implementations. This behavior planner ex-
ecutes test BML scripts on the realizer and inspects if the realizer provides the
appropiate feedback. Since this test behavior planner communicates with the
realizer through the generic BMLRealizerPort, it can not only test any configu-
ration of Elckerlyc, but also potentially test Realizers designed by other research
groups (by writing an adaptor from the BMLRealizerPort to their input and
output channels). Elckerlyc’s ability to add new modalities has allowed us to
hook it up with the Nabaztag rabbit (see also Section 4.4) and to steer this
rabbit with generic BML commands. The Nabaztag extension was achieved in a
matter of days and did not require any changes in the Elckerlyc’s source code.1

Elckerlyc’s extensibility is mainly achieved by a very flexible initialization
stage. In this initialization stage, a desired setup of the Elckerlyc Realizer is
constructed by combining and configuring different components that are pro-
vided by Elckerlyc’s code base or by custom extensions. We have designed an
XML configuration file format that describes such a configuration. Several de-
fault configurations are available, and new configurations are typically easily
achieved by slight modifications of an existing configuration.
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Abstract. The Mobile Orchestra Explorer paradigm enables active ex-
perience of prerecorded music: users can navigate and express themselves
in a shared (physical or virtual) orchestra space, populated by the sec-
tions of a prerecorded music. The user moves in a room with his/her
mobile phone in his/her hand: the music performed by the orchestra
sections is rendered according to the user position and movement. In
this paper we present an evaluation study conducted during the Festival
of Science 2010 in Genova, Italy. Forty participants interacted with the
Mobile Orchestra Explorer and filled questionnaires about their active
music listening experience.

Keywords: mobile, orchestra, paradigm, evaluation, explore, active
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1 Introduction

Active listening is a new concept in Human-Computer Interaction in which novel
paradigms for expressive multimodal interfaces have been developed [2], empow-
ering users to interact with and shape the audio content by intervening actively
into the experience. Active listening applications are implemented using non-
invasive technology and are based on natural gesture interaction [4].

The goal of this paper is to present the implementation and evaluation results
of the Mobile Orchestra Explorer paradigm, developed in the framework of the
EU Projects SAME [10] and MIROR [8].

The Mobile Orchestra Explorer paradigm entails the user to set up the posi-
tion of a virtual orchestra instruments/sections and then to explore the resulting
virtual ensemble by walking through the orchestra space.

This paradigm was tested during during the Festival of Science, a public event
hold annually in Genova, Italy. Evaluation was carried out to study system
usability and to produce an in-depth description of the user experience.

Section 2 introduces related work; in Section 3 we illustrate the Mobile Or-
chestra paradigm; finally in Section 4 we resume our evaluation study.
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2 Related Work

Previous work Orchestra Explorer by Camurri et al. [3] allows users to physically
navigate inside a virtual orchestra space, to actively explore the music piece the
orchestra is playing, to modify and mold in real-time the music performance
through expressive full-body movement and gesture. By walking and moving on
a surface, the user discovers each single instrument and can operate through
his/her expressive gestures on the music piece the instrument is playing.

Camurri et al. also propose a more sophisticated active listening concept,
calledMappe per Affetti Erranti [2], where multiple users can physically navigate
a polyphonic music piece, actively exploring it; further, they can intervene on
the music performance modifying and molding its expressive content in real-time
through non verbal full-body movement and expressive gesture.

Goto proposed a GUI-based system for intervening on prerecorded music with
some original real-time signal processing techniques to select, skip and navigate
sections of the recording [7].

Some projects addressed mobile music performances: SonicCity uses multi-
modal sensors allowing a single user at creating music and manipulate sounds
by using the physical urban environment as interface; information about the
environment and the user’s actions are captured and mapped onto real-time
processing of urban sounds [6]. SoundPryer is a peer-to-peer application of mo-
bile wireless ad hoc networking for PDAs, enabling users to share and listen to
the music of people in vehicles in the immediate surrounding [9]. The SonicPulse
system is an application designed to discover in a physical environment other
mobile music users and engage with them sharing and co-listening to music [1].

3 Mobile Orchestra Explorer Evaluation Scenario

We present now the Mobile Orchestra Explorer scenario we evaluated during
the Festival of Science in Genova, Italy, November 2010. In the scenario the
user interacts with the system in two consecutive phases: (i) on the first phase,
he/she walks in a sensitive empty space (a theater stage) holding he/she mobile
phone in his/her hand and selects orchestra instruments/sections name on the
mobile phone screen; when he/she reaches the point of the space in which he/she
wants to place an instrument/section he/she press a button on the mobile phone
to record its position; (ii) on the second phase he/she is allowed to move in the
sensitive space and, as soon as he/she approaches an instrument/section position
the corresponding pre-recorded audio track is played back. During both phases
the user position is tracked by a fixed infrared camera.

The scenario architecture is represented in Figure 1. A fixed camera grabs
frames of the theater stage at 25 frames per second and sends them to the
SAME platform on which EyesWeb XMI is running. EyesWeb extracts the user
silhouette from the frame background and computes the user barycenter position,
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relative to the orchestra space. The user, by touching buttons on the screen of
his/her mobile phone, sends the following commands to SAME platform:

command
name

possible
value

description

mode 0,1 indicates wether the interaction mode is either setup
(0) or explore (1): the user either moves in the
orchestra space to arrange the position of instru-
ments/sections or is exploring the orchestra space
and listens to the instrument/sections that are close
to his/her current position.

instrument name (works only in setup mode): the user select the in-
strument (or section) indicated by the parameter
name.

set x,y the user sets the currently selected instrument (or
section) position to the current user’s position ob-
tained by the camera frame.

Fig. 1. The Mobile Orchestra Explorer evaluation scenario architecture

4 Evaluation

The evaluation of the scenario presented in Section 3 was conducted during
the Festival of Science at Casa Paganini (Genova, Italy) in November 2010.
Questionnaires were submitted to visitors. The first part of the questionnaire was
the mobile user profile (i): it addresses how the visitor uses his/her mobile in daily
life (see Table 1); it also investigates his/her musical background (expert, music
lover, etc.) and identifies the type and frequency of his/her physical activities
(sport, dance, etc.). The second part focused on the evaluation of the Mobile
Orchestra Explorer app (ii).
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Table 1. Items related to the use of the Mobile Phone including standard call and sms
functions plus multimedia applications (music listening, picture and video recording).
Items were defined following the most recent standards [5,11].

Never Less
than
once a
month

Once a
month

Once a
week

Several
times a
week

Once a
day

Several
times a
day

1.1 MAKING CALL

1.2 SENDING/RECEIVING
SMS MESSAGES

1.3 TAKING PICTURES
�0 don’h have this function

1.4 RECORDING VIDEOS
�0 don’h have this function

1.5 LISTENING TO MUSIC
�0 don’h have this function

1.6 PLAYING GAMES
�0 don’h have this function

1.7 OTHER MUSICAL AP-
PLICATIONS
Please specify:

4.1 Mobile User Profile

Participants. 40 participants tested the applications (m=30.5, std 19.9), age
ranged between 8 and 84 years old. It is worth mentioning that 50% of the
population had less than 20 years old. All but one participant had a mobile (the
8-year-old child did not have one). Authorization to consent for the evaluation
of the data was requested for any minor.

Fig. 2. Cluster Sizes

Mobile User Profile of the Participants: Advanced vs Basic Users. To
identify user profiles among the visitors, the two-steps clustering technique, an
unsupervised learning method implemented in spss (www.spss.com), were ap-
plied on the ratings related to the use of the mobile phone (Table 1). Results
showed that two clusters emerged which divided the population of participants
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in nearly two half-parts: Cluster1 and Cluster2 contained respectively 53 % and
47 % of the total sum of participants. The analysis of each cluster composi-
tion presented in the following sections showed that Cluster1 and Cluster2 refer
respectively to group of Advanced and Basic users of mobile phone.

Fig. 3. Median plot of Advanced (Cluster1) vs Basic (Cluster2) Users frequencies by
Items.z

Cluster Profile. The original ratings were ranked ordered and a Mann-Whitney
U test was used to compare the ranks of the n=19 participants of Cluster1 (Ad-
vanced users) and n=17 participants of Cluster2 (Basic users) for all items. To
control the inflation of type I error probability due to multiple comparisons, the
Bonferroni correctionwas applied to p-values (the levels of statistical significance).
The results indicate a significant difference between the ranks obtained by Clus-
ter1’s participants versus the ranks of Cluster2’s participants for all items except
for the ones corresponding to call and sms functions (see Table 2). For all other
items, the mean rank of Cluster1 are higher than Cluster2’s one. The participants
of Cluster1 tended using much more the other multimedia functions, with a par-
ticular interest for music listening (see Figure 3).

Table 2. Mean ranks are higher for Cluster1 with respect to Cluster2’s ones for items
related to the multimedia functions of the mobile phone

Picture Video Music Games

z 4.57 4.93 4.76 3.51

Exact Sig. p < .05 p < .05 p < .05 p < .05

Cluster Composition. To better understand the composition of each cluster,
analysis of cross-classifications with respect to age and music expertise charac-
teristics were conducted.

Analysis revealed that young participants (less than 20 years old) are more
likely to be part of Cluster1 (Advanced users) (83.3%) than when being older
(22.2%), η2 (1. N=36) = 13.486 (p < .001), odds ratio = 17.54. The participants
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Fig. 4. Age distribution over the two clus-
ters of participants

Fig. 5. Music expertise distribution over
the two clusters of participants

playing a music instrument also seemed more likely to be part of Cluster1 (Ad-
vanced users) (90.9%) than when having no music practice experience (37.5%),
η2 (1. N=35) = 8.67 (p = .003), odds ratio = 16.7. We wondered whether Ad-
vanced users felt predominantly at ease when testing the application. Point-
biserial correlation coefficient between cluster membership and this extravert
capacity revealed significantly high rpb = .414, (p < 0.05).

Briefly said, Cluster1 members, i.e., Advanced users who take the most of the
multimedia functionalities of their mobile phone were young, practice music and
had no problem at testing applications among other people. However, as a whole,
the population of participants have regular physical activities (67.5%), and listen
to the music regularly, at least several times a week (94.2%), no significant
differences were found between the two clusters for these characteristics.

4.2 Evaluation of the Mobile Orchestra Explorer Paradigm

The assessment questionnaire consisted of 6 items. First items were formulated
to gain information about the usability of the application (e.g., level of under-
standing, of control) and user satisfaction in using it. Last items specifically
addressed the music embodiment and active listening experience instantiated in
the EU-ICT Project SAME (www.sameproject.eu), e.g., “Were you aware that
you action modify the musical content?”. Each response was rated on an eleven-
point scale, with 11 as the most favorable response and 1 the least favorable
response. Results (median) are shown in Figure 6. Ratings confirmed that over-
all evaluation was positive (m= 8.7, std=0.7). The participants enjoyed testing
the Mobile Orchestra explorer (m=9.3), found this application an interesting
(m=9.4) and engaging one (m=9). Understanding and playfulness respectively
received lower values but remain high (respectively m=8.2 and m=8.7).

A 2 (group) x 6 (item) mixed analysis of variance was run in order to in-
vestigate the effects of Group (Advanced vs Basic users), items and their in-
teraction on participants answers. The Greenhouse-Geisser correction was used

www.sameproject.eu
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when necessary to mitigate violations of the sphericity assumption in repeated
measures. To control the inflation of type I error probability due to multiple
comparisons, the Bonferroni correction was applied to P-values (the levels of
statistical significance). The mixed ANOVA identified a significant main effect
of Item, F(3.165,104.44)=3.703, p < .05, η2 = 0.9, and of the Item x Group in-
teraction, F(3.17, 104.44)=3.77, p < .05, η2 = 0.9. Bonferroni-corrected post-hoc
analyses were performed to assess specific difference among the Items and the
Items x Group interaction effects. Item 6 (if the mobile orchestra application was
installed on their mobile, would they use it) received significantly lower ratings
than item 3 (If they enjoyed using the application) and 4 (Interest of the applica-
tion). These results revealed that whereas this application may be enjoyed, and
could capture the participant interest, it may not be considered as an application
to use with their mobile phone. This effect is particularly high in the Basic User
Group which already tend to under-use the multimedia functions.

Fig. 6. Interaction plot of Group (Advanced vs Basic Users) by Items

Principal Component Analysis. Data for the 6 items were entered into a
principal component analysis. The criterion of examining eigenvalues superior to
1 and elbows in the Screen plot suggested a two factors solution, which cumula-
tively accounted for 72% of the variance in the data. These factors were subjected
to Varimax rotation. Considering the component loadings of the 6 original items
(see loading factors in Table 3), and the component plot (see Figure 7), the two
rotated factors could be respectively labeled as: Factor 1 (x axis) emotion (e.g.,
“how engaging and enjoying was the application”) Factor 2 (y axis) cognitive
loads (e.g., “how easy the application was to understand and to play”)

Difference between Advanced and Basic Users with Respect to the
Two Principal Components Ratings. Two Independent-samples t-tests
were conducted to compare (i) the ratings of the first rotated component (emo-
tion) and (ii) the ratings of the second rotated component (cognition) for the
Advanced and the Basic users groups respectively. On average, Advanced and
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Table 3. Rotated Component Matrix

Fig. 7. Component plot in rotated space

Basic users may enjoy the application at a similar level (no significant difference
between Group for the ratings of the emotion component, t(33) = 1.67, p > .05).
However, difference between Group was significant for the ratings related to the
cognition component, t(33)=-2.04, p < .05, r = .101. This result may be a para-
dox: one would actually expect an advanced user to be more acquainted with
new technological devices and applications with respect to a more basic user.
This result can otherwise be interpreted in another way: users with more expe-
rience in using multimedia functions of their mobiles are more demanding; they
can therefore reveal more critics (with lower ratings) when considering the new
functions offered by the mobile orchestra app.
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Specific Items Related to the Active Listening Concept. Last items
of the questionnaire specifically addressed issue related to the Active Listening
Concept and its effect in terms of music discovery and learning: “Using this ap-
plication allowed you to acquire a better knowledge of the instrument timbre?”,
“The possibility given to explore physical the sound allowed you to memorize
better the music piece?”. Results (means and confidence intervals) are shown for
the Advanced vs Basic Users Groups in Figure 8. Ratings confirmed that overall
evaluation was positive (m = 6.4). Independent samples t-test was conducted to
compare the ratings of the music memorization for the Advanced and the Basic
Users groups. Difference in ratings was significant, t(20)=3.9, p < .01, r = .43.

Fig. 8. Means and Confidence Intervals for timbre knowledge and music memorization
items for Advanced and Basic Users Groups

These results suggest that using the Mobile Orchestra Explorer may help the
participant recognize instrument timbre and memorize music sequences.

5 Conclusion

The Mobile Orchestra Explorer paradigm allows users to navigate and express
themselves in a virtual Orchestra Space, populated by the sections of a prere-
corded music. We presented an evaluation study conducted during the Festival
of Science 2010 in Genova, Italy. Several participants interacted with the Mobile
Orchestra Explorer and filled questionnaires about their active music listening
experience.

The results confirm that the Mobile Orchestra Explorer paradigm, considered
as a proof-of-test of the active listening concept, has the potential to increase
the user interest for music and to improve his capacity to distinguish between
instrument timbres. Pre-Post tests should be specifically designed to investigate
how the real-time temporal and spatial manipulation of a music material allowed
by our application may facilitate the acquisition of these musical skills.

As a whole, this study may confirm the suitability of the active listening
concept for entertainment and for didactic applications.
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Abstract. This paper presents the interactive installation “Come un’Onda pre-
muta da un’Onda” (“As Wave impels a Wave”, a citation from Ovidio’s “Me-
tamorphoses” as a metaphor of time). The installation, presented in its early 
version at the Festival della Scienza 2009, introduces visitors to the rich history 
and artistic content of a monumental building: a virtual walk through the time. 
The core idea is to support an active experience based on novel paradigms of 
interaction and narration. The active experience is grounded on an information-
al environment characterized by an invisible “sound scent” map. The research is 
partially supported by the EU FP7 ICT I-SEARCH project. 

Keywords: active experience of cultural and artistic content, multimodal audi-
ovisual content search, Mixed Reality, museum ecology. 

1 The Evolution of Museum Experience 

The qualitative enhancement of a visit experience, according to the user behavior, is 
very important in a museographic context: for example, a dynamic control of lighting 
may influence the visitors flow, raise or lower the attention on specific exhibits, as well 
as the degrees and effectiveness of interactivity of an exhibit. The immersiveness can 
influence the understanding of a cultural message [1]. New technologies in the mu-
seums can be used to enhance the social interaction. Science centers and in general re-
search on “infotainment” [2] contributed to a novel vision of “user experience”: e.g, the 
San Francisco Exploratorium APE-exhibits (for Active Prolonged Engagement) [3]. 

The aim is, in our case, to create novel adaptive cultural experiences to facilitate an 
active fruition of cultural heritage. We propose a mixed reality installation based on 
non-intrusive technology (without wearable devices) to enable an “explorative dis-
covery” of a monumental site: the Casa Paganini building. The creation of a strong 
sense of presence [4, 5, 6, 7, 8, 9] in the mixed reality environment enhances a more 
conscious sense of the place in the user: the ancient building “talks” with a new voice. 
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In effect, the relationships between cultural heritage and its users should occur with 
all respects to (i) the artwork/historic building ontological state, and (ii) the new au-
dience “infotainment needs”.  

1.1 Active Experience of Cultural Content 

With “active experience” we mean that users are enabled to interactively operate on 
audiovisual content in a cultural context, by modifying and molding it in real-time 
while experiencing. Two different perspectives contribute to achieve an effective 
active experience: content-centric and user-centric. The first concerns the need for a 
richer content modeling. The second concerns the various aspects of the users 
involved in the experience: for example, the understanding and exploitation of the 
behavior of the users while listening to audio content which is characterized by its 
stereo audio file and by a number of further data, including features obtained by 
means of advanced signal processing techniques (e.g., spatial rendering, to control the 
3D audio localization of music sources). The active listening experience depends on 
and is shaped by the individual as well as the social behavior of the users. In this 
framework, the automated analysis of non-verbal user behavior (e.g expressive ges-
ture conveying emotions, social signals in small groups of people) supports the design 
of such multimodal systems. User Centric Media [10] will be able to analyze users' 
non verbal behavior, expressive gesture and intentions. In a museum context, for ex-
ample, smartphones exploiting the growing number of sensors (e.g. videocamera, 
accelerometers, microphone…) can contribute to detailed real-time measures of visi-
tors’ behavior. State of the art approaches vary from wearable sensors to smart envi-
ronments: the former are based on development of hand-held and context-sensitive 
prototypes. In this case, integrated sensors capture the current position of the user to 
make adaptive feedback (for example, with PDA devices). Ambient intelligence and 
user centric technologies were proposed to extend the possibility of interaction in 
museum spaces: for example, Chittaro and Ieronutti [11] focus on the tracing of users' 
behavior in virtual museum environments; Wakkary and Hatala [12] (see also [13]) 
explore “the design issues of 'situated play' within a museum through the study of a 
museum guide prototype that integrates tangible interfaces, audio displays and adap-
tive modeling” [12, p.171]; the ethnographic studies on museum visiting styles have 
been included in the research path of  Zancanaro et al. [14], to personalize informa-
tion through experimental mobile multimedia systems. 

InfoMus–Casa Paganini developed since early nineties innovative interactive mul-
timedia systems to enable active and social experiences of audiovisual content [15, 
16]. Recent research provides novel engaging paradigms of interaction with pre-
recorded music content, enabling a large number of non expert users to re-discover 
the musical heritage they may not be familiar with (EU-ICT Project SAME). Further, 
these active experience paradigms have been extended to the audiovisual content, in 
particular in a novel permanent interactive exhibition: Viaggiatori di Sguardo (Geno-
va, Italy) enabling visitors to explore virtually the UNESCO Treasure of “Palazzi dei 
Rolli” in Genova (2010).  
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Liminality, Engagement and Place Identity. Bell [17] describes the museum in 
terms of cultural ecologies, identifying three components: liminality, sociality and 
engagement. The first feature defines museums as places where an experience apart 
from everyday life (rich in suggestion and occasions to pause and reflect) happens. 
The second defines museums as social places for groups such as pairs and families. 
The third proposes the museum experience as composed by learning and entertain-
ment parts. Multimedia technologies increase these characteristics. In a Virtual Reali-
ty application, any action or interaction (and related feedback) happens in an inclusive 
space, in a 3D world where the “navigator” is able to freely move, following not pre-
conditioned paths, but exploring in real time all available space [18]. The interactive 
installation we propose is based on Mixed Reality, “a particular subset of VR related 
technologies that involve the merging of real and virtual worlds somewhere along the 
'virtual continuum' which connects completely real environments to completely vir-
tual ones” [7, p.1321]. The full comprehension of the “place identity” [19, 20] of a 
monumental building is important to exploit the sense of liminality and engagement. 
From a phenomenological perspective it is possible to identify three dimensions [19]: 
physical setting (the concrete characteristics of the environment), activities (afforded 
by the place) and meanings (e.g. memories, associations, connotations and denota-
tions linked to the place). A social aspect can be added. The dimension of meanings 
(through the history of the building) is particularly “dense” in the case of a monumen-
tal site, and the sense of place remains an emergent property [19] of interaction be-
tween individual and environment. We try to create an innovative experience of time 
through an experience of the space (having a strong “place identity”) (see also [21]). 

Presence and Sense of Place. Presence is “a psychological state or a subjective per-
ception in which (...) the subjects gets involved in the task, in objects, entities and 
event perception, as if technology was not present” [22, p.58]. Three among different 
characteristics of presence are very significant in our case: presence as transportation, 
immersion or realism [6]. The first concern the sensation of “you are there” (where 
the “there” is a real augmented place); the second involves the extent to which the 
senses are engaged by the mediated environment (but through disappearing technolo-
gy); the third, finally, pertains to the degree to which a medium can seem perceptually 
realistic (the fresco fragments in the Spiral of the Time are in a display, but are cohe-
rents with the place and its characteristics, while the sounds evoke the past of the 
building). Presence is not only a perceptual illusion of non-mediation “produced by 
means of the disappearence of the medium from the conscious attention of the sub-
ject” [8, p.28]: presence can be also related to the concept of attention, especially in 
an installation where “only” fragments (audio and video) guide the interaction. The 
concentration and attentional factors are fundamental to determine the user's sense of 
presence [23, 4]. The embodied presence theory [24] proposes a “mental representa-
tion of the environment in terms of pattern of possible actions, based on perception 
and memory” [9] (in “As Wave Impels a Wave”, for example, the user creates a men-
tal map of sounds while perceives and discovers their position). The immersion is a 
result of the interaction between user and installation (man and environment): in turn, 
presence is a property that emerge from immersion, and the “being there” is enhanced 
by the possibility of “acting here” [25, 8].  
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Museum Ecology and Informational Environment. From an ecological perspective 
[26], the environment is, perceptually, correlated to the subject: if perceptions “sup-
port actions in the environment capturing opportunities, permissions or affordances” 
[8, p.30-31], we are able to use the spatialized sound to thinly guide the user along the 
discovery of the installation space, according movement and directionality in the 3D 
space (the approach or the moving away from the sound source) to loudness. In this 
“immersion perspective”, it is necessary to considerate the user, moving in a rich 
informational environment, as an “informavore” [27] to strongly engage her in the 
interaction. The installation designer has not to “extract” or “distract” the user from 
the “ecological” context (the monumental building): the challenge is to increase the 
sense of presence of the user in a context of MR, respecting (and communicating!) the 
strong “place identity” of the monumental site. The visitor is enabled to walk in a 
whispering, augmented space, following the “scent” of sounds, which guide her at the 
discovery of the multimedia content. In the interaction design discipline, “information 
scent is the (imperfect) perception of the value, cost, or access path of information 
sources obtained from proximal cues (…) representing the sources” [28, p.10]: “If the 
scent is strong, the information forager can make the correct choice; if there is no 
scent, the forager will have to perform a ‘random walk’ through the environment. The 
forager's perception of which direction offers the optimal information source or patch 
is changed by sniffing for scent activities; so the forager is constantly adapting deci-
sion making and direction” [28, p.11]. 

2 Active Experience of a Monumental Building 

We propose an active experience in sensitive spaces exploiting expressive body 
movement, in a perspective of valorization of cultural heritage and to enhance the 
level of engagement and communication of cultural content to visitors. The user is 
actively involved in her learning experience, watching and listening to cultural con-
tent embedded in a responsive environment.  

The MR “virtual continuum” [7] is referred, in our case, to the “mixture” of classes 
of elements participating in the interaction experience: real environment (the Audito-
rium of Casa Paganini) is augmented by means of virtual objects (graphic fragments 
of a “Spiral of Time” in a large display and audio “spotlights” spatialized on the 
stage) evoking the history of the monumental building. “As Wave impels a Wave'' (a 
citation from Ovidio’s “Metamorphoses” [XV, 181-184]), refers in its name to the 
chasing and coming waves as a metaphor for the time, which flees and follows as the 
past impels the present and the future. The goal of this installation is to increase the 
sense of presence of the user in a special, cultural place: it means, at the same time, 
increasing also the sense of place which “immerses” the visitor. In effect, a real place 
“is a particular space which is overlaid with meaning by individuals or group” [19, 
p.205], and it is possible to summarize this aspect in the equation “place= 
space+meaning” [29]: in a cultural heritage context, as the building of Casa Paganini, 
the challenge is to allow a dialogue between user and historical place. Therefore, on 
the one hand, the user is free from any device constraint (e.g. sensors, wearable  
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devices, handhelds, and PDA in general: increasing sense of presence by disappearing 
technology) and is enabled to interact only with the responsive environment; on the 
other hand, the building is respected as monumental and historical site (increasing 
sense of place “immersing” the visitor in the real, “ecological” environment).  

The Monumental Site. Santa Maria delle Grazie La Nuova, named Casa Paganini, is 
a monumental site, rich in fresco paintings (from 15th to 18th century) and archaeolog-
ical relics (6th-5th century BC). Along its history, the building was a roman villa, a 
convent (near to 15th century decorations and medieval persistences, the contributions 
of many artists actives in Genova between 16th and 18th century, e.g. Valerio Castello, 
Andrea Ansaldo, Giovanni Andrea Carlone, immediately stand out to the visitor 
crossing the ancient convent threshold. Religious decorations cycles centred on Ma-
rian main themes are common in the whole building), a typography, a ballroom, a 
school of music, a theatre, and finally, since 2005, after a long restoration (from 2000 
to 2004), it hosts the Casa Paganini – InfoMus Intl. Research Centre (University of 
Genoa). The building includes an auditorium of 230 seats, a foyer, a gallery and mu-
seum rooms.  

 

  

Fig. 1. The Casa Paganini Auditorium (the formerly church nave with fresco paintings) and the 
installation set up: an infrared camera detect the active area of the stage. The feedback of 
movement in this area is emitted by loudspeakers all around and on the big display of projector. 

Set Up and Scenario. The dimensions of the sensitive space on the Auditorium stage 
are about 9.5x4.5 m. Infrared lighting up the surface where the users move, while 4 
loudspeakers assure the sound spatialization. A large display (8,85x4m) is located on 
the wings as a “virtual wall” where the time-spiral appears during the interaction. The 
user path on the stage is detected by an infrared camera at 9,55m in vertical height. As 
is possible to mark from the Figure 1, each technological device is perfectly inte-
grated in the monumental substrate. 

The interactive experience is structured into a sequence of four layers, with grow-
ing levels of interactivity, each corresponding to a different paradigm of interaction. 
In this perspective, metaphors enhance the feeling of participation, the immersion and 
the sense of presence: for example, the “explorer”, the “archaeologist”, the “detec-
tive” are different roles that enable users to perform active experiences. The first layer 
of interaction is a simple walk in an “empty” space, to discover sonic objects hidden 
on the stage (exploration paradigm: the resonant environment); in the second layer, 
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visual fragments linked to the sounds emerge on the “virtual wall” (discovery para-
digm: the spiral of time); at the third layer, finally, there is an in-depth experience of 
audiovisual narrative content related to the fragments discovered during the previous 
two phases of the experience (the “archaeologist” metaphor of interaction paradigm: 
to discover the hidden content). To achieve the experience of all the layers, it is ne-
cessary to discover all the fragments hidden in the sensitive space. 

Layer 1–The Exploration. The visitor enters in the half-lighted Auditorium, then she 
approaches the stage. Under the fresco paintings of the formerly church single nave, 
an atmosphere of suspension waft. The user now is immersed in the large, apparently 
empty space of the stage faintly whispering (a background, low-level soundscape is 
started as soon as the user enters the sensitive space). The user begins to move and, 
suddenly, misterious short sounds emerge from the “whispering background”: a can-
non shot, something like a brushstroke, a choral singing, etc.. The user walks and 
creates an invisible path on the space: she meets active places, and, step by step, she 
understands that every sound corresponds to specific regions on stage, like in a geo-
graphic map. Sounds are spatialized: a sound heard in a given space of the explored 
stage is perceived as its source were in that position, and the user motion towards a 
specific direction is “supported” by the “scent” of presence of audio content in others 
regions of the stage. 

Layer 2–The Discovery. The visitor continues the exploration: whenever a sound 
previously discovered is met again, a corresponding visual fragment appears on a 
large display (a “virtual wall”) behind the stage. For example, the evoked image of a 
fragment of a fresco representing an angel is associated to a sound of brushstroke. The 
background projection on the display is similar to one of the ancient walls of Casa 
Paganini, which remains static until visual fragments emerge, like relics of semi-
destroyed frescos. This evokes the experience of the visit to the real monumental 
building: in many cases only partial fragments on the walls and ceilings of the build-
ing are available. The visitor walks and discovers other fragments with their asso-
ciated sonic materials. Each fragment is located like in a spiral: the Spiral of the Time. 

Layer 3–The Archaeologist. Once the discovery phase is concluded, i.e. all the frag-
ments of the building are brought to life, the third experience layer becomes available. 
By stopping a few seconds on a specific region of the stage, the user can now discover 
further hidden content, a short audiovisual clip explaining the meaning of the corres-
ponding sonic and visual fragment discovered in the previous phases: when the visitor 
stops in correspondence to the “fresco angel” fragment, on the “virtual wall” a short 
documentary film about the painter starts. In the final version of the installation, the 
user can interact by her behavior with such audiovisual content, suspend, or interrupt 
to continue the exploration of the content linked to other fragments in the time-spiral. 
The interaction paradigm is the “archaeologist”: the user can go into more details, 
evoke other movie clips explaining and shading light to the “secrets” of the fragment 
she is exploring. The spiral-displacement on the display does not correspond to ana-
logous positions on the active stage: the user has to explore the stage, remember the 
positions of the fragments to build the spiral of time, try to understand the content in 
order to discover hidden details (like an archaeologist) of the cultural content, buried 
under the virtual “dust”. 
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Layer 4–The Detective. The fragments of audiovisual content refer to objects (frescos, 
archaeological relics) which are concrete part of the building. Once the user termi-
nates her “virtual” experience, she has collected elements to search and discover the 
real frescos and artworks in the building around her: the active experience on the 
stage has the role of stimulating the curiosity, in a “detective game”, aiming at disco-
vering the building and its rooms in search of the tangible relics.  

2.1 Crossing the “Limen” 

In our system technology disappears, leaving the visitor the full control of experience, 
crossing the “limen” [17], in an “optimal flow” perspective [30]. According to the  
Gibson’s affordance [26], the installation exploits non-intrusivity, pervasivity and trans-
parency of technical devices: the user body is the only interface to explore the space-
time dimensions. The user confronts herself with a museographic site (the installation 
with and into the building), implements a creative editing between different temporal 
planes (the monumental site: to historically reconstruct and to analyze in its decorative 
and figurative context) and present (the laboratory of the Research Centre). We try to 
create an “invisible” scenery, where the information scent is represented, at the first 
layer, by the sound spatialization in 3D space: users should first “navigate” according to 
the sound (whispering in an increasing loudness up to the perceptual clairness), and 
when the location of sound source is founded, a bright fragment in the Spiral of Time 
appears, suggesting the possibility of others proximate significant regions (the second 
layer). We're able to guide a “discovery walk” in the apparently empty space with a sort 
of “whispered sound texture” which acts as information scent. When the user approach-
es a meaningful area on the active space, a sort of sound-spot (a 2-3 seconds audio) 
progressively emerges from the background and attract her attention. The Auditorium is 
never really silent: a sound-map is virtually superimposed on the stage and the “infor-
mation scent” [28] of every meaningful area contributes to create the background  
audio-texture (structured as a grid of interrelated gaussian regions). The user is  
 

 

Fig. 2. In this installation scheme, the user discovers significant regions on the space,  
corresponding to specific sounds and, in the Spiral of Time, to different fresco fragments. Fur-
thermore, in the whispering texture of the installation “soundscape”, the audio fragments sur-
rounding the user current position increase their volume, attracting her in different areas. 
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free to follow any “sound-scent”, which includes the directional information on the 
related source, attracting her in one or another direction. The “scent” of informations is 
a “trigger” to explore, search, find audio and visual (virtual) fragments which the user 
is able to explore, search, find and discover also in the real environment around her. 
Any interaction layer allows a continuous information exchange [31] between installa-
tion (virtual space), monumental building (real place) and user. 

3 System Implementation 

EyesWeb XMI (for eXtended Multimodal Interaction) [32] is the open software plat-
form supporting the design and development of the installation presented in this pa-
per. The EyesWeb Trajectory Analysis Library contains a collection of modules for 
the extraction of features from trajectories in 2D (real or virtual) spaces, while the 
EyesWeb Space Analysis Library is based on a model considering a collection of 
discrete potential functions defined on a 2D space. In this case, the space is divided in 
a grid of active cells where the user is tracked (as a point moving in the space). Re-
gions in the space can also be defined: it is possible that some regions exist on a stage 
in which the presence of movement is more meaningful than in other regions. The 
insisting of a user in a given place, or the trajectory to reach the place can influence 
the active mapping with audiovisual content. A certain number of “meaningful” re-
gions (i.e., regions on which a particular focus is placed, a spot sound or a spiral 
fragment in our case) can be defined and cues can how much time a user occupied a 
given region to accede to hidden content. 

4 Open Questions and Future Work 

The first prototype of the installation provided useful feedback from the extensive 
experience with about 1700 of users during the Festival della Scienza (2009). Current 
work concerns a deeper use and exploitation of users' expressive gesture, which in the 
present prototype is used at a basic level. In effect, from observational analysis, user 
noticed a certain difficulty to follow exclusively the audio feedback in the empty 
space: a sort of “horror vacui” makes difficult the exploration, despite the “sound-
scent” attracting the attention in different directions. To get over this problem, we 
avoided any silent area on the stage: when the user is far from any active region on 
the stage, she hears a diffused whispering resulting by the sonic scent of the nearest 
active regions. Such sonic scent is characterized by a 3D position and direction, and 
an emphasis of the loudness of its components corresponding to the user tendencies to 
move toward a given region. In this way, the directionality of the sonic scent is em-
phasized and anticipated. 

Furthermore, we aim at extending the possibility to shape and mould the expe-
rience of audiovisual content (third layer), by taking into account the individual beha-
vior and history (e.g. path trajectories) of the user: how a user behaves can influence 
the audiovisual content presented. In the basic version of the installation, multiple 
users cannot enter the space at the same time. In further versions of “As Wave Impels 
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a Wave”, we aim to introduce a social experience of the installation, by exploiting 
non verbal social signals: that is, to exploit the automated measures non-verbal social 
behavior of users during the experience [33], in order to adapt the cultural content 
presented to the group, depending, for example, on the activity, trajectory in the active 
space, and coherence of the behavior of the group. 
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Abstract. Shadow puppet play has been a popular storytelling tradition for 
many centuries in many parts of Asia. In this paper, we present an initial idea 
and architecture of a software tool that allows people to experience shadow 
puppet play in the virtual world. Normally, a virtual puppet show is controlled 
automatically by the application. However, our tool allows the user to create 
storyline and control the puppets directly in real-time with a special device that 
can improve the skill of a puppeteer. This paper focuses in detail on the design 
and issues of a component of the software tool which is the intelligent 
instructional tool for puppeteering of virtual shadow puppet play. The result of 
the preliminary evaluation has shown that the tool is able to help users more 
beneficially and a higher degree of satisfaction among the respondents which 
include professional puppeteers and potential users. 

Keywords: Shadow puppet play, virtual puppet, virtual storytelling. 

1 Introduction 

The history of the traditional shadow puppet play in Southeast Asia began several 
hundred years ago and has been in existence in various forms in both insular  
and mainland Southeast Asia. The show ranges from large-scale productions 
associated with classical court traditions to relatively small-size folk-art productions 
in small rural villages. This multifaceted performing art tradition that combines 
music, drama, literature and storytelling is presented with dramatic movements and 
visual effects. Most of the previously published materials on this subject deal with 
Indonesia (primarily Java and Bali) and to a lesser extent Thailand and Malaysia. 
Malaysian shadow puppet tradition can be considered as a bridge between Indonesian 
and Thai traditions since it shares certain characteristics with both [1]. Shadow puppet 
play is called Nang-Talung in Thailand, Wayang Kulit in Malaysia, and Wayang 
Kulit or Wangwayo in Indonesia. The word “wayang” is derived from a word 
meaning shadow or ghost. The puppeteer is called Nai-Nang in Thailand, and Tok 
Dalang in Malaysia and Indonesia. 
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The puppets are carved from cow’s or buffalo’s hide and painted differently for 
every puppet in order to portray a different character. These puppets are performed on 
a silhouette screen and the show is accompanied with dialogues and poetry narrated 
by the puppeteer. Each puppet is depicted differently. For examples, the main actress 
is graceful and serene; the main actor is playful and rather dandy; the king is typically 
powerful; and the queen looks noble and nice [2].  

Currently, this tradition is becoming less popular and it is fairly difficult to learn 
and not easy for young generations to watch, appreciate and explore this traditional 
art. Furthermore, nowadays there are only a few professional puppeteers for this 
traditional shadow puppet play. The success of each show depends on the storyteller’s 
ability to present the story to the audience effectively and make them happy 
throughout the show till the end of the performance. The key element in the 
performance is how the puppeteer presents the show in such a way that correct 
expression, intonation and gestures are used so that it looks real, and makes the values 
and morality behind the story understood and appreciated by the audience. However, 
nowadays, the traditional shadow puppet play is no longer performed frequently. Lack 
of expertise, difficulty in getting the traditional musical instruments, difficulty in 
producing the leather puppets, high cost of maintaining and producing the show, and 
proliferation of new media entertainment are some of the main factors that contribute 
to the lack of interest in this traditional show. Therefore, a tool is needed to transform 
this traditional storytelling into an interactive virtual storytelling environment. In this 
paper, we describe an initial idea on the architecture of the virtual shadow puppet play 
and concentrate on the intelligent instructional tool for puppeteering in the virtual 
shadow puppet play.  

2 Related Work 

The virtual storyteller, Papous [3] can tell a story and express some facial emotions, 
happiness, fear, and sadness according to the story just as real human storyteller. This 
virtual storyteller allows changes of the scene tags according to the environment. 
Virtual Puppet [4] is a virtual reality application that combines the ability of current 
graphics systems with creative and pleasant storytelling. Generally, it enables the user 
to control a puppet with simple movements in different locations. In Virtual 
Storyteller [5] and [6], the characters are implemented as semi-autonomous intelligent 
agents. Its advantage includes the incorporation of the narrative and the presentation 
levels as intelligent agents rather than as text-based story generation system. 
Furthermore, it uses an embodied speaking agent to present the generated stories 
using appropriate prosody and gestures.  

An intelligent multimedia storytelling system, CONFUCIUS [7] creates human 
character animation from natural language. One of the advantages is that collision 
detection, autonomy, and multiple characters synchronization and coordination are  
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applied to this storytelling system. Besides, it uses Humanoid Animation (H-Anim) 
and MPEG 4 SHNC for realistic animation. An interactive storytelling using a mixed 
reality system by Cavazza et al. [8] provides more interaction for the user by allowing 
the user to take part as one of the roles in virtual storytelling.  

From the perspective of shadow puppet play, Hsu and Li [9] utilized motion 
planning algorithms to generate Chinese shadow animation automatically according 
to user’s high level input. The puppets cannot be controlled directly by the user, and 
thus the system does not allow interactive real-time play. Zhu et al. [10] used photon 
mapping to render out the shadow effect. However, the time taken to perform 
rendering does not allow real-time and interactive play.  

Kim and Talib [11] described a practical framework for integrating the elements of 
the traditional shadow play environment in a virtual storyteller. This includes shadow 
rendering of puppets, challenges in mapping of the traditional shadow play to a virtual 
storyteller, and a methodology in undertaking such development. In virtual ‘wayang’ 
URL [12], the puppet can be moved anywhere but the arms and legs of the puppet do 
not swing while the puppet is moving. Lam and Talib [13] and [14], proposed a novel 
real-time method for modeling of puppet and its shadow image that allows interactive 
play of virtual shadow play using texture mapping and blending techniques. Special 
effects such as lighting and blurring effects for virtual shadow play environment were 
also developed using OpenGL platform.  

In summary, we can conclude that most of the existing works on digital traditional 
shadow puppet play are not interactive, realistic and dynamic enough to allow user to 
play interactively. Most of the existing digital shadow play systems need the user to 
predefine the frames offline and in-between frames need to be generated using 
commercial software. A better way of presenting virtual shadow puppet play is by 
allowing interaction and real-time play of the shadow puppet play. In this paper, we 
describe on attempt to overcome these problems and limitations by describing the 
general architecture of a virtual shadow puppet play system and focusing on the 
intelligent instructional tool for puppeteering of virtual shadow puppet play.  

3 Overview of the Virtual Shadow Puppet Play 

The main aim of our work is to develop a software tool for puppeteering shadow 
puppet play that allows people to experience it interactively in real-time in an 
intelligent virtual world, creates realistic virtual shadow puppet play and environment, 
and provides a means of improving the skill of a puppeteer based on the knowledge 
and expertise of professional puppeteers. Fig. 1 provides a general architecture model 
of the software tool that enables users to play virtual shadow puppets interactively. It 
consists of three main components – an intelligent instructional tool for puppeteering, 
real-time animation and special effects of 3D virtual puppets and multi-puppets 
controlling and performing using a special device. 

Generally, the software tools allows users to create a storyline with the help of the 
intelligent instructional tool which automatically generates iconic instructions called  
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“sequential iconic instructions” (SII). Users can control the puppets directly with a 
special device such as wii-remote device or other haptic devices through Multi-
Puppets Controlling and Performing Module and Real-Time Animation and Special 
Effects of 3D Virtual Puppets Module (see also [14] and [15]) based on SII. The next 
section describes the main focus of this paper which is the architecture of the 
intelligent instructional tool for puppeteering in the virtual shadow puppet play. 

 

Fig. 1. General architecture model of virtual shadow puppet play 

4 The Architecture of the Intelligent Instructional Tool  
for Puppeteer  

This component enables the user to create storyline based on the knowledge bases of 
puppeteering. The knowledge bases were developed by conducting interviews on 
professional puppeteers and observing them during their performance. The knowledge 
base library stores three important database tables namely puppet table, action table 
and movement rule table. The puppet table stores all the information on each puppet 
such as its name, its picture, its description and level of its movement. The level of 
puppet’s movement refers to the different movement speed of each puppet. For 
example, the puppet “giant” moves very fast, the puppet “king” moves normally, the 
puppet “queen” moves softly and the puppets “tree” and “stone” do not move.  We 
classify this into four levels: 0 – does not move, 1 - slow, 2 - normal and 3 – fast, 
depending on the character of each puppet.  The action table stores the information on 
puppet movements such as ‘move to the left’, ‘move to the right’, ‘turn around’ and 
so on. The movement rule table stores all the action rules of the puppet’s movement 
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that we have gathered from professional puppeteers. This table is very important in 
Storyline Analysis and Action Checking Module of the intelligent instructional tool 
(Fig. 2). Then, the system automatically generates SII that guides the user to perform 
actions on the puppets according to the created storyline. The overall process of this 
component is shown in Fig. 2 and the next subsections describe in detail the modules 
of the intelligent instructional tool for puppeteering. 

 

Fig. 2. The overall process of the intelligent instructional tool for puppeteering 

4.1 Natural Language Storyline Creating Module  

For experienced users, storylines can be created directly using natural language based 
on the semantic of the storyline sentences as shown in Fig. 3, and for novice and less 
experienced users, storylines can be created by using a software interface as shown 
Fig. 4. In the latter, users create the storyline by simply entering the data line by line 
on the left side of the interface. The storyline will show up on the right side of the 
interface. After pressing the “Save-F8” button, the system will create the text file of 
the storyline automatically which is similar to the one shown in Fig. 3.  

The semantic of the storyline sentence is designed based on the knowledge base 
developed by conducting interviews on professional puppeteers and observing them 
during performance. Each line of the storyline consists of the puppet name and a 
sentence. The puppet name is separated from the sentence by the symbol “:”. There 
are two types of sentence. The first type is the action sentence which consists of two 
parts - the action part which is enclosed within the symbols “[“ and “]”, and the 
position part which is enclosed within the symbols “{” and “}” as shown in Fig. 5. 
The second type is the storytelling sentence which consists of also two parts – the 
action part which is contained within the symbols “[” and “]”, and the speech part 
which is enclosed within the symbols”’” and “’” as shown in Fig.6.  
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Fig. 3. Creating storyline using natural language (for experienced users) 

 

Fig. 4. A software interface for creating storyline (for novice and less experienced users) 

  Queen : [walk right]{from 1 to 5} 
 
                 Puppet’s name         Action                   Position 

Fig. 5. An action sentence 

King : [speak] ‘Good morning my princess’ 

                                 
   Puppet’s name   Action                             Speech  

Fig. 6. A storytelling sentence 
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4.2 Storyline Analysis and Action Checking Module 

After the storyline is created, the Storyline Analysis and Checking Module will 
analyze line by line all the lines of the storyline, and separate them into two groups – 
storyline sentence and action sentence as described previously (See Fig. 7). For a 
storytelling sentence, it is analyzed immediately by the storyline analysis module by 
separating it into three separate information namely puppet’s name, action and 
speech. Then, they are stored in a table called “sequential instructions table”. The 
action sentence has to be processed further in order to ensure that only correct action 
is put in the table. Incorrect action sentence has to be corrected by the user and further 
checked by the action checking module. It is then analyzed by the storyline analysis 
module by separating it into three separate information namely puppet’s name, action 
and position.   

 

Fig. 7. Storyline Analysis and Action Checking Module 

4.3 Interface Module  

In Interface Module, all the processed storyline sentences in the sequential 
instructions table are displayed in Interface Module (Fig. 8(a)) and the table is 
translated into SII (Sequential Iconic Instructions) (Fig. 8(b)). SII will eventually be 
used to guide users to control the puppets according to the storyline. SII as shown in 
Fig. 9 is able to help the puppeteer to perform shadow puppet play and learn the skill 
needed in order to become a skilled puppeteer.  
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Fig. 8. Interface Module (a) Sequential instructions table, (b) Sequential Iconic Instructions 
(SII)  

 

Fig. 9. Sequential Iconic Instructions (SII) as a guide in virtual shadow puppet play 

5 Preliminary Evaluation and Discussion 

In preliminary evaluation of the intelligent instructional tool, a questionnaire has been 
designed to obtain feedbacks and comments from two parties consisting of 
professional and experienced puppeteers, and general users. The respondents are 
required to rate their satisfaction based on a scale of 1 to 7 where 1 is the lowest and 7 
is the highest in all of the questions. For the first part of the questionnaire which is on 
the use of the tool for creating storyline, 93% of the respondents have given a high 
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rating (6 or 7). It shows that our storyline creating interface helps users in creating 
storyline more beneficially. In the second part, we focused on the use of the storyline 
analysis and action checking technique. For this part, feedbacks and comments are 
only obtained from the puppeteers. Majority of the respondents that is 84% have 
given ratings of 6 or 7 which means that they are very satisfied with this tool. For 
some respondents, the outcome is not to their satisfaction. This may be due to the 
content of the knowledge bases for puppeteering. The last part of the questionnaire 
which focuses on the usefulness of Sequential Iconic Instructions (SII), 96% of 
general users have given a rating of 7 which shows that SII is very useful in guiding 
them to play the puppets according to the created storyline. 55% of the respondents 
from among the puppeteers have given a low rating on SII which means that for 
highly experienced puppeteers, SII is not very important and beneficial to them.  

6 Conclusion and Future Work 

In our work, we have provided a general architecture and an initial idea on the 
development of an intelligent tool that makes the users become a good virtual 
puppeteer. We have explored and investigated the possibility of developing virtual 
environment for puppeteering of traditional shadow puppet play that integrates the 
elements of the traditional shadow play with a virtual environment. The system 
includes an intelligent instructional tool that gives suggestions for puppeteer which is 
the main focus of this paper. The result of the preliminary evaluation has shown that 
the tool helps users more beneficially and a high degree of satisfaction among both 
the professional puppeteers and the general users. 

For our future work, we are looking forward to improving SII such as by 
incorporating elements of animation in SII. We also aim to gather more knowledge 
for the library of knowledge bases for puppeteering. It is also hope that the action 
checking procedure in Storyline Analysis and Action Checking Module will be able to 
correct any incorrect action sentences automatically. Other future work includes the 
development of a complete system for the virtual shadow puppet play. The system is 
expected to provide a new form of presentation tool and storytelling tool to the 
younger generations for better appreciation of the traditional art, and promote and 
preserve the art of traditional shadow play since it provides wider access to the 
people. Besides, localization of the software tool is also required in order to reach 
various communities in many different countries. 
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Abstract. The Interactive Storyteller is an interactive storytelling sys-
tem with a multi-user tabletop interface. Our goal was to design a generic
framework combining emergent narrative, where stories emerge from the
actions of autonomous intelligent agents, with the social aspects of tradi-
tional board games. As a visual representation of the story world, a map
is displayed on a multi-touch table. Users can interact with the story by
touching an interface on the table surface with their fingers and by mov-
ing tangible objects that represent the characters. This type of interface,
where multiple users are gathered around a table with equal access to the
characters and the story world, offers a more social setting for interaction
than most existing interfaces for AI-based interactive storytelling.

1 Introduction

In this paper we present a generic tabletop board game interface for interactive
storytelling. The setting of a tabletop board game stimulates face-to-face con-
tact and social behaviour, which we think is important in multi-user interactive
storytelling. The idea of using tabletop interfaces for digital storytelling is not
entirely new. Several tabletop interfaces exist for storytelling systems [1,2,3], but
they only focus on facilitating storytelling, trying to stimulate collaboration and
creativity. Unlike our system, they do not use AI to contribute to the story.

The interfaces of current AI-based storytelling systems are mostly like those
of computer games, where a single user interacts from a first person perspective
with 2D or 3D virtual characters on a computer screen [4,5,6]. A few systems fo-
cus on collaborative storytelling by multiple users, but these also have interfaces
similar to computer games [7,8]. To our knowledge, our Interactive Storyteller
is the first AI-based storytelling system with a table-top interface.

The idea behind The Interactive Storyteller is to let users control the ac-
tions of one or more of the characters in a simulated story world. Each user
can play one character, but collaborative control is also possible, with users co-
operating to make decisions for the characters. From the ongoing interaction
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between the characters (which can be either player or computer controlled) and
through their choices of actions a story emerges; this approach to interactive sto-
rytelling is called ‘emergent narrative’ [4]. The technical framework underlying
The Interactive Storyteller is a multi-agent system for story generation, in which
intelligent agents act out the role of characters in the story. These agents can
plan and execute sequences of actions to satisfy their character’s goals, taking
into account the current state of the story world, and the mental state of the
character. For more information on the storytelling framework, see [9].

By using a multi-touch table we aim to achieve interactive storytelling that
resembles the social setting of a tabletop board game. Like existing digital table-
top board games [10,11,12], we try to combine the dynamics and intelligence of
computer games with the social advantages of traditional board games. To re-
inforce the resemblance with board games, we investigate the use of tangible
playing pieces that represent characters for physical interaction.

Next, we discuss the interface design and design choices based on related work
and preliminary user tests. We end with a discussion on future work.

2 Interface Design

The interface design of The Interactive Storyteller is meant to be generic and
easily adaptable to different story domains. We use a multi-touch table based on
infrared reflection that is capable of identifying tangible objects through fiducial
markers. The MT4j framework1 is used for multi-touch support.

Story World and View. The visual representation of the story world is pre-
sented to users and possible spectators on a shared visual surface. Just as with
traditional board games, it is important that people on all sides of the table have
a similar view on the story world, therefore we chose a top-down map view.

Two story domains are currently available in our storytelling framework: a
domain about pirates, and a domain based on the “Little Red Riding Hood”
(LRRH) story [13]. We used the latter domain in the prototype, because we
consider it to be more coherent, easier to understand for new users, and easier
to visualise (see the screenshot in Fig. 1). Given that LRRH is a children’s fairy-
tale, we decided to focus our research predominantly on children aged 6 to 11.
However, a goal kept in mind was that the interface should also be appropriate
for adults (with more adult domains and corresponding images).

The story world of LRRH contains three characters (Red, grandma, and the
wolf) and five locations (Red’s house, grandma’s house, the clearing in the forest,
the lake, and the beach). These locations are marked by blue circles on the
map. Typical actions for a character currently available in the LRRH domain
are amongst others: walking, greeting someone, stealing things, crying, eating
something, baking a cake, and poisoning food. Characters can plan a series of
such actions to try to achieve a goal they have. For instance, for the goal of

1 Multi-touch for Java, http://www.mt4j.org/

http://www.mt4j.org/
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Fig. 1. Screenshot of interface design. On the actual tabletop the character images are
covered by the tangible objects representing the characters.

‘Red’ wanting to poison the wolf, a possible series of events might be: Grandma
bakes a cake, Red poisons it with cyanide because she expects the wolf to steal
it, which he does, the wolf eats the cake and dies.

For aesthetic reasons, we decided to draw the characters and houses on the
LRRH map not strictly from their top-side view, but from a more recognisable
angle. However, to prevent one side of the table from being optimal for perceiv-
ing the story world, characters are displayed in one direction and houses are
projected the other way (see Fig. 1). Another solution for this orientation issue
is autorotation, as was used in KnightMage [10]. Autorotation is only possible
when there is always just one user that controls each character and the position
of this user at the table is known, both of which do not apply to our system.

To enable an existing story world to be used in The Interactive Storyteller,
the only required additions are a map and pictures that represent the characters
in the world. The coordinates of the locations on the map, which link the story
world to its visual representation, have to be provided in a properties file.

Physical Interaction. Like in the systems KnightMage [10] and False Prophets
[11], users can change the locations of characters by moving physical toys that
represent the story characters across the surface of the multi-touch table. These
tangibles provide tactile interaction that is expected to be intuitive because it
very much resembles the interaction offered by many familiar board games.

In our storytelling system locations are always discrete: characters are at one
location, or the next, but never half-way in between. When a user moves a
tangible to an adjacent location, the blue circle of the destination location turns
green to indicate that this is an allowed action. When the user moves the tangible
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to a location that is not in direct reach of the character’s current location, the
circle of the destination turns red to indicate that this is not an allowed action.

Users might put tangibles outside the circles that mark locations on the map.
The system is unable to physically move tangibles away from such non-locations.
Interventions, like the system asking to move a tangible to a particular location,
are not used because they distract the user from the story. This means the
system has to be able to deal with tangibles being anywhere on the map. When
a tangible is not at its character’s actual location in the story world, a thin
dotted blue line is shown connecting the tangible to its character’s location.

Interface Elements. For the selection of non-move actions by users, there is
an Action Selection Interface (ASI). An important requirement we had for this
interface was that it should be quickly usable for multiple storytelling domains.
A very specific and intuitive ASI can be developed by focussing on one particular
domain to fit the users’ needs in that particular virtual world. This is usually
done in computer games, but we consider it more important that the interface
stays generic. Therefore, we decided to refrain from icon-based or other graphics-
based ways for action selection, and use a flexible text-based approach.

Every time the turn goes to a new character, the knowledge base retrieves
the set of all possible actions for that character, at that location, at that time,
that are available in the story world. The ASI can be seen in the centre of
Fig. 1. Because of the young target user group, all text is displayed in our native
language Dutch. The user first selects a category in the centre bar of the ASI and
then an action within that category. After that, the round confirmation button
in the centre bar is enabled and can be used to confirm the selected action and
pass the turn to the next character.

Users and spectators can read the results of actions that characters perform
in the story areas, which are the two scrolls that can be seen on the screenshot
in Fig. 1. If users want more or fewer lines of text to be visible in a story area,
this can be achieved by touching the end of the scroll and rolling it up or down.

The ASI and the story areas occlude the view of the part of the map behind
them. A balance has to be found between good visibility of the map and its con-
tents, and the readability of the ASI and story areas. To achieve this subjective
balance, we decided to keep the user in control of the size and placement of the
ASI and the story areas. The user can move these elements around by dragging
them with a finger. By dragging with two fingers at the same time, it is possible
to rotate and resize them. The user can choose to find a static arrangement
that generally works well in a particular story world, or keep changing sizes and
arrangements depending on the current state of the story and places of interest.

Because we consider it to be important that users or spectators from all sides
of the table have an equal view, all text in the ASI is presented in two directions
instead of one. When users or spectators are standing on all four sides of the
multi-touch table, the optimal layout is to position the ASI under an angle of
45 degrees with the sides of the table. We expect this angle to be acceptable
for most readers. Having a shared ASI saves much space compared to having
separate control areas on all four sides of the tabletop for different users, as in
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the SIDES system [12]. Moreover, if everybody is standing on one side of the
tabletop, the text at the opposite side of the ASI can be hidden by touching the
minus symbol on that side, conserving even more valuable screen estate.

Preliminary User Tests. We performed some informal user tests with five
test subjects (three boys aged 8, 8 and 10; and two girls aged 10 and 11) inter-
acting with an early prototype of the system. We found that despite the limited
graphics, the children were very engaged by the system and enjoyed playing with
it. With only a very limited explanation they understood how to interact with
the system. Several children discussed possible actions together and some even
planned a sequence of actions to pursue a particular storyline.

Based on observations, several improvements to the system were made. For
example, we discovered that users often lost track of turn-taking. To make clear
to which character the actions in the ASI belong, the ASI is now connected by
a solid blue line to the character that has the turn.

Another observation was that fingertips were often badly recognised because
they were very small. At the same time the rest of the hand did get recognised
while hovering above the surface. By fine-tuning some recognition parameters
we managed to reduce these issues, but the used hardware is a limiting factor.

Although told to do so, not every child looked at one of the story areas to read
the results of actions performed by other characters. This often resulted in these
users ending up confused and less immersed in the story. To address this issue, we
decided to offer the same information in another modality by vocalising it with
Loquendo text-to-speech. The story areas are kept as a time-independent source
of the same information about the story. After introducing the new modality, we
decided to also allow the addition of action specific sounds. Although domain
specific, associating actions with sounds is is a quick and easy way to present
audible feedback of an action to enrich the user experience.

3 Discussion and Future Work

Because our interface combines tabletop interaction with the advantages of
computer- and board games, we expect the system to be a suitable interface
for interactive storytelling. The system facilitates group play as opposed to soli-
tary game play. Our next step will be a formal user test to evaluate whether The
Interactive Storyteller provides a suitable interface for interactive storytelling
for children. Because questionnaires are not very suitable for young children, we
intend to use an observation scheme like the Play Observation Scale [14].

We also intend to investigate whether the use of tangibles in our system setup
has advantages over a touch-only approach. To answer this question, we made a
touch-only version of our prototype which only uses images to represent and move
characters. Both versions will be compared in the user tests. These tests should
also show whether users prefer to play one character each, like actors playing a
role, or to choose the actions for all characters together in deliberation.

The multi-touch table used in this research makes use of an ordinary video
projector, non-diffuse IR-beams, and an average webcam. The lack of precision of
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the used setup irritated users in the preliminary user test. In the future we would
like to test the system on a high-end multi-touch table or to port The Interactive
Storyteller to the new generation tablet PC’s. These devices live up to the high
expectations and increasing demands of present-day users and provide more ac-
curacy for new directions in multi-touch research. One of the research challenges
to be addressed is allowing the possibility to add engaging visual elements (e.g.,
object inventories, animations) while keeping the framework generic.
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Abstract. This paper presents a novel method for interactive
playground design, based on traditional children’s play. This method
combines the rich interaction possibilities of computer games with the
physical and open-ended aspects of traditional children’s games. The
method is explored by the development of a prototype interactive play-
ground, which has been implemented and evaluated over two iterations.

1 Introduction

Many governments pursue health care programs that promote a healthier youth.
Still, children are unlikely to give up computer time in favor of outdoor play [8]. A
solution may be the development of interactive playgrounds, consisting of “one or
more interactive objects that use advanced technology to react to the interaction
with children and actively encourage them to play” [17]. They possess the rich
interaction possibilities from computer games as well as the physical and social
aspects of traditional outdoor play. Being an environment for play, rather than a
game, they do not force strict rules upon the players, but provide possibilities for
the children to define their own games. This form of “open-ended” play benefits
children in many aspects of their development, such as social skills, problem
solving, creativity, and a better understanding of the physical world [10,3].

This paper presents a design method for developing interactive playgrounds,
based on elements of traditional children’s play, that should actively stimulate
the development of children’s physical, social and creative skills, without forcing
game specific rules upon them, by combining the open-endedness of traditional
outdoor play and the interactivity of modern computer games.

2 Related Work

Flash-Poles [17,2] are interactive poles, placed on a fixed position on a field. User
tests indicated that they were successful in stimulating both cooperative and
competitive physical play amongst children. The authors touch on a paradoxical
issue in the design of installations for open-ended play. The interactive behaviour
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Fig. 1. The interactive slide (left) and the interactive pathway (right)

of the objects needs to be understandable for the children, but too many rules
limit the possibilities for open-ended play. The Ledball [17] was developed to
investigate the creation of new games by children using mobile play objects, but
has not yet been evaluated.

The Playware playground tiles contain sensors, LED’s and/or loudspeakers,
plus processing capabilities to allow one to configure multiple tiles into different
games [9]. Its evaluation focused on clear-defined games with fixed rules.

In the Interactive Slide (see Figure 1), a display is projected on a large, in-
flatable slide [15]. The projection area is monitored by an IR camera, which
allows for interactivity between the slide’s users and the projection. Using an
interaction driven design strategy, two games have been developed which aim at
encouraging physical activity amongst children.

Space Explorers are a new category of animated playground props that allow
children to explore the space around them in a playful manner [13]. The pro-
totype consists of a ball which moves around autonomously in a space, while
interacting with the children present in the space. Children keep interacting
with the ball as it moves around the space, such that they gradually discover
the space around them. This shows there is potential for such playground props
as mediating objects between a child and its play setting.

The Interactive Pathway (see Figure 1) is a rail-way like construction con-
sisting of two wooden beams with a series of narrow pressure-sensitive mats
connecting them [14]. On the wooden beams, “spinning tops” were placed, hand
crafted by the children themselves. When a child steps on a mat, a motor causes
one of the spinning tops to rotate. Evaluation showed that these quite simple
interactions led to a wide range of open-ended play behaviour from the children.

3 Traditional Children’s Play

Our goal was to design an intelligent, interactive playground, based on elements
of traditional children’s (outdoor) play. In this section we will discuss which
dimensions of traditional play can be relevant in the design process. The project
focuses on children in the age group between 8 and 12 years old. These children
are able to perform advanced physical activities, define games rules and socially
interact with each other [5, p.226][12, p.251-252]. Furthermore, they are capable
of actively taking part in evaluations involving group discussions and interviews.
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3.1 Play, Games, and Playgrounds

Huizinga, in the book Homo Ludens, argues that it is almost impossible to
capture the properties of play in a single definition. Because the act of play does
not necessarily have a goal and is by definition not bound to rules, almost any
act could be considered an act of play [7]. Games are a more formalized and
strict form of play. “The game has a beginning, a middle, and a quantifiable
outcome at the end. The game takes place in a precisely defined physical and
temporal space of play. Either the children are playing Tic-Tac-Toe or they are
not” [11, p. 25]. Open-ended play can evolve into a game over time, as players
try to enforce certain play behaviour by defining rules and limitations.

Fig. 2. Examples of traditional children’s games: running the hoop, playing with mar-
bles and the skip rope. [4, pgs. 33/3/36]

Children’s games often require few attributes, consisting of little more than
some simple toys, the players themselves and their creativity [16]. They often
require physical activity and can be played with basic materials which can be
carried along (hoop, ball, stick). Finally, the rules of such games are often few
and simple, adaptable by the players themselves. Whether a stick is to be used
for hitting, drawing or waving is up to the children inventing their game. The
simple rules make the games very accessible and easy to understand for anyone
eager to join a game, and make it easy to adapt a game by replacing, removing
or adding a rule. It also makes it easy to convey these games from genera-
tion to generation. Sometimes, simple games – made-up by children themselves
– can even have a higher appeal to them than more complex and predefined
games [3].

Although play is potentially always and everywhere possible [20], most soci-
eties know the concept of playground as an environment specifically designated
for play. The space may contain one or more playground artefacts. Traditional
playground artefacts do not offer feedback and do not actively interact with the
user. For example, a slide is often a rigid wooden structure which just ‘sits’ there
in a playground. However, its presence within the playground allows for a num-
ber of ways to interact with it (climbing up the slide, sliding downwards, hiding
beneath the slide), and children, when incorporating the artefact in their play,
may assign any meaning to it when it fits their current play.
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Fig. 3. A subset of the player interaction patterns from Fullerton et al. [6, p.46].

3.2 A Taxonomy for Playground Play

In order to design our interactive playground using elements of traditional chil-
dren’s play, we need a taxonomy to describe these elements in a structured way.
For this, we draw from related work in interaction design, we introduce the idea
of Gamespace in playgrounds, and finally elaborate our taxonomy based on an
analysis of many types of traditional playground play.

Elements from Related Work in Interaction Design. Sturm et al. address
five key issues for the successful design of an intelligent, interactive playground
of open-ended play: social interaction, simplicity, challenge, goals and feedback
[17]. Soute et al. [16] discuss that one should address social interaction, fun,
physical activity, and flexible and adaptable rules in order to combine the appeal
of indoor digital games with the benefits of traditional outdoor play in Head Up
Games. Fullerton et al. [6, p.46], finally, defined seven different player interaction
patterns (see Figure 3). Social interaction between the players could be enhanced
by facilitating competitive or cooperative play.

Gamespace. We introduce Gamespace as a one-dimensional measure defining
to which degree an act of play, or a game, is related to the play-environment or
playground in which it occurs. We define gamespace on a sliding scale on which
three global levels can be defined (see Figure 4):

– Fully external : the playground is irrelevant to the game, except as the loca-
tion where it takes place. For example, children throw a ball back and forth
without looking at, or making use of what is in the playground.

– Partially contained : the game is not mainly dependent on the playground,
but incorporates elements of the playground. For example, the children play
cops and robbers, and use the climbing frame as the robbers’ home base.

– Fully contained : the game takes place entirely within the playground. For
example, the children are swinging or using the seesaw.

We aim to merge traditional children’s play and modern computer gaming into
an interactive playground. Ideally, a passer-by would see children playing to-
gether, and only with a closer look would discover that the playground is tech-
nologically enhanced. In a similar fashion, the children playing on the playground
would incorporate elements of the interactive playground in their play, but would
not let the digital enhancements overshadow their play. Ideally, the games played
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(a) Fully external (b) Partially contained (c) Fully contained

Fig. 4. Gamespace levels

within the playground would be partially contained. It should be stimulated and
facilitated by the playground, but not be fully dependent on it.

A Design Taxonomy for Playgrounds. Based on the key issues described
above, we define our taxonomy in three layers (see Figure 5). The top level
is made up of three highly abstract ‘classes’, that also define global goals for
the playground: (1) Gamespace, (2) social interaction, and (3) physical activity.
We want our interactive playground to encourage physical activity and social
interaction, and we want the resulting children’s play to be partially contained in
the playground’s gamespace. We argue that the other key issues can be handled
by carefully planning the social and physical dimensions of a playground. For
example, by providing possibilities for competition (which is a form of social
interaction), both a challenge and a possible goal (being ‘better’ than other
players) are created for the players. The bottom level of our taxonomy is made
up of a set of single interaction patterns between children and the (enhanced)
playground. An example of a single interaction is the playground responding
to shouting children by changing the colour of the playground’s surface. The
distance between the interactions and the classes is very large, so it is very
difficult to derive the one from the other without resorting to an intermediate
level. To bridge the gap, we have analysed a large number of traditional outdoor
children’s games. By analysing these games along the aforementioned classes and
by comparing and weighing their individual properties, we constructed a set of 20
dimensions. Some example dimensions are competition, collaboration and item
possession. The list of dimensions can be found in Appendix A; more extensive
details on the dimensions can be found in [19].

4 A Novel Approach to Interactive Playground Design

Although a lot is known about key issues for interactive playgrounds through
evaluation studies of various prototypes (cf. the sections above), a fully struc-
tured method leading from a playground concept to interactions for a working
prototype is still lacking. This section aims to fill this gap by introducing a novel
approach for interactive playground design that results in a tight integration of
traditional children’s play and modern computer gaming. This section introduces
the four-stage design process In the next section we will describe a case study
that we performed using this method.
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Fig. 5. Playground interaction design levels

Concept Generation. The method starts with Concept Generation. This
phase aims to arrive at an overall ‘story concept’ that will drive the design,
using the classes defined in the previous section as guidelines. First, a number
of candidate ‘story concepts’ are described. Out of these, one concept is selected
for further development, choosing on the basis of suitability for open-ended play:
the concept must be concrete enough to be able to derive possible interactions
from it, but it should not be so concrete as to block the children from evolving
their own play in the playground. For example, a story concept might center on
“make a playground that is like a giant complex machine with moving parts”,
or “make a playground inhabited by many creatures”.

Interactions Generation. The story concept sketches the rough contours
along which we can design the playground’s interactions. The second phase is
to develop single Interactions that children can have with the playground. For
each of the 20 dimensions determined earlier, a single interaction possibility is
designed. An interaction may be related to more than one dimension, but at
least we make sure that every dimension is related to at least one interaction.
For example, an interaction, related to dimension 16 (see appendix), might be
“If you step on a spinning gear in the machine, it will start making a noise”.

Systematic Variation on Interactions. The fourth step in the design process
is one of Systematic Variation. In this phase, every interaction developed during
the previous phase is analysed along all 20 dimensions. Wherever possible, a
new interaction is derived by adding the dimension if it was not yet present in
the interaction, or by inverting the role of the dimension, if it was. This phase
adds yet more structure to the design and yields a vastly more extensive set of
interactions, with a better coverage of the various dimensions, and therefore of
the three abstract ‘classes’.

Selection. The final step in the design process is the Selection of interactions
which will be implemented. Because the previous phase will tend to create nu-
merous contradicting and opposing interactions, selection is not a trivial task.
Criteria to guide the selection process, besides practical reasons of feasibility, are:
(1) Which dimensions are covered by the selected interaction methods? (2) Do
the chosen interactions form a balanced system? If there are, for example, me-
chanics for introducing new (virtual) objects into the playground, there should
be mechanics for reducing their amount as well, to avoid clutter.
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Initial situation: Two or more players with a ball within the playground
Action performed: Two players let their balls touch for a moment
System reaction IM2: A new shape is created near both players
Rationale: Introduces element of collaborative play
System reaction IM22: Tails of both players switch owners
Rationale: Competitive instead of collaborative play

Fig. 6. IM22 is a variation on IM2; collaboration becomes competition

5 Case Study

Using the design approach summarized above, we developed an interactive play-
ground and evaluated it in a user study with 19 children.

Concept Generation. The initial story concept was as follows:1):

“The playground space is initially empty. When a player enters the play-
ground, (s)he gets surrounded by a simple unique shape in an arbi-
trary colour. The shape follows him/her wherever (s)he goes. When two
players get in touching distance, a smaller ‘offspring’ shape is created,
based on the players’ shapes. The offspring get their own ‘life’ travelling
around within the playground. Players are allowed to interact with the
shapes through collecting, stealing, killing or moving offspring shapes.
The shape ecosystem contains control mechanisms, such as a predator
shape, to provide additional dynamics to the playground.”

Interaction Generation and Systematic Variation. Systematic variation
of the initial set of 20 interaction methods (one for each dimension) resulted in
32 additional interactions. Full details can be found in [19]; for reasons of space
we only mention one example of variation (Fig. 6). In the original interaction,
physical contact between two players triggers the ‘birth’ of a new shape. The
variation shows a different system response: the players’ tails switch owners,
causing collaborative play to become competitive play.

Selection. Of the 52 interactions resulting from systematic variation, 13 were
implemented in our playground. The playground interactions are centered around
shapes that normally lead a life floating around the playground freely, but which
can be captured by players who chase them. Captured shapes follow a player in
a tail, but can also be stolen by other players that chase the tail for a while.
Players can create new shapes by standing together, and destroy each others’
shapes by running through another player’s tail. Each player can, by shaking a
ball (s)he carries, create a pool of poisonous venom that destroys other players’
shapes. All of these actions influence a player’s status, which is expressed by the
size of a circle projected around them.

1 cf. http://hmi.ewi.utwente.nl/showcase/anemone: emergent entertainment/
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Fig. 7. The interactive playground

5.1 Implementation

The interactive playground was implemented in the SmartXP laboratory of the
University of Twente, using top projection and an infrared camera over an area
of 6x6 meters. The players’ positions were tracked by the infrared camera, film-
ing reflective markers mounted on the children’s heads. Small foam balls were
equipped with Sun SPOT sensors [18]. The sensors allowed us to detect when
a ball is shaken and by whom (because the players were wearing another Sun
SPOT sensor around their wrist).

5.2 Evaluation

The playground was evaluated to test the relation between the children’s play
and the implemented interactions. Children were invited to play in the play-
ground during 30 minute sessions in 2-4 person groups (see Figure 7). A modi-
fied version of the OPOS observation scheme [1] was used to record observations
along the three classes defined in section 3.2. We observed numerous games,
such as throwing a ball and games of tag. Most games were strongly related to
the children’s presence in the playground. Examples are catch-the-shapes, scare-
the-monster and switch tails. Most observed games were fully contained within
the playground’s gamespace; only a few were partially contained. This effect
might be due to novelty of the playground, which incited children to focus on
exploration of the playground’s possibilities. Concerning (social interaction &
physical play), there are strong hints that the implemented interactions influ-
enced children’s play behaviour in the intended way. Concluding interviews with
the children indicated that they were very fond of the interactive playground
and were willing to give up computer gaming time to play in the playground.

6 Conclusions and Recommendations

This paper presented the design, implementation and evaluation of an interac-
tive, intelligent playground. A novel design approach has been used in which
the design of the interactive playground is based on elements of traditional chil-
dren’s games. Ideally, a passer-by would see children playing together on a play-
ground and only with a closer look, (s)he would discover that the playground is
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technologically enhanced. In a similar fashion, the children playing on the play-
ground should feel the same excitement they feel when playing computer games
and only on second thought notice that they are participating in socio-physical
play. A playground resulting from the approach should combine the merits of
both traditional outdoor play and modern computer gaming.

An example playground was designed and implemented using the novel
method, and was evaluated in a user study with 19 children. The children who
participated in the evaluation showed great enthusiasm. Almost without excep-
tion, they were prepared to give up computer gaming time in exchange for spend-
ing time with the interactive playground. Considering the motivation of this
project, this promises a hopeful future for interactive playgrounds. To further
verify the validity of the proposed design method, both the current playground
concept and alternative concepts should be tested in experiments focussing on
long-term usage of the designed playground in a realistic setting.
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A Game dimensions

1. The dominant player interaction pattern [6] associated with the game.
2. Physical skills: the amount of physical activity involved in the game.
3. Social skills: the amount of social activity involved in the game.
4. Creative skills: the amount of creativity involved in the game.
5. Tactical skills: the extent to which tactics can be applied to the game.
6. Is finite?: whether the game is limited by some intrinsic rule or condition.
7. Has goal?: whether the game has a concrete and defined goal.
8. Is competitive?: whether competition plays a role in the game.
9. Single / multiplayer
10. Amount of space required
11. Whether chasing other players is a factor in the game.
12. Player’s visibility is essential part of the game?
13. Whether the game contains a promotion / degradation mechanism.
14. Allows ‘game over’: whether a player can lose or not win the game.
15. Time limit: whether the game is strictly limited in time.
16. Sound: whether sound plays (or can play) a determining role in the game.
17. Physical contact between players required?
18. Requires extra (physical) items or resources
19. Shared / individual items: whether ownership of the item(s) is shared.
20. Item possession is a (sub)goal in itself?
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Abstract. Tangible user interfaces allow children to take advantage of their 
experience in the real world with multimodal human interactions when 
interacting with digital information. In this paper we describe a model for 
tangible user interfaces that focuses mainly on the user experience during 
interaction. This model is related to other models and used to design a multi-
touch tabletop application for a museum. We report about our first experiences 
with this museum application. 

Keywords: tangible user interfaces, multi-touch table, tabletop, information 
access, children.  

1 Introduction 

A few decades ago, Human-Computer Interaction was largely restricted to traditional 
graphical user interfaces on computers with rectangular screens and mouse and 
keyboard as input devices. In that time [1] proposed to make computing truly 
ubiquitous and invisible and they introduced tangible user interfaces as a way to make 
digital information tangible. In these interfaces physical controls of digital 
information play a key role. This allows people to take advantage of their experience 
in the real world with multimodal human interactions. 

The theory of embodied cognition shows the salience of tangible interaction for 
children. It is the merging of cognition and action which allows to easily manipulate 
the world and offload cognition while doing so [2]. Hence, for children, who in 
general have less abstract reasoning skills, tangible interfaces are in particular 
useful. The smaller the gap between real-world manipulation and digital 
manipulation, the easier the access to the digital information becomes, especially 
for young children. 

Tabletop environments have been shown to allow natural interaction using tangible 
interaction elements [3]. All kinds of physical objects in the environment can be 
equipped with unobtrusive sensors in such a way that the children interact with their 
tangible surroundings. For instance in the Navigational Blocks project [4], the use of 
physical objects to represent data queries allowed people to explore relationships 
between topics and retrieve information. The tangible objects help users, especially 
children, to learn through touch and direct manipulation of objects [4]. 
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Within the European project PuppyIR access to information for children is central. 
Unfortunately the current tools for information access offered on the Internet are not 
adequate for children. Interfaces are typically created for adults, information retrieval 
methods are based on the perception of relevance by adults, and services are typically 
constructed based on the idea of the information needs of adults. Part of easing the 
access is through the use of intuitive interfaces. A tangible tabletop is, as explained, 
suitable to this aim.  

The context for this paper is an educational museum that aims at a broad audience. 
Its main theme is the human and his relation with nature, culture, society, science and 
technology. This is the theme of the permanent exhibition of the museum as well. The 
museum functions as a test environment to alter the access to the information 
contained in the permanent exhibition.  

This paper explores the possibility to enhance the access to information using 
tangible interfaces. Models for tangible interfaces are discussed in Section 2.  
A tabletop interface will be used to direct the visitors through the museum, adapted to 
the interests of the user. The development of this multi-touch tabletop interface is 
described in Section 3. Finally, Section 4 discusses preliminary experiences with the 
interface within the museum context. 

2 A Children Specific Design Model for Tangible Interfaces 

In the model we propose for PuppyIR, the design concepts and heuristics are grouped 
in four themes: (1) Physical and digital representations; (2) Actions and effects; (3) 
Exploration and collaboration; and (4) Engagement and fun. These themes are built 
upon other, related, models for tangible interaction. See Table 1 for an overview of 
the model and its related models. The model is tailored for the design of tangible 
interfaces for children. 

2.1 Physical and Digital Representations 

The theme Physical and digital representations refers to the appearance of the 
physical objects and the relation with the digital representation of the objects. Are 
representations naturally coupled? Are they meaningful and built on the user’s 
experience? Do they invite them into interactions?  

Part of this theme is related to what [5] refer to as expressive representation: the 
interrelation of physical and digital representations and to how users perceive them. 
Often hybrid representations combine physical and digital elements. [6] calls this 
semantic mappings: the mapping between the information carried in the physical 
objects and the digital aspects of the system. Young children (under seven) have 
difficulty relating physical manipulatives to other forms of representation. The ability 
to understand that one object can have multiple representations develops slowly.  

To make an interface more suitable for young children, perceptual mappings can be 
exploited [6]. Various kinds of mappings between physical and digital space can be 
afforded by tangibles. The mapping between the perceptual properties of the physical 
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and digital aspects of the system can rely on perceptual affordances or designed 
affordances. Designs that rely on perceptual affordances allow even very young 
children to explore these mappings. Designed affordances are opportunities for 
actions that are created through mindful design of artificial objects and environments. 
These affordances may be meaningful for adults, but for children age appropriate 
perceptual, cognitive and motor abilities and limitations need to be considered. 

Table 1. Models of Tangible Interfaces 

Theme 
Related concepts of 
Hornbecker & Buur [5] 

Related concepts of 
Sharlin et al. [7] 

Related themes of 
Antle [6] 

Physical and digital 
Representations:  
 
The appearances 

Perceived coupling

Perceptual 
mappings 
 
Semantic mappings 

Representational signific.

Tailored representation

(Inhabited space – partly)  

Actions and effects:  
 
How tightly are they 
related? 

Isomorph effects

Successful spatial 
mappings 
 
Unify input and output 
space 

Space for action 

Behavioural 
mappings 

Semantic mappings 

Externalization

Haptic direct 
manipulation 

(Inhabited space – partly)

(Configurable materials)

Exploration and 
Collaboration: 
 
How are they 
facilitated? 

Lightweight interaction

Enable trial-and-error 
activity 

Space for friends 
 
Semantic mappings 

Embodied constraint

Multiple access points

Non-fragmented visibility

Engagement and 
Fun: Are presence, 
motivation and user 
experience positively 
affected?  

  

2.2 Actions and Effects 

The theme Actions and effects refers to the relation between the manual actions of 
users and their effects. This can be characterized by the following concepts [5]: 

• Haptic direct manipulation: can users grab, feel and move the interaction 
objects? 

• Externalization: can users use the objects as props to act with or think and talk 
with or through? Are tangible interactions salient to the overall use process? 



142 B. van Dijk, F. van der Sluis, and A. Nijholt 

• Isomorph effects: how easy is it to understand the relation between the manual 
actions of users and their effects? For instance because they are close in time, 
visibly nearby or of the same shape. 

For children the relation between manual actions and their effects becomes more 
complicated. Children’s developing repertoire of physical actions and spatial abilities 
for direct system input and control can only be applied successfully if the design is 
based on an understanding of how and why children’s actions in space relate to 
changes in cognitive and motoric development.  

An example of the benefits of a close coupling between action and effect comes from 
the repeatedly connecting and disconnecting of Lego blocks to better understand how 
different configurations relate to stability of the construction. Children use epistemic 
actions to facilitate the understanding of how things work. Hence, direct physical 
interaction with the world, by means of bodily engagement with physical objects, 
facilitates active learning and is a key component of cognitive development in childhood. 
External scaffolding (aids that include interactions with other children, adults, or aspects 
of the environment) is often used when executing epistemic actions [6]. 

The relation between action and effect can also be looked at from a behavioral 
perspective: the mapping between the input behaviors and output effect of the 
physical and digital aspects of the system. This is discussed by [7] with regards to 
their spatial mappings. [7] showed two conclusions: Physical/digital mappings must 
be successful spatial mappings, and physical/digital mappings must unify input and 
output space. A spatial mapping is successful if the spatial relationship between a 
physical object and its digital use is natural and intuitive and exploits spatial abilities 
known innately or learned early in life. And, when we play with a physical object the 
action space (our hands moving the object) and perception space (view and weight of 
the object) are perceived in the same time and place: tangible user interfaces designed 
to maximize input and output unification have a tight action-perception coupling 
leading to increased user identification between physical interface components and 
digital application objects. 

2.3 Exploration and Collaboration  

The theme Exploration and collaboration refers to the suitability of tangible user 
interfaces to facilitate exploration and collaboration. [7] clearly indicated the 
importance of exploration with the following design guideline: Physical/digital 
mappings must enable trial-and-error activity. Good physical tools enable people to 
perform goal-oriented activities as well as trial-and-error activities meant to explore 
the task space. They make sure that the cost of trial-and-error explorations is low. 
[5] further specify that tangible interfaces facilitate exploration and collaboration by: 

• Lightweight interaction: a conversational style of interaction with rapid 
feedback, allowing users to proceed in small experimental steps. 

• Embodied constraint: a physical set-up (such as size, form or location of 
objects) that leads users to cooperate by easing some activities and limiting 
others. 
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The importance of collaboration is clear from what [6] calls space for friends. This 
refers to tangible user interfaces which have both the space and affordances for 
multiple users. More explicitly, [5] define this as multiple access points: to distribute 
control such that all users can get their hands on objects of interest. This gives the 
opportunity to facilitate collaboration and imitation. Since collaboration and imitation 
are important ways for children to develop schemata level knowledge acquisition, it is 
important for designers of tangible user interfaces to understand the importance and 
mechanisms of imitation in experiential learning and to understand how to facilitate 
children’s collaboration. Tangible systems have space and handles for co-located 
collaboration without the need to share input devices. Another topic belonging to this 
theme is imitation. Learning through imitation is very important for young children. 
When young children observe another person using unfamiliar objects they try to 
discern what the other person is using the artifact for. Tangible user interfaces are 
very suitable to foster imitative learning processes because of the physicality of 
tangibles combined with space for others and digital feedback. 

2.4 Engagement and Fun  

The theme Engagement and fun refers to the suitability of tangible user interfaces to 
increase presence, to be intrinsically and extrinsically motivating, and to create a 
positive user experience. Each of these aspects will be described. 

Presence is the feeling of being in a mediated world; i.e., being fully engaged in a 
mediated activity. Accordingly, the degree of presence can be seen as the degree to 
which normal (psychological) processes are applied to a mediated world [8]. Tangible 
interfaces have the ability to increase presence because they allow to use normal 
(physical) processes to interact with a mediated world. Presence is closely related to the 
first two themes, where a decrease between action and effect and between physical and 
digital representations increases the use of normal psychological processes.  

Motivation is an important user state, influencing the effort exerted and the 
persistence shown in solving a problem. It has been found to be a strong predictor of 
problem-solving success [9]. Motivation is often divided in intrinsic motivation; i.e., a 
genuine interest, and extrinsic motivation; i.e., some external incentive. An interface 
can be made extrinsically motivating by making it more game-like; i.e., with fantasy, 
challenge, rules and goals, sensory stimuli, mystery and active user control [10]. 
Intrinsic motivation can be explained by two determinants: a task performance that 
leads to a sense of mastery and competence, and a novelty that leads to a sense of 
curiosity, attention, and interest [11]. Moreover, it should be noted that feedback on 
and an overview of the progress with the activity are a key element of intrinsic 
motivation which should be supported by an interface [12]. An example of motivation 
based design is given by [5] as tailored representation: are the representations built on 
the user’s experience and skills and do they invite them into interaction? A correct 
balance between the user’s skills and the system’s challenge (to use) leads to a 
motivating state. 

The final perspective, user experience, takes a holistic view on engagement and 
fun. User experience is a rather fuzzy concept, often defined as technology use 
beyond its instrumental value. In other words, stating that it is the whole experience 



144 B. van Dijk, F. van der Sluis, and A. Nijholt 

of an interactive system, contrary to only the instrumental, which creates value. 
Hence, the focus on user experience is broader than merely heightening the enjoyment 
of a system; the experience has many facets joining together. Several aspects of user 
experience have been identified; e.g., usability, beauty, affect, temporality, and 
situatedness. Together, these aspects explain part of the eventual user experience [13]. 
Hence, an interface should be usable (i.e., intuitive), support positive emotions, and 
be aesthetically appealing. 

The presented themes will be useful to guide the design of a PuppyIR prototype 
and they will also be used to develop measures for user-centred evaluation. 

3 Development of a Museum Application for Children 

In this section we describe ongoing work on the design of a prototype touch-table 
application for a museum context. We explain design decisions by relating to the 
themes presented in the model in Section 2. The museum (Museon in The Hague, The 
Netherlands) is an educational museum with a permanent exhibition ‘Your World, 
My World’ about humans and their relation with nature, culture, society, science and 
technology. In the museum a multi-touch table is used at the beginning and at the end 
of the museum visit, by groups consisting of two to four children. Often one or two 
parents are also part of the group. The application at the multi-touch table is used to 
determine a route through this exhibition, based on the interests of the visitors. The 
goal is to give the children guidance and to optimize their museum-going experience.  

The main screen that people see when they arrive at the table has the solar system 
as a background. When people touch this screen, particles appear with colored 
backgrounds. See Fig. 1 for a screenshot of this screen.  

 

Fig. 1. The main screen of the touch table before interaction started 

Interaction with this screen is not really part of the registration procedure but it is 
meant to be engaging and to encourage exploration by enabling trial and error 
activity and lightweight interaction. At the middle of each side of the table there are 
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virtual boxes. These boxes can be used to register. Collaboration is facilitated by 
multiple access points, non-fragmented visibility and space for friends. Children who 
take part in the experiment get a ticket that fits in these boxes and that has a marker 
on one side that is recognized by the table and a barcode on the other side that will be 
used in the quest (see below). The initial game starts when people put the tickets in 
the boxes. Fig. 2 shows the situation that two people already registered successfully 
(the red circle becomes partly green then) and two people are still busy registering. 

 

Fig. 2. Registration with the personal tickets 

When all group members have registered, the participants get a screen (see Fig. 3) 
where they drag the characters of their name to a bar on the table, in front of them.  

 

Fig. 3. Putting in the name of the children in the game 
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In the initial game people choose categories of subjects (i.e. parts of the exhibition) 
they are interested in. There are twelve categories represented by round images. 
Everybody chooses six of these categories. Here the theme physical and digital 
representations of our model is relevant. Are physical representations in the 
exhibition naturally coupled to the digital representations in the images? To answer 
this question more research is needed. Fig. 4 shows the screen where the people can 
drag the images they choose to the circles near their registration ticket. The theme 
actions and effects is also relevant here. By direct manipulation users choose images 
and move them to their own area. The relation between this manual action and its 
effect is easy to understand (isomorph effects) and the action-perception coupling is 
tight (unification of input and output).  

 

Fig. 4. Choice of categories of subjects children are interested in 

The chosen categories are used to determine a route through the exhibition room of 
the museum. In the exhibition room many (around 120) touch screens with barcode 
reader are available, close to the exhibits. The registrations tickets are used here to 
identify the children and to transfer information from and to the table applications. 
Based on the results of the initial game the participants receive a personalized quest of 
twelve questions to be answered at twelve different exhibits. After each good answer, 
the children choose a virtual object they like. People can help each other whenever 
they want. They are near to each other and interacting with the other group members. 
After all members of the group have finished the quest, they go to the multi-touch 
table again to do the end game.  

Coming back to the multi-touch table the children use their tickets to login again. 
From the virtual objects collected during the quest the group chooses twelve different 
objects. In the end game these objects are in the middle of the table. Twelve boxes 
with words are positioned at the edge of the table (see Fig. 5). Collaboration is 
facilitated by visibility of the words from two sides. The task is to connect the words 
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to the matching virtual objects by drawing lines. The children have limited time for 
this. After two minutes the connections are checked showing an animation: one by 
one the virtual objects are highlighted and the connecting lines become green when a 
connection is correct and red when it is not correct. The animation is meant to be 
engaging and motivating. After this animation the end score of the group is shown. 

 

Fig. 5. Boxes with words that have to be connected with virtual objects in the end game 

4 Observations and Conclusions 

Interaction with the solar system on the main screen attracted many visitors and 
appeared to be engaging: children kept producing colors and stars for up to five 
minutes. While doing this they talked about fireworks, stars and imitating Harry 
Potter. Without much hesitation most children interacted with the table with both 
hands and together with other children. Only some very young children (younger than 
six years of age) started to interact very cautiously, with one finger. They cooperated 
while they tried to find out how the table worked. An often heard hypothesis was that 
the table reacted on heat. Some of the children discovered that the table already 
reacted when they hovered over it, which they found intriguing. We conclude that the 
solar system on the main screen enabled trial and error activity and facilitated 
exploration and collaboration.  

The choice of characters and images appeared to be intuitive. Hence actions and 
effects were tightly related. In the end game children connect the words to the 
matching virtual objects by drawing lines. This appeared to be less intuitive than the 
other interactions on the table, especially for children under eight years old. Here the 
actions and effects relationship can be improved. However, with extra explanations 
and feedback, most children found out how it worked quickly.  

During the animation that checked the connections drawn, nobody touched the 
table and the children were very attentive to see their results. This might indicate the 
animations were engaging and the children were motivated to have a high score. 
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In conclusion, these preliminary results indicate that for three out of four themes of 
the PuppyIR model derived in Section 2 the interactions at the multi-touch table seem 
to be well-designed: The interactions at the multi-touch table are engaging and fun, 
facilitate exploration and collaboration and most of the interactions are intuitive, 
hence actions and effects are tightly related. Only in the end game this relationship 
should be improved. Currently the interactions designed for the multi-touch table in 
the museum use no tangible, physical, objects (except for the registration tickets). 
Hence the first theme, the appearance of the physical objects in relation to the digital 
representation, seems to be irrelevant here. Tightly related, however, is the 
representation of parts of the exhibition of the museum in the round images children 
use to choose subjects they are interested in. If this coupling was clear is one of the 
questions we hope to be able to answer after we studied all the results of the 
experiments we did in the museum. 

Acknowledgments. This work is part of the Puppy-IR project, which is supported by 
a grant of the 7th Framework ICT Programme (FP7-ICT-2007-3) of the European 
Union. 

References 

1. Ishii, H., Ullmer, B.: Tangible bits: towards seamless interfaces between people, bits and 
atoms. In: Proc. CHI 1997, pp. 234–241. ACM (1997) 

2. Antle, A.N.: LIFELONG INTERACTIONS Embodied child computer interaction: why 
embodiment matters. Interactions 16, 27–30 (2009) 

3. Sluis, R., Weevers, I., van Schijndel, C.: Read-It: five-to-seven-year-old children learn to 
read in a tabletop environment. In: Proc. IDC 2004, pp. 73–80 (2004) 

4. Camarata, K., Do, E.Y.-l., Johnson, B.R., Gross, M.D.: Navigational blocks: navigating 
information space with tangible media. In: Proc. IUI 2002, pp. 31–38. ACM (2002) 

5. Hornecker, E., Buur, J.: Getting a grip on tangible interaction: a framework on physical 
space and social interaction. In: Proc. CHI 2006, pp. 437–446. ACM (2006) 

6. Antle, A.N.: The CTI framework: informing the design of tangible systems for children. 
In: Proc. of the 1st International Conference on Tangible and Embedded Interaction, TEI 
2007, pp. 195–202. ACM (2007) 

7. Sharlin, E., Watson, B., Kitamura, Y., Kishino, F., Itoh, Y.: On tangible user interfaces, 
humans and spatiality. Personal and Ubiquitous Computing 8, 338–346 (2004) 

8. Nunez, D.: A connectionist explanation of presence in virtual environments, PhD thesis 
University of Cape Town (2003) 

9. Jonassen, D.H.: Toward a Design Theory of Problem Solving. Educational Technology 
Research and Development 48, 63–85 (2000) 

10. Garris, R., Ahlers, R., Driskell, J.E.: Games, Motivation, and Learning: A Research and 
Practice Model. Simulation & Gaming 33, 441–467 (2002) 

11. Reeve, J.: The interest-enjoyment distinction in intrinsic motivation. Motivation and 
Emotion 13, 83–103 (1989) 

12. Csikszentmihalyi, M.: Flow: The Psychology of Optimal Experience. Harper Collins 
(1991) 

13. Hassenzahl, M., Tractinsky, N.: User experience - a research agenda. The American 
Journal of Psychology 25, 91–97 (2006) 



 

A. Camurri, C. Costa, and G. Volpe (Eds.): INTETAIN 2011, LNICST 78, pp. 149–159, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Automatic Recognition of Affective Body Movement  
in a Video Game Scenario 

Nikolaos Savva and Nadia Bianchi-Berthouze 

UCLIC, University College London, MPEB Gower Street, London, WC1E6BT, UK 
{nikolaos.savva.09,n.berthouze}@ucl.ac.uk 

Abstract. This study aims at recognizing the affective states of players from 
non-acted, non-repeated body movements in the context of a video game 
scenario. A motion capture system was used to collect the movements of the 
participants while playing a Nintendo Wii tennis game. Then, a combination of 
body movement features along with a machine learning technique was used in 
order to automatically recognize emotional states from body movements. Our 
system was then tested for its ability to generalize to new participants and to 
new body motion data using a sub-sampling validation technique. To train and 
evaluate our system, online evaluation surveys were created using the body 
movements collected from the motion capture system and human observers 
were recruited to classify them into affective categories. The results showed 
that observer agreement levels are above chance level and the automatic 
recognition system achieved recognition rates comparable to the observers’ 
benchmark.  

Keywords: Body movement, automatic emotion recognition, exertion game. 

1 Introduction 

The gaming business is changing with one of the latest highlights being the inclusion 
of body movement in their games (e.g., Nintendo Wii, Microsoft Kinect). As more 
and more companies move towards this new type of technology, researchers are 
exploring new ways to improve and measure the player’s experience by considering 
the role of body movement in the game [1, 21]. An important aspect of the user 
experience is the affective one. Until recently, the main modality used to measure the 
affective state of people was their facial expressions [4]. Recent psychology studies, 
however, have revealed that body expressions are also a very good indicator of affect 
[e.g., 2, 3, 10]. These studies encouraged us into researching the possibility to create 
an automatic recognition system that would use the players’ body movement to detect 
their affective state.  

Previous work on this subject has been carried by various researchers even if on a 
smaller scale than automatic recognition of affect from facial expression. An 
interesting work is presented in [5] and aims at detecting emotions from non-stylised 
acted body motions.  The movement analysed in this study are cyclic knocking arm 
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movements expressing either basic emotions (i.e., angry, happy, sad) or a neutral 
state. Using SVMs classifiers, the correct recognition rate of affective states reached 
50%. However, by taking into account individual idiosyncrasies in the description of 
the movement, the performances increased to 81%. The recognition performances 
were comparable to human observers’ performances (varying between 59% and 71%) 
for the same set of stimuli, as discussed in [2]. Another interesting study aimed at 
recognizing affective states is the one by Gunes and Piccardi [20]. It exploits both 
facial expressions and upper-body gestures. The expressions considered are anger, 
anxiety, disgust, happiness and uncertainty. Using BayesNet, the recognition 
performances reached 90% by using body expressions only.  

Using acted affective postures, Kleinsmith et al. [24] explored cultural differences 
in expressing and recognizing affect from body expressions. The analysis, based on 
the set of low-level descriptive features proposed in [24], highlighted some 
differences between the cultures but showed also the possibility to build automatic 
recognition models that reflect the recognition of human observers from different 
cultures. Similar results were obtained for the Japanese culture on affective 
dimensions as discussed in [25]. 

In all theses studies, like many others [6, 9, 10, 11, 7], the affective states are acted 
and hence very stereotypical and even exaggerated making the generalization of these 
studies to real application scenarios more difficult.  

Recently, there have been some attempts to model non-acted body expressions.  
A study that aims at detecting emotional states from non-acted body expression is 
presented in [19]. This is very relevant to our work as the scenario considered is 
whole-body computer games. However, the body expressions used in this study are 
static postures rather than movement.  The recognition rates for the automatic systems 
were 60% on average for four affective states (concentrating, defeated, frustrated and 
triumphant). Their results were comparable with the human observers’ level of 
agreement (i.e., 67% recognition rate) reached for the same set of stimuli. In the same 
work, the authors explore the possibility to recognize the level of arousal and valence 
from the postures of the players. Again, the results are comparable to human 
observers’ agreement levels and well above chance level. 

All these studies obtained quite interesting results highlighting the importance and 
the feasibility of using body expressions for automatic affect recognition. However, 
each of these studies explores a very particular type of body movement or body 
expression making the generalization of the results limited. Also, most of these 
studies focus on acted expressions.  

Our focus on this study is to create a system to automatically recognize non-acted, 
affective expressive movements in the context of computer games. A benchmark is 
created from an analysis of the agreement between human observers in order to 
evaluate the system. The benchmark and the system are built using a dataset collected 
from players playing Nintendo Wii tennis games. The body movement of the players 
is collected during matches and represents the affective expressions that occur 
between the start and the end of a match point (winning or losing the point). The next 
session presents the method used to create the data. Section 3 describes the surveys 
used to build the benchmark on human observers. Finally, section 4 presents the 
automatic recognition system and its performance. We conclude with a result 
discussion and a comparison with human observers’ agreement level. 
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2 Methodology and Data Analysis 

The first step of our methodology was to obtain the body movement data. A motion 
capture system, Animazoo IGS-190, was used to record the movements of the 
participants during game play. The motion capture system has 17 sensors placed on 
the head, neck, spine, shoulders, arms, forearms, wrists, upper-legs, knees and feet. 
Nine players, ranging in age from 20 to 30 years old were recruited for the 
experiments. Since psychology studies suggest that players feel more emotionally 
engaged when they are familiar with their opponent [12], we asked the participants to 
bring a friend to compete with. The participants were asked to play the Wii Grand 
Slam Tennis game for 15 minutes while being recorded with the motion capture 
system and by a camera.  

After collecting the motion captured data, we segmented them into ‘playing’ and 
‘non-playing’ frame windows. We were able to collect 423 significant playing 
windows containing either winning or losing points. Each window time length varied 
between 10 and 40 seconds (i.e., between 600 and 2400 frames per window). By 
examining all the data, it was found that 248 out of 423 windows were very noisy 
(due to gimbal lock problem [13]) and we decided to exclude them as sufficient data 
would be available. As a result, our final data set consisted of 175 windows. 

In order to identify the set of affective states to focus on, we first asked the 
participants to freely list the emotions they had felt during the game. Furthermore, we 
also observed the set of collected videos. At the end, eight emotion labels were 
selected: Frustration, Anger, Happiness, Concentration, Surprise, Sadness, Boredom 
and Relief.  

In order to collect the affective ground truth for the collected movement, i.e, assign 
an affective label to each movement, and build the automatic recognition system, an 
online evaluation survey was conducted using computer animated avatars (See  
Fig. 1). These animations were built using the motion captured data corresponding to 
the selected 175 windows. Computer animated avatars were used instead of the video 
of the actual human participants to create a faceless non-gender, non-culturally 
specific ‘humanoids’ in an attempt to eliminate bias. The reason to use external 
observers rather than the players to build the ground truth is due to the unreliability of 
post-task reported feelings and to the fact that it is not possible to stop players during 
the gaming session to ask them their current affective state. Furthermore, because the 
complete affective state is expressed through a combination of modalities in a non-
acted scenario, it is difficult for the players to be aware through which modality affect 
was expressed [25].   

A forced choice survey was created and nine observers were recruited for the 
labeling task. The survey required the observers to assign one of the eight labels to 
each animated avatar according to the affective expression its body conveyed. We 
then used the most frequent label associated by the observers to an avatar as the 
representative affective state for that avatar. We call this label ground truth following 
the approach used in [19]. Fig. 2 shows the distribution of the 175 windows (animated 
avatars) grouped according to the associated ground truth. The results of the survey 
were also used to set a benchmark for evaluating the performances of the automatic 
recognition system. This will be discussed in section 5. 
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Frame 1 Frame 100 Frame 200       Frame 400 

Fig. 1. The figure shows four frames of one of the avatar animations  
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Fig. 2. Distribution of the most frequent labels associated to the 175 avatar animations 

3 Low-Level Motion Description  

In order to build our recognition system, the following dynamic features were selected 
on the basis of previous studies [e.g., 14]: Angular Velocity, Angular Acceleration, 
Angular Frequency, Orientation, Amount of Movement, Body Directionality and 
Angular rotations. As the motion capture data provided the 3D rotational information 
for each segment of the body (17 sensors were used as discussed on Section 2), a 
visual analysis of these set of features (see Fig. 3 for examples) was conducted for 
each body segment along the 3 rotational axes (x, y, z). An extensive graph analysis 
(by calculating all the features for each of the 17 sensors and for all the emotional  
states) was conducted in order to find the most discriminative features. From this  
analysis, we noticed that there was excessive variability between the participants for 
the data gathered from their leg sensors, so these data were discarded as they were 
contradictory and inconsistent. The final set of the most discriminative features (listed 
in Table 1) were selected to build the automatic recognition system.   



 Automatic Recognition of Affective Body Movement in a Video Game Scenario 153 

 

 

 

Fig. 3. Angular velocity for the X-rotation of the right forearm (Window=10) 

Table 1. Identified set of discriminative features 

Motion Features Frame Interval Features 
Angular VelocityXYZ: Right Forearm, Arm, Hand Amount of movement with respect 

to each sensor Angular AccellarationXYZ: Right Forearm, Arm, Hand 
Angular FrequencyXYZ: Right Forearm, Arm, Hand 
Body DirectionalityX:Spine, Head 
BodySegment RotationXYZ: Right Forearm, Arm, Hand
Angular SpeedXYZ - Right Forearm, Arm, Hand 
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4 Automatic Recognition System and Evaluation 

Since we are dealing with time related features, a dynamic learning algorithm was 
better suited for building our system. A Recurrent Neural Network algorithm (RNN) 
[15, 16, 17] was selected. The parameters of the RNN can be seen in Table 2. The 
inputs to the network correspond to the set of features listed in Table 1. The number 
of output nodes corresponds to the number of selected emotion labels.  

The testing of the learning algorithm was conducted for both the ability to 
generalise to new observers and to new data. The 5-fold cross validation method was 
employed to ensure that. The training was conducted using four subsets of the training 
set and then the remaining subset was used to test the algorithm’s ability to generalise 
to new data as well as to new observers. Our first experiment showed recognition rate 
lower than 35%. The analysis of the results showed that most of the errors were due to 
misclassifications of very similar expressions: frustration with anger, sadness with 
boredom. Furthermore, the low number of data for surprise and relief (see Fig. 2) was 
also one of the main causes of misclassifications. It was hence decided to refine the 
set of labels to be recognized. 

Table 2. Initial Network Parameters 

Parameter Value Parameter Value 
Input nodes: 47 Momentum: 0.3 
Hidden layer nodes: 90 Recurrency parameter: 0.5 
Output nodes: 8 Network window size: 10 
Learning rate: 0.7   

 

According to the literature, affective states can be divided into larger categories 
such as negative, positive, and neutral affective states. According to Storm et al. [18], 
frustration and anger are both negative and high intensity emotions and their main 
difference is in the intensity levels of the expression. Anger normally has higher 
intensity than frustration. As a result, we decided to group these two emotions into 
one category called ‘high intensity negative emotion’. Instead, sadness and boredom 
are negative emotions characterized by low energy/intensity. Thus, we grouped these 
two emotions into one category called ‘low intensity negative emotion’. Furthermore, 
given the low number of samples for ‘surprise’ and ‘relief’, these two labels were 
removed from the data set. Therefore, we are left with four classes: ‘high intensity 
negative emotion’, ‘happiness’, ‘concentration’ and ‘low intensity negative emotion’ 
and 161 windows as data set.  The distribution of affective states with respect to the 
data set is illustrated in Fig. 4. These 4 classes of emotions cover the four quadrants of 
valence-arousal space generally used to describe emotional states, with Concentrated 
being a neutral state and Happiness, in this case, representing the high intensity 
positive emotions.  

Various experiments to identify the best set of features were executed. The best 
results were obtained by using only angular velocity, angular speed and amount of 
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movement as input features. Angular velocity is a vector quantity which specifies the 
angular speed (a scalar) of an object along with the axis which the object is rotating 
around. The 175 windows in our data set were further segmented into smaller frame 
intervals. Since each window varied between 600 and 2600 frames (10 to 40 seconds), 
we segmented them into smaller, equal frame intervals in order to import them into 
the RNN. The best performance was achieved using a network window size equal to 
ten. For example, a window consisting of 600 frames was segmented into 60 frame 
intervals containing ten consequent frames each. As a result, for one data point we 
extracted sixty sub-windows. 
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Fig. 4. The graph shows the number of animated avatars for each emotion category 

Table 3. Confusion matrix for the testing set 
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(36%) 
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9 33 49 
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The resulting data set was split in two parts (training and testing set) reserving the 
1/3rd, 1239 samples, to be used as a testing set and the remaining 2/3rds, 3720 samples, 
for the training set, from overall 4959 instances. Table 3 shows the recognition 
performance over the testing set. Overall the network was able to categorize correctly 
712 samples corresponding to 57% of the testing set. In particular, 64% of the ‘high 
intensity negative emotion’ samples were correctly classified, 58% accuracy was 
obtained for ‘happiness’ and 67% for low intensity negative emotion. Only 36% 
accuracy was, instead, obtained for ‘concentration’. The low accuracy obtained for 
‘concentration’ could be due to the fact that the human observers may have used this 
label when the avatar’s expression did not express any of the other affective states as 
discussed in [19]. Finally, the column named as ‘Multiple classes’ in table 3 contains 
the number of the test samples that our algorithm was not able to categorize into only 
one class. An analysis of the results highlighted, also, the large variability between 
expressions belonging to the same category. This was due to the large diversity of the 
players’ playing styles. Thus, for every class we had a variety of different input 
patterns. An example is provided in Fig. 5. 

 

Fig. 5. The differences in angular frequency between the participants that portray anger   

From Fig. 5, we can notice that players (participants) can be categorized into two 
groups, the ones that do not move a lot during the game (P2, P6, P7 and) and the 
others that move a lot (P1, P3, P4, P5 and P8). This difference between them exists 
because some of the participants tend to play the game using only their hand/wrist in 
comparison with the other group that uses their arm and shoulder as well. As 
discussed in [22], players adopt different body movement strategies according to their 
level of expertise but also according to their motivations for engaging in the game 
play. 
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5 Discussion  

To evaluate the performance of the automatic recognition system, we followed a 
simplified version of the method proposed in [19]. The evaluation method proposed in 
[19] requires three groups of observers in order to fully separate the computation of 
the benchmark from the testing of the system. This was not possible in this case as the 
number of observers available was quite small. Hence, we divided the observers into 
two groups; the first group of observers was used to create the training set and the 
second group of observers was used for the testing set. The agreement level between 
the two groups of observers resulted in 61.49% since the two groups agreed only on 
99 out of the 161 instances. Finally, we can observe that our system’s accuracy 
(57.46%) is comparable to, even if slightly lower than, the observers’ agreement. The 
results are hence very encouraging given the complexity of our data set. The results 
are also comparable to the results obtained for complex expressions in the acted and 
non-acted studies discussed in the introduction. 

Bernhardt et al. [5] is one of the studies we can compare with ours since they used 
motion data instead of single postures. The researchers used arm movement features to 
recognize emotions from ‘knocking’ movements reaching similar performance with our 
system (59% accuracy). However, when individual idiosyncrasies were considered, their 
results increased to 81%. As we pointed out in Fig. 5 and various studies [19] show that, 
players not only have their own idiosyncrasy but they employ different strategies when 
playing. By taking into account such differences in the modelling process, it could be 
expected that the performance of our system would improve. We still have however to 
remember that in [5], the expressions are acted and hence simpler to discriminate, 
whereas in our study the expressions are non-acted and often very subtle making even the 
human observer recognition task much harder.  Also, differently from our study, their 
movements were repeated and hence easily to segment into movement phases before 
describing them. Hence, by adding a segmentation of playing movement in our study, it 
is possible that our method could reach much better results.  

Besides discussing the evaluation of our system, we should consider the limitations 
of our approach. By analysing the features visually and individually, we have possibly 
discarded some important ones. It is possible that combination of features that 
individually appear to have low discrimination may instead result in being very 
informative. Therefore, it would be important to perform a more thorough statistical 
analysis of the features and their combinations (e.g. by using PCA). Finally, by 
adding to the recognition system information about the type of shots being played 
(back-hand, fore-hand, etc) together with its features may bring better performances 
in the recognition of each emotion. In fact, biomechanical aspects of the type of shot 
may have an effect on the kinematic features considered independently of the emotion 
expressed. These observations will be our guide for our next step. 
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Abstract. During face-to-face interpersonal interaction people have a tendency 
to mimic each other, that is, they change their own behaviors to adjust to the 
behavior expressed by a partner. In this paper we describe how behavioral 
information expressed between two interlocutors can be used to detect and 
identify mimicry and improve recognition of interrelationship and affect 
between them in a conversation. To automatically analyze how to extract and 
integrate this behavioral information into a mimicry detection framework for 
improving affective computing, this paper addresses the main challenge: 
mimicry representation in terms of optimal behavioral feature extraction and 
automatic integration.     

Keywords: mimicry representation, human-human interaction, human behavior 
analysis, motion energy.  

1 Introduction 

Mimicry plays an important role in human-human interaction. Mimicry refers to the 
coordination of movements in both timing and form during interpersonal 
communication. Behavior matching, synchronized changes in behavior and facial 
expressions, matching in posture and mannerisms are examples of mimicry. But there 
can also be vocalic mimicry and matching of verbal style. Mimicry is ubiquitous in 
daily interpersonal interaction. For example, when two interactants are facing each 
other and one of them takes on a certain posture such as moving sideways or leaning 
forward, then the partner may take on a congruent posture [1], [2], [12], and when one 
takes on certain mannerism such as rubbing the face, shaking the legs, or foot tapping, 
the partner may take on a congruent mannerism [2]. Another example, if one is 
crossing his legs with the left leg on top of the right, the other may also cross his legs 
with the right leg on top of the left leg (called “mirroring”) or with the left leg on top 
of the right leg (called “postural sharing”). 
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Mimicry enhances social interaction by establishing rapport and affiliation [2] and 
by observing mimicry behavior conclusions can be drawn about the quality of the 
interaction and about interpersonal relationships between conversational partners. For 
that reason mimicry has become object of study of social psychology. What 
behavioral cues show mimicry, how to rate mimicry, and what different kinds and 
functions of mimicry can be distinguished are among the main questions that are 
studied. Mimicry, as it can be perceived from facial expressions, vocal behavior, and 
body movements, affects human-human interaction. 

  It is interesting to look at a possible role of mimicry in human-computer 
interaction. It is well known that humans can consider computers as social actors and 
in particular in agent-oriented interfaces designers anticipate such behavior. 
Moreover, we see more applications where the role of the computer is not so much to 
be efficient or only efficient, but also being social or entertaining, for example in 
health and well-being situations where the computer plays a coaching function, in 
domestic situations where a social robot needs to be trusted in order to accept his help 
and advice, and, of course in gaming and entertainment applications where we play 
and communicate with virtual humans (avatars, embodied conversational agents, ... ). 
More human-like behavior of a virtual human allows for more natural interaction and 
modeling mimicry makes it possible to understand and generate mimicry behavior in 
human- virtual human or human-social robot interaction. 

Many researchers from psychology have investigated mimicry. Until now, research 
in affective computing has been concerned with the affective role of facial 
expressions, body postures, gaze directions, prosody, and (neuro-)physiological 
information. But, the role of mimicry in human-human interaction and how this role 
can be exploited in human-machine interaction (where, machine can be a computer, a 
robot, a virtual human, an environment, et cetera) to improve the interaction and the 
experience, has not been explored. It requires automatic (machine) detection of 
mimicry, automatic understanding of mimicry, automatic prediction of mimicry, and 
also automatic generation of mimicry. And, obviously, then the role of mimicry in 
human-human interaction should be completely understood. 

In current and future game and entertainment environments we will meet people. 
Their characteristics and their behavior will not always be fully mediated. There will 
probably be a lack of subtle social signals that play important roles in human-human 
interaction and that are hard to mediate. Our research aims at understanding these subtle 
social signals, in particular mimicry, in order to mediate them in human-nonhuman 
interactions. This will help improving natural interaction (in natural situations) and 
establishing interpersonal relationships that people would like to have and maintain, 
whether it is with a human or with a social and intelligent human-like device. Mimicry is 
an informative and communicative act that helps to convey and recognize intentions and 
affect that are important for interaction and establishing relationships. 

In our experiments on the role of mimicry in social interaction we have 
conversational partners that are being observed in a laboratory setting. Data such as 
location, body orientation, head pose, gestures, and vocal activities is obtained from 
camera and audio input. Behavioral patterns are analyzed to detect people's 
relationships, individuals’ affect and assessing the quality of the interaction. 
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In this paper, reporting about work in progress, we show that we can find and 
represent behavioral mimicry in conversations by analyzing human actions in 
prediction models. In section 2 we have some observations on factors affecting 
mimicry. A short description of the corpus that we collected for mimicry analysis is 
presented in section 3. A more comprehensive description will appear elsewhere. The 
corpus is used for extracting and detecting of features for mimicry recognition. We 
shortly discuss our annotation steps and the automatic extraction of mimicry episodes. 
In section 4 we present some preliminary conclusions, including the conclusion that 
automatic mimicry identification is possible. 

2 Mimicry to Be Expected in Social Interaction 

The first and most important aspect in this study is to collect data which includes 
various behavioural mimicry or interactional synchrony in social interactions. The 
social interaction scenarios that aim at elicitation of behavioural mimicry or 
interactional synchrony need to be natural in terms of the different factors that may 
affect the likelihood or increase the chance of mimicry occurring. However, the 
factors that affect mimicry are not unique and they cannot account for everything. We 
illustrate this with a few examples. For example, in daily life, when we talk with our 
boss, we mimic his or her behavior or repeat what he or she said. Not necessarily 
because you really agree with him or her, but there may be a desire to affiliate for 
personal benefits and even without awareness. Moreover, when we share similar 
opinions in a meeting, we also have a strong tendency to mimic other members’ 
behaviors in an attempt to gain acceptance. In some cases, there is a strong mimicry 
tendency because of directly active goals, sometimes we mimic to improve a 
harmonious interrelationship, but usually we mimic without consistent awareness. 
Mimicry occurs in our daily life all the time, and most of the time this mimicry 
behavior signals important social attitudes and affects. 

Mimicry is sensitive to social context, so automatic mimicry behavior changes 
according to one's active goals in a realistic social situation. Mimicry responses are 
modulated by the social signal value of the behavior. That is, many social signals may 
be implied or signaled by various mimicry behaviors. For example, expressive 
behavior is more present in conversations about positive experiences than in 
conversations about negative experiences. And usually participants are more active 
and more willing to show facial expressions and body language when they seem to be 
familiar with the topic. That is, they show their opinions, both verbally and non-
verbally, more actively when they are familiar with the topic. Hence, to choose a topic 
which is familiar with both interactants is important for collecting more mimicry 
episodes. Behavioral mimicry plays an important role in identifying interactants’ 
attitude, affect and even roles played in conversations. Previous studies showed a 
higher mimicry tendency when people perceived themselves as similar, would like to 
be similar, or want to display themselves as similar [10]. In addition, they may have 
aligned goals [8] and lean forward, they may share attitudes [11] and lean forward and 
nod, they may like their conversational partner and show it by synchronous head 



 Towards Mimicry Recognition during Human Interactions 163 

 

nodding and shaking [8], they may want the other to have a positive perception of 
them and display matching smiles [7], or empathize with the other and show this in 
matching behavior [6]. Moreover, mimicry also helps in identifying the roles people 
play in a conversation, for example, people always expand themselves unconsciously 
when they are perceived as dominant, however, constrict themselves when they are 
perceived as submissive [15], [16].  

Thus, in our experiments a first scenario designed for collecting behavioral mimicry 
and interactional synchrony is about discussing a familiar topic that makes it possible to 
share attitudes with each other. In the second scenario, given that most participants in our 
experiments are students, we give a hypothetical conversational topic which is familiar 
with their actual daily life. They are given a non-task-oriented communication 
assignment which requires self-disclosure and emotional discovery. 

3 Experiment Setup 

For extracting and detecting of features for mimicry recognition in our prediction 
model, we used a corpus of 53 human-to-human interactions. This corpus is described 
in Section 3.1. Section 3.2 is devoted to the description of the features that are 
annotated in our experiments to be used for mimicry representation. Section 3.3 
presents the algorithm used for tracking mimicry in terms of the features annotated. 
Finally Section 3.4 discusses our methodology for automatic mimicry extraction. 

3.1 Data Collection 

Our data is drawn from a study of face-to-face discussions and conversations. 43 
subjects from Imperial College, London participated in this experiment. They were 
recruited using the Imperial College social network and were compensated 10 pounds 
for one hour of their participation.  

The experiment included two sessions. In the first session, participants were asked 
to choose a topic from a list, which had several statements concerning that topic. 
Participants were then asked to write down whether they agree or disagree with each 
statement of their chosen topic. Participants were then asked to present their own 
stance on the topic, and then to discuss the topic with their partners, who may have 
different views on the topic. Participants could talk about anything they wanted, that 
is, the statements we listed were just a reference. In the second session, the intent is to 
simulate a situation where participants wanted to get to know their partner a bit better 
and they needed to disclose personal and possibly sensitive information about 
themselves. Participants were given a non-task-oriented communication assignment 
that required self-disclosure and emotional discovery. Participant A played a role as a 
student in university who was looking for a room to rent urgently. Participant B 
played a role as a person who owns an apartment and wants to let one of the rooms to 
the other person. 

We collected synchronized multimodal data for each session. In each session we 
recorded data from the participants separately and from the two participants together, 
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including voice and body behaviors. In the visual-based channel we recorded data 
using 7 cameras for each person and 1 camera for both persons at the same time. The 
camera for both persons was used for recording an overview of the interaction, while 
the other 7 cameras were used for recording the two participants separately, including 
far-face view, near-face view, upper-body view, and whole body view with and 
without color. See Fig. 1 for some camera views. Both participants wore a lightweight 
and distance-fixed headset with microphone. For detecting head movements both 
participants wore rigs on their heads during recording. The rig is a lightweight, 
flexible metal wire frame and fitted with 9 infrared LEDs. Given the face location and 
orientation, the nine LEDs allow us to get detailed information about the 
characteristics of the head movements. 

 

Fig. 1. a) Setup for corpus collection. b) Higher-view for whole body recording for each 
participant separately. c) Recording upper-body movement. d) Recording head movements and 
facial expressions. 

3.2 Annotation  

As discussed in the previous section, the corpus is a collection of face-to-face 
interactions designed with the aim to study mimicry behavior and interactional 
synchrony. Hence, the main focus of the annotation scheme is the labeling of the 
behavior expressions and in particular behavioral mimicry.  

The annotators’ job is to look at videos of these interactions and annotate them 
with information about the “human behavioural expressions” and “social signals” of 
the participants. This means that they continuously try to answer the questions “How 
the actions of those participants display: is he/she nodding, head shaking, etc.?” and 
“Do they mimic each other?” 

For each annotation assignment, the main annotation steps are based on widely 
accepted concepts of mimicry. Firstly, mimicry is dynamic, hence, signals of mimicry 
behavior occur successively. Secondly, mimicry is about one conversational partner 
imitating the other [1]. That is, mimicry is when people express or share similar 
behavior during interaction, at the same time or one after another, in response to the 
other. 

The main annotation steps are briefly introduced below: 

1. Annotation of speakers and listeners (usually listeners and speakers take 
turns) based on the utterances. 
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2. Segmentation into episodes, where each episode consists of a sequence 
speaker1, listener2, speaker2, listener1, hence, each of the two participants 
appears in the sequence both as speaker and as listener. 

3. Annotation of visual-based behavioral expressions for the two partners such 
as smile, nod, head shake, hand gesture, and body leaning. 

4. Annotation of mimicry cues: we have predefined notions of behavioural 
cues; after manually annotating episodes and behavioural cues, we use an 
algorithm (see below) to automatically compare whether the selected notions 
match or not; if they match label mimicry (YES), if not, label mimicry (NO). 

Hence, after the first step of annotation, the utterance token of a participant is 
labeled as listener or speaker. In the second step, we select the conversation 
segments in such a way that each participant is seen as a speaker and a listener, 
because their (amount of) mimic behavior can be dependent on their role in the 
conversation (speaker or listener). Then, in the third step, behaviors expressed  
by participants are labeled, using visual cues, for analyzing behavioral mimicry. 
Finally, in terms of mimicry perception we annotate those behaviors expressed by 
paired participants as mimicry or not. After annotating conversation segments 
and visual cues for detecting mimicry, based on these annotation results we 
extract mimicry episodes. In each mimicry episode visual cues are extracted to 
identify behavioural mimicry. This will be discussed in more detail in section 3.3. 

Algorithm to automatically extract mimicry episodes 

Given: i: current episode index; 
SB[i]: the array of mimicry cues displayed by the 
speaker during the current (ith) episode; 
SB_N[i]: the total number of mimicry cues 
displayed by the speaker during the current (ith) 
episode; 
LB[i]: the array of mimicry cues displayed by the 
listener during the current (ith) episode; 
LB_N[i]: the total number of mimicry cues 
displayed by the listener during the current (ith) 
episode.  

Detect speaker's mimicry: 
For each frame t 
Do int SB[1]=0 if SB1<SB_N[i] and apply ++SB[1]); 

Mimicking the previous episode's speaker: 
For (int SB[2]=0; SB[2]<SB_N[i-1]; ++SB[2]) 
If (SB[i][SB1] == SB[i-1][SB2]), and label 

mimicry; 
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Mimicking the current episode's listener: 
  For (int lb1=0; lb1<SB_N[i-1]; ++lb1) 
If (SB[i][sb1] == LB[i][lb1]), and label 

mimicry; 

Detect listener's mimicry (only consider current 
round)  
  For(int lb1=0; lb1<LB_N[i]; ++lb1) 
  For(int sb1=0; sb1<SB_N[i]; ++sb1) 

If(LB[i][lb1] == SB[i][sb1]), and label 
mimicry. 

3.3 Methodology 

In this section, we first describe the human action recognition technique we use to 
extract motion features and represent the motion cycle [19] for identifying behavioral 
mimicry. Then, by analyzing our results, we show that in our annotated mimicry 
episodes, mimicry indeed occurs more frequently. Moreover, we investigate that 
similarity is indeed an important factor that increases mimicry. In this study we only 
annotated the episodes on one aspect of similarity, That is, the role participants play 
in a conversation. In fact, similarity was manipulated in various ways in previous 
studies: status, appearance, attitudes, sport interests, leisure interests, et cetera.   

We calculated the motion cycle in each manually annotated episode in our attempt 
to detect behavioural mimicry. The motion cycle is extracted in terms of the 
accumulated or averaged motion energy (AME) which only is computed in areas that 
include changes [16], [19]. Hence we propose to represent the motion cycle by 
computing a group of accumulated motion images (AMIs). In detail, AMI represents 
the time-normalized accumulative and average action energy and contains pixels with 
intensity values for representing motions [21]. In the AMI, the regions containing 
pixels with higher intensity values denote that motions are more complex and occur 
more frequently. Although AMI is related to MEI and MHI [19], a fundamental 
difference is that AMI describes the motions by using the pixel intensity directly. That 
is, instead of giving all equal weights for all changing areas in MEI or assigning 
higher weights for new frames but lower weights for older frames in MHI.  

 
 

(1) 

where  in which T denotes the length of the 

query action video (i.e., total number of frames) and I stands for the intensity of the 
current frame. Fig 2 illustrates visual behavioural mimicry, extracted from 
consecutive sets of frames of a recording. 

1

1
( , ) ( , , )

T

t

AMI x y D x y t
T =

= 

( , , ) ( , , ) ( , , 1)D x y t I x y t I x y t= − −



 Towards Mimicry Recognition during Human Interactions 167 

 

 

Fig. 2. A group of behavioural mimicry extracted from consecutive sets of frames (frame 92, 
96, 98, 102, 103, 105, 108, 113, 120, and 123) of a recording in our database  

The figure illustrates hand gesture mimicry behavior. This behavior is visualized 
by presenting the results of motion intensity calculation for hands movement. Motion 
cycle images are calculated by AMI in several successive frames for each annotated 
mimicry behavior in our data.  

 

Fig. 3. The cross-correlations of body movements between two persons who interact with each 
other. The vertical axis shows the motion energy, the horizontal axis shows the frame numbers. 

Fig 3 demonstrates the cross-correlations of movements between two persons, 
generated from a fragment of 580 windows (20 sec) in a conversation on looking for a 
suitable roommate. The vertical axis shows the motion energy, the horizontal axis 
shows the frame numbers. The left part of the figure shows the motion energy 
calculated in each frame for participant A; the right part shows the motion energy 
calculated in each frame for participant B. 

Summarizing, in Fig. 2 we demonstrate that visual-based mimicry can be visually 
extracted in a short time period of around 5 seconds in our data. In Fig. 3, we 
accumulate all movements during a longer period (20 sec) to see the general motion 
tendency expressed by two people who interact in a conversation. We can see rather 
similar cross-correlations of body movements between conversational partners. 
Hence, we can safely assume that behavioral mimicry probably occurs with a high 
chance in this period. 
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4 Conclusions and Future Work  

Our results show that behavioral information from conversational partners can be 
extracted and integrated in order to demonstrate mimicry. Moreover, it became clear 
that mimicry is indeed ubiquitous in human-human conversation. Methods to analyze 
motion energy can be applied and improved to deal with mimicry in a machine 
understanding approach [18]. From our mimicry episode annotation we have learned 
about the role of similarity, that is, the similarity of roles played in interactions. 
Moreover, mimicry analysis does contribute to recognizing the role of affect and 
empathy in social interaction. 

For future work, we plan to extract relevant features from audio and visual 
channels for detecting more mimicry cues in our database. The aim is to automatically 
identify mimicry when people mimic facial expressions, vocal productions, and body 
movements with their conversational partners or others around them in daily 
interaction. In affective computing research the detection of nonverbal cues has been 
considerably improved in previous years. The role of verbal and nonverbal  
expressions has been investigated, including their necessity for understanding 
behavioural patterns, mental states, attitudes and personality traits. It has also been 
demonstrated that people tend to mimic and synchronize vocal utterances during a 
conversation. Usually, people with different personalities probably prefer different 
interaction tempos. In a conversation, if the communication goes well or is improving, 
the speech cycles of conversational partners become mutually entrained. The study of 
vocalic mimicry is not so much to find out the attribution of each feature of speech, 
such as spectral features or non- spectral features to specific human affect, but the 
focus is rather on the changing of and the similarity of speech utterances. Including 
vocalic mimicry is a next step in our research on modeling mimicry. 
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Abstract. An advanced interface for playable media is presented for enabling 
both musical performance and multiple agents’ play. A large format capacitive 
sensing panel provides a surface to project visualizations of swarm simulations 
as well as the sensing mechanism for introducing human players’ actions to the 
simulation. An evolutionary software interface is adapted to this project by 
integrating swarm algorithms to playable interface functionality with 
continuous auditory feedback. A methodology for using swarm agents’ 
information to model sound synthesis is presented. Relevant feature extraction 
techniques are discussed along with design criteria for choosing them. The 
novel configuration of the installation facilitates a unique interaction paradigm 
that sustains social engagement seamlessly alternating between cooperative and 
competitive play modes. 

Keywords: evolutionary interface, agents, swarms simulation, sound model, 
interactive, playable media, social engagement. 

1 Introduction 

Advances in novel interfaces present a vast range of playable configurations for 
human players. Contemporary users and players adapt to the advances in many areas 
of engagement from the use of mobile phones to the play of games. Performance and 
artistic venues are one of the forefronts of advancing interface technologies. 
Experimental design of interface configurations can facilitate interactive playability in 
a media experience, an alternative to standard gameplay. Beyond the artistic 
achievement for look and feel, design must pursue meaningful interaction that 
sustains interest beyond initial attraction to the novelty of an interface and its artful 
constellation. An ongoing challenge for designing interactive media installations is 
their affordance of sustained engagement with systems and other players beyond their 
initial attraction. The present project inquiry is to identify and integrate the elements 
to sustain play and social engagement without extensive rules, scenarios, and explicit 
valorization mechanisms that big budget games offer. We introduce playable media 
with two novel interfaces, one physical and the other a software-based play interface. 
For this paper we focus on the latter. The play scenario involves no winning or losing 
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and there is no overarching goal dictating state transitions during play. The 
installation adapted an evolutionary algorithm into an interface function. Preliminary 
exploration of playability uses this interface configuration for group collaborative 
play. We refer to the project as Wayfaring Swarms.  

1.1 Play Scenario 

The Wayfaring Swarms play table is a rectangle of 36 inches by 48 inches, providing 
access for up to four players at one time. Using capacitive sensing the table surface 
can measure multiple players’ hand positions. Players are invited to interact with 
swarm agents, which are animated graphics of small colored particles projected onto 
the table surface from above. Figure 1 illustrates the experimental infrastructure. 
Synthesized sounds are generated using algorithms that model musical patterns and 
transitions, and interactions with swarms cause changes in sound patterns. The swarm 
agents’ dynamic properties exhibit emergent group behavior. Players may 
cooperatively gather agents or steer agents away from other players. The play surface 
displays a simple graphic map for a play sequence, a serial presentation of predefined 
play sections. Each section defines a swarm and accompanying sounds. Players 
simply play with each section and at some point they must decide to move on. Social 
interactions develop around this process. 

 

 
Fig. 1. Wayfaring Swarms playable system configuration 

This simple play scenario is yet non-trivial for novice players as the play involves 
some learning curve to become attending listeners. Progression through the sequence 
of play sections is controlled by players using a simple signal of two hands pressed in 
a specific area of the capacitive panel. Players’ determining when to change sections 
becomes either an awkward moment of unilateral action or an engaged consensual 
moment among players. Players can take new positions around the table, or leave and 
return without disrupting the interface functions. 
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The remainder of section 1 presents background and prior work. Section 2 
introduces the original simulation and our modifications to enhance playability. 
Section 3 presents methodology for swarm feature extraction for application to sound 
models. Section 4 presents methodology for developing sound models to enrich play 
experience. Section 5 concludes with a narrative of informal observations projecting a 
future research scenario.  

1.2 Background 

Wayfaring Swarms advances an evolutionary interface as a viable application for 
sustained engagement for players. This interface implements a “breeding” model to 
generate a new swarm combining features of two existing swarms. The model is 
applied in relation to biological research for understanding social behaviors of the 
kind known as flocking behavior [1]; one of the simplest behaviors seen in nature 
revealing social and collective dynamics. It is described as self-organizing because 
the collective behavior is governed by a set of simple rules applied to each agent and 
there is no centralized control agent. It is also observed as exhibiting emergent 
behavior as its evolving patterns are unknown to each agent and there is no high level 
prescription dictating the resulting complexity. Mathematical modeling of swarms has 
been implemented in numerous versions and applied to many areas of study.  
The model usually combines Reynolds’ “boids” algorithm [2] and a self-propelled 
particle model [3]. These two methods combined make an excellent application to 
interactive and evolutionary play scenarios. While the boids algorithm provides 
microstructure of global patterns, the self-propelled particle model provides a lively 
oscillatory quality, and more importantly, an opportunity to introduce a high-level 
agent into the system, such as a human-controlled agent, as an influencing force to the 
global dynamics of swarms. This type of high-level influence evokes swarm behavior 
such as encountering predators [4], and provides a means to introduce human energy 
into the interactive pathway of swarm dynamics (see section 2.2). 

1.3 Prior Work 

Swarms and evolutionary algorithms are widely explored in areas of visual art and 
media, and developed to the extent of applications in commercial production 
including computer graphics, film special effects, and computer games, with use cases 
ranging from movements of crowds and armies to growth of vegetation-like scenic 
elements to genesis of game denizens (see Will Wright’s Spore). Interactive art 
examples include works by Sims [5], Sommerer and Mignonneau [6], and 
McCormack [7]. The Wayfaring Swarms system is not applied in this tradition. 
Swarm visualization serves not for advanced visual arts content but for basic and 
extensible capacity for listening and enactive movements not unlike those of musical 
performers (see section 5). The perceived kinesthetic energy of performers is an 
important aspect of musical reception [8]. Rudolf Laban has similarly articulated this 
through the theory of effort applied to dance performance [9][10]. Musical 
instruments are refined and fit to the human scale: the detailed interactive gestures 
between performers and their instruments are very intimate, not visible to audiences. 
However those gestures are perceived through the corresponding tones as musical 
expressions [11]. Our previous works on enactive interfaces explore various novel 
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configurations to “enlarge” performers’ tone producing gestures to make them 
accessible to observers [12]. Consistent with the previous works, the current project 
prioritizes the design criterion: configure the system so that players’ movements are 
clearly visible. 

Wayfaring Swarms incorporates a touch free capacitive sensing panel. Leon 
Theremin originated capacitive sensing for music performance by direct touch-free 
tone control. The touch surface repertoire of interface paradigms opens other 
retrospective references to analog electronic interfaces with tone generators, such as 
systems constructed by Buchla [13] and Martirano [13], each of whom produced 
unique capacitive control surfaces and logic control gates for tactile transformation of 
sound synthesis. Following this line the Wayfaring Swarms interface engages upper 
body movements guided by human hands to interact with swarm agents projected on 
the playable surface. Unique from prior work, we introduce a layer of indirection 
from hand movements to tone control, through the swarm model. The interface also 
differs from the recently discontinued Lemur™ controller with animated physics-
based graphic object trajectories. We are concerned not with graphic controllers but 
with 1) swarms’ emergent patterns, and 2) many to many mapping design between 
swarms and audible features. 

2 Wayfaring Swarms Overview 

Sayama [14] developed the swarm simulation used in Wayfaring Swarms. Sayama’s 
swarms are populated by agents exhibiting simple, semiautonomous movement rules 
in a continuous two-dimensional space. Each agent is assigned movement rules and a 
perceptual range for detecting the positions and velocities of other agents. Agents’ 
awareness within their perceptual ranges determines individual position updates with 
only decentralized control. The simple kinetic interactions among agents result in 
spontaneous large-scale pattern formation.  

2.1 Agent Properties and Evolutionary Design of Swarms 

Swarm agents consult all other agents in their perceptual range at each discrete time 
step. Agents can instantaneously change velocity according to the following rules, 
adopted from Reynolds’ “boids” system [1]: 

 
 Outside of an agent’s perceptual range: Straying:  

• Agents move randomly if there are no other agents within perception range. 
Within an agent’s perceptual range: 

• Cohesion: an agent moves toward the average position of local agents 
• Alignment: an agent moves towards the average velocity of local agents 
• Separation: an agent avoids collision with local agents 
• Whim: an agent moves randomly with a given probability 
• Pace keeping: each agent approximates its speed to its own normal speed.   

 
Table 1 from Sayama enumerates kinetic parameters used to simulate agent behavior. 
Each agent i is assigned a set of unique values to define its dynamic properties. The 
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pixel is the atomic unit of spatial coordinates for agent position and movement. 
Tendency is an agent’s rate of approximation of its current speed to its own normal 
speed. Maximum values were determined by Sayama heuristically and are arbitrary 
for implementation purposes. The total number of agents in a swarm is limited to 300. 

Table 1. Kinetic parameters used to simulate agent behavior (explained in detail in Sayama 
[14]) 

 
 
A set of these parameter values is referred to as a recipe. Multiple agents that share 

a common recipe are referred to as a species, and assigned a common color. 
Heterogeneous swarms are composed of multiple species. The emergent patterns of 
heterogeneous swarms are encoded in the agents’ multiple sets of kinetic properties 
and the proportions of each recipe in the swarm. Sayama avoids automated fitness 
evaluation methods that would necessarily limit the diversity and novelty of potential 
outcomes.  Evolutionary operators enable mutation of a single parent swarm by 
random re-sampling of up to 80% of the population size. Evolutionary design starting 
from two parent swarms will generate a new swarm by randomly determined ratios 
between all agents of both parents. The heuristic design process resembles musical 
improvisation, and is incorporated into the playability design of the Wayfaring 
Swarms system.  

2.2 Creating a Playable Media Configuration 

We embedded Sayama’s simulation in a software and hardware environment designed 
for playability. To extend playability as social interaction, a large format capacitive 
panel is used for touch-free, multi-player, multi-point control. The panels were 
developed by Philippe Jean of Les Ateliers Numériques [15] for use in live 
performances by Cirque du Soleil. The Swarm graphics are projected on this surface 
so that players observe the social formations of swarms and interact with them by 
hand movements. The capacitive panel senses multiple hands as conductive objects in 
1:1 ratio to the surface area; the maximum number of objects is determined by the 
surface area and objects’ sizes. To align players’ hands as play agents with swarm 
agents in simulation space, we bounded the simulation pixel region to the dimensions 
of the capacitive panel, and scale the projected swarm image to fit the capacitive play 
surface area. The projected image frame is calibrated with the capacitive surface by 
projecting markers in each corner of the frame, then touching the capacitive surface at 
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3 Methodology: Swarm Feature Extraction Applied to Sound 
Models 

The integration of the evolutionary interface requires a methodology to extract and 
use the swarm state information to enrich play experience for human players. Players 
in Wayfaring Swarms are intimately aware of swarm dynamics through graphics 
display and also through continuous auditory feedback. To provide an auditory 
feedback sound synthesis is applied to sonify the swarm state information. One of the 
criteria for choosing feature extraction techniques for sound representation was to 
complement the visual representation of swarm dynamics rather than duplicating it. 
Control strategies for sound models are adapted to use data of features extracted from 
emergent behaviors in swarm simulations. To test these adaptations, mappings are 
made between a set of emergent swarm states and a set of synthesis parameter states. 
The design decision associates the selected states of a sound model to selected states 
of a swarm. Thereafter other patterns that emerge in the swarm will generate 
corresponding sound patterns. Data selection is based on salient feature analysis. The 
process of establishing initial correspondences may be thought of as “tuning” the 
interface. Tuning in this sense is calibrating the relationship between swarm dynamics 
and sound dynamics. As an example, positional data of swarm clusters are used to 
localize positions of sound sources. The following discusses the procedure for swarm 
feature recognition and extraction in preparation of control structure to apply to sound 
models. 

The use of swarm patterns as sound control data presents a significant challenge 
because in the code there are no numerical representations of the patterns that can 
be readily applied to sound models. The swarm simulation does not internally 
represent emergent patterns in classes of control parameters or in feature data 
variables. Emergent behavior from complex systems has been referred to as the 
result of unspecific control parameters [16]. As system parameter values change 
the resulting patterns vary, but variation and pattern emergence are not classifiable 
using systematic, linear representations. Patterns recognized by human observation 
are not represented in the simulation itself. Instead we extract data from visible 
features of swarms, and apply the data to sound models to enrich the playability.  

3.1 Recognizing Clusters 

Swarm denotes the total agents in a simulation. Cluster refers to a visibly coherent 
aggregate of agents. The relevance of cluster formation is that agents in a cluster are 
responding to mutual proximity, whereas agents in separate clusters are mutually 
unaware unless the clusters are in close proximity. Clusters are a primary feature to 
recognize and measure: they are emergent and temporary. Their spontaneous 
subdivisions and formations provide a highly configurable and playable dynamic. 
Players tend to focus attention on clusters and how to merge them or separate them, as 
well as moving them across regions in the interface.  
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Clusters are independent of species and recipes: in a smarm composed of 
multiple species, a cluster may be heterogeneous or homogenous. Membership of 
agents in clusters changes over time, so clusters are identified and tracked only by 
persistence. We examine the position of each agent at each time step and compare it 
to the positions of all other agents. A proximity threshold determines when an agent 
is a member of a cluster or a non-member roaming between clusters. An agent may 
only be a member of one cluster at each time step. For all agents in a common 
cluster we determine the average center position and provide this data for use in 
sound synthesis control. Shape is not a consideration in identifying a cluster. When 
two clusters’ agents have sufficiently close proximity they are considered merged, 
regardless of shape. Clusters are identified by integer; a cluster keeps its number 
while it persists; when two clusters merge the lower number prevails, and the higher 
number is returned to the pool for re-use. The maximum number of simultaneous 
clusters recognized is set by a run time parameter. A cluster must have at least six 
agents; this limit is set by a run time parameter. We transmit cluster membership 
size for sound control; we track but do not transmit data of agents’ individual 
cluster memberships. 

3.2 Temporal Variation of Emergent Features 

The variation of clusters over time creates challenges in applying cluster data as 
media control signals. Clusters are created by subdivision of larger clusters, and 
terminated when a cluster breaks into many pieces or when its agents become 
members of a larger cluster. The transitions at the creation or termination of a cluster 
often require multiple time steps before the stability of the new state can be 
ascertained. A time window confirmation parameter is used to track the number of 
consecutive time steps that a new cluster state is maintained. Initial emergence or 
disappearance of a cluster is flagged as the first frame of the time window. If the state 
is continuously present over the time window duration, a confirmed cluster state is 
reported. A duration threshold acts as a smoothing function to prevent rapid-fire series 
of messages of alternating cluster states. Alternation can occur when two clusters skirt 
one another and their perimeters temporarily overlap, or when a larger cluster is 
pulled apart to form new clusters.  

Time windowing introduces unwanted latency in the transmission of cluster data 
to sound control. Latency undermines synchronization between swarm visualization 
and corresponding sounds. Latency is imposed by the cluster confirmation time 
window parameter set at run time. At minimum two frames are required to confirm 
cluster formation; a simulation frame rate of 50 frames per second provides 25 Hz 
latency multiplied by the number of frames in the confirmation time window. In 
practice when two clusters merge or when one cluster divides, two data streams 
must be managed, one appearing or disappearing, and the other persistent but 
changing in number of members. The varying size and behavior of the persistent 
cluster, as well as data of a new cluster, will impact corresponding sound. Cluster 
history is determined by tracking agent membership across consecutive time steps; 
history preserves coherence of sounds when a cluster divides or when two clusters 
merge. Cluster history tracking is applied to a cluster data stream in order to 
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terminate when it is absorbed into a larger cluster. Cluster history also provides a 
reference for smooth transition when a data stream bifurcates upon a cluster’s 
subdivision. 

3.3 Measuring Emergent Shape 

A cluster’s expressive features are shape and internal distribution of agents. Rings, 
elongations, “dumbbell” or “twin star” shapes, and internal rotation patterns are often 
prominent features. These emerging patterns are not represented in the simulation and 
must be detected as features by measuring the positions and velocities of swarm 
agents. In distinction to shape recognition, we determined the essential approach 
responds to displacement or perturbation. We arrived at this approach by observing 
that clusters do not achieve a wide range of shapes in terms of geometric primitives, 
and clusters cannot be forced into shapes other than their stable and emergent 
properties. We determined to tune sounds in a range corresponding from stable or 
symmetrical clusters to unstable or distorted clusters. This approach was selected 
rather than tuning sounds for target shapes unrelated to a cluster’s inherent properties. 
We adopted this initial approach from Sayama’s decision to avoid the use of fitness 
evaluation methods (see page 4 and [14]). 

As proof of concept our prototype applies simple statistical measures to explore 
the application of perturbation recognition. Separate statistics are provided as sources 
of sound control data: 1) measured across the entire swarm, 2) measured by species 
regardless of cluster, and 3) measured by cluster. We measure average velocity; 
average distance from the statistical center; average distribution angle in radians; and 
average planar coordinate positions on the play surface. We also provide a histogram 
of each measure to show distribution of agents across the full ranges of these 
dimensions. For example, while most unperturbed clusters are circular in shape, their 
symmetry is distorted by interactions with players and with other clusters. Distortions 
of shape are easily visible features and are detected in uneven histogram distributions 
of agents’ positional angle and velocity.  

Figure 3 provides a sequence showing a separation of one cluster into two. The 
cluster is heterogeneous having two species forming a ring pattern. Figure 3a 
shows a player’s hands bringing about the separation, which requires 8 to 12 
seconds to complete. Figure 3b-3d shows the sequence of separation and the 
corresponding statistics and histogram data, displayed in a companion diagnostic 
tool, with multiple histograms overlaid by color. The red bars indicate average 
velocity; green indicates angle of distribution around the center; blue indicates 
distance from the center; and yellow and pink are average horizontal and vertical 
position respectively. From Figure 3b to 3d the cluster separation is reflected in the 
histogram of average velocity (red) and distribution angle (green). Not easily 
visible in Figure 3d, the distance-from-center histogram (blue) indicates the 
separation of species in the ring structure. In Figures 3b and 3c the visualization 
includes a small circle at the center of the ring formation. This circle is a 
diagnostic of the cluster center as determined by the feature detection system. In 
Figure 3d two circles denote two clusters are detected. 
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simulated acoustic environment. The simulated auditory field is larger than the 
physical play area, with proportional dimensions. Clusters in the center of the play 
area generate sounds located directly above the play surface. Clusters at the periphery 
of the play area generate sounds heard at simulated distances behind the players. This 
acoustic model encompasses players within the spatial field of the play area. 

4.2 Sound Model: Designing Coherent Transformations 

Several techniques were developed to enable reliable correspondences of sounds with 
highly variable behaviors of clusters. (1) Local deformations of clusters were used 
uniformly to modify formant characteristics of sounds. This technique may be applied 
to many classes of sounds. It involves modifying the vowel-like qualities of 
“openness” and “tightness” of a sound. With this technique the effects of a player’s 
hand deforming a cluster are immediately reflected in the local tone quality of a 
sound, without disrupting the composed pitch and rhythmic structure of the sound. (2) 
Data related to changes of cluster size and velocity is assigned equally to pitch-related 
and rhythm-related sound properties. This technique is preferable to trivial 
associations involving isolated audio or musical parameters that co-vary linearly with 
cluster data. (3) Sound sources are not associated one-to-one with clusters. The 
number and timing of cluster instances is highly dependent upon local performance 
actions. Creating a sound source for each cluster would be capricious from a sound 
modeling standpoint. Clusters are local variations and are not structurally analogous 
to the composition of sound sources. Instead the designation of sound sources is 
determined by the scheduling of swarm species in sections of the play sequence. To 
reflect the local formation of clusters, data from cluster instantiation and termination 
is applied through the spatialization of sound sources, which emulates a musical 
technique known as antiphony, the exchange of musical ideas from one sound source 
location to another. 

5 Concluding Narrative: Informal Observations of Initial 
Results 

Preliminary informal observations involved groups of one to five players, including 
college students, technical staff, and faculty, of both genders with diverse cultural and 
racial backgrounds. Players freely used one or two hands and played for a 20-minute 
session. Players’ lively social interactions have been noted. Whether shy or 
disinterested or reluctant to play initially, once they “get the hang of it” players tend 
to explore diversity of local dynamical patterns. In general players respond to 
emergent behaviors of swarms. Players verbally refer to agent clusters as individuals, 
and also refer to single agents as individuals. Utterances attributing personality traits 
to agents and clusters are regular.  

Players exhibit modes of play behaviors that might be roughly grouped in three 
types: random, exploratory, and ensemble-like modes. The random case is when 
players either just joined the group or seem lost in the middle of play. When they 
seem lost, some players tend to step aside and watch others while some players tend 
to try out random positions on table. The exploratory case is when players tend to 
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investigate clusters by perturbing and diverting while attending to changes in the 
sounds. In this mode, play behaviors seem to be uncoordinated as players focus on 
their individual investigation. The ensemble-like case is when players are attending to 
cluster merges and separations as a goal. In this mode, play behaviors tends to be 
coordinated to stated tasks regarding sound as feedback. However it is noted that 
these three modes are not necessarily progressive in a linear way. Players tend to 
switch mode regardless of their level of experience with the installation. This may be 
due to the evolving nature of the interface, suggesting a future research direction to 
investigate the relationship between the measure of the swarm state statistics and the 
players mode switching. Orientation of neighboring players also has an influence on 
play mode. 

Listening to sounds appears to add a level of social interaction among players 
beyond the sharing or stealing of clusters. This observation is noted mostly from body 
language of largely unspoken cues for exchanging or managing clusters, which 
suggests a future research direction. Some players appear initially reluctant to interact, 
and this caution may be heightened by unfamiliarity with the sound textures and 
uncertainty how the sound may change if the swarm is perturbed. Some players do not 
wish to be responsible for “breaking something” or “making a noisy sound”.  

All observations are subject to formal study. The project presents a promising 
setup for two kinds of controlled formal studies for playability: 1) Investigation of 
correlation between swarm states and play mode switching and 2) Investigation of 
differences in play behaviors when the evolutionary interface is presented with 
graphics alone and with both graphics and sounds. 
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Abstract. Does using a brain-computer interface (BCI) influence the
social interaction between people when playing a cooperative game? By
measuring the amount of speech, utterances, instrumental gestures and
empathic gestures during a cooperative game where two participants
had to reach a certain goal, and questioning participants about their
own experience afterwards this study attempts to provide answers to this
question. The results showed that social interaction changed when using a
BCI compared to using a mouse. There was a higher amount of utterances
and empathic gestures. This indicates that the participants reacted more
to the higher difficulty of the BCI selection method. Participants also
reported that they felt they cooperated better during the use of the
mouse.

Keywords: brain-computer interfaces, social interaction, games,
cooperation.

1 Introduction

A brain-computer interface (BCI) is a means of interaction between humans
and computers based on neural activity in the brain. It has fascinated people
as it could enable whole new ways of controlling objects such as computers or
wheelchairs. Since it has come into existence BCI research has mostly focused
on helping disabled people, for example by controlling a wheelchair [12] or by
helping them to communicate with the outside world through a word speller
application [5].

Studies are currently considering applications for healthy users as well. Pos-
sibilities are applications such as virtual environment controllers [1] and games
[11]. An advantage of games is that when one is integrating BCI into a game
one could turn a disadvantage, the lower accuracy that is associated with BCI,
into a challenge that the gamer has to master [10]. This challenge could trigger
a whole new genre of games where mastering your brain waves is pivotal.

One of the current main problems in BCI research is moving BCI out of the
laboratory setting into the everyday environment. For BCI to perform well in
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normal situations, it has to perform when there is background noise, for example
when the user is engaged in multiple tasks or when the user is collaborating with
other people. A drawback of BCI is that equipment for data acquisition, such
as electroencephalographs (EEGs), is very sensitive to noise. Muscle movement
of the person using the BCI equipment or electrical interference might result
in artifacts in the signal. As muscle movements generate artifacts users might
be less inclined to interact socially with each other for worry of decreasing BCI
performance. This will have consequences for cooperative applications if social
interaction between users is proved to be substantially impeded.

This study looks into the influence of BCI control on social interaction in a
cooperative game setting. To cooperate with each other, users should be able to
interact with each other unimpeded. To study this social interaction, an envi-
ronment has been setup where a player can use either a BCI or a mouse. The
task was comprised of the selection of objects. This means that a BCI could
be tested against a normal point and click interface with the mouse. For the
BCI selection method the classification method steady-state visually evoked po-
tentials (SSVEPs) [14] is used. This is a method that uses a flickering stimulus
to activate the part of the brain where visual information is processed. When
showing a group of stimuli, the player can make a selection by looking at one of
the stimuli. The different stimuli each flicker on a different frequency, in such a
way the stimulus that the player focuses on can be distinguished from the oth-
ers. By looking at the speech, utterances, instrumental gestures and empathic
gestures that players produce while playing the game the influence of BCI on
social interaction was analysed.

The second section of this paper describes how to induce and measure social
interaction. The SSVEP method that is used during the experiment is explained
as well. The third section discusses the methodology and the game. The fourth
section presents the results and in the fifth section these are discussed. Section
six finishes with the conclusion and possible future work.

2 Background

2.1 Inducing Social Interaction

The first concern in social interaction research is to induce the interaction among
users. According to Fowler et al. [6] and Clark [4] language is used as a coordina-
tion device, a way by which coordination among two or more individuals can be
achieved to reach a common goal, or as Clark calls it: joint actions. According
to Fowler et al. several studies have observed that humans have a tendency to
cooperate and sometimes even imitate behaviour such as gestures, posture and
verbal language. This suggests that while two users work together on a system
towards the same goal, they will inherently interact with each other.

2.2 Measuring Social Interaction

Lindley et al. [7] measured the engagement and social behaviour of people play-
ing a game together. The game was Donkey Konga, which could be played with
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a conventional controller and with special bongos that required the users to tap
the bongos and clap their hands to the beat of the music. They treated a pair
of participants as a single unit, as they did not see an individual independent
from its partner. They used definitions from the Autism Diagnostic Observation
Schedule (ADOS) [9] to code verbal and non-verbal behaviours. Verbal behaviour
was either categorized as speech or utterances. They repeated the procedure for
non-verbal behaviour, categorizing them between instrumental gestures and em-
pathic gestures. Instrumental gestures are actions that convey a clear meaning,
or are used to draw/direct attention. Gestures that could be in this category
are: pointing, shrugging, nodding and moving head towards the other person.
Empathic gestures are actions that convey emotion, such as placing hands in
front of the mouth in shock or resting their chin on a hand. With the bongos the
participants produced significantly more utterances, instrumental and empathic
gestures. They showed that an alternative game controller such as the Bongos,
makes participants produce more social interaction. This research is highly com-
parable to the current study and therefore comparable measurement methods
were used. With the four categories of verbal and non-verbal behaviour all pos-
sible events were captured and by looking at the time for speech it provides a
method of measuring social interaction.

2.3 Steady-State Visually Evoked Potentials

The SSVEP response is triggered when an user focusses on a stimulus that is
flickering at a certain frequency. The SSVEP response is mostly visible between
6 Hz to 18 Hz and is recorded from the occipital region of the scalp [14]. Because
the power of an SSVEP response shows only over a very narrow bandwidth
that corresponds to the frequency of the stimulus [8], it is detectable with a fast-
Fourier transform (FFT). SSVEP is an exogenous event-related potential (ERP),
which means that it is an involuntary brain response to an external stimulus and
these occur due to internal processing of external events.

An important issue that arose when building the SSVEP system was the
set of frequencies that were used and how this was presented to the user. The
work of Volosyak et al. [15] present a set of possible frequencies that could
be used on an LCD screen. In a small pre-experiment trial performed with 7
participants every combination of their proposed frequencies were tested to select
the three frequencies that were used in this study. With an average recall of 84.6%
(σ = 11.9), the set of 7.5, 10 and 12 Hz was selected to be used.

3 Methodology

3.1 Participants

For this study 20 participants divided into 10 pairs, were tested. All participants
were asked to bring a friend. If no friend was available they were teamed up with
another participant. Pairs did not have to be equal in composition, because all
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the pairs performed each selection method and therefore if the composition of a
pair had influence on the interaction, it had any influence on all methods and
therefore it had no effect on this study. The participants participated voluntarily
in this study, and signed a consent form for their participation. To motivate the
pairs to do their best a small reward, a pair of cinema tickets, was promised
to the pair that completed the experiment in the shortest time. The average
age of the participants was 25.25(σ = 7.20) with the youngest being 18 and the
oldest 54, of the 20 participants 18 were male. Each participant had a normal,
or corrected to normal eyesight, used a computer every day and at least some
experience with computer games. None of the participants reported a history of
epilepsy.

3.2 The Game

The game used in this study consisted of a playground representing a meadow
(Figure 1). On this playground there were a few obstacles such as fences and
vegetation and a pen. The top-down view gave the participants the ability to
plan around the obstacles, and communicate their plans to each other. The
playground was populated with three herding dogs and several sheep depending
on the task. The goal of this game was to get all the sheep into the pen in the
shortest time by giving the dogs movement instructions. By setting a goal that
participants had to reach, they had something to work towards together.

Fig. 1. A screenshot of the game containing 10 sheep and 6 dogs controlled by the
players

To move the dog, the participant first moves his mouse cursor to the location
the dog should move to. The participant presses and holds the left mouse button.
From this moment the SSVEP method is active for the dog selection and the
dogs are all highlighted with different frequencies. The participant selects the
dog that has to move by looking and concentrating on the blinking stimulus of
the dog that should move. As the participant holds down the mouse button the
SSVEP method continues to acquires more samples over time. SSVEP detection
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has a higher accuracy over time, provided the attention of the participant is kept
constant. On the other hand the participant might choose to release the mouse
button sooner if a quick reaction is needed, but this decreased the chance of the
correct dog being selected. So the trade-off between performance and reaction
speed is up to the participant to make. If all went successfully, the correct dog
moves to the location of the mouse cursor as soon as the button is released, if not
a wrong dog moves to the indicated location. During the SSVEP stimulation the
participant can still move the mouse cursor, altering the location the selected
dog should move to.

The point and click method worked by first clicking the mouse on the dog that
the participant wants to use. Once the dog is selected a small circle surrounds it
as an indication of the selection. Now the participant can click on the location
the dog has to move to and the dog starts moving.

3.3 Experimental Setup

The setup consisted of five computers: two for the participants to play on, two
for the BCI acquisition and one for the recording and storing of audiovisual data.
The participants were seated next to each other, as can be seen in Figure 2, so
non-verbal interaction such as pointing was possible while playing the game.
They both looked at their own LCD screens that were placed 50 cm apart from
each other. This gave the participants the opportunity to turn their heads and
look at each other’s screen. As they had some freedom of movement and could
move forward or backwards in their chairs there was no fixed distance from
participant to the screen. Any movement or speaking might have impaired the
accuracy of the SSVEP classifier due to muscle noise which might have lead to
artefacts in the data, but it enabled them to communicate more easily at will.
The participants were notified in advance that this might be the case, but they
had to decide for themselves if they heeded this notification or not. The BCI
caps were placed at the start of the experiment and removed at the end of the
experiment. A camera and microphone were pointed at the participants as can
be seen in Figure 2.

Each pair started with a short training to learn the game and the two different
selection methods. Once the training was finished they played two trials of the
game, once with the SSVEP selection method and once with the point and click
method. Each trial took until they finished the task or a time limit of 20 minutes
had passed. Each trial was played on a pre-made map. However, the layout of
these maps differed, because if the same map had been used for both trials the
pair might have developed a strategy on the first map and deployed it again on
the second map without having to discuss this. Thereby the social interaction of
the latter trial may be influenced. The maps that were used for both methods
therefore differed mainly on layout and obstacles. The combination of map and
selection method was selected by counterbalancing each trial. During the whole
procedure the experimenter stayed in the same room.
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Fig. 2. One participant pointing with one hand and clenching his fist while the other
participant is looking on and holding his hand flat on the tabletop

Once the experiment was completed the BCI caps were taken off and the
participants were asked to fill in a questionnaire. The questionnaire asked them
to think about the cooperation within the pair and rank both selection methods
based on how they experienced it. It also asked them if they felt inclined to
work together at all, to validate the setup of the experiment and it asked how
much difficulty they had selecting a dog with each method. This might provide
some correlation between difficulty and certain behaviours that were measured.
Finally, the participants were interviewed about their ranking of methods in the
questionnaire. By doing an interview with the participants, more information
could be gathered than by asking this in the questionnaire.

3.4 Data Acquisition, Processing and Analysis

The SSVEP selection method used EEG signals that were acquired with a
Biosemi ActiveTwo system, from five electrodes PO3, O1, Oz, O2 and PO4
placed according to the 10-20 international system [13]. This data was digitized
at 512 Hz sample rate, re-referenced to electrodes placed on the earlobes and
analysed using Canonical Correlation Analysis (CCA) [2]. CCA has advantages
over the commonly used power spectral density analysis (PSDA) method intro-
duced by Cheng et al.[3], such as a better signal-to noise ratio and no need for
channel selection. CCA tries to correlate the BCI signal to a set of reference
signals based on the frequencies that are used. The frequency with the highest
correlation to the reference signals is selected.

The videos were annotated manually with the four behaviours that Lindley
et al. [7] defined. These were speech, utterances, instrumental gestures and em-
pathic gestures. Speech is the deliverance of formal spoken communication while
utterances are all other sounds that were made by participants. Instrumental ges-
tures are gestures that have a deliberate purpose to support cooperation, such as
pointing and gazing to the others monitor. Empathic gestures are gestures that
may convey the emotional state of a participant. Obvious gestures that could be
thought of are gestures such as putting a hand in front of your mouth in shock,
or more subtle such as increased repetitive, purposeless movement.
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Every speech and utterance component in the audio data was marked from
start to finish. The total length of both speech and utterances that participants
produced per trial was used for analysis. These values were normalized to a
number of seconds of either per minute, because all pairs finished in different
times. A pair was considered as a single unit, thus this data was averaged over
the pair. The same was done with instrumental gestures and empathic gestures.
These were counted after the annotation. The total number of gestures per trial
for both was normalized to a number of gestures per minute for each pair. Finally
all these values were averaged over all pairs and for each of the selection methods
to see the differences.

In the questionnaire participants were asked to rank the selection methods
based on the level of cooperation the participants experienced. In a 7-point Likert
scale they were asked if they felt the need to cooperate during the experiment to
measure if this study was successful in inducing interaction between participants
and about the difficulty of selecting the dogs with each method.

4 Results

Before the results are analysed, it is important to see if this study was successful
at inducing interaction between participants. An item in the questionnaire asked
whether the participants felt inclined to work together. Using a 7-point Likert
scale 20 subjects answered with a mode of 7 (9 out of 20 answered with a 7).
Testing these results with a Wilcoxon signed-rank test to a neutral result, with
an average of 4, yielded Z = −3.9811, p < 0.001. Therefore it can be concluded
that the experiment was successful in inducing cooperation within the pairs.

Table 1. An overview of all average values, and standard deviation within parenthe-
ses, over all the pairs for each of the behaviours for both the selection methods. For
speech and utterances theses values are in seconds per minute and for instrumental
and empathic gestures these values are number of gestures per minute.

BCI selection Point and Click

Speech 6.43 (2.92) 7.56 (3.70)
Utterances 1.78 (0.63) 1.18 (0.51)
Instrumental gestures 0.27 (0.28) 0.41 (0.49)
Empathic gestures 1.81 (0.70) 1.21 (0.80)

In table 1 the average values over all the pairs for all the four behaviours and
both selection methods are shown. There was a higher number of speech and
instrumental gestures during the use of point and click selection, and a higher
amount of utterances and empathic gestures during the use of BCI. BCI tasks
took on average 9.64 minutes (σ = 5.85) to finish while point and click tasks
took on average 8.12 minutes(σ = 5.07) in seconds to finish. This was however
not a significant difference as the deviation between pairs was very high.
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Using a Wilcoxon signed-rank test (p = 0.0645) shows that there is a potential
trend, but no significant difference between the amount of speech with BCI
and point and click, but (p = 0.0059) on utterances, it shows that when using
BCI significantly more utterances were produced compared to using point and
click. There was no significant difference between BCI and point and click for
instrumental gestures (p = 0.3223). Looking at emphatic gestures, there are
clearly significantly more gestures used while playing with BCI (p = 0.0039)
compared to point and click.

5 Discussion

It was expected that due to the focus that was required for selecting a dog, and
the participant’s knowledge that speech and movement might disturb the EEG
signal during the use of BCI selection, the amount of speech and the number of
instrumental gestures would be lower. As cooperation is mostly done by speech
and instrumental gestures it was expected that cooperation between participants
would be reduced as well. When a wrong dog is selected it causes an unexpected
situation, this triggers involuntary reactions from the participants in the form
of utterances and empathic gestures. The amount of utterances and the number
of empathic gestures were expected to be higher.

The participants indicated in the questionnaire that they found selecting with
BCI more difficult than with point and click (Z = 4.7013, p < 0.001). However,
no significant difference was found between point and click and BCI for nei-
ther speech nor instrumental gestures. For speech there was a trend towards
significance.

The amount of speech and number of instrumental gestures did not change
with the selection methods. In the questionnaire, participants were asked to
rank how they thought they cooperated between different selection methods.
They answered 17 out of 20 times that they cooperated better during the use
of the point and click selection method. This was also supported by some of the
participants who voiced this during the interview afterwards. They said that at
times they were too busy focusing on selecting the right dog and they did not
pay much attention to what the other person was doing. Further research with
additional participants could reduce the effect of such an outlier that was found
in the speech condition and provide proof with a significant difference.

There was a significant difference between point and click and BCI with utter-
ances and empathic gestures. This shows that some aspects of social interaction
do change with different selection methods. There were more laughs, groans, in-
terruptions of speech and other sounds made during a BCI played game and here
was a higher number of empathic gestures as well. This increase in the number
of empathic gestures and amount of utterances means that more unexpected
events happened that the participants reacted on. These events are mostly the
selection of a wrong dog and implies the difficulty of the BCI selection. This does
not mean that they produced less cooperation, but it was influenced as they had
to adapt to new situations when a wrong dog was selected.
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The results from the audiovisual data indicate aspects of social interaction are
affected by the higher difficulty and effort needed for BCI. The questionnaire and
the interview support this, and indicate that the use of BCI noticeably influences
the cooperation between participants in such a way that they cooperated better
during the use of point and click.

6 Conclusion

This study looked at the social interaction and cooperation during a cooperative
multi player game. A comparison was made between BCI selection compared
to point and click selection. Measurements were taken from: audiovisual tracks,
questionnaires and an interview. The audiovisual tracks were annotated mark-
ing the duration of speech and utterances, and the number of instrumental and
empathic gestures. This experiment resulted in no significant difference in the
amount of speech or the number of instrumental gestures, but there was a trend
towards more speech when using point and click. There was a significantly higher
amount of utterances and number of empathic gestures when using BCI com-
pared to using point and click. This indicates that aspects of social interaction
are affected by the use of BCI. The information provided by the questionnaire
indicate this is caused by the difficulty of BCI selection and influences the co-
operation in such a way that participants cooperated better during the use of
point and click.

For future work it would be interesting to look deeper into the annotation
and label each utterance and empathic gesture individually. This could provide
more information on what kind of utterances and empathic gestures are more
common during BCI. This would show for example if participants laugh or groan
more during BCI.
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Abstract. LUCIA is an MPEG-4 facial animation system developed at ISTC-
CNR1. It works on standard Facial Animation Parameters and speaks with the 
Italian version of FESTIVAL TTS. To achieve an emotive/expressive talking 
head LUCIA was built from real human data physically extracted by ELITE op-
tic-tracking movement analyzer. LUCIA can copy a real human being by repro-
ducing the movements of passive markers positioned on his face and recorded 
by the ELITE device or can be driven by an emotional XML tagged input text, 
thus realizing true audio/visual emotive/expressive synthesis. Synchronization 
between visual and audio data is very important in order to create the correct 
WAV and FAP files needed for the animation. LUCIA’s voice is based on the 
ISTC Italian version of FESTIVAL-MBROLA packages, modified by means of 
an appropriate APML/VSML tagged language. LUCIA is available in two dif-
ferent versions: an open source framework and the “work in progress” WebGL. 

Keywords: talking head, TTS, facial animation, mpeg4, 3D avatar, virtual 
agent, affective computing, LUCIA, FESTIVAL. 

1 Introduction 

There are many ways to control a synthetic talking face. Among them, geometric  
parameterization [1, 2], morphing between target speech shapes [3], muscle and pseu-
do-muscle models [4, 5], appear the most attractive. 

Growing interest have encountered text to audiovisual systems [6, 7], in which 
acoustical signal is generated by a Text to Speech engine and the phoneme informa-
tion extracted from input text is used to define the articulatory movements. 

To generate realistic facial animation is necessary to reproduce the contextual va-
riability due to the reciprocal influence of articulatory movements for the production 
of following phonemes. This phenomenon, defined co-articulation [8], is extremely 
complex and difficult to model. A variety of co-articulation strategies are possible and 
even different strategies may be needed for different languages [9]. 

                                                           
1 With the collaboration of many students and researchers working at ISTC during these last  

years, among them: G.Tisato, F.Tesser, C.Drioli, V.Ferrari, G.Perin, A.Fusaro, D.Grigoletto, 
M.Nicolao, G.Sommavilla, E.Marchetto. 
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3 Architecture and Implementations 

LUCIA is a MPEG-4 standard facial animation engine implementing a decoder com-
patible with the "Predictable Facial Animation Object Profile" [22]. LUCIA speaks 
with the Italian version of FESTIVAL TTS [13]; we have already seen the overall 
system illustrated in Fig. 1. The homepage of the project is [23]. 

MPEG4 specifies a set of Face Animation Parameters (FAPs), each corresponding 
to a particular facial action deforming a face model in its neutral state. A particular 
facial action sequence is generated by deforming the face model, according to the 
specified FAP values, indicating the magnitude of the corresponding action, for the 
corresponding time instant. Then the model is rendered onto the screen. 

LUCIA is able to generate a 3D mesh polygonal model by directly importing its 
structure from a VRML file [24] and to build its animation in real time. 

At the current stage of development, LUCIA is a textured young female 3D face 
model built with 25423 polygons: 14116 belong to the skin, 4616 to the hair, 2688x2 
to the eyes, 236 to the tongue and 1029 to the teeth respectively. 
 

 

Fig. 3. Lucia’s wireframe, textures and renderings 

Currently the model is divided in two sub sets of fundamental polygons: the skin 
on one hand and the inner articulators, such as the tongue and the teeth, or the facial 
elements such as the eyes and the hair, on the other. This subdivision is quite useful 
when animation is running, because only the reticule of polygons corresponding to the 
skin is directly driven by the pseudo-muscles and constitutes a continuous and unitary 
element, while the other anatomical components move themselves independently, 
following translations and rotations (for example the eyes rotate around their center). 
According to this strategy the polygons are distributed in such a way that the resulting 
visual effect is quite smooth with no rigid "jumps" over all the 3D model. 

LUCIA emulates the functionalities of the mimic muscles, by the use of specific 
"displacement functions" and of their following action on the skin of the face. The 
activation of such functions is determined by specific parameters that encode small 
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muscular actions acting on the face; these actions can be modified in time in order to 
generate the wished animation. Such parameters, in MPEG-4, take the name of Facial 
Animation Parameters and their role is fundamental for achieving a natural  
movement. The muscular action is made explicit by means of the deformation of a 
polygonal reticule built around some particular key points called Facial Definition 
Parameters (FDPs) that correspond to the junction on the skin of the mimic muscles.  

Moving only the FDPs is not sufficient to smoothly move the whole 3D model, 
thus, each "feature point" is related to a particular "influence zone" constituted by an 
ellipses that represents a zone of the reticule where the movement of the vertexes is 
strictly connected. Finally, after having established the relationship for the whole set 
of FDPs and the whole set of vertexes, all the points of the 3D model can be simulta-
neously moved with a graded strength following a raised-cosine function rule asso-
ciated to each FDP. 

There are two current versions of LUCIA: an open source 3D facial animation 
framework written in C programming language [25] and a new WebGL implementa-
tion [26]. The C framework allows efficient rendering of a 3D face model in 
OpenGL-enabled systems (it has been tested on Windows and Linux using several 
architectures). It has a modular design: each module provides one of the several 
common facilities needed to create a real-time Facial Animation application. It in-
cludes an interface to play audio files, a robust and extendable FAP parser, sample-
based audio/video synchronization and an object oriented interface to the components 
of a face model. Finally, the framework includes a ready to use female face model and 
some sample applications to play simple animation and to test movements' behavior. 
The framework's core is built on top of OpenGL and does not rely on any specific 
context provider (it has been tested using GLUT[27], FreeGLUT[28] and 
GtkGLExt[29]). In order to grant portability, the modules' interfaces are designed so 
that their implementation details are hidden to the application and it is possible to 
provide multiple implementation of the same model (e.g., three implementations of 
the audio module are included using respectively OpenAL[30], Gstreamer[31] and 
Microsoft MCI[32]). The very recent introduction of 3D graphics in the web browsers 
(which is known as WebGL [14]) opens new possibilities for our 3D avatar. The po-
werful of this new technology is that you don’t need to download any additional soft-
ware or driver to access the content of the 3D world you are interacting with. We are 
currently developing this new software version in order to easily integrate LUCIA in a 
website; there are many promising functionality for web applications: a virtual guide 
(which we are exploiting in the Wikimemo.it project - The portal of Italian Language 
and Culture); a storyteller for e-book reading; a digital tutor for hearing impaired; a 
personal assistant for smart-phone and mobile devices. The early results can be ob-
served in [26]. 

4 Emotional Synthesis 

Audio Visual emotional rendering was developed working on true real emotional 
audio and visual databases whose content was used to automatically train emotion 
specific intonation and voice quality models to be included in FESTIVAL, our Italian  
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Fig. 4. APML/VSML mark-up language extensions for emotive audio/visual synthesis 

TTS system [33, 34, 35, 36] and also to define specific emotional visual rendering to 
be implemented in LUCIA [37, 38, 39]. 

An emotion specific XML editor explicitly designed for emotional tagged texts 
was developed. The APML mark up language [40] for behavior specification per-
mits to specify how to markup the verbal part of a dialog move so as to add to it 
the "meanings" that the graphical and the speech generation components of an 
animated agent need to produce the required expressions (Fig. 4). So far, the lan-
guage defines the components that may be useful to drive a face animation through 
the facial description language (FAP) and facial display functions. The extension 
of such language is intended to support voice specific controls. An extended ver-
sion of the APML language has been included in the FESTIVAL speech synthesis 
environment, allowing the automatic generation of the extended phonation file 
from an APML tagged text with emotive tags. This module implements a three-
level hierarchy in which the affective high level attributes (e.g. <anger>, <joy>, 
<fear>) are described in terms of medium-level voice quality attributes defining 
the phonation type (e.g., <modal>, <soft>, <pressed>, <breathy>, <whispery>, 
<creaky>). These medium-level attributes are in turn described by a set of low-
level acoustic attributes defining the perceptual correlates of the sound (e.g. <spec-
tral tilt>, <shimmer>, <jitter>). The low-level acoustic attributes correspond to the 
acoustic controls that the extended MBROLA synthesizer can render through the 
sound processing procedure described above. This descriptive scheme has been 
implemented within FESTIVAL as a set of mappings between high-level and low-
level descriptors. The implementation includes the use of envelope generators to 
produce time curves of each parameter. 

In order to check and evaluate, by direct low-level manual/graphic instructions, 
various multi level emotional facial configurations we developed “EmotionPlayer”, 
which was strongly inspired by the EmotionDisc of Zsofia Ruttkay [41]. It is designed 
for a useful immediate feedback, as exemplified in Fig. 5. 
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Fig. 5. Emotion Player: clicking on three-level intensity (low, mid, high) emotional disc, an 
emotional configuration (i.e. high -fear) is activated 

5 Conclusions 

LUCIA is an MPEG-4 standard FAPs driven OpenGL framework which provides  
several common facilities needed to create a real-time Facial Animation application. 
It has high quality 3D model and a fine co-articulatory model, which is automatically 
trained by real data, used to animate the face. 

The modified co-articulatory model is able to reproduce quite precisely the true 
cinematic movements of the articulatory parameters. The mean error between real 
and simulated trajectories for the whole set of parameters is, in fact, lower than  
0.3 mm. 

Labial movements implemented with the new modified model are quite natural and 
convincing especially in the production of bilabials and labiodentals and remain cohe-
rent and robust to speech rate variations. 

The overall quality and user acceptability of LUCIA talking head has to be percep-
tually evaluated [42, 43] by a complete set of test experiments, and the new model has 
to be trained and validated in asymmetric contexts (V1CV2) too. Moreover, emotions 
and the behavior of other articulators, such as tongue for example, have to be ana-
lyzed and modeled for a better realistic implementation. 

A new WebGL implementation of the avatar is currently in progress to exploit new 
possibilities that arise from the integration of LUCIA in the internet websites. 
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Abstract. This paper presents AnimaTricks, a system for the genera-
tion of the behavior of an animated agent from a high level description
of its goals. The deliberation component generates a sequence of actions
given a set of goals. The animation component, then, translates it into
an animation language, leaving to the animation engine the task of gen-
erating the actual animation.

The purpose of the system is two-fold. First, we test how deliberation
can be effectively tied to the animated counterpart. Second, by gener-
ating complex animations from high-level goals, AnimaTricks supports
the work of directors and animators in a pre-visualization and re–use
perspective.

Keywords: animation, virtual characters, multimedia production.

1 Introduction

The AnimaTricks system addresses the task of realizing the animated behavior of
the agents in multimedia production, with the purpose of allowing an author to
specify the high–level goals of the agent, leaving the system the task of generating
the actual animations that fit a specific situation.

Decisionprocesses andactions are tightly coupled in layeredarchitectures [9,5,7],
a paradigm where the declarative description of the agent’s behavior drives the
generation of animation, in order to craft complex and non-deterministic charac-
ter behavior. Following this principle, in AnimaTricks, the deliberative compo-
nent is integrated in the system: the agent’s deliberative component uses an AI
planner to generate the sequence of actions that constitute the agent’s behavior.
The animation system, then, translates the actions into an animation language.
The animation engine, based on the open source OGRE 3D rendering engine,
interprets the animation language expressions to generate the visible behavior
of the agent.

The structure of the paper is the following. First, we briefly survey the state
of the art of declarative languages for behavior description (Sect. 2), then we
describe the system architecture (Sect. 3) and the animation system (Sect. 4).
Conclusions and future work end the paper.

A. Camurri, C. Costa, and G. Volpe (Eds.): INTETAIN 2011, LNICST 78, pp. 203–208, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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2 Declarative Languages for Animated Agents

The need to translate the agents’ actions into animations, coping at the same
time with real time constraints, has led scholars to design ad hoc animation
languages that bridge the gap between behavior description, issued by some de-
liberative component, and the animation layer. The pioneering PAR language
[2] introduced the use of templates to represent actions, establishing the design
of markup languages for character animation (starting from [1]). One of the
most documented and solidly implemented is the Behavior Markup Language
(BML), geared to describe the multimodal communicative behavior of an agent
[6]. BML acknowledges a set of communicative channels that contribute to the
performance of multimodal communicative acts, such as gestures, gaze or pos-
ture. It offers tools to describe into detail the behavior of the agent along each
channel (for example, the gaze is described in reference to its target, duration,
etc.) and to synchronize the channels. BML descriptions can be fed to a realizer
that transforms them into the corresponding animations [4]. Finally, EMBR is
a animation scripting language underlying the BML realizer [4].

The family of languages mentioned above are intended to model interactive
and social behavior, such as gesture, posture and so on. In Animatricks, simi-
larly to [5], we take a neutral stance with reference to the displayed behavior,
and provide an animation language geared to low–level authoring of meaning-
ful behaviors. Apart from the differences in design goals, we identify two main
differences with respect to BML/EMBR. First, it requires the specification of
many temporal constraints. This can be acceptable for its use within the BML
architecture, where such constraints are meant to be generated by an automatic
solver, but it can be a hard job for a human editor. Differently, in Animatricks
we specify animation “speeds”, for which it is easier to identify default values
(e.g., walk speed), and which are at run-time converted in durations according
to actual path lengths. Second, EMBR lacks the syntax to expose parameters
for newly defined animations. In Animatricks, the animation language supports
the definition of parametrized actions which can adapt to different situations
and can be stored for reuse.

3 The AnimaTricks System

The architecture of the AnimaTricks system includes three main components
(Figure 1): the Planner (the mind of the “character”), the Executor (the “actor”
who plays the character), and the Animation engine (the “body” of the actor).

In the current implementation of the AnimaTricks system, the Planner is given
by the JSHOP2 HTN planning system [8]. According to the HTN paradigm,
actions can be primitive actions, i.e., directly executable ones ( “operators”), or
complex actions (“methods”), if they encompass a sequence of simpler actions
or abstract over alternatives. When the Planner is invoked, it matches the task
to be achieved onto a high-level method and starts refining it into simpler tasks,
discarding alternatives that do not fit the given world state. The refinement
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Fig. 1. The architecture of the AnimaTricks system

ends when all high-level tasks have been expanded into one or more sequences
of primitive tasks.

The knowledge about plans (i.e., the plan library) is kept separated from the
definition of the actions (action catalogue). By doing so, actions can be reused
across different projects, independently of the plans they appear into. The actions
in the catalog are annotated with reference to an ontology to guarantee that
actions are externally defined in a shared, machine-readable form.

The Executor consults the action catalogue to replace each primitive task
in the generated plan with the corresponding action. Then, for each action,
it applies the matching A2A mapping rule to obtain the animation language
expression that describes the animation.

The animation language expressions are then fed to the Animation engine,
which generates the animation (possibly using pre-stored animation data from
the Animation data repository). The Animation engine, implemented as part of
the Enthusiasm project (http://enthusiasm.sourceforge.net), relies on the
Ogre3D (www.ogre3D.org) rendering engine.

4 Creating Animations: Language and Pipeline

The animation system interprets a list of primitive commands that generate
animations edited following the techniques surveyed in [10]. The underlying
primitives range from the (parametrized) playback of animation clips, to the
generation of movements via IK and the blending of clips. Control structures
support the parallel and sequential use of the animation primitives, and the
combination of both.

Basic animations can be obtained through the retrieval of a clip from a repos-
itory of animation clips or through pure procedural animation, e.g., as a bone
performing an arc in the space (a spline). An object moves through the space
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following a path, at a certain speed, and rotates on a specified axis, at some turn
speed (in degrees per second).

Finally, several animations can be blended sequentially, or, considering that
each animation might operate only on a segment of the virtual agent, they can
be performed in parallel

For example, the following A2A (action to animation) rule (see below) says
that the animation of the action of walking is generated by repeating the walking
loop animation (repeat(clipAnimation "walk cycle"), line 3), stored in the animation
data repository, while (par, line 2) following the path the stretches from the initial
to the final location follow path(from location, to location, line 4). If not differently
specified, the walking speed is the standard one (line 5).

1 walk(from_location:String, to_location:String) {
2 par(
3 {repeat(clipAnimation(‘‘walk_cycle"))
4 follow_path({from_location, to_location},
5 DEFAULT_WALK_SPEED)
6 },
7 "first")
8 }

The pipeline for creating the contents for the AnimaTricks system includes three
main phases: the Behavior definition, where the AI expert encodes the behavior
of the agent into the format required by the planner and stores it in the Plan
library; the Semantic Tagging, where the basic actions are tagged with semantic
labels and stored in the Action catalogue; the Action-to-Animation Mapping,
where the A2A rules for actions are defined and the animation data are created.

1. Behavior definition. The author describes the desired behavior for a cer-
tain character and the settings in which the character may be situated. The
planning expert designs and implements a plan library that encodes this
behavior and tests it.

2. Semantic tagging. Given the rigged 3D model of the character, the ani-
mator cooperates with the knowledge engineer and the 3D programmer to
describe the primitive tasks contained in the plan library, mapping them
to existing actions when possible. Currently, the descriptive labels in the
AnimaTricks system rely on the IEEE Standard Upper Merged Ontology
(SUMO) ontology and on the WordNet lexicon [3].

3. Action-to-animation mapping. If an action must be produced from
scratch, the animator and the 3D programmer translate it into a A2A map-
ping rule. First of all, the structure of the action is broken down into its
components and the 3D programmer evaluates if the action can be procedu-
rally generated. Finally, the animation data are produced and stored in the
repository.

In December 2009, the AnimaTricks system was employed to conduct an exper-
iment on the creation of extra characters in serial productions (TV series, video
games, etc.). We asked an author to write down a script by inserting actions that
typically recur in TV series (for example, an interior location, some pieces of fur-
nitures, actions such as answering the phone, walking, etc). Then, the animator
animated the story following the traditional working methodology.
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The same animation was produced in real time by using the procedural an-
imation functionalities supported by Animatricks for validation purposes. The
plan library included actions such as entering, sitting at the desk to accomplish
several tasks, like doing or receiving phone calls, hand-writing letters and notes,
getting up to take objects (pen, sheets, etc.) when necessary (Fig. 2). The plan
library contained 17 complex actions (methods) and 21 primitive actions (oper-
ators). The planner was tested on 20 different scenarios and produced as many
different plans, that contained from 16 to 32 actions; 5 scenarios were selected
to run the evaluation.

Fig. 2. Snapshots of the video generated by the AnimaTricks system. The upper part
of the figure shows the plan generated by the planner (dark boxes are primitive tasks);
in each shot, the characters are connected by the dashed lines to the plan actions they
are executing.

The resulting video, together with the production pipeline of the AnimaTricks
system, was presented to a focus group of animation producers, researchers, and
trainers. The experts gave a positive evaluation to the expressiveness of the
animation language and to its potential for use in the animation industry.

5 Conclusions and Future Work

In this paper we described the AnimaTricks system for animating artificial agents
from a high–level specification of their behavior. The core of the system is a
set of rules that map the agent’s actions, generated by the AI component, to
procedurally generated animations, thus tying deliberation to physical behavior
in a virtual environment. With AnimaTricks, each production phase is supported
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by declarative languages, in order to make the behavior design more explicit and
to promote the reuse of animations.

The current system does not support interactivity. Since the paradigm of
HTN planning can be straightforwardly adapted to replanning, we are planning
to expand the system to interactive animations.
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Abstract. The process of design and development of virtual environ-
ments can be supported by tools and frameworks, to save time in tech-
nical aspects and focusing on the content. In this paper we present an
academic framework which provides several levels of abstraction to ease
this work. It includes state-of-the-art components we devised or inte-
grated adopting open-source solutions in order to face specific problems.
Its architecture is modular and customizable, the code is open-source.
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1 Introduction

Commercial games reach production costs up to millions dollars. During the
process of development, teams spend a lot of time in prototyping of particular
features, and, commonly, building technical frameworks to design the game on
top of them. Designing a game from scratch requires a lot of time, fund invest-
ments, skills and resources. This process could be shortened by adopting existing
platforms. In this paper we describe a fully developed framework, thought to ease
the development of 3D virtual worlds, supporting state-of-the-art techniques. It
could be adopted if programmers and artists would prefer to focus on aspects
of the design process (e.g., gameplay, game mechanics, etc.), instead of techni-
cal aspects. In academia, exploiting an existing solution could ease researchers
to carry out specific experimentations ignoring other aspects of the develop-
ment of a platform. In fact, the source code of our framework has been released
open-source1. This represents a great advantage w.r.t. using different solutions,
also freely available on the Web, whose code is closed, architecture is fixed and
components are not replaceable, differently from our framework. Moreover, its
functionality and potential have already been exploited: demonstrative virtual
environments, designed using our platform, have already been presented to the
scientific community [2].

1 http://informatica.unime.it/velab
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2 Related Work

Literature and academic interest in supporting videogames development is grow-
ing. There are some works sharing similarities with ours, e.g., Liu et al. [6]
developed a Virtual Reality platform, designing server and client applications,
including a rendering engine based on OGRE, combined with RakNet for net-
working features, and finally they developed an example application. Also Braun
et al. [1] recently presented a platform, for simulating virtual environments where
users communicate and interact each other, using avatars with facial expressions
and body motions. Some interesting techniques of computer vision and physics
effects have been implemented to increase the realism of the simulation. In a
broader panorama, Hu-xiong et al. [5] discussed the design and implementation
of a game platform capable of running online games, both from client and server
perspective. Concluding, Graham and Roberts [4] analyzed the videogame de-
velopment process from a qualitative perspective, trying to define attributes of
3D games and adopting interesting criteria to help achieving desired standards
of quality during the design of academic and commercial products.

3 Architecture of the Framework

In this section we briefly illustrate the components usually integrated in those
frameworks supporting the design of virtual environments. An important feature
typically provided is the capability of rendering and managing 3D scenes, as 3D
environments are usually enriched by a realistic behavior of elements populating
them, by reproducing physics and detecting collisions. Input/output manage-
ment includes, among others, reproducing music and sound, handling devices
like keyboard and mouse, pads, etc. Characters populating 3D virtual worlds
could be driven by artificial intelligence (another aspect optionally supported),
by other humans (requiring networking features for multi-player aspects), or
both. In this project we developed components, interfaces and plug-in for the
integration of some existing open-source solutions. We devised a framework able
of supporting teams in the process of design and development of virtual envi-
ronments. Its modular nature ensures the possibility of integrating additional
components to tackle specific requirements.

Rendering Engine. Our framework integrates an open-source rendering en-
gine, namely OGRE. The rendering is the process of generation of an image
from a model. A model is a description of a three-dimensional object defined
by data structures containing geometry, textures, lighting, materials, etc. The
rendering can be in real-time or not: the first approach is adopted for example
in developing videogames, while the latter is typically used in those applications
where the primary requirement is photorealism rather than performance (e.g.,
post-production effects in movies, medical image analysis, etc.). Rendering algo-
rithms usually try to simulate optic phenomena to reproduce 3D environments.
These techniques rely on rendering primitives (e.g., triangles and polygons for
three-dimensional scenes), and not pixels. The process of transforming 3D scenes



Designing 3D Virtual Environments 211

into 2D images is implemented by rendering pipelines, supported by graphics
hardware. A typical input for a graphics pipeline is a model of scene and its out-
put represents a bi-dimensional raster. OpenGL and Direct3D are two examples
of graphics pipeline implementations. The interaction between graphics pipeline
and hardware is possible via direct access to resources or graphics libraries. Usu-
ally, rendering engines exploit existing graphics libraries to ease the process of
development. Our platform supports both Direct3D and OpenGL.

Scene Manager. A scene manager is included in our framework to manage
scenes representing 3D environments. This component organizes the objects on
the scene and the relationships among them, in a hierarchical way. A scene
manager could be designed in different ways and its implementation could affect
the overall performance. Our scene manager adopts a “scene graph” whose nodes
represent entities or objects on the scene and edges represent relations among
them. Moreover, it manages bounding volume hierarchies (BVHs), trees adopted
to represent bounding volumes (e.g., spheres, bounding boxes, etc.) containing
objects. BVHs are also adopted for speeding up the collision detection among
objects on the scene. In order to increase performance, minimizing the number
of rendered elements, our framework supports techniques of spatial partitioning,
such as the Binary Space Partitioning (BSP) [3] and octrees [7]. Some areas
are not always visible in the frustum (i.e., the region of space visible from the
character point of view), thus the scene manager, exploiting spatial relations
among nodes, disregards their rendering.

Physics Engine. A valid framework should allow the simulation of the physics
on the reproduced virtual environment. Several physics engines have been devel-
oped during last years to improve the degree of realism of videogames.Havok and
PhysX are two examples. The latter is a robust solution; we integrated it inside
our framework, developing an interface to introduce a good level of abstraction.

Collision Detection. The problem of detecting collisions among objects on the
scene is complex and involves several aspects of the simulation of a virtual world.
PhysX provides advanced directives for detecting collisions of characters with
obstacles, to simulate the impact of objects with other elements on the scene
and so on. PhysX adopts bounding volumes to surround objects inside shapes
and checks for interactions among bounding volumes; it additionally exploits the
ragdoll model for collision detection of characters. After detecting a collision, the
physics engine simulates effects on involved objects.

Character Controller. One important aspect of the gameplay in a videogame
is the strategy of control of the character. Players interact with the virtual world
using their avatars. It is fundamental to reproduce a realistic behavior in order to
avoid frustration during the game experience. Moreover, the character is central
in the perception of the player, thus all the imperfections are extremely visible.
An important aspect to be considered is the shape adopted for detecting the
collisions. A simple choise is a “capsule”, embedding the character; this because,
i) the shape is smooth, so the character could run on irregular terrains without
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getting stuck; ii) its symmetry ensures the character could turn around itself
without hitting obstacles; iii) no rough-edges could obstacle the character when
going through narrow passages. Collateral effects are related to its simplicity.
More complex models, such as the ragdoll [8], have been proposed. This technique
produces procedural animations, instead of static ones. A ragdoll model is a
collection of constrained-rigid-bodies (usually representing bones and joints of
characters) adopted as a skeletal animation system. Animations are generated in
real-time, without adopting predetermined ones, increasing the degree of realism.
Moreover, the rigid-body system is subjected to rules of the physics engine; thus,
the interaction between the character and the environment is more accurate. Our
framework supports both these two control strategies.

4 Design and Characteristics of Our Platform

Our goal was to design a framework solution to support design and develop-
ment of virtual environments, providing the following features: 3D rendering
capabilities, physics simulation, collision management and character controller,
I/O management, scene and camera management (i.e., loading and saving scenes
representing virtual environments, with graphics and physics characteristics, de-
signed with a specific application).

4.1 Adopted Tools

There are several open-source solutions which provide state-of-the-art features
for many of the required tasks. Thus, the most of the time has been spent for the
integration of these components together, in order to obtain a unique framework.
All the components, interfaced each other, work as a substrate for developing an
application on top of them. A short description of the chosen tools follows.

OGRE. It is a cross-platform 3D rendering engine. This engine is scene-oriented
and allows the graphical representation of 3D virtual environments, providing
state-of-the-art techniques for visual effects, texturing and lighting. A key as-
pect is its modular nature. It is possible to extend the provided features by the
inclusion of new components. We exploited both these aspects to extend and im-
prove the engine itself. Its architecture supports both the Direct3D and OpenGL
graphics pipelines. OGRE is constituted by a collection of classes and libraries.
Three main classes (scene manager, resources manager and render) do the most
of the work. It is possible to inherit and extend the default scene manager to
implement new or different features; for example the “BSPSceneManager” is
optimized to represent in-door environments, while the “TerrainSceneManager”
better works with out-door scenes; finally, the “OctreeSceneManager” is a good
compromise for general purposes.

OGREOggSound. We integrated this component in the framework; it is an
audio library which acts as a wrapper for the OpenAL API. Its adoption allows
to automatize the inclusion of audio features, e.g., to support wave and “Ogg
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Vorbis” audio sources, static and dynamic environmental sounds, 2D/3D audio,
etc. Sound elements can be included inside the scenes as positional audio sources
to reproduce more realistic environments.

PhysX and NxOGRE. PhysX is part of our framework. It is in charge of the
simulation of physics laws to increase the degree of realism of the reproduced vir-
tual environments. Some key aspects managed by the engine involve a rigid-body
and soft-body system simulation, an advanced character controller supporting
different shapes (e.g., capsules, boxes, triangular and convex meshes, etc.), sim-
ulation of fluid dynamics, field strength, collisions, etc. PhysX is integrated via
the NxOGRE class wrappers, which introduces a useful level of abstraction to
ease the access to functionalities provided by the library.

Blender. Blender is a cross-platform open-source 3D graphics and modeling
application. We adopted Blender because of the possibility of customizing this
tool to include new features. Blender can manage multiple scenes. Each scene is
represented by its structure, objects, textures, materials, sound sources, etc. We
extended it to support also physics; some physical properties can be defined for
each object, in order to better reflect its behavior in the virtual world and the
type of interaction between the character and objects.

4.2 The Framework

The basic idea is to use Blender to design the scene and then pass its output
to the appropriate manager. Blender originally deals just with graphics, but we
extended and improved its open and powerful architecture. Using our frame-
work, it is possible to add to each component of the scene a set of user-defined
attributes and their values. This way, designers can specify values describing
the physical properties of characters and objects on the scene. To represent this
combination of graphical and physical attributes, we defined a novel XML file
format via a DTD (Document Type Definition). Thus, we devised a new Blender
exporter plug-in. The next step was to import these scenes into the framework.
This task is delegated to the loader module which analyzes the imported file.
It sends graphical information to OGRE, physical information to PhysX and
sounds to OGREOggSound. OGRE is responsible to manage the scene and to
collect user input from devices. Thus, input is passed to PhysX, which manages
the movement of characters, determines possible collisions and sends back to
OGRE the response, in order to update the graphical representation. Another
task was the camera management. The final touch was sound management, to
add soundtracks and dynamic sounds.

ExDotScene. The first step, adopting our framework, is to create the virtual
environment, which could be designed by using Blender. Graphics are stored as
meshes, scenes are represented adopting the designed scene graph, and physics is
additionally included. The standard DotScene format does not contain meshes
or textures, but just an XML description of elements on the scene. Our frame-
work supports: i) the creation of physical objects with a graphical representation
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(bodies) and without (actors); ii) static and dynamic objects instantiation; iii)
serialization of multiple 3D scenes. Actually, the last point was not natively sup-
ported by the built-in DotSceneInterface library. We developed an improved ver-
sion, namely ExDotSceneInterface, to allow loading and saving multiple scenes
supporting the following elements: i) nodes of the scene graph; ii) graphical
entities (i.e., meshes, textures and materials); iii) lighting (i.e., lights on the
scene with properties like positioning, direction, brightness, etc.); iv) camera
(i.e., source node and target node pointed by the camera, its positioning and
orientation); v) scene attributes (e.g., in/out-door, type of shading, clipping dis-
tance, etc.); vi) representation of the physics of the scene (e.g., serialization of
static and dynamic actors and bodies, models of physics, etc.). According to
requirements of the scene loader, which should support the physics, a DTD has
been defined, namely ExDotScene, which extends the official DotScene DTD.
A body element contains a shape element and an “actorParam” element. The
shape element must contain one and only one element chosen among a list com-
prising cube, capsule, sphere, convex and triangular meshes. These elements are
described by typical attributes like dimensions, etc. Moreover, it is possible to
specify additional parameters for the shapes, using a “shapeParam” tag.

Blender Exporter Plug-in. This component recursively analyzes each node of
the graph scene, considering information relative to its position, orientation and
scale. Also specific elements, such as lights, cameras or meshes are taken into
account during this process. Moreover, the framework gives the possibility to
export only the properties of objects that satisfy some specific conditions. This
way, designers can choose to export physical properties related to the entire
scene, or not. Acting on the “Logic Properties” panel of Blender, they can set
the following values in order to define physical properties of each object: i) body,
if set to false the object is an actor; ii) shape, suggests the type of shape to
use for the object; iii) static, sets if the physical object is static or dynamic; iv)
mass, sets the mass -only for dynamic objects-; v) skin, suggests the value of
the skin width that the physics engine will use during the simulation; vi) file,
determines the .nxs file to be adopted as a physical representation of the convex
or triangular shapes. At the end of the export phase, the scene is stored as an
XML file, using the previously discussed ExDotScene DTD, which includes the
physics.

Scene Importer. The core of the scene importer with physics support is com-
posed of the DotSceneProcessor class, plus a number of other node processor
classes. DotSceneProcessor contains a list of objects and allows several scenes
to be loaded. Formats different from the DotScene are supported, albeit over-
riding the correct methods for loading the scene. Our extension supports the
ExDotScene format.

Character Controller. This component, which was designed exploiting some
key aspects of the physics engine, includes the following features: i) creation
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of the principal and secondary characters (i.e., creating and tracking these in-
stances, managing the interaction among them and between characters and the
environment); ii) update of the character status (i.e., managing movements and
actions, at each frame, and synchronizing the graphical mesh of the character
w.r.t. the actual status); iii) character auto-stepping (to avoid characters get
stuck in minor terrain bumps); iv) character walkable parts (i.e., definition of
those areas of the environment that are not accessible to characters, acting like
boundaries); v) modifiable bounding volumes (to simulate the crouching or grov-
eling of the character); vi) character callback (i.e., response to collisions). The
control system of the character is composed of three main classes: GameCharac-
ter, GameCharacterController and GameCharacterHitReport. By using PhysX,
it is possible to divide actors by groups, so as to manage and set different be-
haviors during the collision detection and response, accordingly.

Game Character Controller. The GameCharacterController implements the
Singleton pattern so to ensure that only one instance of the class may exist inside
the application. This class is interfaced with the PhysX library and deals with
the instantiation and the management of the character. During the render loop
of OGRE, the GameFrameListener class invokes a function of the GameCharac-
terController in order to execute the “simulate” and “render” methods over all
characters recorded in the controller.

Game Character. The GameCharacter class represents the player inside the
physical scene. It is possible to set the associated graphical mesh and the scene
node in order to synchronize the visual and the physical representation. A specific
method deals with setting a new movement direction: a vector representing the
three-dimensional components of the velocity of the character is used. At a given
moment the position of the character depends not only on the user input, but
also on the velocity. During the simulation cycle, the “simulate” method is used
to update the physical shape and the “render” method to update the visual
representation of the character by setting the position of the mesh according to
the position, expressed in global coordinates, of the physical shape.

Character Hit Report. As a consequence of a collision, PhysX generates
a HitReport event. The GameCharacterHitReport class allows the setting of
customized callback actions as a consequence of the occurrence of a collision,
determining the actor with which the collision occurred and the group the actor
belongs to. If the actor is a dynamic object and belongs to a group the character
may interact with, the impulse that must be applied to the actor is calculated.

Camera. Once a 3D virtual scene is designed and imported inside the frame-
work, developers define the way users, using their characters, explore this world,
the so called camera system. In general, the core of the camera system is com-
posed of two scene nodes acting as point of view and target point of the camera.
We suppose that the node connected to the camera always points to the target
node. This way, the movement of the target node produces the movement of
the camera node. Moreover, it is possible to move the camera around the target
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object directly moving the camera node, thus obtaining particular cameraworks.
This simple system allows three cameras, namely chasing, fixed and first-person.
In the chasing camera, the target node is associated to the point the character
is looking at. A more distant view node makes the character as appearing dis-
placed w.r.t. the center of the scene. This way, the character is still visible but
we obtain the effect of a side view of the scene. The fixed camera is similar. The
target node is the point the character is observing, but the camera is fixed and
cannot be moved. This system is used in several videogames (e.g., third-person
games). In first-person camera, the scene node of the character is the camera
node. The camera is independent from any other object on the scene, thus the
scene coordinates are used to update the position of camera and target nodes.

4.3 Modular Structure

The framework has a modular structure, being composed of a series of packages
each dealing with a certain functionality, as shown in Figure 1. The binding
process is obtained developing the required interface classes. Sometimes, this
introduces a useful level of abstraction in the implementation of the functional-
ities provided by each component. Each package could be replaced with other
components to satisfy particular requirements. In other words, the framework
can be customized without re-implementing all the functionalities, if the exposed
interface of the replaced package is properly refactored. This is one of the advan-
tages while using our framework w.r.t. other common frameworks (e.g., Unity).
A brief description of the main packages follows.

GameSystem. It contains a series of classes dealing with the management of
the rendering cycle. Within OGRE, it is possible to define some classes which
detect changes before and after a frame has been rendered on the screen. To
exploit this feature, it is necessary to register the various frame listeners in the
object of OGRE. The class GameFrameListener controls the order of execution
of frame listeners, stored as an ordered list. An instance of GameFrameListener
is then registered in the root object, thus ensuring that each frame listener is
executed in the correct order.

GameIO. It manages I/O devices using the Object-Oriented Input System
(OIS) library. OIS provides two modes to manage the input, namely unbuffered
and buffered. The latter input mode is safer, because the former could not reveal
an event. GameIO implements the buffered mode using the GameInputManager
class. GameKeyListener and GameMouseListener implement the OGRE corre-
sponding interfaces and define the actions executed as a consequence of events
produced by the input device(s).

GameAudio. It is developed as an interface with the OpenAL library in order
to manage audio. To do so, we developed a wrapper class using OGREOggSound,
which provides methods to integrate OpenAL features (see Section 4.1).

GameSceneLoader. It provides those methods needed to load and save a
scene. It could be adopted to load ExDotScene based scenes, or, eventually,
methods could be overloaded to manage different formats (see Section 4.2).
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Fig. 1. The modular structure of the framework

GameCharacterController. It is the interface with the control system of the
character developed with PhysX. It adopts a wrapper class to reproduce physics
effects via PhysX and to manage the character controller (see Section 4.2).

RakNet. We integrated a cross-platform library for networking, which provides
support for TCP and UDP communications. It also includes RakVoice, a toolkit
for VoIP support and for real-time communications during game sessions which
relies on the sound engine to reproduce sounds.

4.4 The Final Touch

The virtual world we earlier described still lacks of some features: first of all, logic
has to be completely defined. The framework does not substitute developers in
this aspect; this because we believe that a valid product should be designed even
in details and the game logic can not be a surrogate of preset patterns. Moreover,
the artificial intelligence of not-playing characters must be defined from scratch.
The framework supports AI scripts coded in Python. The framework provides
default implementation for the management of I/O devices but is not necessar-
ily the optimal solution for any requirement. Similar arguments hold for other
aspects, like the character control system or the camera system. Concluding, the
strength of our platform is its modular nature, which ensures that developers
could take the best from each component, but could also replace functions using
other components, providing better, or simply different functionalities.
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5 Conclusions

In this paper we presented the design and implementation of an academic frame-
work to support the development of 3D virtual environments, helpful in those
cases in which teams would like to save time in technical aspects, to focus on
the contents. Our contribution can be summarized as follows: we presented a
novel approach to create 3D virtual worlds enriched by physics effects. Our solu-
tion introduces the definition of physical properties of elements appearing on the
scene, within the scene itself. These directives are interpreted by the physics en-
gine, which is strictly interfaced with the rendering engine, reproducing physics
effects. We additionally defined an extension of DTD for the DotScene format,
introducing the support for the physics definition. This work represents the basis
for future extensions and has already been adopted to show some techniques of
design of virtual environments [2], e.g. the inclusion of environmental effects such
as weather, day/night simulation and particle effects, exploiting techniques for
terrain generation, realistic management of the water and fluid dynamics and the
adoption of new rendering algorithms. Future work includes its adoption in dif-
ferent fields of application such as i) virtual/augmented reality; ii) virtual tours,
reconstructions and museums; iii) engineering and architectural simulations.
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Active listening is a new concept in Human-Computer Interaction in which novel
paradigms for expressive multimodal interfaces have been developed [1], empow-
ering users to interact with and shape the audio content by intervening actively
into the experience. Active listening applications are implemented using non-
invasive technology and are based on natural gesture interaction [2].

The goal of this paper is to present the Mobile Orchestra Explorer application,
developed in the framework of the EU Project MIROR1.

The Mobile Orchestra Explorer application entails the user to set up the
position of a virtual orchestra instruments/sections and then to explore the
resulting virtual ensemble by walking through the orchestra space.

This application was tested during during the Festival of Science, a public
event hold annually in Genova, Italy. Evaluation was carried out to study system
usability and to produce an in-depth description of the user experience.

In the Mobile Orchestra Explorer application the user interacts with the sys-
tem in two consecutive phases: (i) on the first phase, he/she walks in a sensitive
empty space (a theater stage) holding he/she mobile phone in his/her hand and
selects orchestra instruments/sections name on the mobile phone screen; when
he/she reaches the point of the space in which he/she wants to place an instru-
ment/section he/she press a button on the mobile phone to record its position;
(ii) on the second phase he/she is allowed to move in the sensitive space and,
as soon as he/she approaches an instrument/section position the corresponding
pre-recorded audio track is played back. During both phases the user position is
tracked by a fixed infrared camera.

The scenario architecture is represented in Figure 1. A fixed camera grabs
frames of the theater stage at 25 frames per second and sends them to the
SAME platform on which EyesWeb XMI is running. EyesWeb extracts the user
silhouette from the frame background and computes the user barycenter position,
relative to the orchestra space. The user, by touching buttons on the screen of
his/her mobile phone, sends the following commands to SAME platform:

1 The work presented in this paper has been partially supported by the EU FP7 ICT
Collaborative Project MIROR (Musical Interaction Relying On Reflexion) Grant
n�258338, http://www.mirorproject.eu.
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command
name

possible
value

description

mode 0,1 indicates wether the interaction mode is either setup (0)
or explore (1): the user either moves in the orchestra
space to arrange the position of instruments/sections or
is exploring the orchestra space and listens to the instru-
ment/sections that are close to his/her current position.

instrument name (works only in setup mode): the user select the instru-
ment (or section) indicated by the parameter name.

set x,y the user sets the currently selected instrument (or sec-
tion) position to the current user’s position obtained by
the camera frame.

Fig. 1. The Mobile Orchestra Explorer application architecture
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In the last few years one of the key issues in Human Computer Interaction is the
design and creation of a new type of interfaces, able to adapt HCI to human-
human communication capabilities. In this direction the ability of computers to
detect and synthesize human expressivity of behavior is particularly relevant,
that is, computers must be equipped with interfaces able to establish a Sensitive
interaction with the user (see [3]).

We present a system for realtime analysis of expressivity features in human
movement and mapping of these features on a two dimensional space on which
we identify four emotions/attitudes: anger, joy, sadness and relief 1. Figure 1
illustrates the structure of our realtime expressivity analysis system:

– we track the body configuration of a user moving in a room using a Kinect
controller [2]. This device has been choosen as open drivers are available
(http://www.openni.org) providing realtime tracking of user’s body sections
(head, shoulders, hips, arms, hands, legs) in both 2D and 3D coordinates.
We analyze 2D data in realtime using the EyesWeb XMI platform [1].

– smoothness : from user’s left and right hand position we compute smoothness
as the correlation between each hand’s trajectory curvature (k) and velocity
(v).

– Quantity of Motion (QoM): it is an approximation of the amount of detected
movement, based on Silhouette Motion Images.

The computed smoothness and QoM are dynamically plotted on a map, as shown
in figure 1, on which we highlight some attitudes/emotional states like anger,
joy, sadness and relief. The proposed system may be suitable for concrete ap-
plications in affective computing, multimodal interfaces, and user centric media
applications.

An example of the realtime extraction of expressive features can be down-
loaded at:

ftp://ftp.infomus.org/Pub/ftp-user-root/i-search-demo-expressivity.mp4

1 This work is partly supported by the EU FP7 ICT Project I-SEARCH (A unIfied
framework for multimodal contect Search; n�248296; DG INFSO Networked Media
Unit; 2010-2012).
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Fig. 1. The realtime expressive movement detection system we present. User image is
captured by a camera, user body silhouette is extracted and left/right hand position
is tracked. Finally we compute user’s Quantity of Motion and hands smoothness and
we draw the resulting values on a plane.
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Abstract. Storytelling is fundamental for the cognitive and emotional
development of children. New technologies combined with playful learn-
ing can be an effective instrument for developing narrative skills. In this
paper we describe i-Theatre, a collaborative storytelling system designed
for pre-school children: with it, it is possible to use characters and sce-
narios drawn on paper for creating a digital story, using simple anima-
tion techniques and recording voices and sounds. For implementing it,
we combined a multitouch surface with a set of tangible objects. This
choice allowed lowering the learning effort of a new interface, letting the
child to be immersed directly into the storytelling process from the very
begining.

Keywords: Storytelling, multitouch, children, education, tangible
technologies, collaboration.

1 Introduction

Pedagogists universally agree on the fundamental role that storytelling plays in
children’s growth: not just listening to stories in early age is important for oral
language development, but also encouraging children to tell their own stories
help them to learn how to effetively use the language and to structure their
thoughts. New media and interaction technologies can be used as facilitator for
eliciting children telling their own stories and developing narration skills.

During the last years, various researchers proposed different approaches to
technology-mediated children storytelling. In an early work, Cassell et alt. [2]
created Rosebud, a computationally-augmented toy to which the child could
tell their stories, thus using a familiar mode of interaction for encouraging chil-
dren to write, edit, collaborate, and share their stories. This work demonstrated
the enormous potential of using tangible and natural interfaces for introducing
children to technologies.

More recent works by various authors used a great variety of technologies for
supporting childrens story creation and expression. For example, Sugimoto et alt.
[1] proposed GENTORO, a system thought for elementary age children based
on a robot and a handheld projector, while Cao et alt. [4] proposed TellTable,
a multitouch surface system. Fails and Guha [3] created Mobile Stories, an
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application designed for mobile devices for creating cooperative shared narra-
tives. In our previous work [6], we used hand puppets as tangible interface for
creating a fully immersive storytelling experience. Finally, Botturi and alt. [5]
used various technologies as instruments for motivating children with special
needs to participate to creative activities and for expanding children’s expres-
sive choices.

In this paper, we present i-Theatre, a system for storytelling designed for one
or two kids who can collaborate for creating, storing and sharing their own stories
in a multimedia format. i-Theatre was created using the combination of two main
technologies: a multi-touch surface and tangible objects. It looks like a coffee
table with a integrated multitouch surface (Fig.1a). The table embeds also a
scanner, two Radio Frequency Identification (RFID) readers Fig.1b, microphone
and speakers and a set of tangible objects (Fig.2a and Fig.3a). All this elements
provide an abstract layer to use the system thus providing an engaging and easy
to use interface.

Our system was conceived for developing narration skills in children in the
last year of preschool. While most of the previous works target elementary school
children, a smaller number are dedicated to younger children. For this reason a
special attention to the needs and skills of our very young users have been taken
into account during the system design. The graphical user interface used in the
multitouch surface is essential and very intuitive, based on very few elements,
while the interaction is mainly achieved through the use of tangible objects. Re-
search conducted by Xu and alt. [7] on the use of Tangible User Interfaces (TUIs)
in assisting childrens learning highlighted the little time needed for learning this
type of interfaces, due to our inborn ability to manipulate objects tangibly with
little cognitive effort. The choice of using a TUI in i-Theatre a as main inter-
action tool is therefore motivated by our intend of immersing directly the child
into the storytelling process, avoiding the initial difficulty of learning a new in-
terface, and at the same time providing an enjoyable environment together with
the necessary tools for expressing thoughts and experiences.

(a) i-Theatre prototype (b) i-Theatre table surface

Fig. 1. The i-Theatre table
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2 The i-Theatre Storytelling Process

The aim of the system is to stimulate the child to tell tales using a gradual
approach. The first impact with the i-Theatre table is typically very playful:
children experiment moving characters around the tangible surface, resizing and
rotating them. Then they start creating stories: at the begining very simple,
composed by one single scene; as they get more confident with the system and
their own narration skills, stories get more and more articulated, composed by
several scenes. A typical story creation process using i-Theatre goes through five
stages, each one of them has associated a number of tangible objects:

Stage 1: Creating and saving the story elements
Initially children are invited to create the characters and backgrounds for their
story: they can draw on paper their own story elements using various techniques,
select them from books, create collages or use small objects. The selected mate-
rial is then digitalized as pictures that are visualized on the multitouch surface.
Eventually, they can be stored for later using their own Personal Archive, a
tangible object that represents their own personal space where to store all the
created content (Fig.2a). At this stage, children is free to explore the system and
get familiarized to it: characters can be moved around the surface, be resized
and rotated.

Stage 2: Selecting the elements for the story
When the child is ready, he can select the audio-visual elements that will be used
for telling the story from his Personal Archive. All the choosen elements will be
available later on, during recording.

Stage 3: Telling the story
For starting the registration the children plugs the Scene Container (Fig.3a)
into the table: at this point the system is ready to acquire a scene of the story.
A Record Button is used for starting and stopping the recording session: when it
is pressed, all the drawings’ movements and animations are grabbed and voices
and sounds recorded by the microphone. During the narration characters can
be dragged in or out the backstage. Then, when the Record Button is pressed
again, the Scene Container will contain a part of the story. Additional scenes
can be created by introducing new empty containers.

Stage 4: Select the definitive story order
After that all of the scenes have been recorded, a complete story can created
by plugging the Scene Containers to each other. The story sequence is defined
by the Scene Containers’ plugging order (Fig.3b), since there is a direct rela-
tion between each tangible object and a piece of story. Scene Containers can be
plugged into different sequences or substituted to obtain new stories.
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Stage 5: Storing the story
When the story is finished the kid can save the created movie inside his Personal
Archive and watch his story later.

It is not necessary to perform all these phases sequentially from beginning to
the end: for example the children can start from already available content stored
in the system, such as backgrounds or scenes, or can go back and through from
one stage to another for adding a missing part or refining their work.

3 Operation Modes

The i-Theatre system is characterized by different states or operation modes,
each of them is related to different moments in the story creation process. A
system state is determined by the set of tangible object in use: thought the
manipulation of these objects it is possible to switch between different operation
modes, thus avoiding the use of a GUI (Graphical User Interface) based menu.
These operation modes are listed below:

– Exploration Mode: in this operation mode no tangible objects are used. Chil-
dren can explore and familiarize with the system, moving and playing with
the characters on the surface. It is possible acquire new visual content, such
as hand made drawings or printed photos, using the scanner embedded into
the table.

– Creation Mode: children can browse and select stored multimedia material or
save new one. The Creation Mode starts when at least one Personal Archive
is placed over the reader (see Fig.2b)

– Action Mode: in this operation mode it is possible register a scene of the
story. This mode starts when a kid plugs the Scene Container (see Fig.3)
object.

– Production Mode: allows children to determine and change the event order
on a story. When a kid wants create the story sequence, he must chain some
Scene Containers.

4 Tangible Interface

For supporting the story creation processing, a set of tangible objects have been
introduced and integrated into the system.

– A scanner embedded in the i-Theatre table offers a simple method for digi-
talizing visual content. A picture can be scanned as a character or backdrop:
in the first case, it can be rotated, moved or scaled, while in the second case
the image remains fixed on the background. The selection of the image use
is done just before picture acquisition, when the scanning command is given.
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(a) Paper cup and a RFID tag (b) Personal Archive

Fig. 2. (a) For this prototype, paper cup has been used like a metaphor of Personal
Archive. Each cup is identified by an RFID tag. (b) Placing the Personal Archive over
an RFID reader, the screen shows the content.

– The Personal Archive serve as interface for entering into the Creation Mode
and for storing multimedia content into a personal space. It uses RFID (Ra-
dio Frequency Identification) technology for identification thus providing a
low-cost and contact-less interface for organizing content: each child has her
own identifier associated to an RFID tag, that is attached to a personal
object that can be an artifact created by the child (e.g. a decorated paper
cup) or any other personalized item. The Personal Archive is used for as-
sociating the child’s identifier to the selected content: when it is put on the
reader, the kid can view his own stored images or store new ones. Two RFID
antennas installed beneath the table top allow access from any side of the
table Fig.1b and consent up to two kids to store or select multimedia items
simultaneously.

(a) Scene Containers plugged (b) Scene Container and surface

Fig. 3. (a) The Scene Container is a colored box with a male and female jack connectors
to allow cascading between them. (b) The cascaded Scene Containers can be connected
to the table in order to obtain the desired story order.

– The Scene Containers Fig.3 consent to enter into the Action Mode and each
of them can be used for storing a single scene of the story. This tangible ob-
ject contains an unique identification code (ID) that the system associates
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to a recorded scene. For the implementation of the Scene Containers, cus-
tomized hardware was designed instead of using RFID technology. This be-
cause we needed to obtain the ordered sequence of IDs from the cascaded
plugged objects, for being able to read the correct order of story scenes.

5 Conclusion and Future Work

We plan to conduct extensive user studies of the usage of the i-Theatre proto-
type by preschoolers to test such questions as how i-Theatre usability can be
improved, how well i-Theatre elicts storytelling in children, and if its usage in a
classroom and in a museum laboratory contexts can successful.

The first tests conducted are encouraging and showed that in the studied cases
the choosen approach is effective in engaging children and motivating them in
experimenting different storytelling solutions. Children not only showed interest
in creating their own stories but also explored the avaliable tools for improv-
ing their narrative. We used these experiences for improving the initial research
prototype, in a interative cicle of development and re-design of system. Finally,
thanks to the input from teachers, we indentified new features to be implemented
for better supporting classroom activities in a flexible way. The i-Theatre is con-
tinually in evolution, making technology funny and accessible for the youngest.

Acknowledgements. This paper is based upon work carried out during the
i-Theatre project and partially funded by Province of Trento (Italy). We thank
Edutech and all the partners involved in the project (MSTN and FBK) for their
time and dedication.
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An Invisible Line is an installation focusing on the remote communication be-
tween 2 human users, based on the analysis of full-body expressivity. It aims
at creating shared, networked, social experiences. It is the result of a scientific
and artistic collaboration between Casa Paganini - InfoMus Lab (Genova, Italy),
IRCAM (Paris, Italy) and The Hochschule für Musik und Theater (Hamburg,
Germany).

The center of the experiment is an investigation on the resonance between the
non-verbal motoric behaviors of two remote participants, mediated by comput-
ers. Instead of focusing on some form of realistic representation of the remote
body, An Invisible Line studies how this relation could be achieved via abstract
displays, expressing the way a computer is interpreting the relation between two
people’s movements. The visual feedback is purposely lacking: you cannot clearly
see your remote partner, and the image of yourself is fragmented too. The audio
feedback is a series of auditory displays, sometimes very basic and simple, some-
times more metaphorical, which sonify the machine’s analysis of the two body’s
relations.

We describe the procedure followed by users interacting through the Invisible
Line installation. Two installation environments are set up in separate loca-
tions. Each environment consists of: a camera running at 25 fps, a projection
screen, a workstation running EyesWeb XMI (www.eyesweb.org) and Max/MSP
(cycling74.com), see Figure 1. Let us consider two users, called Andrea and Bar-
bara, acting in each of the locations:

– Andrea enters the first installation environments and places himself in front
of the screen: he watches a full body image of himself on the screen; when he
moves he hears sounds that respond to his movement’s characteristics (e.g.,
if he moves in a jerky way then he hears discontinuous and harsh sounds).
In the remote environment, where Barbara has not yet placed herself on
front of the screen, the full body image of Andrea is projected as a white
“silhouette”.

– Barbara enters the second installation environment: each user watches an
image, split into two halves along an invisible vertical line, one half
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



230 A. Cera et al.

Fig. 1. A representation of the Invisible
Line installation environment

Fig. 2. An example of inter-
action in the Invisible Line
installation

representing the user’s mirror image and other half represents the other
user’s mirror image.

– Users’ behavior is analyzed in realtime by specific modules of the EyesWeb
XMI platform (the Expressive Gesture and Social Libraries) and the follow-
ing movement features are computed:

1. Smoothness Index of the hand and foot (SmI-h and SmI-f): distinguishes
between continuous (smooth) versus discontinuous (jerky) movement.

2. Contraction Index (CI): indicates whether arms are close to the body or
stretched outside.

3. Symmetry Index (SyI): indicates wether user’s left and right silhouette
halves are superimposable or not.

4. Quantity of Motion (QoM): it represents the energy of movement com-
puted as the pixel-based difference between two consecutive silhouette
frames.

5. Synchronization Index (SI) on QoM: it is computed between local and
remote user’s Quantity of Motion: SI is high when users’ movement varies
synchronously and SI is low in the opposite case. Only periodicity of
movement is considered, ignoring the phase.

– Features 1-4 are mapped to 4 higher level semantic categories of attitude:
static, sweet, agitate, violent. Simple rules have been established to deter-
mine attitudes from features: for example high Smoothness and low QoM
correspond to the attitute sweet. In the near future we aim to further refine
these rules.

– If, during a fixed time span, the users’ attitude is the same and their move-
ment is synchronized then the interaction is considered successful and users
receive their prize: Barbara receives a picture of Andrea, and Andrea receives
a picture of Barbara. Synchronization is estimated by observing if the two
users’ QoM varies in time in the same way or not.
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Abstract. The Stanza Logo-Motoria is an interactive multimodal envi-
ronment, designed to support and aid learning in Primary Schools, with
particular attention to children with Learning Disabilities. The system is
permanently installed in a classroom of the “Elisa Frinta” Primary School
in Gorizia where for over a year now, it has been used as an alternative
and/or additional tool to traditional teaching strategies; the
on-going experimentation is confirming the already excellent results previ-
ously assessed, in particular for ESL (English as a Second Language). The
Stanza Logo-Motoria, also installed for scientific research purposes at the
Engineering Information Department (DEI) of University of Padova, has
sparked the interest of teachers, students and educationalists and makes
us believe that this is but the beginning of a path, which could lead to the
introduction of technologically augmented learning in schools.

Keywords: Stanza Logo-Motoria, interactive and multimodal environ-
ment, augmented reality, augmented environment for teaching, Learning
Disability.

1 Introduction

The Stanza Logo-Motoria [1] consists of an empty room equipped with input
and output conventional peripheral devices such as a standard webcam, two
speakers and a video projector. The user’s body movements and gestures are
captured by the webcam positioned on the ceiling and the video signal is pro-
cessed by a EyesWeb patch to derive low-level features [3], used to define a) how
the user occupies the space and b) the quality of gestures the user performs.
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Finally, an Adobe Air application is used to render interactive audio-video con-
tents. In the Stanza Logo-Motoria it is possible to subdivide the room in several
areas. By entering the various areas and performing previously arranged ges-
tures the user activates the connected auditory and/or visual content. Sounds,
segments of spoken language, and complete sentences are used to enhance the
motor-auditory experiences through which the user acknowledges non-linguistic
communicational tools: body, images, sound and symbols as for their trans-
cultural value. The main applications of the Stanza Logo-Motoria are aimed to
support and aid learning in Primary Schools and children who experience severe
disabilities or suffer from specific Learning Disabilities (used as a compensatory
and dispensation tools in the case of LD) [2]. The system, by using standard
hardware and simple strategies of mapping, has sparked the interest of students
and teachers in more innovative ways of learning and teaching. The Stanza Logo-
Motoria is suitable for the school environment thanks to its easy implementation;
moreover, teachers are immediately involved in the design of activities due to
the simplicity of mapping, which makes it immediately comprehensible. In fact,
for over a year now, the use of the Stanza at school has shown that, by using
the same basic scheme, it has been possible to develop in collaboration with
teachers a great deal of educational activities involving several school subjects,
such as English, History, Science, Music. In the following paragraphs we will
explain two applications of the Stanza Logo-Motoria, called Resonant Memory
and Fiaba Magica, in detail.

2 Resonant Memory Application

The Resonant Memory application allows the creation of a technologically aug-
mented environment [5] to be used within all the subjects taught at school. The
use of body movement associated with the sound widens the range of possibili-
ties to access knowledge from an enactive point of view [6]. Teaching contents,
by becoming “physical events”, which occur around the child by means of the
child, activate the motor aspect of knowledge [7]. By means of the Resonant
Memory application the space, acquired by the webcam, is subdivided in nine
areas: eight peripheral and one central. The user’s presence within a specific area
triggers the audio reproduction of the corresponding content. The child explores
the “reactive space” by freely moving without using sensors:

– Noises, music and environmental sounds are synchronized to the peripheral
areas.

– The central area is synchronized instead with an audio reproduction of the
contents to be taught that contain the elements to be connected with sounds
positioned in the various peripheral areas.

When the user enters the reactive space for the first time the application is in
exploration mode: whenever the user reaches one of the eight peripheral areas,
activating the connected sound content, the application stores this information
and, if during this phase, the user reaches the central zone no sound event is trig-
gered. When the user reaches the central area the Resonant Memory application
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triggers the story mode: the system starts the audio reproduction of a story. The
child listens to the content reproduced in the central area, reaches the different
peripheral areas experimenting the sounds and finally, enjoying the game, “com-
poses the soundtrack” of the lesson. If, during the listening, the user widens their
arms the system pauses the playback of the story, which is interrupted until the
user lowers their arms.

The Resonant Memory application creates a sound augmented space: in agree-
ment with the teachers, who have work with the system, we think that, in general,
children need to improve their listening ability experiencing the interactive space
without being distracted by any visual references connected to the sound. The
main aim is to achieve heightened awareness of the body movement in space. The
sounds synchronized with the peripheral areas can be words, syllables, sentences,
noises, music, etc.; these sounds do not change collocation in space: the same
sound always corresponds to the same spatial area. Every sound is triggered by
the presence of the user in the corresponding area. The child is motivated to
carefully listen in order to insert the proper sound at the right time. The mere
movement of the body in space, performed to activate the sound, stimulates the
child to spontaneously mime situations, actions, characters and feelings. School
children love to use the Resonant Memory application in pairs: together they
decide where to go, how to move and what to say. It is also possible to use the
application with a group: one child is the “explorer”, the others are the sounds;
the explorer performs the exploration phase and, during the story phase, swaps
his/her position with that of the children standing near the peripheral area con-
taining the sound.

At school we have been testing the Stanza Logo-Motoria in Resonant Memory
modality since February, following a quasi-experimental design (between sub-
jects) with two comparable classes: two Third Classes. The quasi-experimental
design requires a pre-test (February) and post-test (June) for a treated (ex-
perimental) and comparison (control) group. We intend to verify (experimental
hypothesis) if students, by using the Stanza Logo-Motoria as a listening tool for
learning English as a second language, improve significantly in word recognition
and language comprehension than those who use passive listening by means of
headphones or the 5.1 sound system.

3 Fiaba Magica Application

The aim of Fiaba Magica is to support a strengthening path of gestural intention-
ality of children with multi-disabilities. These children often are able to express
communicative intentionality only by means of simple gestures and vocalizations,
which can be enhanced and extended thanks to technology. Fiaba Magica is the
opportunity to augment gestures with visual and sound stimuli bringing out all
the intentional features. Fiaba Magica responds to the need to communicate of
a child with limited speech abilities associated with motor impairments.
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The Fiaba Magica application allows the user to reconstruct the sound and
images of a tale by performing a simple gesture such as widening arms and
moving within a specific space. Using Fiaba Magica a child enters a specific area
of the Stanza and activates a) the audio reproduction of the first part of the story
and b) the projection on the screen of the corresponding image (for example
two characters). Once the audio reproduction of the first part of the story is
played, by widening their arms, the user can play with the characters projected,
animating them. Moving to the next area the child activates a) the projection
of a new sequence of the story which includes another set of characters and b)
the audio reproduction of the narrative sequence itself. The third advancement
in the story is performed in the same way as the other two.

In this particular instance, it is mainly important to have the child understand
that the audio/visual feedback is triggered by his/her movement. In a further
evolution of the system the opportunity to make a choice could be decided:
the gesture of lifting either the right or the left arm could be synchronized to
two different developments of the story. The application could take the choice in
account by offering two different continuations of the story within the second and
the third area. In this way it would be possible to offer a, limited but important,
option to change the plot of the story.

4 System Architecture

The Resonant Memory application is based on a software patch developed in
the EyesWeb environment; the EyesWeb patch performs the video analysis and
sound rendering tasks. In the input stage the signal from the webcam is processed
in order to extract several low-level features related to the user’s movements. Fea-
tures extracted include the trajectory of the centre of mass, the motion index,
and the contraction index. Background subtraction is achieved via a statistical
approach: the brightness/chromaticity distortion method [4]. In the mapping
stage the patch analyses these features and runs transitions among four states:
exploration, story, pause, and reset. Finally, the output stage controls the play-
back of a set of pre-recorded audio files. In Fiaba Magica the real-time control
and processing of the audio/video material is performed by an Adobe Air ap-
plication that also provides a user GUI to configure the system. A Flosc server
allows the communication between EyesWeb and Adobe Air.

The setup of the Stanza Logo-Motoria (fig. 1) consists of an empty room mea-
suring a minimum of 5x5 metres; a webcam is installed in the centre of the ceiling
at a height of minimum 4 metres. The webcam is connected to the computer by
means of a USB 2.0 cable. The computer runs the EyesWeb applications, such
as Resonant Memory or Fiaba Magica, which, analyzing the video signal coming
from the webcam in real time, shape the space by means of sounds and images.
The audio feedback is provided by two loudspeakers while the video feedback
is given by means of a video projector. The environment has to be lighted by
diffused lighting in order to avoid shadows on the floor.
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Fig. 1. The setup of the Stanza Logo-Motoria in Fiaba Magica modality

5 Future Developments

The great interest aroused by the Stanza as a teaching tool, testified also by the
first results of the on-going experimentation, motivates us to further develop the
system a) by introducing sound spatialization techniques in order to enhance the
ability of sound localization, in particular for children with visual impairments
and b) by integrating the Pittore Vocale [8] in the system, as a tool for increasing
the knowledge of sound features starting from voice itself.
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Abstract. The project INSIDE - Intuitive Sonic Interaction Design for 
Education and Entertainment, aims at offering children and adults without 
previous musical experience the possibility to create sounds and make music on 
a very intuitive and playful manner. We develop a concept of tangible 
interaction using objects that can be placed on any conventional surface, like a 
table. The objects can be fitted with meaningful icons representing various 
aspects and functions related to sound and music, such as sound sources, sound 
modifiers, or mixers. 

Keywords: interface, interaction, sound, education, entertainment. 

1 Intuitive Sonic Interaction Design 

We define as object any element that can be grasped and put on a surface. The project 
explores new ways of making music and creating sounds, by placing objects on the 
surface and combining them together. Each object is set to a meaning and function 
related to sound and music: sound sources (sounds of nature, animals, musical 
instruments, etc), sound modifiers (echo, reverb, filtering, etc.), players, mixers, 
controllers, etc. Playing sounds, mixing different sound sources, applying sound 
effects are performed by simply moving objects on the surface. We focus on 
inventing rules and interactive scenarios that are playful and intuitive, based on the 
way objects are combined together. For this purpose, we define three object relations: 
no relation, neighborhood, and object-in-object. Chains are created when two or more 
objects enter in relation and can be seen as sequences of objects ordered in the 2D 
space, as shown in Figure 2, bottom-right. 

We developed an ad-hoc application, the Surface Editor1, to facilitate the design of 
the interaction, by offering the possibility to set the behavior of objects very easily. 

                                                           
1 http://www.surface-editor.net 
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The Surface Editor receives the object information via TUIO, using a simple webcam 
hooked to ReacTIVision2. This way, various interactive scenarios can be tested and 
evaluated very conveniently. However, this application is transparent for users. Once 
an interactive scenario is loaded, the application is running in the background and no 
intervention from users is required, except for playing with the objects. 

Optionally, multi-touch sensing can be added to the setup by using the Airplane 
controller3, a device developed in previous projects for transforming any ordinary 
surface into a multi-touch interface. This is offering extended interactive possibilities. 
For instance, an object representing a sound source can be played simply by touching 
it. However, since the Airplane controller is detecting touch by watching fingers 
crossing a plane of IR light placed a few millimeters above the surface, objects must 
be thin enough for not interfering with the plane.  

  
Fig. 1. Right : Examples of icons for objects involved in sound interactions scenarios for novice 
users: sound sources (animals) and sound modifiers (echo, reverberation). Left : Everyday 
objects, such as a cup, can be used for the interaction. 

Figure 1 shows examples of icons for objects involved in sound interactions 
scenarios. One interesting aspect is that everyday objects can be used in the 
interactions.  

2 Description of the Demo 

Our aim is to introduce sound design and music creation in a playful manner. For 
simplicity, we will not interact with touch gestures for the demo presented at 
INTETAIN. This offers also more freedom to choose thicker objects that are easier to 
grasp for young users. The interactive scenario we have defined for this demo 
involves three aspects related to sound and music, with a pedagogical perspective: 
playing sounds, creating sounds and recording sounds.  
 
 

                                                           
2 http://reactivision.sourceforge.net/ 
3 www.future-instruments.net/fr/airplane.php 
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Playing sounds can be performed in three different ways, manually, with the ‘Loop 
Player’ object or with the ‘Circular Sequencer’ object. To play sounds manually, 
users have to hold their hand briefly above any ‘Sound’ object to hide its visual tag. 
When they remove the hand and the tag become visible again for the camera, then the 
sound is triggered. The volume of the sound is adjusted by rotating the object. It takes 
180° to go from min to max, so there is never any abrupt jump in the value of the 
volume. If ‘Sound’ objects are put in the ‘Loop Player’ object, then they are repeated 
continuously. The ‘Loop Player’ object is a larger, thin object that can contain several 
smaller objects. It illustrates the object-in-object relation (see Figure 2, top-right). 
Finally, the ‘Circular Sequencer’ object allows constructing sequences by arranging 
‘Sound’ objects around it. The timeline is similar to a clock hand doing a circular 
movement.  

Creating sounds is performed by taking a base sound and adding ‘Modifier’ objects 
(of ‘Effect’ objects) next to it. This is creating a sound chain and multiple sound 
modifiers can be added. A special object, the ‘Transmitter’ object, can be added to the 
chain in order to be able to represent a whole chain by a single object. This is very 
practical to play the chain in one of the three ways described above. The emitter is put 
in the chain and the receiver then behaves like any other ‘Sound’ object. Thus it can 
be put in the ‘Loop Player’ object or used with the ‘Circular Sequencer’ object. 
‘Modifier’ objects usually have a single parameter that users can adjust by rotating the 
object (for instance the feedback in the ‘Delay’ object). 

 In order to record sounds, users need to put a blank ‘Sound’ object in the ‘Record’ 
object, which is looking similar to the ‘Loop Player’ but with a red color. Any sound 
produced will be recorded in the blank ‘Sound’ object. Silence is not recorded, which 
means that if a sound is produced, followed by some silence and another sound, then 
only the last sound will be recorded.  

All variables and information events are sent through OpenSoundControl4 (OSC) 
using the Surface Editor. The data are collected in Processing5, using the oscP56 
library, an OpenSoundControl (OSC) implementation for Processing, and analyzed to 
generate and control the corresponding sound generators and effects with the use of 
the Minim7 audio library. 

3 Requirements  

For our setup, we will bring a webcam, a support to hold it, and a set of objects. We 
will only need a table and power. However, a loudspeaker would be appreciated. 
Setup time is approximately of 30 minutes.  

                                                           
4 http://opensoundcontrol.org/ 
5 http://processing.org/ 
6 http://www.sojamo.de/libraries/oscP5/ 
7 http://code.compartmental.net/tools/minim/ 
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4 Setup 

  

Fig. 2. Right : Example of object-in-object relations (top) and chains (bottom). Left : Webcam 
fixed on a support to detect objects. 

5 Interest in Participating to Kids’ INTETAIN 

One of our objectives is to make sound design and music accessible to a wider 
audience, including children starting from 5 or 6 years old. Participating to Kids’ 
INTETAIN could be the occasion for us to have useful feedback about the playability 
of the scenario we developed and possibly test some variations. The hope is that the 
research conducted within this project will be useful for music pedagogy in schools as 
well as entertainment at home. In future work, we could imagine letting users design 
their own interactive scenarios. For this, we would need to introduce them to the 
Surface Editor platform first, which could be possible for teachers or older users.  
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Abstract. We have developed an application that offers to users the possibility 
to transmit documents via a virtual agent.   

Keywords: Virtual agent, linguistic extraction, nonverbal behavior, animation. 

1 Introduction 

We have developed an application that offers to users the possibility to transmit 
documents via a virtual agent. The idea is to use avatars to present document so as to 
increase its diffusion and ease discussion. 

The application makes use of a system that combines semantic analysis, nonverbal 
behavior generation and 3D animation. The system follows a sequential process. First, 
it extracts from any given documents the pertinent linguistic information; then it 
computes the multimodal behaviors the agent should use to communicate it; and 
finally it plays the animation on a web window. An interactive interface has been 
developed to allow users to go and modify the generated output. This modification 
can happen either at the linguistic level (refine the extracted information), the 
communicative and emotional functions level, or even at the animation level. This 
approach allows for a personalized and expressive communication schema. In this 
paper we describe the main components of the system. 
 
Demonstration setup: The system works as follow (see Figure 1): at first the user 
selects a document to be transmitted by the avatar. To communicate the document 
expressively the avatar needs to know which of its information to highlight. To this 
aim, a semantic analysis based on crawling technique determines the structure of the 
document as well as new, pertinent or even contrasting information [1]. It is based on 
a predefined template written in the format APML-MPA, a variant of the format 
APML Affective Presentation Markup Language [2], which has been defined for the 
MyPresentingAvatar project. The template contains variable parts that are instantiated 



 My Presenting Avatar 241 

when a given document is inputted to the system. The analysis step outputs tags value 
indicating newness, pertinence, contrasting and emotional information. These values 
are used to compute the animation of the avatar. Once the templates have been 
instantiated, they are converted in FML-APML format [3]. This file is then sent to the 
Greta Behavior Engine to compute the sequence of nonverbal behaviors to convey the 
communicative intentions and emotions described in the input file. It outputs a 
temporally order sequence of behaviors described with the BML Behavior Markup 
Language [4].  Finally with the Cantoche module, these BML tags are converted in 
animation file in the Living Actor format. The output of this last step is used to 
generate the presentation video. Through an intuitive interface, users can modify the 
resulting videos. Modifications can happen at 2 levels: high level, ie at the FML-
APML level where users can change the value of a communicative function, and at 
the low level, ie at the BML one, where users can vary the choice of behaviors and its 
temporal alignment. After any changes made, the application renders a new video.  
 
Technical description and requirements: The application works on a web browser. 
Internet connection is necessary to access all the modules. 

 

Fig. 1. Overall architecture of MyPresentingAvatar application  
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Abstract. Sensitive Artificial Listener (SAL) is a multimodal dialogue
system which allows users to interact with virtual agents. Four charac-
ters with different emotional traits engage users is emotionally coloured
interactions. They not only encourage the users into talking but also try
to drag them towards specific emotional states. Despite the agents very
limited verbal understanding, they are able to react appropriately to the
user’s non-verbal behaviour. The demonstrator shows an final version of
the fully autonomous SAL system.

Keywords: Embodied Conversational Agents, human-machine
interaction.

1 Introduction

The Sensitive Artificial Listener demo shows the final system developed within
the European FP7 SEMAINE project. This project aimed at building a Sensitive
Artificial Listener (SAL), a multimodal dialogue system which allows users to
interact with virtual agents. The system can sustain an emotionally coloured in-
teraction with users for some time reacting appropriately to the their non-verbal
behaviour. The system can perceive user’s verbal and non-verbal behaviours and
use this information to plan how to react. Its response is transmitted using an
ECA that is capable of communicating through several channels like voice, facial
expressions, gestures, head movements and torso shifts. The virtual agent not
only encourages the user into talking but also try to pull her/him towards spe-
cific emotional states. To achieve such a goal, SAL provides four characters with
different emotional traits. Spike is nasty, angry creature, and his mission in life
is to make the user angry too. Poppy is the happy and positive girl and she tries
hard to make her interlocutor as happy as she is. Then there’s Prudence. She’s
sensible and pragmatic about everything and she expects the user to be sensible
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Fig. 1. Demonstration setup

too. Finally, Obadiah is the soul of misery, and he thinks everybody should be
miserable, including his interlocutor.

1.1 Demonstration Setup

The demonstration set up is shown in figure 1. The user sits in front of a screen
where a SAL character is displayed. The user must wear a microphone for voice
analysis and can optionally be recorded by a video camera for facial expression
analysis and head movement recognition. The system monitor can be displayed
on a second screen; it shows the components and the current data flowing be-
tween them. During the interaction the user is the speaker, the virtual agent
is mainly the listener who from time to time provides just short sentences to
encourages the user into talking. The agent cannot really understand the user’s
speech, so sometimes the agent’s sentences may appear absolutely inconsistent
and wild. That is just part of the interaction. It is up to the user to supply all
the ideas and the effort to push forward the interaction as much as possible,
keeping in mind that there is no point asking the agent questions, or trying to
outwit it.

1.2 Technical Description and Requirements

The system uses the SEMAINE API, a distributed multi-platform component
integration framework for real-time interactive systems [1]. User’s acoustic and
visual cues are extracted by analyser modules and then used by the interpreters
to derive the system’s current best guess regarding the state of the user and the
dialogue. This information and the user’s acoustic and visual cues are used to
generate the agent’s behaviour both while speaking and listening.

To run the whole system can be quite cumbersome, so at least a quad core
processor machine with 6GB RAM is required. A microphone, web camera and
loudspeakers are needed, too. The demo can be easily installed in 10 minutes.
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Abstract. In this paper, we present a virtual shadow puppet play application 
that allows real-time play of the puppet and gives the user the impression of 
being a storyteller or a shadow play puppeteer. Through this tool, everybody 
can be a puppeteer digitally regardless of the ability to perform the traditional 
art. 

Keywords: Shadow puppet play, virtual puppet, virtual storytelling. 

1 Introduction 

Creating virtual storytelling application has been greatly simplified with the help of 
computing and virtual environment technologies, and this has lead to a greater interest 
among researchers and developers to work in this area. The great traditional shadow 
puppet play called “wayang kulit” in Malaysia and Indonesia [1], is one of the 
traditional storytelling arts which has given great impacts on the society. The success 
of each show depends on the storyteller’s or the puppeteer’s ability to attract the 
audience to watch and enjoy the show until the end of the performance. However, the 
traditional shadow puppet play is no longer a popular show due to the proliferation of 
the new media and art, and the lack of interest and the difficulty in mastering the art 
among the younger generation. Therefore, a virtual tool for shadow puppet play is 
very much needed to transform the traditional storytelling art into an interactive 
virtual storytelling environment. Some recent efforts in this area include Lam et al. [2] 
which introduced a method of modeling that models shadow puppet play using 
sophisticated computer graphics techniques available in OpenGL and allows 
interactive play in real-time environment as well as producing realistic animation, and 
Lam and Talib [3] which proposed a method to improve the interaction of shadow 
puppet play by applying both the texture mapping and blending techniques.  

In this paper, we present a virtual shadow puppet play application based on our 
previous work (Lam et al. [2], Lam and Talib [3]) that allows real-time play of the 
puppet and gives the user the impression of being a storyteller or a shadow play 
puppeteer.  Through this tool, everybody can be a puppeteer digitally regardless of 
their ability to perform the traditional art. 
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Fig. 3. The Virtual Shadow Play 

3 Conclusion 

In our approach to virtual shadow puppet play, the puppets are created as close as 
possible to the traditional puppets. Our approach has been implemented in a general 
framework called the Virtual Shadow Puppet Play which allows the users to play the 
shadow play interactively in real-time anywhere and anytime. 

Acknowledgments. The authors would like to thank Ms. Zaidah Juma’at and Ms. Nik 
Munirah Nik Him for their contributions in the development of this Virtual Shadow 
Play application. 
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Abstract. We will demonstrate an intelligent Machine which is capable to 
choose within a small group of people (typically 3 people) the one it will 
interact with. Depending on people behavior, this person may change. The 
participants can thus compete to be chosen by the Machine. We use the Kinect 
sensor to capture both classical 2D video and depth map of the participants. 
Video-projection and audio feedback are provided to the participants.      

1 Social Feature Extraction 

The main feature which is extracted is the personal space of the participants. Social 
studies [1] showed that humans have different “ego-spaces”: the public space (from 
around 3.5 meters in green on Figure 1, left image), the social space where interaction 
is possible (from around 1.2 meters in blue on Figure 1, left image), the personal 
space for close interaction (from around 0.45 meters in yellow on Figure 1, left 
image) and the intimate space (in red on Figure 1, left image). Those measures vary of 
course depending on cultural and personal contexts. This space is extracted in 3D [2] 
by using OpenGL and a Microsoft Kinect sensor (Figure 1, right image).  

 

Fig. 1. Right: ego-spaces, Left: 3D extraction of intimate space (red cylinder) and personal 
space (blue sphere)  
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The real-time 3D extraction of the inter-personal distances (Figure 2: example with 
two participants), along with the height of the people and their position and velocity 
provides a set of both dynamic and static, low-level and mid-level features.  

 

Fig. 2. Two participants’ real-time interaction and extraction of social cues 

2 Find the Most Interesting People  

Those features are than sent to an attention algorithm which will compute feature’s 
relative contrast [3]. As only 3 people are taken into account here, the rarity approach 
of attention is not relevant, thus we use the global contrast from [3] only. If the 
features of a person compared with the others are contrasted enough, this person is 
potentially the most “worthy of interest” for the Machine which will give him the 
possibility to interact with it. In order to cope with several features in the same time, 
empirical weights are given and the person with the higher overall weighted contrast 
is selected.  

As a result, while two out of the three people are together, the one who is alone 
will be selected, if the three people have the same distances, the one in the middle will 
be selected. If one out of three is sitting on the ground, he will be selected, while if 
two persons are sitting on the ground, the one standing will be selected. Concerning 
dynamical features like the 3D speed, they highly attract the system when one person 
is different (faster, slower), but those dynamic features should be perpetuated by a 
static feature contrast in order to provide a stable selection of the person.  

3 User Feedback  

The video feedback which is a wall of HAL’s eyes (Figure 3) will change, and all the 
eyes will focus on the selected person. The idea of several identical objects focusing 
on a person comes from [4] where people are very excited in trying to be in the 
mirrors’ focus. The selected person will be able to create sounds by using simple 
gestures. This should push people to try to be different in order to be able to have this 
interaction. If another person performs an interesting behavior, the Machine will focus 
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some of the HAL eyes on this second person which is a sign that the interaction could 
change to the second person. If the first person does not act in order to increase his 
own interestingness within a given time, he will lose the selection and only the second 
person will be able to interact and create sounds. 

This set-up is of course interesting for its natural user selection in a multi-user 
scenario, but also because it let us observe the social behavior of the users while 
interacting with such a machine and the other users.   

 

Fig. 3. Left image: 3D structure of the HAL’s eyes, Right image: all the eyes focus on the 
person in front of the screen  

4 Requirements 

This demo requires a 6x6 meters space and electrical power. If possible, a video 
projector, a projection screen and a loudspeaker would be appreciated. Half a day 
should be enough to set up the demo. 

Acknowledgments. This demo was created within the NUMEDIART Institute 
(www.numediart.org) funded by the Walloon region, Belgium.   
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Abstract. The emotions expressed through music have often been investigated by 
asking listeners to fill questionnaires at the end of a given musical performance or 
an excerpt; only few studies have been dedicated to the understanding of the 
dynamics of emotions expressed by music in laboratory or in social contexts. 
Based on a specific model of emotions related to music, the Geneva Emotion 
Music Scale (GEMS), we tested to what extent such dynamic judgments are 
reliable and might be a promising avenue to better understand how listeners  
are able to attribute different kinds of emotions expressed through music and how 
the social contexts might influence such judgments. The results indicate a high 
reliability between listeners for different musical excerpts and for different 
contexts of listening including concerts, i.e. a social context, and laboratory 
experiments.  

Keywords: Emotion, music, dynamic judgment, musical expressiveness.  

1 Introduction 

1.1 Definition of Emotion 

The majority of studies on music and emotion propose to judge musical excerpts in 
terms of valence and arousal (Vieillard et al., 2008; Chapin, Jantzen, Kelso, 
Steinberg, & Large, 2010) or in terms of basic emotions (Fritz et al., 2009; Juslin, 
2000). However, one might suppose that musical emotions are more complex or 
subtle and therefore these approaches might not be the best suited to understanding 
emotions related to music. As noted by Scherer (2004), a major problem in studying 
music and emotion is the tendency to confuse the terms “emotion” and “feeling”. By 
adopting a componential approach to emotional processes and by using the 
component process model (CPM, Scherer, 2001) framework, we define the concept of 
“emotion” as  brief episodes that are important and relevant for the adaptation and 
well being of individuals. In this context, Scherer (2004) proposed a distinction 
between “utilitarian emotions” and “aesthetic emotions”.  The former being emotions 
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that humans can experience in everyday life, such as feelings of anger, fear, joy, and 
sadness. Scherer proposed the term “utilitarian” because this type of emotion has: 
“[…] major functions in the adaptation and adjustment of individuals to events that 
have important consequences for their well being […]” (p.241). Regarding aesthetic 
emotions, the author suggested that there are no appraisals concerning goal relevance 
or coping potential to the events that elicit them. Therefore, aesthetic emotions might 
not be governed by vital functions such as bodily needs or current goals. 
Consequently, the traditional approaches of emotions do not seem appropriate to the 
study of emotions related to music. In 2008, Zentner, Grandjean and Scherer made a 
set of experiments enabling them to propose a factorial model of the most relevant 
emotional terms for the understanding of emotions related to music. These studies 
gave rise to a nine factorial model of emotions induced by music: the GEMS. These 
include the dimensions of wonder, transcendence, tenderness, nostalgia, peacefulness, 
power, joyful activation, tension, and sadness.  

1.2 Perception of Emotion vs. Induction of Emotion 

The attribution of emotional qualities of music is a complex process allowing humans 
to represent and explicitly report feelings expressed through music, whereas the 
induction of emotions is the process of experiencing emotions, i.e. the feelings, as a 
result of listening to music. In other words, the subjective emotional responses one 
might have as a result of listening to music (Scherer & Zentner, 2001). This 
distinction is not always made and this leads to confusion in understanding the 
mechanisms underlying emotional processes in music which include the attribution of 
emotion qualities of music and the induction of emotion by music (Scherer, 2004). It 
would be logical to assume that what is expressed by music and what is felt by 
listeners is the same emotion (Evans & Schubert, 2008). However, several 
observations may challenge this assumption. Indeed, a piece of music which 
expresses sadness or melancholy could be listened to in order to provide a feeling of 
nostalgia in the listener, a state desired and appreciated by the listener (Zentner, 
Grandjean & Scherer, 2008). Likewise, “agitating music” could have a cathartic effect 
on the listener and help calm her/him down. Therefore, the correlation between felt 
emotions and emotions expressed through music is not necessarily positive. The 
listener does not necessarily feel the same emotions that the music expresses (Evans 
& Schubert, 2008). Broadly speaking, we can say that recognizing the emotions 
expressed by music is a process which is based on the perception of acoustical and 
musical features on which listeners could agree, as evidenced by numerous studies in 
which this is demonstrated; people have a high reliability on the emotions expressed 
by music (Hevner, 1935, 1936; Gabrielsson & Juslin, 1996; Fritz et al., 2009; Fabian 
& Schubert, 2003) whereas felt emotions are more related to subtle subjective and 
intimate process, as demonstrated in Gabrielsson’s (2001) Strong Experiences in 
Music (SEM) and music preferences studies (Rentfrow & Gosling, 2003; Rentfrow & 
McDonald, 2010). And though the GEMS model proposed by Zentner, Grandjean & 
Scherer (2008) concerns emotions induced by music, it currently represents the most 
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effective attempt to study the specific emotions related to music, which is why we are 
using it to investigate emotions expressed by music as well.  

1.3 The Dynamic Aspects of Music 

An obvious feature of music is that it unfolds over time, as does emotion. In order to 
effectively apprehend the emotions expressed by music, it is preferable, and probably 
essential, to base the judgments on continuous measurements. For this purpose, we 
propose to use an approach called “dynamic judgment”. The works of Emery Schubert 
(2001; 2004) have been among the first to take into account this characteristic of time 
and to use continuous measurements. This method allows experimenters to record the 
judgments of emotions expressed by music in real time and then to follow the changes of 
perception and attribution over time. As pointed out by Nagel and colleagues (2007), 
there are different ways of investigating the emotions related to music, such as self report, 
questionnaires and adjective scales, but all of these approaches are static and therefore 
unable to demonstrate the complexity of the unfolding of musical emotions. A very old 
assumption is that music communicates emotion (Gabrielsson & Juslin, 2003). In this 
context, it’s interesting to consider how people decode this type of “message”, which 
types of cues they use to build up a representation of emotions expressed by music. Many 
acoustical parameters and musical features have been identified as being relevant for the 
understanding of how musicians convey emotions.  Among them, those that are most 
cited are sound intensity (loudness), timbre, intervals, rhythm, articulation, pitch level, 
accentuation and tempo (for a review, see Gabrielsson & Lindström, 2010). Performers 
use these different features in order to convey the emotion they want to express (Juslin, 
2001). The contexts of the musical performances (e.g. solo versus ensemble) and the 
contexts of listening might also be important factors playing a role in emotional 
processes.  

2 Method 

We conducted a first laboratory exploratory study in order to investigate the dynamics 
of emotional judgments of the emotions expressed by music through time. More 
specifically, we wanted to test to what extent, on a given dimension, participants 
agreed on the emotion expressed by music using the GEMS model.  

2.1 Participants 

Seventy-one participants (8 men) took part in this experiment, for course credits. The 
average age is 21.97 (sd = 2.84).  

2.2 Materials and Procedure 

Based on our musical expertise and our knowledge of the GEMS dimensions, we 
chose a series of musical excerpts in order to correspond to the 9 dimensions of the 
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GEMS. We had 36 musical excerpts in total, i.e. 4 musical excerpts per dimension. 
The mean duration of the excerpts was 2’.36’’ (range from 2’21’’ to 3’18’’). The new 
method of dynamic judgment, using a Flash Interface, allows us to record the 
dynamic judgments in real-time in a graphical manner. The width of the graph was 
1000 pixels (equivalent to 4’16) and the height 300 pixels. Participants had direct 
visual feedback in the graphic interface of the judgments they were making by 
moving a cursor up and down as time advances (if necessary the graph-window 
scrolled). Measurements are made every 250 milliseconds. The x-axis represented 
time, while the y-axis represented the intensity of the emotion expressed by music 
(e.g. Nostalgia) through a continuous scale marked by three levels of intensity: low, 
medium, and high. The main instruction was: “Rate to what extent the music 
expresses [dimension of interest]”. Before the beginning of the experiment the 
participants had to achieve a training trial in order to become familiar with the 
procedure. A description of the GEMS dimensions was provided before the beginning 
of the judgments. Each participant had to judge 9 excerpts, one excerpt per GEMS 
dimension.  

3 Results 

3.1 Reliability of the Emotional Dynamic Judgments 

In order to estimate the reliability of the measure we computed the Cronbach alphas 
for all excerpts and GEMS dimensions across the participants. The Cronbach alphas 
ranged from 0.84 to 0.98 (Fig. 1). 
 

 
Fig. 1. Cronbach Alphas for the 36 musical excerpts (N=71). The best Cronbach’s Alpha lies 
on the dimension of “Power” for the 4th movement of the New World Symphony by A. Dvorak 
(.98) and the worst Cronbach’s Alpha lies on the dimension of “Tenderness” for the 2nd 
movement of the Symphony No. 6, Pathétique, by P.I. Tchaikovsky (.84). 
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Figure 2 illustrates the great agreement between participants regarding the emotion 
expressed by music. The lines represent the participant’s judgments and we did a 
normalization transforming the data into z-scores in order to have all the scores on the 
same range. The average is represented by the red line. 

   

 

Fig. 2. Individual and averaged z-scores (N=18) for the dynamic emotional judgment of the 4th 
movement of the New World Symphony by Dvorak judged on the dimension of « Power » 
(duration: 2’80’).  

3.2 Dynamic Judgments during Live Performance? 

Given the effectiveness of the method, we conducted an experiment with the famous 
Italian quartet, “Quartetto di Cremona”, during a live performance and thus implying 
a social context at the Saint-Germain Church, in Geneva. We recruited a panel of 14 
music lovers and placed them in the audience in front of the musicians. Each 
participant had a laptop computer and a cursor in order to judge the musical pieces 
during the concert. Figure 3 presents the Cronbach Alphas for the different 
movements of the pieces played during the concert.  The pieces were the String 
Quartet n°4 in C major Sz 91 by B. Bartok and the String Quartet n°3 in A major op. 
41 by R. Schumann.   
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Fig. 3. Cronbach Alphas of the dynamic judgments made during a live performance. The best 
Cronbach’s Alpha lies on the 2nd movement of the String Quartet n°3 in A major op. 41 by R. 
Schumann (.94) judged on the dimension of “Power” and the worst Cronbach’s Alpha lies on 
the 3rd movement of the String Quartet n°4 in C major by B. Bartok judged on the dimension of 
“Sadness” (.71).  

 

Fig. 4. Z-scores of the dynamic judgment on the dimension of “Power” for the 2nd movement of 
the String Quartet n°3 in A major op. 41 by R. Schumann (duration: 6’25’’).  

4 Perspectives 

First, these results show that the method of dynamic judgments is very effective 
regarding the specific emotional dimensions (i.e. the GEMS dimensions) expressed 
by music through time, in a laboratory context (and short excerpts) as well as during 
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live performance implying social interactions (and with longer musical pieces). In a 
second step, by adopting a Brunswikian (Brunswik, 1956; Grandjean, Baenziger, & 
Scherer, 2006) perspective, we want to predict the emotional dynamic judgment by 
the acoustic parameters and musical characteristics in the music score, using a 
Granger Causality method. In future studies we also plan to systematically  
investigate the impact of social contexts at different levels including, i) the impact of 
live musical performances, with the presence of one or several musicians, versus 
recorded performance, and ii) the context of listening which might be isolated or in a 
small or big group of people. These kinds of methods will allow researchers to 
quantify the impact of two different social contexts, i) at the musician level and ii) at 
the audience level as well as their interactions. 
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Abstract. Mutual engagement occurs when people creatively spark together. In 
this paper we suggest that mutual engagement is key to creating new forms of 
multi-user social music systems which will capture the public’s heart and 
imagination. We propose a number of design features which support mutual 
engagement, and a set of techniques for evaluating mutual engagement by 
examining inter-person interaction. We suggest how these techniques could be 
used in empirical studies, and how they might be used to inform artistic practice 
to design and evaluate new forms of collaborative music making. 

Keywords: Design, Evaluation, Mutual Engagement, Multi-User, Social 
Interaction, Human Communication. 

1 Introduction 

Is music dead? Whilst figures in the commercial music industry bemoan the loss of 
sense of purpose in contemporary music and the role of the Internet in sidelining 
music as a political force [9], we contend that new technologies hold the key to 
reinvigorating music’s social role. We accept that music has dropped away from 
being a driving force behind communication technology innovation, losing out to text 
based networks such as Twitter and Facebook, and argue that what is needed are 
innovative and engaging ways for people to make, share, enjoy, and experience music 
within the context of the modern, connected, real-time world we live in. To this end, 
we are exploring ways to understand the role of audio in multi-person interactions 
from interactive art, music, and performance through to workplace collaborations. We 
believe that the key to success in this venture will be designing new multi-person 
audio experiences which are informed by understandings of human communication, 
and which exploit the unique opportunities offered by new technologies rather than 
mimicking existing ways of interacting. In short, music is dead, long live music! 

In this paper we outline our approach to understanding mutual engagement in 
multi-person music making. We first describe a set of design features which we 
believe will increase mutual engagement in multi-user systems and social music 
experiences. We then present a set of techniques for identifying mutual engagement in 
music making by examining the minutiae of the user interface mediated interaction  
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between participants. Finally we present a few illustrative descriptions of multi-
person mutually engaging systems we have designed, built, and evaluated. We believe 
that our approach is suitable for music making and using music to support work. 

2 Mutual Engagement 

Sadly, in interface design, sound has been limited to providing alert cues, or ongoing 
background awareness in collaborative work situations cf. [1]. Some research has 
examined audio as a medium for collaborative work [13], and even in the field of New 
Interfaces for Musical Expression, the evaluation of audio centric interfaces tends to 
focus on parameter manipulation tasks cf. [19] rather than examining the nature of 
collaborative audio creativity cf. [2] and how these interfaces could support a creative 
and engaging experience [8]. To address this, we explore the concept of mutual 
engagement – points at which people creatively spark together and enter a state of group 
flow [5] – and examine how different user interfaces features affect people’s levels of 
mutual engagement. In this way we hope to identify and develop more socially engaging 
musical experiences which will return music to the core of human experience. The key 
distinguishing characteristic of mutual engagement is: “it involves engagement with both 
the products of an activity and with the others who are contributing to those products” 
[ibid]. Points of mutual engagement are indicated by the attunement of participants’ 
actions to each other (e.g. mirroring each others’ contributions, or building on each 
others’ compositions), and focused interaction with the product at hand (e.g. careful 
editing and manipulation of parameters for expressive effect). These points of mutual 
engagement are essentially points of group flow cf. [7], similar in context to Sawyer’s 
ethnographic descriptions of group flow [16], but we concentrate on analysing the 
minutiae of the group interaction mediated through the interface in order to inform design 
of engaging collaborative systems. In order to achieve this, Bryan-Kinns and Hamilton 
[5] drew on models of human communication e.g. [6] and CSCW research e.g. [10] to 
develop a set of design criteria and evaluation measures for mutual engagement which 
are outlined in the next section. 

2.1 Design Features 

We have identified a number of design features [5][3] which we believe are important 
to supporting mutually engaging interaction: 

- Mutual awareness of action - highlighting new contributions to the joint 
product, and indicating authorship has been shown to increase mutual 
engagement. 

- Annotation - being able to communicate in and around a shared product, and 
being able to refer to parts of the product helps participants engage with each 
other. 



262 N. Bryan-Kinns 

 

- Shared and consistent representations - participants find it easier to understand 
the state of the joint product, and the effect of their own and others’ contributions 
when the representations are shared and consistent. 

- Mutual modifiability - editing each others’ contributions increases engagement 
with each others’ product, and the activity becomes more egalitarian. 

- Spatial organization - allowing participants to layout elements of the joint 
product in space increases mutual engagement by supporting fluid and 
improvised privacy and grouping. 

The design question then becomes: How are these features used to inform design, 
especially in audio-only interfaces. Interestingly, in recent studies we found that 
implementing all the design features could actually reduce mutual engagement, 
possibly due to cognitive overload. 

2.2 Evaluation Techniques 

Through our studies we have iteratively refined a set of measures of mutual 
engagement based on analysis of patterns of participants’ interaction, and a robust 
Mutual Engagement Questionnaire (MEQ) which can be used to compare different 
interfaces. These measures and questionnaires are suitably generic to be usable across 
different social music interfaces. Our measures of mutual engagement include: 

- Number of contributions, edits, and deletions - excessive numbers of 
contributions in the music domain indicates low levels of mutual engagement. 

- Amount of co-editing (i.e. editing each others’ contributions) - increased 
constructive co-editing indicates increased mutual engagement. 

- Spatial colocation - working together in the same part of a virtual space indicates 
mutual engagement. 

- Evidence of convergence of musical ideas (i.e. alignment and repetition of 
musical motifs) indicates mutual engagement. 

Measures of musical convergence between participants are problematic. We are 
currently investigating techniques to reliably identify convergence of musical ideas in 
social music making including using Music Information Retrieval techniques such as 
edit-distance and sub-sequence sampling. We believe that although these techniques 
focus on monophonic sources [11], they could have significant utility in 
understanding social music interaction in general. 

In contrast, our Mutual Engagement Questionnaire (MEQ) is used to compare two 
or more user interfaces. In this approach participants use a number of user interfaces 
and then complete the MEQ of twelve questions from four categories (not conveyed 
to participants): Satisfaction with the product, Feelings of enjoyment or flow cf. [7], 
Sense of collaboration, and Usability. The comparative nature of the MEQ forces 
participants into making explicit distinctions between interfaces. Our MEQ would be 
suitable for comparing different social music interfaces and experiences, and would 
provide a good indicator of participants’ preferences. 
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3 Explorations of Multi-person Musical Experiences 

We have been exploring mutual engagement in social music through a series of 
studies from interactive art through to group music composition. The main vehicle for 
this work has been a series of studies of distributed music making applications 
Daisyphone [3] and Daisyfield (forthcoming). We follow discussion of these systems 
with a brief description of other social music systems we have been exploring. 

3.1 Daisyphone and Daisyfield 

  

Daisyphone (figure 1) and Daisyfield (figure 2) share a common underlying 
distributed, client-server architecture, which allows multiple participants to co-create 
short loops of music (1 minute) without being in the same physical space. At the heart 
of the user experience are loops which are shared between participants and can be co-
edited at will (there are no ownership controls). Loops are represented as Daisys with 
the notes of the loop laid out in a circular fashion. Daisyphone provides one shared 
loop, Daisyfield supports up to 12 shared loops, each represented as a separate Daisy 
arranged across the shared space. Indeed, Daisyfield is a development of Daisyphone 
which draws on our studies of naturalistic music improvisation [12] and composition 
[15]. In keeping with our design features, mutual awareness of action is supported by 
each participant having a unique colour in the interface, annotation is supported 
through free graphic drawing, and the whole interface is shared consistently between 
participants. Lowest notes are on the outsides of Daisys, and highest towards the 
centre (Persian scale of electro-acoustic sounds). The four shapes in the centre of each 
Daisy allow for selection of different sounds. 

Using Daisyphone and Daisyfield we have explored the role of mutual awareness, 
persistence of musical contributions, graphical annotations, localization of sounds, 
and spatial arrangements. We have also used them to revise and validate our MEQ. 

Fig. 1. Daisyphone in use Fig. 2. Daisyfield in use 
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Both systems have a set of features which make them particularly amenable to 
automated analysis of musical convergence: notes are played at a constant speed, and 
each note has the same duration. However, the interfaces allow several notes to be 
played at the same time which increases the complexity of applying pattern matching 
techniques. We shall be exploring these issues in ongoing research. 

In studies we confirmed that providing shared annotation mechanisms and mutual 
awareness of identity of others significantly increased mutually engagement between 
participants as measured through our MEQ and correlated with our measures of 
mutual engagement [5]. This was manifested as more focused interaction between 
participants indicated by fewer contributions and edits of notes [ibid]. We also found 
that whilst the shared music making can happen without additional communication 
channels, when present, shared annotation mechanisms are used both for task 
management and social interaction, and there are more complimentary efforts in 
composition when shared annotations are provided [3][5]. Also, more annotations 
about quality of composition seems to indicate more mutual engagement. 

Whilst Daisyphone and Daisyfield are unashamedly Graphical User Interfaces, we 
have also been exploring designing for mutual engagement in musical user interfaces 
which are not visually oriented. For instance, Stowell et al. [18] showed how rigorous 
HCI approaches could be used to evaluate people’s engagement with and through 
musical interfaces – a novel beat-boxing synthesizer was evaluated using Discourse 
Analysis to explore engagement with the technology, and a live beat-tracking system 
was evaluated using a version of the classic Turing Test to evaluate participants’ 
engagement with each other and the beat-tracking system. In contrast, we focused on 
the mutual awareness of actions design feature in designing the Serendiptichord [14] - 
a wearable musical instrument whose design considers exploration of musical space, 
and the engagement of performer with instrument and audience. Similarly, mutual 
awareness of action and spatial organization were key factors in the design of uPoi 
[17] - a guerilla multi-person interactive audiovisual experience intended to entice and 
engage participants with each other in unexpected and unusual situations which we 
observed in use at music festivals. Focusing on designing for mutual awareness of 
action and shared and consistent representations, Sensory Threads [4], is a multi-
person mobile experience in which participants sense imperceptible phenomena 
around them through a responsive real-time soundscape. Our design features informed 
the design of the soundscape, ensuring that it conveyed the identity of participants 
clearly, and that there was clear auditory and spatial separation between sounds in the 
emergent virtual space. In all these non-visual designs we used our mutual 
engagement design features to drive the design to create a more engaging experience. 
From the feedback and observations we found that people did engage with each other, 
but we need to refine our evaluation techniques to work outside the laboratory. In 
contrast, our research on cross-modal collaborative work has explored the role of 
audio in workplace group interaction [13], focusing on task efficiency, but using the 
design features of mutual awareness to create effective collaboration environments. It 
would be interesting to explore how these systems could be further developed to 
support social music making through cross-modal interaction. 
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4 Summary 

In this paper we presented our view on mutual engagement as the key to successful 
multi-person music making. We presented a set of design features and methods of 
evaluation which we feel could help inform the understanding of social behavior in 
music, and help to design more mutually engaging musical experiences. The work 
presented here is a small step in that direction. Future work will test our ideas on 
mutual engagement in different domains, and explore social music making using a 
range of modalities through cross-modal interaction. 

Acknowledgement. Research supported by EPSRC grants EP/H042865/1, 
EP/E045235/1, GR/S81414/01. 
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Abstract. In this article we present our ongoing work on expressive performance 
analysis for violin and string ensembles, in terms of synchronization in 
intonation, timing, dynamics and articulation. Our current research objectives are 
outlined, along with an overview for the methods used to achieve them; finally, 
focusing on the case of intonation synchronization in violin duets, some 
preliminary results and conclusions based on experimental recordings are 
discussed. 

Keywords: violin, expressive performance, intonation, ensemble performance, 
bowing gestures, motion capture. 

1 Introduction 

Expressive music performance analysis is a wide and interdisciplinary research field, 
combining elements from signal processing, computational musicology, pattern 
recognition, and artificial intelligence among others. A thorough presentation of the 
state of the art in the field can be found in [1]. 

The problem of expressive performance analysis can be stated as follows: given a 
score S1 and a recorded performance of that score E1, performance analysis is carried 
out by measuring the deviations between S1 and E1 in terms of timing (onset times and 
note durations), dynamics, articulation (vibrato, tremolo, overall timbre etc.) and, 
depending on the instrument with which the piece is performed, intonation. These 
deviations can then be seen as the performer’s interpretation of the piece, a 
combination of personal artistic choices as well as implicit musical knowledge. 

In the case of ensemble music, where multiple musicians are performing their 
respective parts simultaneously, performance analysis can be performed on two 
different levels: on the intrapersonal level, thus studying only the relationship 
between each musician’s individual performance and the score it is based on, and on 
the interpersonal level [2], where the relationship between the musicians’ 
performances is also studied; specifically, the influence of one musician’s specific 
performance parameters (either performed live or pre-recorded) on the specific 
performance parameters of each other member of the ensemble. Naturally, this case is 
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significantly less studied that the case where the focus is placed on a single musician, 
although in the past decade a number of researchers have investigated the subject 
from various viewpoints [3], and utilizing different performance parameters [4]. 

1.1 Objectives 

In studying the influence of one musician over the other (and vice versa) in an 
ensemble situation, there are three main objectives to be regarded: 

• Detecting the source and target of the influence mechanism, 
• Analyzing the nature of the influence mechanism, and 
• Simulating the influence mechanism by means of a computational model. 

It is important to note that the first of these objectives, namely detecting the source 
and target of the influence mechanism, begins with the hypothesis that such an 
influence actually exists. Therefore, rejecting/validating this hypothesis is the first and 
most important step of the procedure. 

2 Data Acquisition and Pre-processing 

In this chapter, we provide an overview of the methods followed for the acquisition of 
the audio data and instrumental gestures, as well as the computational tools used to 
perform an alignment between the score and the performance of each musician. 

2.1 Recordings Procedure  

Several recording sessions were carried out involving motion capture using an EMF 
commercial device (as detailed in [5]), piezoelectric pick-up microphones fitted on 
the bridge of each violin, and ambient microphones capturing the overall produced 
sound. For the moment, these recordings focus on the scenario of two interacting 
violinists in different experimental set-ups.  

The first round of experiments featured two professional violinists recording 
excerpts from W. A. Mozart’s 12 Duets (KV 487), J. S. Bach’s Concerto for Two 
Violins (BWV 1043) and L. Berio’s Duetti per due violini. The experimental set-ups 
consisted of: 

• a solo set-up, where each musician performed their part alone 
• a normal set-up, where they performed their respective parts together as in a 

normal duet situation, and finally  
• a switched score set-up where they performed together, however with the 

scores switched as in respect to the normal set-up.  

A second round of experiments was carried out shortly afterwards involving two 
amateur violinists, and using the same audio and motion capturing techniques. The 
subjects were tasked with playing together for the first time pieces of very basic 
difficulty which they were not familiar with. The experimental set-ups for the second 
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round consisted of the same set-ups as the previous experiment; however, the pieces 
were (as mentioned above) simpler, including performing a popular and well-known 
melody (Greensleeves) in unison, and performing one of the duets by L. Berio at a 
steady, slow tempo. 

2.2 Score-Performance Alignment 

In order to measure the deviations between the recorded performances and their 
respective scores, it was necessary to perform a score-performance alignment in the 
temporal domain. 

However, aligning an audio recording to a score is, given the current state of the art 
in signal processing, a difficult task. This is even more the case for a continuous-
excitation instrument such as the violin where the note attacks are varied and smooth; 
for this reason, we exploited the recorded motion capture data and its derived 
performance descriptors (bow position, bow transversal velocity, bow pressing force 
etc.) using the method described in [5]. In this method, bow direction changes as well 
as more subtle measurements such as an estimation of the applied bow force provide 
the most probable candidates for note changes, combined with information extracted 
from the audio (such as the fundamental frequency curve and the root mean square 
energy of the recorded sound). These features are given as in input to an 
implementation of the Viterbi algorithm, which calculates the temporal alignment 
between the score and the recorded performance. 

3 Towards an Analysis of Intonation Adjustments 

In this first phase of this work, our main direction was to study the mechanism 
through which the violinists adjust to each other's pitch; for the experimental set-ups 
detailed above, to determine if violin 1 adjusts to violin 2 or the opposite, and how 
(timing of intonation changes, critical band of acceptable pitch difference, et cetera).  

3.1 Temporal Matching of Different Experimental Set-Ups 

Since the recordings in the experimental set-ups were performed without a metronome, 
it was necessary to time-warp the performances in order to compare pitch deviations 
between violinists 1 and 2; in the solo recordings, for example, this comparison is 
impossible since the two recordings of violinists 1 and 2 were not temporally 
synchronized.  

This was achieved by applying a note-by-note temporal warping algorithm based 
on resampling the signal between note onsets and restoring its original pitch using an 
implementation of the phase vocoder algorithm. Besides producing an accurate and 
non-destructive temporal alignment, this approach can be also very useful in 
performing user evaluation tests, where subjects can hear the normal duet recordings 
and the solo aligned-duet recordings and rate the quality of the duet’s intonation; thus 
investigating whether intonation adjustments alone (i.e. without temporal mismatch) 
can provide enough information to discriminate between solo and duet recordings. 
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3.2 Data Post-processing and Score Representation 

All data analysis takes part in MATLAB. Fundamental frequency (pitch) estimation is 
performed with the YIN [6] algorithm, while the score is imported as a MusicXML 
file, and converted to a time series. All time series are resampled to 1KHz, to 
facilitate comparisons between time series; finally, pitch estimation errors (such as 
octave errors) are removed with the use of pitch guides. 

Figure 1 presents an excerpt of the J.S. Bach concerto recorded in the first 
experimental set-up. 

 

Fig. 1. Expected pitch (score) [black], recorded pitch in the normal set-up [blue], and recorded 
pitch in the solo set-up [red], for an excerpt of J.S. Bach’s ‘Concerto for two violins’ 

4 Preliminary Results and Discussion 

Some preliminary results and their implications are already visible from the data 
processing step. Namely, as it can be observed in Figure 1, the professional musicians 
employed for the first round of experiments were able to reproduce the same 
intonation (seen in fig.1 as pitch curves) with impressive accuracy; the mean 
difference (in pitch cents) between the solo and normal recordings, in regard to 
violinist 1 and 2, can be seen in table 1: 

Table 1. Mean difference and standard deviation (in pitch cents) between solo and normal 

Piece Mean difference Standard deviation 
Bach, violinist 1 (professional) -4.976 cents 25.4 cents 
Bach, violinist 2 (professional) 3.149 cents 32.7 cents 
Berio n.17, violinist 1 (professional) -8.165 cents 31.1 cents 
Berio n.17, violinist 2 (professional) -1.404 cents 13.7 cents 
Berio n.24, violinist 1 (amateur) 0.610 cents 15.0 cents 
Berio n.24, violinist 2 (amateur) -2.813 cents 12.5 cents 
Greensleeves, violinist 1 (amateur) -4.659 cents 18.8 cents 
Greensleeves, violinist 2 (amateur) -1.340 cents 14.35 cents 
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If we consider Rossing’s [7] estimation that the JND (just-noticeable-difference) 
for pitch is ~5 cents, it is immediately evident that whichever intonation adjustments 
take place, they are in response to very subtle deviations from the expected pitch. 
Moreover, these adjustments are also partially obscured by several performance 
aspects, such as vibratos, glissandi between notes, and of course the shortcomings of 
pitch estimation algorithms. 

To demonstrate this concept more clearly, Figure 2 shows a scatter plot between 
the pitch deviations of violinists 1 and 2, for the normal and solo set-ups. 

 

Fig. 2. Pitch deviation for violinist 1 versus pitch deviation for violinist 2, for an excerpt of J.S. 
Bach’s ‘Concerto for two violins’ 

As it can be seen in the above figure, there is no visible correlation between the 
pitch deviations of the two violinists, and there is little (if any) visible difference 
between the solo and normal set-ups. The implications of such an observation lead us 
to the conclusion that, whichever synchronization phenomenon occurs between the 
intonation adjustments in a duet, it is not consistent throughout the piece, and cannot 
be viewed as a process which is either invariant to time or cyclostationary. 

To this end, our next step has been to employ several dependence measures 
between the two time series, such as Mutual Information, Granger Causality and non-
linear directional coupling detection algorithms derived from computational 
neuroscience [8]. 

The latter coupling measure used (referred to as the L-measure) is capable of 
providing also the directionality of the interdependence, in our case the strength with 
which violinist 1 influences violinist 2 and vice versa; figure 3 displays some 
preliminary results based on this measure, where we were able to observe an increase 
of average coupling strength in the normal set-up compared to the solo set-up. The 
most evident separation between the two set-ups can be found in the amateur 
musicians’ recordings - since the second violinist was less adept in prima vista, the 
first violinist had to adapt quite a lot in order to balance the performance. 
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Fig. 3. Coupling strength between the pitch deviations of violinists 1 and 2, for the normal and 
solo recordings of one of Greensleeves (amateur musicians). The x-axis shows three different 
coupling strengths for every recording: V1V2, V2V1 and average coupling strength. 

However, before we can extract clear conclusions from the use of these measures, a 
refinement is required in the initial features used for this approach; such an effort is 
currently underway. 
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Abstract. Coordinated action between music orchestra performance, driven by a 
conductor, is a remarkable instance of interaction/communication. However,  
a rigorous testing of inter-individual coordination in an ecological scenario poses 
a series of technical problems. Here we recorded violinists' and conductor's 
movements kinematics in an ecological interactive scenario. We searched for 
directed influences between conductor and musicians and among musicians by 
using the Granger Causality method. Our results quantitatively show the dynamic 
pattern of communication among conductors and musicians. Interestingly, we 
found evidence that the aesthetic appreciation of music orchestras' performance is 
based on the concurrent increase of conductor-to-musicians causal influence and 
reduction of musician-to-musician information flow. 

Keywords: communication, action coordination, joint action, neuroscience of 
music, music performance, movement kinematics, Granger causality, 
neuroaesthetic. 

1 Introduction 

Coordinated action is a form of interaction and it has been suggested that it may rely 
on sensorimotor communication among participants [1]. In fact, action coordination 
requires the continuous exchange of information among several individuals and the 
ability to read other’s motor intention. Therefore, coordinated action is the accurate 
negotiation of our own motor output according to sensorimotor messages sent by 
other participants in the interaction [2-7]. 

In this context, music orchestras are a particularly interesting instance of sensorimotor 
coordination between several players and a conductor. More interestingly, ensemble 
music performance is also a remarkable instance of social interaction aimed at a common 
aesthetic goal. In fact, musicians train for years in order to acquire a non-linguistic and 
successful sensory-motor communication. Therefore, orchestra's collective behaviors 
might be a powerful model of inter-individual non-linguistic communication among 
highly skilled individuals. 
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2 Brief Methods 

Here we studied music orchestras (a violins section and a conductor) in an ecological 
rehearsal scenario thus excerpting no particular interference on participant’s behavior. 
We recorded violinists' bows and conductor's baton kinematics via an unobtrusive 
passive infrared optical system. We searched for directed influences, and modulation 
thereof, among actions (acceleration profiles) of the participants without imposing 
any artificial constraint. Eight violinists played five musical pieces they knew and 
routinely rehearse (Mozart K136-1, K550-1). They played all pieces three times, with 
their own conductor (OWN) and another professional conductor they never played 
with (NEW). Directed influences between participants were computed by using the 
Granger Causality (GC) method [8-9].  

In our experiment we explored whether conductors' kinematics were associated to 
a differential influence on musician’s performance (driving force) and if this was able 
to affect inter-musicians communication (interaction strength). Furthermore, we had 
independent expert musicians (offline and blind to the scope of the experiment) 
complete a questionnaire about each audio recording. The questionnaire contained 
items testing several subjective scales such as their ability to follow the piece 
(separately for melody and rhythm), the degree of musical entrainment and emotional 
involvement. 

3 Results and Discussions 

Results of GC analyses showed that the causal influence between conductors and each 
player was different across conductors. The New conductor drives (greater GC 
strength) the orchestra in two pieces out of five - namely piece 3 and 5. Moreover, we 
also found that players show different pattern of driving forces within them when they 
play under the direction of the two conductors. Under the direction of the New 
conductor, each player has less influence on each other in three pieces out of five - 
namely piece 1, 2 and 3. Questionnaire data revealed a significant interaction between 
Conductor and Piece but no simple effects. The interaction was further explored with 
follow-up tests, revealing a difference between conductors in pieces 3 and 5. 

Results show that the two conductors exhibit different driving forces strength 
towards musicians in some pieces, whereas communication strength among players 
was also modulated by the characteristics of the two conductors in others. Conductors' 
directed drive differed in two of the pieces (3, and 5), whereas the conductors 
modulated inter-musician influences in three pieces (1, 2 and 3). 

However, we have to take into account that such dynamical network of causal 
interactions was aimed at producing a pleasurable effect in the listeners. Interestingly, 
aesthetic evaluations were modulated by piece and conductor. Specifically, two pieces 
(number 3 and 5) were considered significantly different between conductors. 
Interestingly enough, piece number 3 was the only one showing a differential influence 
of one conductor over the other in affecting players and at the same time affecting inter-
musicians communication. Therefore, it might be the case that the aesthetic appreciation 
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of music orchestras’ performance is based on the concurrent increase of conductor to 
musician causal influence and a reduction of musician-to-musician information flow.  

In conclusion, the present results add to the growing body of research that considers 
musicians as a perfect model to study sensory-motor brain plasticity and organization 
[10]. Here, we used musicians as a model of how effective communication might be 
based on efficient gestures coordination. In fact, each musician is certainly reading a 
score, knows perfectly what to play, and can listen and see what other musician do. 
However, the violinist has to concurrently follow the conductor, providing critical 
information on how to interpret a given piece. The musician has to wisely balance several 
external sources of information and mix them up in order to reach the required 
performance.  
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