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Abstract. Adaptive content selection is recognized as a challenging research issue 
in adaptive educational hypermedia systems (AEHS). In order to adaptively select 
learning objects (LO) in AEHS, the definition of adaptation behavior, referred to 
as Adaptation Model (AM), is required. Several efforts have been reported in lite-
rature aiming to support the AM design by providing AEHS designers with either 
guidance for the direct definition of adaptation rules, or semi-automated mechan-
isms which generate the AM via the implicit definition of such rules. The goal of 
the semi-automated, decision-based approaches is to generate a continuous deci-
sion function that estimates the desired AEHS response, aiming to overcome the 
problems of insufficiency and/or inconsistency in the defined adaptation rule sets. 
Although such approaches bare the potential to provide efficient AM, they still 
miss a commonly accepted framework for evaluating their performance. In this 
chapter, we discuss a set of performance evaluation metrics that have been pro-
posed by the literature for validating the use of decision-based approaches in adap-
tive LO selection in AEHS and assess the use of these metrics in the case of our 
proposed statistical method for estimating the desired AEHS response. 

7.1   Introduction 

AEHS have been proposed as the underlying facilitator for personalized web-
based learning with the general aim of personalizing learning experiences for a 
given learner (De Bra 2006, Knutov et al. 2009). 
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In order to adaptively select and sequence LO in AEHS, that is, content objects 
described with educational metadata (McGreal 2004, Harman and Koohang 2006), 
the definition of adaptation behavior is required (Nejdl and Brusilovsky 2004). 
The AM contains the rules for describing the runtime behavior of the AEHS. In 
the literature, there exist different approaches aiming to support the AM design by 
providing AEHS designers with either guidance for the direct definition of adapta-
tion rules, such as Authoring Task Ontology - ATO (Aroyo and Mizoguchi 2004), 
My Online Teacher - MOT (Cristea and Kinshuk 2003, Cristea 2007) and ACCT 
(Dagger et al. 2005), or semi-automated mechanisms which generate the AM via 
the implicit definition of such rules (Karampiperis and Sampson 2005, Huang et 
al. 2008, Ras and Ilin 2008). 

The main drawback of the direct definition of adaptation rules is that there can 
be cases during the run-time execution of AEHS where no adaptation decision can 
be made due to insufficiency and/or inconsistency of the defined adaptation rule 
sets (Wu and De Bra 2001, Brusilovsky et al. 2007). This is due to the fact that, 
even if appropriate resources exist in the media space, the absence of a required 
rule (insufficiency problem) or the conflict between two or more rules (inconsis-
tency problem), prevents the AEHS to select and use them in the generated learn-
ing resource sequence. As a result, either less appropriate resources are used from 
the media space, or required concepts are not covered at all by the resulting se-
quence (Wu and De Bra 2001). 

The goal of the semi-automated approaches is to generate a continuous decision 
function that estimates the desired AEHS response, overcoming the above men-
tioned problem (Karampiperis and Sampson 2004). To achieve this, they use data 
from the implicit definition of sample adaptation rules and attempt to fit the re-
sponse function on these data. Although such approaches bare the potential to 
provide efficient AMs, they still miss a commonly accepted framework for eva-
luating their performance. 

This chapter is structured as follows: First, we discuss issues related with the 
AM design in AEHS focusing on the different approaches used in the literature for 
the definition of content selection rules. Then, we discuss the performance evalua-
tion metrics that have been proposed by the literature for validating the use of de-
cision-based approaches. Moreover, we present a performance evaluation metho-
dology for decision-based content selection approaches in AEHS, and set up and 
report simulation-based experiments, following the above mentioned methodolo-
gy, which aim to validate these evaluation metrics within the framework of our 
previously proposed statistical method for estimating the desired AEHS response. 
Finally, we discuss our findings and the conclusions that can be offered. 

7.2   Overview of AEHS 

Current state-of-the-art AEHS such as AHA! (Stash et al. 2007), OntoAIMS 
(Aroyo et al. 2003), The Personal Reader (Dolog et al. 2004), WINDS (Kravcik 
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and Specht 2004), ACCT (Dagger et al. 2005) follow an architectural approach 
that fully implements the core structural elements defined by (Henze and Nejdl 
2004) their AEHS definition. 

This architecture is a variation of the Adaptive Hypermedia Application Model 
(AHAM) (De Bra et al. 1999) and consists of two main layers, namely, the run-
time layer which contains the adaptation engine that performs the actual adapta-
tion and the design layer. AM design (Brusilovsky and Henze 2007) involves  
defining: 

• Concept selection rules which are used for selecting appropriate concepts from 
the domain model to be covered,  

• Content selection rules which are used for selecting appropriate resources from 
the media space, 

• Sequencing rules which are used for generating appropriate “learning paths” 
(that is, sequences of LO) for a given learner. 

Typically, adaptive educational hypermedia sequencing is based on two main 
processes, namely, the concept selection process and the content selection 
process. In the concept selection process, a set of learning goals from the learning 
goals hierarchy is selected by the learner e.g. the AIMS (Aroyo and Mizoguchi 
2004), or in some cases by the designer of the AEHS e.g. INSPIRE (Papanikolaou 
et al. 2003). For each learning goal, related concepts from the domain concept on-
tology are selected. In the content selection process, learning resources for each 
concept are selected from the media space based on the content selection rules. 
Typical AEHS examples that utilize this process are the MOT (Cristea and Kin-
shuk 2003, Cristea 2007), the ApeLS (Conlan et al. 2002), and the ELM-ART 
(Brusilovsky 2007). 

The most commonly used approach for the definition of content selection rules 
by the AEHS designers team is the direct definition. In this approach, the content 
selection rules are set by the instructional designer during the design process and 
they are based on the items of the user model and the resource description model. 

As already discussed, the main drawback of the direct definition of adaptation 
rules is that there can be cases during the run-time execution of AEHS where no 
adaptation decision can be made due to insufficiency and/or inconsistency of the 
defined adaptation rule sets. To this end, in the literature, two main approaches 
have been proposed to overcome these problems.  

The first approach uses adaptation patterns (or templates) that have been a pri-
ori defined by an instructional designer during the design phase of the AEHS. 
These patterns hold the content selection rules of the AM. Typical examples of 
these systems are MOT (Cristea and Kinshuk 2003, Cristea 2007) and ACCT 
(Dagger et al. 2005).  
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Although this approach provides a solution to the inconsistency problem, it 
does not tackle with the problem of insufficiency, since that would require a huge 
set of patterns, which is difficult to be a priori defined. The problem of defining 
adaptation rules is a combinatorial problem, which means that in order to design 
sufficient and consistent adaptation rule sets, all the combinations of the adapta-
tion decision variables should be covered. However, these combinations can be 
millions (Karampiperis and Sampson 2005), leading to huge rule sets that is diffi-
cult to author, manage and verify their sufficiency and/or consistency.  

An alternative approach is the use of semi-automated decision based mechan-
isms (Karampiperis and Sampson 2005, Alfonseca et al. 2007, Huang et al. 2007, 
Hsieh et al. 2008), which generate a continuous decision function that estimates 
the desired AEHS response. To achieve this, they use data from the implicit defi-
nition of sample adaptation rules and attempt to fit the response function on these 
data. This definition of implicit adaptation rules, is given in the form of model 
adaptation decisions, over which the adaptation response function should be fit. 
This approach overcomes both the problems of sufficiency and consistency; how-
ever it introduces decision errors that result from the decision function fitting er-
rors during the machine learning process (Karampiperis and Sampson 2005). 

Sect. 7.3 presents the evaluation metrics given in the literature for evaluating 
the performance of decision-based adaptive content selection and discusses them. 

7.3   Performance Evaluation Metrics for Decision-Based AEHS 

We focus on the performance evaluation metrics used in semi-automated decision-
based approaches for adaptive content selection. Performance evaluation in this 
context means: measuring how well a semi-automated approach fits the decision 
function to the provided model adaptation decisions (training data), and how well 
this decision function responds to decision cases not known during the training 
process (generalization capacity). As a result, model adaptation decisions are di-
vided into two sets: the training dataset, which is used for evaluating the perfor-
mance during the training of the semi-automated approach, and the generalization 
dataset, which is used for measuring the generalization capacity of the approach. 
Performance evaluation is the comparison result between the expected system 
output and the estimated AEHS response over the above mentioned datasets.  

In adaptive content selection several approaches are proposed in the literature. 
The most commonly used are the following (Sampson and Karampiperis 2011): 

Concept/keyword-based selection: In this approach, searching is made based on 
keywords representing the desired concepts to be covered from the retrieved LO. 
In AEHS, these keywords are set over the domain concept ontology at the concept 
selection process. The ranking of LO is done using a concept/keyword-based simi-
larity formulae (Lee et al. 2006, Biletskiy et al. 2009), which evaluates the relev-
ance of each LO, by comparing the desired concepts/keywords with the classifica-
tion metadata used for describing the LO in hand.  
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The main assumption of this approach is that the domain concept ontology and 
the classification metadata used for the LO share the same concept/keyword terms. 
However, this is not always true, especially in domains where there exist a variety 
of classification models which use different terminology for describing a concept 
depending on the context of use, i.e. in the medical domain there exist many clas-
sification systems such as Medical Subject Headings (MeSH), the International 
Classification of Primary Care (ICPC) etc. targeting different end-users. An alter-
native approach proposed by (Kiu and Lee 2007), uses unsupervised data-mining 
techniques for estimating the match between the desired concepts/keywords with 
the classification metadata used for describing the LO in hand. This approach pro-
vides better results from the use of keyword-based similarity formula when differ-
ent classifications models are used, but it requires significantly more time for the 
content selection process. 

Preference-based selection: In these approaches, selection is performed based 
on the comparison of the learner profile in hand with the metadata description of 
the LO. In this case, the ranking of LO is performed using a preference score (Ka-
rampiperis and Sampson 2004, Wang et al. 2007, Dolog et al. 2008), which eva-
luates the utility/suitability of each LO for the learner profile in hand. 

In both techniques, the concept/keyword-based and the preference-based selec-
tion, general purpose evaluation metrics are used from the field of information ex-
traction (Ochoa and Duval 2008). More specifically, precision and recall meas-
ures are applied in order to evaluate the effectiveness of the LO selection 
technique, in terms of accuracy and completeness respectively. Precision is the ra-
tio of correct responses to the sum of correct and incorrect responses, and is  
defined by the equation (7.1) (Wang et al. 2007, Biletskiy et al. 2009): 
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(7.1) 

 
Recall is the number of correct system responses divided by the sum of correct, 
incorrect and missing system responses, and is defined by the equation (7.2) 
(Wang et al. 2007, Biletskiy et al. 2009): 
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In order to have a single evaluation metric, F-measure is used, which is a 
weighted combination of recall and precision, and is defined by the equation (7.3) 
(Biletskiy et al. 2009): 
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However, AEHS implement a content selection strategy which limits the number 
of retrieved LO, aiming to restrict the amount of information provided to learners 
at a given time instance, due to the problem of learners’ cognitive overload (Brusi-
lovsky 2007). As a result, the precision should be measured not on the entire me-
dia space, but only on the desired sub-space which represent a set of the n most 
preferred LO, where n is the number of the desired LO. If not, the resulting preci-
sion would be higher or equal to the real one, since the number of retrieved LO is 
less or equal to the number of desired LO at a given time instance.  

Moreover, since the resulting LO space is restricted, the recall measure should 
also be measured over the space of the n most relevant LO, and not over the space 
of all relevant LO. This introduces the need for an alternative evaluation metric in 
adaptive content selection. In (Karampiperis and Sampson 2004), the Selection 
Success (SS) evaluation metric has been proposed as follows in (7.4): 
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Although this metric seems similar to the precision metric (PM) in information re-
trieval systems, its difference is critical. It evaluates the precision of selecting LO 
not on the entire space of the Media Space, but only on the desired sub-space, and 
also takes into consideration the ranking of the selection process. This means that 
the proposed metric is stronger, since it measures the precision over a smaller val-
ue space. 

7.4   Evaluation Methodology for Decision-Based AEHS 

The underlying hypothesis of the design of a decision-based approach for content 
selection in AEHS is that it is feasible to construct a semi-automated algorithm, 
which generates a continuous decision function that estimates the desired AEHS 
response, aiming to overcome the above mentioned problems of insufficiency and 
inconsistency of the defined adaptation rule sets. 

Thus, the goal of evaluating such an approach is twofold: first, to examine 
whether a proposed semi-automated decision based approach is capable of extract-
ing decision models which replicate the AM of existing AEHS; and second, to ve-
rify via performance evaluation that this approach can be applied in cases where 
large-scale adaptation rule sets are needed to describe the desired AEHS response. 
To this end, the evaluation should be performed in two phases: 

Phase A: Extracting the AM of existing AEHS. In this evaluation phase, the 
AM rules of existing AEHS are used for generating sample adaptation decisions. 
These decisions have the form of combinations of LO mapped to learner profiles, 
and are used to train the intelligent mechanism that fits the response function on 
these data.  
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The goal of this phase is to examine whether the proposed semi-automated de-
cision based approach is capable of extracting the decision model of the AEHS in 
hand. In our experiments, we will try to extract the AM rules for content selection 
used in the INSPIRE (Papanikolaou et al. 2003) system. 

Phase B: Scaling up the experiments. As already discussed, the problem of de-
fining adaptation rules is a combinatorial problem, which means that in order to 
design sufficient and consistent adaptation rule sets, all the combinations of the 
adaptation decision variables should be covered. However, these combinations can 
be millions (Karampiperis and Sampson 2005), leading to huge rule sets that is 
difficult to author, manage and verify their sufficiency and/or consistency. To this 
end, in order to keep the adaptation rule set human-maintainable, existing AEHS 
in the literature use few adaptation variables, typically 2-4 variables for describing 
learners’ behavior and 2-3 variables for describing educational content. The goal 
of this evaluation phase is to verify that the proposed approach can be applied in 
cases where large-scale adaptation rule sets are needed to describe the desired 
AEHS response. In order to do this, we simulate the existence of an AEHS that 
uses as many adaptation variables as possible. The variables learner profile prop-
erties and educational description model properties are selected from the items of 
wide-spread learning technology standards. However, special attention is given in 
generating learner profiles and educational content metadata records that simulate 
real-life conditions. Details on how such datasets are set are stated in Sect. 7.5. 

7.5   Setting Up the Experiments 

Before executing our experiments for measuring the performance of adaptive se-
lection of LO, we need to design the media space and the learner model as the way 
explained in the next subsections. 

7.5.1   Designing the Media Space 

In the evaluation, we extract the AM of the INSPIRE system (Papanikolaou et al. 
2003). INSPIRE system uses two variables in the educational resource description 
model, namely, the performance level and the learning resource type. 

In the second evaluation phase, we simulate the existence of an AEHS where 
large-scale adaptation rule sets are needed to describe the desired AEHS response. 
To do so, we have used as educational resource description model a subset of the 
IEEE Learning Object Metadata (LOM) standard elements (IEEE 2002), illu-
strated in Table 7.1. The aggregation level and the relation/kind elements are used 
for structuring the media space. 
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Table 7.1 Educational resource description model used in evaluation phase B 

IEEE LOM Category IEEE LOM Element Explanation 
General Structure Underlying organizational 

structure of a LO 
 Aggregation Level The functional granularity of a 

LO 
Educational Interactivity Type Predominant mode of learning 

supported by a LO 
 Interactivity Level The degree to which a learner 

can influence the aspect or 
behavior of a LO 

 Semantic Density The degree of conciseness of a 
LO 

 Typical Age Range Developmental age of the typ-
ical intended user 

 Difficulty How hard it is to work with or 
through a LO for the typical 
intended target audience 

 Intended End User 
Role 

Principal user(s) for which a 
LO was designed, most domi-
nant first 

 Context The principal environment 
within which the learning and 
use of a LO is intended to take 
place 

 Typical Learning 
Time 

Typical time it takes to work 
with or through a LO for the 
typical intended target au-
dience 

 Learning Resource 
Type 

Specific kind of LO. The most 
dominant kind shall be first 

Relation Kind Nature of the relationship be-
tween two LO 

 
In both evaluation phases, we need to simulate real-life conditions. This means 

that the simulated LO metadata records should have a distribution over their value 
spaces similar to the metadata value distribution found in real-life LO repositories. 

(Najjar and Duval 2006) presented a statistical analysis of the actual use of 
IEEE LOM metadata elements in the ARIADNE LO repository. The results were 
derived from analyzing the empirical data (usage logs) of 3,700 ARIADNE meta-
data instances. Table 7.2 presents the percentage of times each ARIADNE data 
element was filled in by indexers during the indexing process. 
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Table 7.2 Usage percentage of data elements in ARIADNE repository 

IEEE LOM Element Value 
Pro-

vided 
(%) 

Most used Voca-
bulary value (M) 

% of M 
(filled-

in) 

%M 
among all 

cases 

Aggregation Level 91.9 Lesson 92.7 85.2 
Context 53.5 University Degree 69.7 37.2 
Interactivity Level 53.2 Medium 67.7 36.1 
Semantic Density 52.4 Medium 76.4 40.0 
Difficulty Level 52.2 Medium 72.8 38.0 
Restrictions 5.2 Contact Author 90 5.2 
Source 1.3 - - - 
Version Information 7.0 - - - 
Description 11.2 - - - 
OS Version 0.5 - - - 
Installation Remarks 24.3 - - - 
Other Constraints 0.15 - - - 

 
From the data shown in Table 7.2, we notice that only one data element is al-

most always used: the aggregation level element. Other elements are used in about 
50 % of the descriptions and the rest are rarely used in the indexing process. For 
the values of data elements, we can see that indexers often use just one value. 

As a result, in order to simulate in our experiments the metadata of a real-world 
repository, we will generate metadata records with normal distribution over the 
metadata elements value space, simulating that not all metadata elements and their 
corresponding vocabulary terms are used equally. Normal distribution is a conti-
nuous probability distribution that is often used to describe random variables that 
tend to cluster around a single mean value. 

7.5.2   Designing the Learner Model 

In the first phase of the evaluation, we will extract the AM of the INSPIRE system 
(Papanikolaou et al. 2003). The INSPIRE system uses two variables in the learner 
model, namely, the learner’s knowledge level and the learner’s learning style. 

In the second evaluation phase, we simulate the existence of an AEHS where 
large-scale adaptation rule sets are needed to describe the desired AEHS response. 
To do so, for the design of the learner model in our simulations, we have used an 
overlay model (Martins et al. 2008) for representing the learners’ knowledge space 
and a stereotype model (Rich 1979) for representing learners’ preferences. More 
precisely, for the learners’ knowledge level we assume the existence of a related 
certification for each node of the learners’ knowledge space, the evaluation score 
in testing records and the number of attempts made on the evaluation.  
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For modeling of learners’ preferences we use learning styles according to  
(Honey and Mumford 1992), as well as modality preference information consist-
ing of four modality types, namely, the visual modality, the textual modality, the 
auditory modality and any combination of the three modality preferences (Razme-
rita 2005). Each element of the learner model was mapped to the IMS Learner In-
formation Package (LIP) specification (IMS 2001), as shown in Table 7.3. 

In order to simulate in our experiments the profiles of real learners we generat-
ed profile records using truncated standard lognormal distribution with [sigma] = 
1 and reduced by factor 1/5. This distribution is often used in the literature for si-
mulating learner behavior (McCalla 2005). 

7.5.3   Simulating the AM of an AEHS 

The goal of our experiments is to evaluate the suitability of the set of performance 
evaluation metrics, presented in Sect. 7.3, for validating the use of decision-based 
approaches for adaptive LO selection in AEHS, and assess the use of these metrics 
in the case of our previously proposed statistical method for estimating the desired 
AEHS response. 

Performance evaluation in this context means measuring how well our semi-
automated approach fits the decision function to the provided model adaptation 
decisions (training data), and how well this decision function responds to decision 
cases not known during the training process (generalization capacity). 

Table 7.3 Learner model used in evaluation phase B 

Learner Model 
Element 

IMS LIP Element Explanation 

Learning Style Accessibility/  
Preference/typename 

The type of cognitive  
preference 

 Accessibility/  
Preference/prefcode 

The coding assigned to the  
preference 

Modality  
Preference 

AccessForAll/  
Context/Content 

The type of modality preference 

Knowledge Level QCL/Level The level/grade of the QCL 
 Activity/ Evaluation/ 

noofattempts 
The number of attempts made 
on the evaluation 

 Activity/Evaluation / 
result/interpretscope 

Information that describes the 
scoring data 

 Activity/Evaluation/ 
result/score 

The scoring data itself 

Relation Accessibility/  
Preference/typename 

The type of cognitive  
preference 
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As a result, we need to produce model adaptation decisions and compare them 
with the corresponding response of our decision-based approach. Some of these 
model adaptation decisions will be used for training our method, and some will be 
used for measuring its’ generalization capacity.  

In the first evaluation phase, the AM rules of an existing AEHS are used for 
generating sample adaptation decisions. In the second evaluation phase, we need 
to simulate the existence of an AEHS that uses as many adaptation variables as 
possible. Since such AEHS does not exist, we will simulate model adaptation de-
cisions via the use of simulated instructional designers’ preference models. These 
models have been selected in such a way that the preference surface is complex, 
thus, it would be a difficult task for the decision based algorithm to fit the training 
data. 

To achieve this, we use as an instructional designers’ preference model a multi-
variable function, with 18 variables (k). These variables model the eleven (11) 
elements of the educational resource description model in use (that is, the ele-
ments used from the “general” and the “educational” IEEE LOM categories) and 
the seven elements of the learner model in use (Karampiperis and Sampson 2005). 
We assume that the response of this function expresses the utility of a given LO 
for a given learner profile (preference-based selection problem). 

In our experiments, we simulate the preference models of five instructional de-
signers, using multivariable non-convex functions. In our previous work (Karam-
piperis and Sampson 2004), we have defined the suitability/utility function of a 
learning object LOi for the learner Lj as a function which varies from 0 to 1. This 
means that before we can use the non-convex functions as instructional designers’ 
preference models, we need to scale them in the same value space. The normalisa-
tion equation that we use for this purpose is the (7.5): 
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For evaluating the performance, we have generated a set of 1.000 LO metadata 
records and a set of 100 learner profiles. In each experiment, 50% of the available 
LO metadata records, randomly selected, were used for algorithmic training and 
the rest 50% for measuring the generalisation, that is, the estimation capacity, of 
the algorithm. Similarly, in each experiment 50% randomly selected of the avail-
able learner profiles were used for algorithmic training and the rest 50% for meas-
uring the generalisation of the algorithm. 
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7.6   Experimental Results and Discussion 

We present experimental results from the execution of the above mentioned eval-
uation methodology for the case of our previously proposed statistical method for 
estimating the desired AEHS response (Karampiperis and Sampson 2005). The re-
sults are presented per evaluation phase. 

7.6.1   Extracting the AM of Existing AEHS 

Our first experiment was the application of our decision-based approach for repli-
cating the AM of an existing AEHS. To this end, we simulated the AM of the 
INSPIRE (Papanikolaou et al. 2003), produced sample adaptation rules in the 
form of combinations of LO mapped to learner profiles, and applied our method-
ology to extract the AM. The INSPIRE system uses two variables from the learner 
model (namely, the learner’s knowledge level and the learner’s learning style) and 
two variables from the educational resource description model (namely, the per-
formance level and the learning resource type), for performing adaptation deci-
sions according to Table 7.4. 

Fig. 7.1, presents the INSPIRE’s AM dependencies of the learning style and 
learning resource type in the LO utility space, whereas Fig. 7.2 presents the same 
dependencies of the produced AM when our decision based approach is applied. 
From these figures we can observe that the produced AM is a super class of the 
INSPIRE’s AM, since it contains more adaptation rules (dependencies between 
LO and learner characteristics). Moreover, we can observe that the produced AM 
has a continuous contour in the utility space, which means that this AM has the 
ability to always propose LO. 

Table 7.4 INSPIRE AM rules (Papanikolaou et al. 2003) 
 

Learner Attributes Proposed LO 
Knowledge Level Inadequate Performance Level Remember 

Mediocre Use 
Advanced Find 
Proficient - 

Learning Style Activist Learning Resource 
Type 

Activity-oriented 
Reflector Example-oriented 
Theorist Theory-oriented 
Pragmatist Exercise-oriented 
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Fig. 7.1 INSPIRE: learning style and learning resource type utility space 

 

Fig. 7.2 Generated learning style and learning resource type utility space from INSPIRE 

The designers of INSPIRE recognize as a problem when designing the 
INSPIRE system, the required effort for producing LO which cover all the combi-
nations introduced by the INSPIRE AM Rules (Papanikolaou et al. 2003). This is 
due to the fact that the INSPIRE adaptation rules does not cover all the combina-
tions of the free variables value space, e.g. what happens when a learner has 
knowledge level equal to “advanced” and learning style equal to “theorist”, but no 
theory-oriented LO with performance level equal to “find” exist in the LO reposi-
tory. In this case, the INSPIRE system fails to provide a response, whereas by us-
ing our proposed decision based approach, the INSPIRE would respond with a 
suboptimal solution which would select the LO with the maximum utility for the 
given learner from the available ones. 

After the above experiment, the research question was to investigate if the pro-
posed decision based approach has the capacity of learning more complex AMs, 
consisting of many free variables (such as the adaptation variables presented in 
Table 7.1 and Table 7.3), with complex preference surfaces, thus, it would be a 
difficult task for the decision based algorithm to fit the training data. This is the 
goal of the second evaluation phase, which is presented in Sect. 7.6.2. 
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7.6.2   Scaling Up the Experiments 

Before proceeding with the performance evaluation of our decision-based ap-
proach, we have conducted an additional experiment, aiming to assess the use of 
the performance evaluation metrics proposed by the literature.  

Our semi-automated approach for adaptive content selection uses a preference-
based LO selection mechanism based on the use of a suitability function that esti-
mates the utility of a given LO for a given learner. 

In order to compare the performance evaluation metrics discussed in Sect. 7.3, 
we evaluate the performance using randomly generated datasets which serve as 
model adaptation decisions and vary in size. The size of these datasets depends on 
the number of ranked LO for a given number of learner profiles. In real condi-
tions, these rankings would be requested from an instructional designer. In our ex-
periments, these rankings are the result of the application of the simulated instruc-
tional designers’ preference models. 

The datasets were divided into two subsets: the training dataset, which was 
used for algorithmic training and for evaluating the performance during the train-
ing process, and the generalization dataset, which was used for measuring the ge-
neralization capacity of the algorithm. Each experiment was executed 100 times 
using a randomly selected instructional designers’ preference model. 

Fig, 7.3 presents average selection performance results during algorithmic 
training, when using different simulation parameters regarding the number of 
learner profiles and the number of LO metadata records used. In each experiment, 
the selection performance was measured when using different values of the para-
meter n (varying from 10 to 500), which expresses the maximum number of re-
quested LO from the Media Space. In this figure the performance evaluation was 
measured using the typical PM, the proposed alternative metric for SS, as well as, 
by applying the PM metric only on the desired sub-space of the media space (par-
tial precision metric, PPM). From these results we observe the following: 

1. Precision when measured with PM metric is independent from the maximum 
number of requested LO from the media space (selection space), as well as, 
from the ranking of the selected LO, 

2. Precision when measured with PPM metric is independent from the ranking of 
the selected LO, but depends on the volume of the selection space, 

3. The PPM metric tends to be equal to the PM metric when the selection space 
becomes bigger (n increases), 

4. Performance evaluation using the PM metric is higher or equal to the perfor-
mance when using the PPM metric. Also performance evaluation using the PM 
metric is higher or equal to the performance when using the SS metric, 

5. The SS metric tents to be lower as the searching space increases, whereas PPM 
metric becomes higher as the searching space increases. This is due to the fact 
that, when the searching space increases the probability of introducing ranking 
errors also increases. Since the PPM metric is not dependent by the ranking of 
the selected LO, the PPM metric behaves differently from the SS metric. 
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Fig. 7.3 Adaptive selection of LO - training results 

The same observations apply also when measuring the generalization capacity, 
as depicted in Fig, 7.4. These observations verify the hypothesis that by definition 
the SS metric is stronger than the PM or the PPM metric. The PP and PPM metrics 
do not capture the precision errors resulting from ranking errors in the selected LO 
set. 
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Fig. 7.4 Adaptive selection of LO - generalization results 

In the case where the resulting LO sets hold the same LO but differ in the or-
dering of LO, the PP and PPM metrics remain the same (seam stable); whereas, 
the SS metric provides a realistic measurement of the precision. So in the case of 
AEHS, where the ranking of the selected LO is critical, the SS metric is used. 

From these results we also observe that the SS depends on the requested LO 
from the media space (n), as well as the number of the LO and learner instances 
used for algorithmic training.  
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Additionally, for the same number of requested objects and the same number of 
learner profiles used, using more LO metadata records produces higher SS rates. 
Accordingly, for the same number of requested objects and the same number of 
used LO metadata records, using more learner profiles produces higher SS rates. 

More analysis on the results presented in Fig, 7.3 and Fig, 7.4 show that, when 
the desired number of LO (n) is relatively small (less than 20), the selected LO by 
the decision model are close to those the instructional designer would select (with 
success rate over 70%), when using an input set consisting of more than 500 com-
binations of LO mapped to learner profiles (calculated as the multiplication of the 
LO with the learner profiles used). 

By using the presented performance evaluation metrics, we can additionally in-
vestigate the influence of the explicit combinations required from the instructional 
designer (which are directly equivalent to the design effort required). To this end, 
we have executed additional experiments measuring the SS gain per number of re-
quested combinations. This metric provides evidences about the trade-off that an 
instructional designer should make between the required effort and the improve-
ment of the SS rate.  

Fig, 7.5 presents simulation results of the design trade-off for combinations of 
LO metadata records with learner profiles that produce SS over the threshold of 
70% for different values of the desired number of LO (n). From these results we 
observe that using a configuration of 500 combinations (which means classifying 
50 LO metadata records over 10 learner profiles or vice versa) the gain in the SS 
rate is higher than using configurations with more combinations. The machine 
learning algorithm uses input knowledge in order to generate a continuous deci-
sion function that estimates the desired AEHS response. This knowledge comes in 
the form of combinations of LO mapped to learner profiles. When more input 
knowledge is provided, the machine learning algorithm fits better the response 
function on these data. However, there is a limit where this fitting process fails. If 
the algorithm is fed with too many input data, then it will over fit the response 
function over these data, losing its generalization capacity. Furthermore, we can 
observe that using the combination of 10 LO metadata records classified over 50 
learner profiles leads to higher gain in the generalization success rate, whereas, us-
ing the opposite combination, that is, 50 LO metadata records classified over 10 
learner profiles, leads to better results during the algorithmic training.  

This is due to the fact that our decision based approach uses an interpolation 
method over the LO metadata space and an extrapolation mechanism over the 
learner profile space. This means that our approach learns from LO sequences as-
sociated with known learner profiles and generalizes its results to cover unknown 
learner profiles. Thus, using combinations with more LO leads to higher success 
rates during the training process, whereas, using combinations with more learner 
profiles leads to higher success rates during the generalization process. As a result, 
in order to minimize the required design effort and at the same time to maximize 
the SS rate, the combination of 10 LO metadata records classified over 50 learner 
profiles would be preferred. 
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Fig. 7.5 Adaptive SS gain per requested input combinations 

7.7   Summary and Future Research Directions 

Adaptive LO selection is recognized as a challenging research issue in AEHS. In 
order to adaptively select LO in AEHS, the definition of adaptation behavior is  
required. 
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Several efforts have been reported in literature aiming to support the AM de-
sign by providing AEHS designers with either guidance for the direct definition of 
adaptation rules, or semi-automated mechanisms which generate the AM via the 
implicit definition of such rules. 

The main drawback of the direct definition of adaptation rules is that there can 
be cases during the run-time execution of AEHS where no adaptation decision can 
be made. This is due to the fact that, even if appropriate resources exist in the me-
dia space, the absence of a required rule (insufficiency problem) or the conflict be-
tween two or more rules (inconsistency problem), prevents the AEHS to select and 
use them in the generated learning resource sequence. As a result, either less ap-
propriate resources are used from the media space, or required concepts are not 
covered at all by the resulting sequence. 

The goal of the semi-automated, decision-based approaches is to generate a 
continuous decision function that estimates the desired AEHS response, aiming to 
overcome the above mentioned problem. To achieve this, semi-automated ap-
proaches use data from the implicit definition of sample adaptation rules and at-
tempt to fit the response function on these data. Although such approaches bare 
the potential to provide efficient AMs, they still miss a commonly accepted 
framework for evaluating their performance. 

In this chapter, we discussed a set of performance evaluation metrics that have 
been proposed by the literature for validating the use of decision-based approaches 
in adaptive LO selection, and assessed the use of these metrics in the case of our 
previously proposed statistical method for estimating the desired AEHS response. 

More precisely, we discussed the limitations of the performance metrics used 
by the literature for the problem of adaptive content selection, introduced the need 
for an alternative evaluation metric and presented a metric, which although seems 
similar to the PM in information retrieval systems, its difference is critical. This 
metric evaluates the precision of selecting LO not on the entire space of the media 
space, but only on the desired sub-space, and also it takes into consideration the 
ranking of the selection process.  

Future research includes the study of variations of the presented performance 
evaluation metrics, as well as, the investigation of a comparison metric between 
rule-based and decision based AEHS. In the context of AEHS an interesting re-
search question is the separation of the learning scenario from the AM. By this 
way, we anticipate, on one hand, to support the sequencing of unstructured raw 
media, and on the other hand, to facilitate the support of different pedagogical 
strategies without redesigning the AM rules. Moreover, the decomposition of LO 
from existing courses, allowing reuse of the disaggregated LO in different educa-
tional contexts is considered as an important research question.  

The intelligent selection of the disaggregation level and the automatic structur-
ing of the atoms (raw media) inside the disaggregated components in order to pre-
serve the educational characteristics they were initially designed for, is a key issue 
in the research agenda for LO (Duval and Hodgins 2003). 
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