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Message from the General Chairs

It is our honor and pleasure to welcome you to the proceedings of the 2012
IFIP Networking Conference. This was the 11th edition of what is considered to
be one of the best international conferences in computer communications and
networks.

The objective of this edition of IFIP Networking was to attract innovative
research works in the areas of network architecture, applications and services,
wireless and sensor networks and network science. This goal was more than
achieved and we would especially like to thank the Technical Program Committee
Co-chairs, Joerg Widmer, Li Erran Li and Hao Yin, who efficiently organized
the review of around 230 submissions and composed an outstanding technical
program. The selected 64 high-quality papers were arranged into two parallel
tracks.

The conference was also greatly honored by hosting the 40th IFIP TC6 An-
niversary event. Some of the most prestigious networking scientists on the planet
addressed the event: Vint Cerf (over video), Jon Crowcroft and Louis Pouzin,
joined by the rising stars of the networking research community: Adam Dunkels,
Dina Katabi and Pablo Rodriguez Rodriguez. We would like to express our grat-
itude to all of them for accepting the invitation; their presence was a privilege
to all attendees.

This latest conference edition took place in Prague, Czech Republic, at one
of the oldest technical universities in Central Europe, at the Czech Technical
University in Prague (CTU). Many of the attendees also took time to enjoy
Prague and visit its major cultural monuments.

All this would have not been possible without the hard and enthusiastic work
of a number of people who contributed to making Networking 2012 a successful
conference. We would like to thank all of them, from the Technical Program
Committee Chairs and members, across the Publication and Workshop Chairs
and the Organizing Committee to the authors and CTU staff that helped with
the local matters. Great thanks also go to the Steering Committee of Networking,
to all the members of the IFIP-TC6 for their support and especially to Gunnar
Karlsson, Guy Leduc, Peter Radford and Otto Spaniol for helping organize the
40th IFIP TC6 Anniversary event.

Last but not least, we would very much like to encourage current and future
authors to continue working in this exciting direction of research and partici-
pate in forums similar to this conference to promote explorative engineering and
exchange of scientific knowledge and experience.

May 2012 Robert Bestak
Lukas Kencl



Technical Program Chairs’ Message

It is a great pleasure to welcome you to the proceedings of Networking 2012.
Networking 2012 was the 11th event of the series of International Conferences
on Networking, sponsored by the IFIP Technical Committee on Communication
System (TC 6), and this year hosted by the Czech Technical University in Prague.

We would like to thank all authors for the high number of submissions the
conference received this year. The 225 submitted papers were distributed over the
areas of network architecture (37%), network science (21.5%), applications and
services (21%), and wireless and sensor networks (20.5%) and came from Europe,
Middle East, Africa (58.3%), Asia/Pacific (26.4%), United States and Canada
(12%), and Latin America (3.3%). With so many good papers to choose from, the
task of the Technical Program Committee (TPC) of selecting the final technical
program was not easy. The TPC was formed by 128 researchers from 25 different
countries. In addition, 149 reviewers helped to provide further reviews. All papers
underwent a thorough review process, with each paper receiving between three
and five reviews as well as a meta-review that summed up the online discussion of
the paper. After careful consideration, 64 papers were selected for the technical
program, resulting in an overall acceptance rate of 28%.

We would like to express our thanks to the members of the TPC and the
additional reviewers for all their hard work that made Networking 2012 possible.
We would further like to thank the General Chairs, Robert Bestak and Lukas
Kencl, for their support throughout the whole review process, and the Steering
Committee Chair, Guy Leduc, for his invaluable advice and encouragement. Last
not least, we would like to thank all participants for attending the conference.

Li Erran Li
Joerg Widmer

Hao Yin
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Abstract. To solve the fundamental limitations of current Internet in
supporting today’s content-oriented services, information-centric
networking (ICN) concept has been proposed. ICN has attractive features
(e.g., name-based routing, in-network caching and multicast) supporting
efficient content-oriented services. However, the attractive features may
not be fully utilized by all existing contents due to the resources limita-
tion, which means additional technique may be required for improving
content-oriented services. In this paper, as one possible way for this,
we examine P2P technique exploiting user resources in ICN. We first
examine how P2P looks like in ICN. Then, we introduce the contribution-
aware ICN and corresponding incentive mechanism to utilize the user re-
sources efficiently. We also show how the contribution-aware ICN can be
implemented over the existing ICN architectures. Through simulations,
we evaluate an effect of user participation on the content distribution
performance in ICN. We also verify the feasibility of the contribution-
aware ICN in terms of resources utilization efficiency.

Keywords: Information-centric networking, user-assisted content
distribution, P2P, incentive mechanism.

1 Introduction

Current Internet (supporting communications between any pair of machines
identified with an IP address) has fundamental limitations in supporting to-
day’s content-oriented services (caring about the content itself rather than the
IP address of content source). To fundamentally address the mismatch between
the current Internet and the today’s content-oriented services, ICN [2]-[8] has
been proposed as one architecture for future Internet. As a revolutionary ap-
proach, ICN replaces addressed machines with named contents in the network
level and includes some add-on functions of the current Internet (e.g., multicast
and caching) as native in-network functions. For example, in ICN, a user just
needs to specify a content name that it wants to download. Then, ICN satis-
fies the user request with data from any source storing a copy of the content,
enabling efficient caching as part of the network service.

Even though ICN supporting attractive features is well suited for efficient
content-oriented services, all existing contents may not be able to fully utilize the

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 1–12, 2012.
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2 H.Y. Lee and A. Nakao

attractive features of ICN. For example, the in-network cachingmay be only useful
for some popular contents due to the limited size of cache. Then, we may need ad-
ditional approach for improving the content-oriented services in case of contents
that cannot fully utilize the attractive features of ICN. As one possible way for
this, in this paper, we focus on P2P technique exploiting user resources (i.e., user-
assisted content distribution) with proper incentive mechanism. In particular, we
argue that 1) P2P technique exploiting user resourceswill be still useful for content
distribution in ICN as the case of current Internet and 2) existing ICN architecture
needs to be extended to utilize the user resources efficiently.

To this end, we introduce the contribution-aware ICN (where the contribution-
related information is added to both users and contents) to utilize the user
resources efficiently in ICN. A contribution of each user in terms of content
distribution is managed by the contribution-aware ICN. In addition, the content
is published with a required contribution level that needs to be satisfied by
a user who wants to download the content. Therefore, a request of user with
enough contribution is only handled so as to encourage the users to contribute
their resources. Through simulations, we first show that the user participation
has significant impact on the content distribution in ICN, especially when the
content cannot fully benefit from the features of ICN (i.e., the in-network caching
in our simulation). We also show that the contribution-aware ICN can utilize the
user resources efficiently and improve the content distribution performance by
using the explicit contribution-related information of users and contents.

This paper is organized as follows. In Section 2, we introduce main features
of ICN and discuss its implications on challenging issues of current P2P content
distribution. From this, we identify one important research issue in ICN: how to
utilize the user resources efficiently. Then, we introduce the contribution-aware
ICN in Section 3. We also discuss how the contribution-aware ICN can be im-
plemented over existing ICN architectures. We discuss the incentive mechanism
that can be used in the contribution-aware ICN in Section 4. After evaluating
the feasibility of the contribution-aware ICN in Section 5, we conclude this paper
in Section 6.

2 Contribution-Aware ICN

In this Section, we introduce the contribution-aware ICN architecture to incen-
tivize the user-assisted content distribution in ICN. The user resources will be
still useful in ICN, because all existing contents may not be able to fully utilize
the attractive features of ICN. For example, the in-network caching is strictly
on an opportunistic basis. A cached content can be deleted at any time based
on replacement policy such as Least Recently Used (LRU), since the cache size
is limited. Due to this reason, only some popular contents can be cached. The
native multicast support may be only meaningful for real-time streaming where
users are watching same part of content at the same time. Then, the contents
that cannot leverage the attractive features of ICN will be provided through a
client-server model that is not so efficient in distributing contents unless addi-
tional resources (e.g., dedicated servers of CDN and user resources of P2P in the
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current Internet) are utilized. Therefore, we posit that the user resources can be
utilized for improving the content distribution in ICN as P2P utilizes the user
resources in the current Internet.

2.1 P2P Content Distribution in ICN

Before discussing the contribution-aware ICN trying to utilize the user resources
in detail, we first identify one challenging research issue when the P2P technique
exploiting the user resources is applied into ICN.

Features of ICN

Even though each existing ICN proposal has different details, there are common
features characterizing ICN as follows (Fig. 1)1:

– Content has an unique identifier decoupled from its location. When a user
wants to download a content, the user just needs to issue a content request
including the content name instead of its location (e.g., URL of the cur-
rent Internet). The location-independent content identifier enables efficient
caching as the in-network service.

– Name-based (anycast) routing forwards the user request specifying the con-
tent name to the closest copy of the content with such a name based on
the content identifier. In other words, in terms of routing, IP address of the
current Internet is substituted by the content name in ICN.

– Router supports native in-network caching. The in-network caching may be
able to ensure efficient network utilization and improve content availability.

– With content-based security [3] (i.e., protection and trust travel with the
content, e.g., the content includes a digital signature of its publisher) or self-
certifying name [6] (i.e., using the cryptographic digest of the content as its
name), the user and even the router can examine an integrity of content.

1 For the purpose of illustration, we use CCN [3] as a basic design example.
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This feature is a critical enabler for the in-network caching. From now on,
we use the content-based security as the representative term.

– Native multicast is supported in a network level. Router manages a list of
received content requests for efficient forwarding (i.e., pending interest table
(PIT) in [3]). When the router receives the requested content, it forwards
the content to all requesters, so realizing multicast.

The Benefits of Employing P2P on ICN

Now, we discuss how the P2P looks like over ICN by examining potential
implications of ICN features on the challenging issues of current P2P content
distribution. User-driven dynamics of user participation, or churn (i.e., user’s
unexpected join and leave) [9] is one of the major obstacles for building sta-
ble P2P system, since it degrades P2P system performance by making content
source unstable. This problem can be mitigated by the name-based routing and
the in-network caching. ICN router routes the content request to the copy of
content as long as the content exists. The cached contents at ICN router may
improve the content availability.

Most P2P applications are network-oblivious and thus build an underlying
topology-unaware overlay network. Network-oblivious user matching results in
extensive inter-domain traffic, causing expensive operational cost to the network
operators [10]. Furthermore, to reduce the inter-domain P2P traffic, the network
operators often utilize various traffic shaping devices that can degrade P2P net-
working performance. The issues caused by the network-obliviousness can be
solved by the name-based routing that is network-aware.

Open and anonymous nature of P2P (i.e., no control by central authority)
attracts large number of users including malicious users [11]. Malicious users
interfere with normal content distribution (e.g., by uploading inauthentic file).
This problem can be mitigated with the name-based routing and the content-
based security. A user may satisfy as long as the received content is authentic
regardless of content source and transfer channel. Since ICN router can check
an integrity of content based on the content-based security, the inauthentic file
cannot be easily distributed by the malicious users.

Open and anonymous nature also introduces another type of non-honest user,
free rider [12]. Free riders degrade the content distribution performance by only
consuming the resources without contributing any resources. To encourage the
users to contribute their resources, incentive mechanisms (e.g., tit-for-tat of Bit-
Torrent [1]) are required. Unlike other challenging issues that can be mitigated
by the ICN features, the free riding problem may get worse in ICN if there is
no proper incentive mechanism. In the current Internet, each user determines its
communication partners based on contribution information of neighboring users.
Therefore, the user usually has to upload its content to download a content from
other users. On the other hand, in ICN, ICN router matches a content publisher
and a content requester based on the name-based routing protocol. In other
words, a user can download a content regardless of its contribution by simply
specifying the content name. Then, most users may try to exploit the name-based
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routing while not contributing their resources, which can lead to the tragedy of
digital commons. Therefore, in this paper, we propose the contribution-aware
ICN to utilize the user resources efficiently in ICN by mitigating the potential
free riding problem of P2P over ICN.

2.2 Approach

We first discuss main features of the contribution-aware ICN. Then, we will
show how the contribution-aware ICN can be implemented over existing ICN
architectures. Unlike current P2P applications where each user usually man-
ages contribution information of its neighboring users and determines whom to
upload, the user cannot do the same job in ICN, since a matching between a pub-
lisher and a requester is done by ICN router. Because the users cannot manage
the information of other users, even existence of other users, the management
of user information for incentivizing user contribution needs to be done not by
the user itself but by a network side. For this purpose, we propose followings
(Fig. 2(b) and Fig. 3(b)).

Management of User Contribution. We introduce one additional entity,
called content distribution manger (CDM) to manage contribution history of
users in terms of content distribution. The contribution history can include con-
tent name, transfer time, publisher ID, and requester ID. Here, we assume that
each user has unique ID. ICN router can generate the contribution history af-
ter checking the integrity of transferred content and report it to CDM. CDM
generates a contribution level (CL) for each user according to corresponding con-
tribution history when it receives a user request for CL. CL can include target
content name, CL value, expiration time, and target user ID. CL shows how
much each user contributes to the content distribution. For example, CL can be
calculated as a ratio of uploaded content to downloaded content. The content
publisher can encourage the user contribution by manipulating CL calculation.
For example, CL can be generated based on only publisher ID to foster persistent
contribution incentives by recognizing and rewarding contributions made by a
user across various contents and time. CDM signs CL with its private key to
prevent the users from generating false CL if it needs to return CL to users. The
content provider can deploy CDM for their content distribution service. Each
CDM has an unique identifier so that the user request for CL can be routed
to appropriate CDM based on the name-based routing. Here, we assume that
the user can download a metadata file including a name of corresponding CDM
through a search engine before requesting the content.

Content Publication with Required CL. Basic approach for incentivizing
user-assisted content distribution is to allow a user to download a content only
when the user uploads a content. For this, the content publisher specifies a
required contribution level (RCL) that needs to be satisfied by the requester’s
CL to download the content when it publishes the content.

Contribution-Aware Routing. ICN router compares the content name and
CL of the requester with the name and corresponding RCL of routing table.
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If there is matched one, it forwards the user request. If there is no matched
entry in the routing table (e.g., no entry for the requested content, lower CL
than RCL, or an expiration time of CL is over), ICN router drops the user
request or returns an error to the requester. For this, the routing table of ICN
router needs to be extended to include RCL of published content.

2.3 Implementation of Contribution-Aware ICN

Here, we discuss how the contribution-aware ICN can be implemented over ex-
isting ICN architectures. For this purpose, we choose content centric networking
(CCN) [3] and publish-subscribe internet routing paradigm (PSIRP) [5] as rep-
resentative existing ICN architectures.

Contribution-Aware ICN over CCN. The main concept of CCN is to route
a content request towards a location where the content has been published
(Fig. 2(a)). Once an instance of content is located, it is delivered to the re-
quester along the path the request came from. All the nodes along that path
may cache the content in case they have more requests for it. The contribution-
aware ICN can be implemented over CCN as follows (Fig. 2(b)). CDM can be
deployed as a separate entity. When the requester wants to download a content,
it first acquires its CL from CDM. CDM calculates CL of the requester according
to a policy given by a content publisher and returns CL to the requester. Then,
the requester issues a content request together with its CL. The content request
is routed to a copy of content and the content is delivered to the requester if the
requester’s CL is higher than RCL of the requested content. When ICN router
forwards the content to the requester, it generates the contribution history and
reports it to CDM.

Contribution-aware ICN over PSIRP. In PSIRP, content is published into
the network (Fig. 3(a)). Then, requesters can subscribe to the published content.
The publication and the subscription are matched by a rendezvous system. The
matching procedure returns a transport ID that can be used for routing of con-
tent through a forwarding network. In PSIRP, the contribution-aware ICN can
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be implemented as follows (Fig. 3(b)). CDM can be deployed at the rendezvous
system. When a requester wants to download a content, it sends a content re-
quest to the rendezvous system. Then, the rendezvous system first calculates
CL of the requester. If CL of the requester is higher than RCL of the requested
content, the rendezvous system matches the requester and the publisher. After
processing the user request, the rendezvous system returns a transport ID to
the requester who has enough CL. The rendezvous system also updates the con-
tribution history of the matched requester and the publisher. A connection for
content forwarding is setup based on the returned transport ID and the content
is delivered to the requester.

3 Contribution-Aware Content Distribution

Now, we turn our attention to an incentive mechanism to encourage the user-
assisted content distribution over the contribution-aware ICN. The incentive
mechanism over the contribution-aware ICN can be achieved by CL generation
policy and RCL assignment policy. Two policies can be managed by one entity
(i.e., a content provider or a user) or different entities (e.g., a user can publish
a content with its own RCL assignment policy through public CDM that has
pre-defined policy for CL generation set by a content provider). According to a
content distribution policy of the publisher, various policies for CL generation
and RCL assignment are possible. In this paper, we introduce our choices for
a file sharing as a starting point of our research while leaving other possible
approaches for future work. In this paper, we assume that RCL of original content
publisher is used for re-publication of downloaded content by users. We also
assume that a content is divided into segments and each segment is named
together with its content name (e.g., ContentName.SegmentID). The original
content publisher publishes its content with RCL incrementally increasing. For
example, in case of content consisting of 300 segments, first 100 segments have
0 RCL, next 100 segments have 0.1 RCL, and remaining 100 segments have 0.2
RCL. For bootstrapping of newly joining users, some segments are published
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with zero RCL (i.e., no CL requirement for download). The newly joining peers
need some segments to upload, since they need to increase their CL by uploading
the content. By downloading and uploading the segments with 0 RCL, the newly
joining user may be able to increase its CL enough to download the segments with
non-zero RCL. The incrementally increasing RCL may encourage the users to
keep uploading the downloaded segments to increase CL enough to satisfy RCL
of remaining segments requiring higher RCL than the downloaded segments.

CDM generates CL according to a pre-defined method when it receives a re-
quest from a user. As a basic form, in this paper including the evaluation part, CL
is calculated as a ratio of the uploaded content to the downloaded content. CL is
valid for 10 seconds. Due to some reasons, a user may do not have chance to up-
load its content even though they willingly want to contribute their resources. In
this case, CDM generates free pass CL (FPCL) that can be used to download some
segments without satisfying RCL. For example, when there is only one requester
or when other users already have segments that the requester has, the requester
cannot upload to anybody.When only one requester exists, FPCL for all segments
is generated.When the requester does not have segments to upload, FPCL for rare
segments is generated so that the requester can have a chance to upload the down-
loaded rare segments. To prevent the free riders from receiving FPCL from CDM,
CDMgeneratesFPCLonly for userswho publish every downloaded segment under
an assumption that the user who publishes the content willingly uploads the con-
tent when it receives the content request. For this, in CCN case, the router needs to
report the content publication by users to CDM. Please note that CDM can know
when what user downloads what content based on the contribution history.

4 Evaluation

Using ns-2 [13], we evaluate (1) an effect of user participation on content down-
load performance in ICN and (2) a feasibility of the contribution-aware ICN
and the incentive mechanism in terms of resources utilization efficiency. We use
PSIRP architecture as the existing ICN architecture for our simulation. We build
the simulation topology by using transit-stub model. Our topology includes 1
transit and 10 stub networks connected to the transit domain. In our simulation,
a performance bottleneck is user link capacity. For link capacity of users, we set
120KB/s and 40KB/s for downlink and uplink capacity. We use 1,000 users in-
cluding one initial content publisher. 100MB-sized content is divided into 400
256KB-sized segments. To study an effect of different user types in terms of par-
ticipation in the content distribution, we divide users into three types: free rider
(no content upload), altruistic user (upload the downloaded segments regardless
of its CL), and rational user (upload the downloaded segments to increase its
CL just enough to download remaining segments). In addition, to study an effect
of RCL assignment policy, we assign increasing RCL (0, 0.1, 0.2, and 0.3 for each
100 segments) or flat RCL (0 for 100 segments and 0.1 for remaining 300 seg-
ments) for the content. For comparison purpose, we conduct simulations with
the existing ICN and the contribution-aware ICN. In the existing ICN, every
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Fig. 5. Contribution-aware ICN with altruistic users

user downloads the content regardless of its contribution, since there is no RCL.
On the other hand, in the contribution-aware ICN, only user who satisfies RCL
can download a content.

4.1 Effect of User Participation

Through simulations, we find that the user participation has noticeable ef-
fect on download performance in ICN (including the existing ICN and the
contribution-aware ICN). In the existing ICN (Fig. 4) and the contribution-
aware ICN (Fig. 5)2, the download performance improves linearly as the cache
hit ratio increases. On the other hand, the download performance improves sig-
nificantly as a number of altruistic users increases. Even though the free riders
download the content without corresponding contributions in the existing ICN,

2 In the figures, numbers of figure legend indicate % of non-free riders among 1000
users. In the existing ICN, the non-free riders are altruistic users, since there is no
RCL.
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Fig. 6. Contribution-aware ICN with rational users

more number of altruistic users leads to better performance by providing more
upload capacity. Due to the same reason (except that the free riders can only
download the segments with 0 RCL), in the contribution-aware ICN, the down-
load performance improves as a number of altruistic users increases. This result
shows that the user participation has significant impact on the content distri-
bution performance, especially when the cache hit ratio is low. This also means
that the download performance can be improved through the user participation
even though the content is not popular enough to be cached by ICN router.

We have interesting observations from the contribution-aware ICN with ra-
tional users (Fig. 6(a)). When the cache hit ratio is low (less than 40% in our
simulation), more number of rational users leads to worse content distribution
performance. In case of the free riders, they cannot download segments with
non-zeo RCL while freely downloading the segments with 0 RCL. On the other
hand, the rational users can continue to download the segments as long as they
have enough CL. However, the rational users stop their contributions when they
have enough CL to download the segments with non-zero RCL. In other words,
amount of upload capacity provided by the rational users is not guaranteed while
total amount of required download capacity is fixed. Due to a shortage of upload
capacity, some content requests of rational users who have enough CL cannot be
handled rapidly and thus this leads to poor performance. However, if the cache
hit ratio is high enough to complement the shortage of upload capacity, more
number of rational users leads to better performance.

4.2 Effect of RCL

From the comparison between the existing ICN (Fig. 4) and the contribution-
aware ICN with the altruistic users (Fig. 5), we find that the free riders degrade
the content distribution performance by consuming system resources (i.e., up-
load capacity of publisher and non-free riders) without contribution. Please note
that a comparison between the existing ICN and the contribution-aware ICN
with rational users is meaningless, since the non-free riders in the existing ICN



Efficient User-Assisted Content Distribution over ICN 11

0

50

100

10 40 70 100

R
es

ou
rc

es
 u

ti
liz

ed
 b

y 
us

er
s 

(%
)

% of non-free riders

No RCL

RCL

Fig. 7. % of resources utilized by non-free riders

are the altruistic users. In the existing ICN, the free riders and the non-free
riders show similar download performance, since they download the content re-
gardless of their upload contributions. This result shows that there should be
proper incentive mechanism to prevent the free riders from exploiting the system
resources for efficient utilization of system resources in ICN.

In the existing ICN, the portion of system resources utilized by the non-free
riders increases linearly as a number of the non-free riders increases, since the free
riders and the non-free riders compete with each other to download the content
regardless of their contributions. On the other hand, in the contribution-aware
ICN (regardless of types of non-free riders), more portion of system resources is
utilized by the non-free riders (Fig. 7). Remaining portion of the system resources
are used by the free riders to download the segments with zero RCL. Thus, that
portion decreases as a number of non-free riders increases. Even though the
download performance of contribution-aware ICN with rational users is not as
good as the case of the contribution-aware ICN with altruistic users due to
the unwillingness of user participation in content distribution, most portion of
the system resources is utilized by the non-free riders. Above results show that
the contribution-aware ICN can utilize the system resources efficiently by pre-
venting the free riders based on the contribution-related information (i.e., RCL,
CL, and contribution-aware routing). It also means that the download perfor-
mance of the contribution-aware ICN can be further improved with a proper
incentive mechanism (i.e., RCL assignment and CL calculation policy). We will
study this later as future work.

Now, we examine an effect of two RCL assignment policies on the download
performance: increasing RCL and flat RCL. The contribution-aware ICN with al-
truistic users show similar download performance with both the increasing RCL
(Fig. 5(a)) and the flat RCL (Fig. 5(b)), since the altruistic users continue to
contribute regardless of their CL. On the other hand, in case of the contribution-
aware ICN with rational users, the increasing RCL (Fig. 6(a)) is more effective
than the flat RCL (Fig. 6(b)) to encourage the rational users to contribute their
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resources. This result shows that the increasing RCL can encourage the rational
users to keep uploading the downloaded segments to increase CL enough to
satisfy RCL of remaining segments.

5 Conclusion

In this paper, we introduce the contribution-aware ICN to utilize the user re-
sources for efficient content distribution by mitigating the free-riding issue. The
contribution-aware ICN utilizes the centralized entity to manage the user con-
tribution and the content is published with the required contribution level so
that the users with enough contribution only can request the content. Through
simulation, we show that the contribution-aware ICN encourages the users to
contribute their resources. We also show that the content download perfor-
mance improves significantly as the number of users contributing the resources
increases. We are currently focusing on efficient utilization of given user resources
and effective incentive mechanism when there are various types of users publish-
ing content with different RCL.
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Abstract. Information-centric networking (ICN) is a paradigm that
aims to better reflect current Internet usage patterns by focusing on
information, rather than on hosts. One of the most critical ICN func-
tionalities is the efficient resolution/location of information objects i.e.,
name resolution. The vast size of the information object namespace calls
for a highly scalable and efficient name resolution approach. Currently
proposed solutions either rely on a DHT structure, thus ensuring load
balancing and scalability at the cost of inefficient routing, or on hierar-
chical structures, thus preserving routing efficiency at the cost of lim-
ited scalability. In this paper, we study in detail the tradeoff between
state/signaling overhead versus routing efficiency for a generic name-
resolution system based on a novel DHT scheme with enhanced routing
properties, and compare it to DONA, an ICN architecture based on hi-
erarchical resolution and routing.

Keywords: content-centric, future internet, named data, rendezvous.

1 Introduction

The Internet has been transformed from an academic curiosity to a global in-
frastructure for the massive distribution of information, with over 1 billion of
connected devices [6], 1 trillion of indexed web pages [12] and Exabytes of annu-
ally transferred data [6]. Unlike this evolution in usage, at its core the Internet
continues to operate upon a host-centric communication model, even though ob-
taining and disseminating information is currently the primary interest of users.
This tussle between the core Internet functionalities and its actual usage has
led the networking community to investigate new architectures for the Future
Internet, many of which revolve around information-centrism (e.g. [15],[17]).
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Information-centric networking (ICN) places information dissemination at the
heart of the architecture. Information Objects (IOs) constitute the fundamental
entity in ICN. Users in ICN issue requests by naming the desired IOs in order to
obtain information; it is the responsibility of the network to locate and deliver
the desired IOs to the requester, thus decoupling the communicating parties:
end-users need not be aware of each other’s network location or, even, iden-
tity. Locating IOs is therefore a core function in the context of ICN. In effect,
the network operates as a system in which producers of information announce
the availability of IOs and requests for IOs are resolved through a name-based
anycast scheme, resulting in a name-resolution system (NRS).

To face the scalability requirements imposed by the vast number of IOs, sev-
eral research initiatives have considered the use of Distributed Hash Table (DHT)
schemes (e.g., [7,16]), which exhibit significant scalability due to their inher-
ent load balancing. However, this advantage comes at the cost of inefficient
routing, which may overlook physical network proximity, administrative domain
boundaries, routing policies, or a combination thereof. Other approaches, such
as DONA [17], adapt to the underlying routing mechanism, requiring however
extensive replication of routing information across the inter-domain topology.

In this paper, we examine the emerging tradeoff between state/signaling over-
head versus routing efficiency in the context of ICN. To this end, we first design a
DHT-based name-resolution system (DHT-NRS) based on H-Pastry, a hierarchi-
cal version of the Pastry DHT [22]; H-Pastry adapts to the underlying network
topology, administrative structure and routing policies. We then present a de-
tailed performance evaluation and comparison against the DONA scheme. Our
purpose is to shed light on the expected performance of each approach, paying
particular attention to the effect of the underlying inter-domain topology and
the traffic workload. Our evaluation is based on a full-fledged simulation envi-
ronment and considers a wide range of performance aspects, including routing
efficiency and signaling overhead, as well as memory and processing load.

In the following, we describe name-resolution in the context of ICN and
present our requirements for the envisioned name-resolution system (Section 2).
Next, we discuss alternative approaches and position our work in the solution
space (Section 3). In Section 4 we first describe the H-Pastry DHT scheme and
then proceed with the description of DHT-NRS. We present and discuss the
results of our performance evaluation in Section 5 and conclude in Section 6.

2 Name-Resolution in ICN

In ICN, the network focuses on information itself rather than on the endpoints
participating in the communication. The network acts as a mediator that de-
couples content providers from content consumers, radically changing the model
of interaction with the network. The network (a) accepts end-user requests for
IOs with the purpose of locating the content and enabling its delivery and (b)
interacts with content providers which supply information about the availability
and location of content. The basic functionality of the NRS in ICN is to match
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end-user requests with the accumulated information on available content and
trigger the delivery of the corresponding data. This matching is based on the IO
name, which thus becomes a first class entity in ICN. In this context, we outline
below a set of requirements for an NRS, as derived by its central role in an ICN
architecture, also identifying the key challenges in this new paradigm.

Flat Identifiers. A critical factor in the design of an NRS is the form of the
IO identifiers (IDs) employed. Existing systems achieve scalability by applying
extensive aggregation on hierarchically structured identifiers (e.g., DNS, IP rout-
ing). A critical constraint of hierarchical systems is that the nodes in the root(s)
of the tree(s) must be aware of all available prefixes in the name space. The
use of flat, semantic-free identifiers has been proposed to decouple location from
identity and thus achieve persistence and increased security [11,17,25]. Recent
developments in DNS [14] suggest that the increasing demand for naming infor-
mation cannot be easily handled within the constraints imposed by hierarchical
naming. Therefore, our NRS must operate on top of a flat namespace.

Scalability. An NRS must scale as the number of items and corresponding
requests grows. Considering that (a) the current amount of unique web pages
indexed by Google is greater than 1 trillion [12] and that (b) billions [6] of devices
ranging from mobile phones to sensors and home appliances will be joining the
network to offer additional content, we should plan for unique IOs in the order
of 1013; other studies raise this estimate to 1015 [7]. This vast amount of IOs
and related requests must be handled through the NRS.

Fault Tolerance and Fault Isolation. The criticality of the NRS calls for
a non-central point of failure, which is the major vulnerability of centralized
architectures. Furthermore, the architecture should provide fault isolation i.e.,
the failure of a part of this distributed system should only have a local impact.

Low Signaling Overhead. The expected amount of available information,
coupled with the corresponding demand by end-users, is expected to yield an
increased signalling load for the NRS, in terms of IO announcements and requests
for IOs. Hence, the required information exchange between the nodes of the
distributed NRS should be kept to a minimum.

Low Latency. Resolution should complete with minimum delay, yielding low
response times for end-users. This calls for efficient routing and load distribution
among system nodes.

Routing Policy Compliance. Finally, due to the high volumes of expected
resolution traffic, routing should respect the policies of the Autonomous Sys-
tems (ASes). These policies reflect business relationships established between
ASes, with policy violations having an economic impact on their operation.

3 Related Work

The current equivalent of an NRS for the Internet is DNS, therefore we must
first explain why DNS is inadequate for our purposes. To begin with, DNS is
susceptible to Denial of Service (DoS) attacks. This vulnerability stems not only
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from the limited redundancy in name-servers, but also by the fact that many
servers have a single point of attachment to the Internet [21]. In addition, load
is not equally balanced between root servers due to the fact that names are not
equally distributed among top level domains (e.g. .com names are far more than
.edu names). Finally, DNS supports a hierarchical namespace, which constrasts
with our requirement for flat identifiers.

The limitations of DNS have led the research community to look into DHT-
based approaches for name resolution e.g., [21,25,20]; typical DHTs used in these
approaches are Chord [24] and Pastry [22]. The main problem with DHTs is the
logarithmic number of hops required (on average) for lookup/resolution. The
common workaround for this problem is caching and/or replication, as well as
incrementing the average node degree in the DHT. Furthermore, overlay routing
in DHT approaches suffers from non-compliance to inter-domain routing policies
i.e., the overlay routes followed when resolving a name may violate the routing
policies of the underlying physical network [23]. To the best of our knowledge,
no solution has been proposed for this problem in any of the available DHT
overlays, except for [9], which was developed for the purposes of this work.

In MDHT [7] a multilevel DHT architecture is proposed for name resolution
in the ICN context. MDHT aggregates IO registration entries at higher levels
of the inter-domain hierarchy, which raises scalability concerns. The proposed
solution is an indirection level which allows the NRS to resolve content provider
names, with the resolution of the content itself taking place at a lower level. The
description of the proposed system lacks details on the operation of the employed
DHT, as well as a performance evaluation of the proposed architecture. A similar
approach is followed in [16], where an inter-domain name-resolution architecture
is presented. Again, the aggregation of routing information at the higher levels
of the hierarchy poses significant scalability concerns. In a similar manner to [7],
an indirection level is introduced to map scopes of information to lower level
resolution nodes. The presented performance evaluation is based on significant
abstractions e.g., intra-domain routing overhead and caching have been coarsely
modeled based on observations made in different contexts which do not reflect
the proposed architecture’s intrinsic characteristics. In both approaches ([7] and
[16]), the routing inefficiency of DHTs is circumvented by the aggregation of
information at higher levels of the inter-domain structure.

The Data-Oriented (and beyond) Network Architecture (DONA) [17] follows
a similar approach in that it also concentrates routing information at the higher
levels of the inter-domain structure. DONA builds an information-centric layer
over the Internet, based on a network of Resolution Handlers (RHs). The deploy-
ment of the RHs strictly follows the AS-level structure of the Internet, allowing
DONA to directly adapt its structure and operation to the underlying network.
Flat, self-certifying names are used to represent information. Content providers
issue Register messages to advertise their content to the closest RH which then
propagates this information upwards in the hierarchy, also forwarding it across
inter-domain peering links. Name resolution is based on a similar propagation
of requests (Find messages) upwards in the hierarchy, until a relevant entry is
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found. At that point, requests follow the (downhill) reverse path of the corre-
sponding Register message. In this process, shortest path routing is followed
and inter-AS routing policies are taken into account.

In the work most similar to ours [5], a performance comparison of content
delivery between a DONA-like, hierarchical architecture and a DHT based al-
ternative is presented. The authors study several aspects such as transfer latency
and robustness, as well as the impact of in-network caching. However, this in-
vestigation does not focus on name resolution and is based on oversimplified
network topologies: the DONA-like architecture uses a tree overlay consisting
of randomly selected nodes of a two-level, hierarchical inter-domain topology.
Our work is far more accurate in that (i) we consider a more realistic topology
model that takes into account both multihoming and peering relationships (see
Section 5), (ii) we fully implement DONA, allowing the structure of the RH
network to mimic the underlying inter-domain topology and (iii) we consider a
DHT-scheme that better adapts to the underlying topology (see Section 4.1).

4 An Enhanced DHT-Based NRS

As already discussed, the load balancing and robustness characteristics of DHTs
can directly address the scalability concerns posed for an NRS in the context
of ICN. However, these features also imply several important disadvantages
i.e., name resolution follows longer paths than those offered by the underlying
shortest path routing fabric, often unnecessarily crossing administrative domain
boundaries and/or violating the established inter-domain routing policies.

In our work we have investigated the extent to which DHT routing can be
improved, without sacrificing its scalability advantages. Our purpose is to assess
the ability of a DHT-based approach to support an NRS in the context of ICN.
To this end, we have designed DHT-NRS, an NRS based on an enhanced DHT
design named H-Pastry [9]. In the following, we first provide an overview of the
H-Pastry scheme and then we proceed with the description of DHT-NRS. We do
not discuss security issues, as they are outside the scope of this paper. However,
existing solutions for securing DHTs are also applicable to our work.

4.1 H-Pastry

Based on Pastry [22] and the Canon paradigm [10], H-Pastry is a multi-level DHT
scheme that improves routing by taking physical network proximity, administra-
tive domain boundaries and inter-domain routing policies into account. In order
to adapt to the multi-level structure of an inter-network, H-Pastry employs a
corresponding multi-level structure to partition the information identifier space,
and the corresponding routing state. Distinct routing tables are maintained for
each level of the inter-domain topology. At each level, H-Pastry nodes maintain
routing information about nodes that are numerically closer to certain points in
the identifier space (i.e., their own identifier and the identifiers required to fill
their Routing table) than any other node at that particular level. In this manner,
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the participating H-Pastry nodes recursively create H-Pastry rings that adapt
to the AS-level topology of the network. Multihoming and peering agreements
are also taken into account by appropriately introducing virtual nodes in the
inter-domain topology graph [9]. H-Pastry presents good fault resilience proper-
ties: as described in [9], H-Pastry routing will fail in the event of a maximum of
H · |L/2| concurrent failures of nodes grouped in H sets of |L/2| adjacent IDs
each (the corresponding number of failures for Pastry is |L/2|) where H is the
height of the domain level hierarchy and L the size of the leaf set.

By taking into account the aforementioned routing aspects, H-Pastry consid-
erably improves DHT-based routing. As shown in [9], H-Pastry results in shorter
routes, lowering path stretch by 55% and 47% compared to Chord [24] and hierar-
chical Chord [10], respectively, being comparable to regular Pastry. At the same
time, H-Pastry also manages to confine traffic within administrative boundaries
resulting in 27% less inter-domain hops and 55% shorter intra-domain paths
than regular Pastry. Moreover, by taking routing policies into account, H-Pastry
reduces valley-free policy violations per routing path by 56%, 31% and 36%
compared to Chord, Pastry and hierarchical Chord, respectively.

4.2 DHT-NRS

Basic Functionality. The name resolution function in DHT-NRS follows the
Publish/Subscribe paradigm i.e., publishers (content providers) and subscribers
(content consumers) interact with DHT-NRS through a set of brokers respon-
sible for matching publications and subscriptions. DHT-NRS is realized by the
deployment of these brokers, named Rendezvous Nodes (RNs), across the inter-
domain topology. Each RN is an H-Pastry node with a unique ID. We envision
at least one RN per AS; more RNs will increase system scalability. For each IO a
statistically unique ID is created (e.g., with a secure hash function). Publishers
and subscribers interact with DHT-NRS via their local domain RNs, designated
during network attachment. Name-resolution is then based on the exchange of
the following control messages (an example is given in Figure 1):

– Adv: An advertisement message sent by the publisher(s) of an IO to register
the IO with DHT-NRS (step I in Figure 1). This message contains informa-
tion that maps the ID of the advertized IO to the network location of the
issuing publisher. For each unique ID-publisher mapping, a corresponding IO
entry (IOE) is maintained by an RN designated by H-Pastry as responsible
for that ID (denoted as the Rendezvous Point (RVP) for the ID). Advertise-
ment messages are routed towards the RVP through H-Pastry.

– Sub: A subscription message is issued by a subscriber to request a specific IO
(step II in Figure 1). Subscription messages contain the ID of the requested
IO along with information on the subscriber’s network location. Subscription
messages reach the appropriate RVP through H-Pastry routing. Upon recep-
tion, an RVP searches its IOEs for the indicated IO ID. If the subscription
message refers to an unknown IO, the RVP discards the subscription.

– Ntf: A notification message is sent by an RVP to notify the publisher(s) of
an IO to start the delivery of the corresponding data (step IV in Figure 1).
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Fig. 1. DHT-NRS Example; the (i, P ) records are stored at RNs 4, 5, 6 and 7 during
step I, and at RNs 1, 2 and 3 during step III

– Pub: Upon notification from the RVP, a publisher sends the IO to the sub-
scriber(s) (step V in Figure 1) via an underlying forwarding mechanism.

Caching. Even though DHT-NRS is based on a novel DHT scheme that adapts
to the underlying network topology, routing is still based on DHT primitives
which are characterized by their logarithmic relation to the number of RNs in the
inter-network. Adopting established practice (see Section 3), we employ caching
to shorten the resolution paths. More specifically, we cache the route towards
the publisher of an IO. During advertisement of an IO, a cache entry is created
in all intermediate RNs encountered by the Adv message (step I in Figure 1).
Moreover, when a Sub message reaches an RVP, the RVP actively pushes a copy
of the respective IOE to all RNs in the path followed by the subscription (step
III in Figure 1). Further subscriptions for an IO trigger Ntf messages directly
towards the publisher upon a cache hit, reducing the part of the resolution path
that follows H-Pastry’s routing. Each cache entry contains a time to live (TTL)
value that allows for its invalidation and is subject to application level criteria.
Cache replacement follows a Least Recently Used (LRU) mechanism.

Node Failures. Due to the vital role of the NRS in locating information in ICN,
we expect the deployment process to follow a path similar to DNS i.e., rely on
highly provisioned RN servers. However, the multitude of DoS attacks against
DNS signifies the critical role of system resilience, while the vast size of the
expected workload further urges for a design able to cope with node failures. The
use of a highly distributed DHT-based solution is a design choice aligned with
this desire. Based on the uniform distribution of IO and node IDs in the identifier
space, a DHT based solution accomplishes an even distribution of IOEs to nodes,
so that a node’s failure has a a modest impact to the entire system, proportional
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to deployment density. The fault resilience properties of H-Pastry add to the
DHT-NRS robustness (see Section 4.1). In contrast, hierarchical designs (e.g.,
DONA) allow even a single node failure to affect the routing of messages to/from
the entire sub-tree rooted at the failed node. Obviously, the impact of a node
failure is isolated to that part of the inter-domain topology, but the consequences
become more severe for nodes at higher levels. Multiple physical incarnations of
resolution nodes ameliorate this problem, but only at an additional cost.

5 Performance Evaluation

In order to investigate the extent to which the DHT-NRS proposed fulfills our
requirements, we focus on two major aspects: (i) system load, including memory,
signaling and processing overheads, and (ii) routing performance. Our investiga-
tion offers a detailed comparison with DONA, with the purpose of revealing, as
well as quantifying, the inherent (dis)advantages of both architectures. Particu-
lar attention is paid to (i) the effect of the underlying inter-network structure on
perceived performance and its relation to the structural characteristics of each
architecture and (ii) the effect of the popularity characteristics of content on the
effectiveness of DHT-NRS’s caching scheme.

Topologies. Understanding the Internet topology is a crucial factor in design-
ing new inter-domain protocols. Typically, the AS-level topology is described
as a multi-tier hierarchy of interconnected ASes, mostly using transit customer-
provider links. However, several measurements and studies argue that the Inter-
net topology is evolving into a mesh dominated by multi-homing and peering
relationships [3,18,19]. These studies converge on the number of the ASes, which
is estimated to be around 35.000. Evaluating a protocol using a realistic topol-
ogy of 35.000 ASes (and approximately 200.000 annotated links) is obviously a
technical challenge on its own. To overcome this constraint, while also preserving
memory and processing resources for the evaluation of non trivial DHT sizes, we
used inter-domain topologies generated by the algorithm presented in [8]. The
size of these topologies is manageable for evaluation and they maintain the same
characteristics (i.e., business relationships) as in the measured graphs.

Workload. Our evaluation considers a detailed model of inter-domain Internet
traffic. Based on the measurements presented in [18], we generate a mixture of
various traffic types (e.g., Web, Video, P2P)1. The resulting traffic mix does
not distinguish between user and control plane traffic i.e., the signaling required
to locate and start content transmission, except for DNS which only constitutes
0.17% of all traffic. However, our evaluation focuses on the control plane requests
made to the NRS to support user plane traffic. Therefore, we translated the user
plane traffic mix into a control plane equivalent. To this end, we derived the
actual number of IOs for each traffic type by dividing the corresponding data
volume with the median IO size of that traffic type as measured in relevant

1 We did not use DNS trace data as they reflect the current Internet architecture. For
example, they omit requests sent directly to content owners (e.g., HTTP requests).
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studies [2,1,4]. We used the median instead of the mean object size, so as to
avoid skewing the results due to the long-tail characteristics of some distributions
(e.g., the Pareto tail of Web object size distribution). The set of subscription
messages is then shaped based on studies for each traffic type which model its
popularity characteristics, including its temporal evolution [2,4,13].

5.1 Results

Our evaluation employs a 400 domain topology, which follows a hierarchical
model with six levels, but also contains multi-homing and peering links between
the domains. We deploy a population of 4400 RNs/RHs uniformly across the do-
mains. The cache size in DHT-NRS is expressed as a proportion of the median
number (m) of registration entries per RH in DONA. We choose the median
value, since the distribution of state in DONA is considerably skewed, as we
show below. Moreover, we examine scenarios with infinite cache size (ICS) i.e.,
no limitation on the available cache size; this reflects the upper limit for the
performance of caching in DHT-NRS. In each scenario, we use a workload cor-
responding to 25 GBs of traffic, resulting in an average2 of 2430379 subscription
messages for 1032030 IOs. This size limit was imposed by the limitations of the
simulation environment. Since end hosts typically reside in access networks i.e.,
networking domains that have no customer domains and thus do not act as tran-
sit domains, all Adv/Sub messages in DHT-NRS (Register/Find in DONA)
are injected into the network from a randomly chosen RN (or RH respectively)
residing in an access network. Finally, we considered a single publisher per IO.

Routing. The routing performance of the name-resolution system affects both
the latency perceived by the end-users, as well as the traffic load on the network.
We express the routing performance of DHT-NRS with the stretch metric, de-
fined as the ratio of the number of inter-domain hops required for a Sub message
to reach the RVP and the corresponding Ntf message to reach the RN serving
the publisher of the desired IO, over the hop count required by an identical
Find message to reach the same target in DONA i.e., the RH that issued the
corresponding Registration.

Figure 2(a) shows the stretch values derived for several scenarios with dif-
ferent cache sizes. Stretch ranges from 2.84 without caching to 1.95 in the ICS
scenario. Under current traffic patterns, DONA significantly outperforms DHT-
NRS in routing efficiency. This is only possible however because DONA exten-
sively replicates IOEs throughout the hierarchy, thus guarantying the existence
of the desired registration on the shortest, policy-compliant path towards the
publisher. DONA is superior to DHT-NRS regardless of cache size, since caching
is less aggressive than replication, reactively adapting to, and therefore highly
depending on, the request patterns. Hence, non popular IOEs are evicted from
DHT-NRS caches, or even never requested again, yielding low cache hit ratios.
As shown in Figure 2(b), the cache hit ratio is 27.17, 31.75, 37.76 and 53% for

2 We used a different workload instance in each experiment to increase randomness.
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the 50%m, 100%m, 150%m and ICS scenarios respectively. For each scenario,
the corresponding savings in the resolution path lengths are 13, 15.39, 18.24 and
31%, respectively. These values are subject to the popularity characteristics of
the workload, and show that with current workload patterns route caching in
DHT-NRS cannot exceed a cache hit ratio value of 53%, even with unrealistically
large cache sizes, resulting in low routing improvements.

In order to provide an insight of the potential benefits of caching in scenarios
where item popularity does allow higher cache hit ratios, we also consider the
stretch value of resolution paths in which the Sub messages have hit a cache.
As shown in Figure 2(a), stretch ranges from 1.34 in the hypothetical, best case
scenario (ICS) to 1.67 in the 50%m scenario. These results show that caching
achieves a substantial reduction of resolution path lengths in the case of popular
IOs, which are still however at least 34% longer compared to DONA. This is
due to the indirection mechanism in DHT-NRS, as the RVP may not reside in
the shortest path connecting a subscriber and a publisher. However, in cases
of multiple publishers per IO (e.g., replication points), we expect the routing
properties of H-Pastry and the caching mechanism to further shorten resolution
paths by selecting the closest publisher.

State. In our evaluation, we use the term “state” to refer to the IOEs main-
tained at each node of the name-resolution system. The state size is related to
the total number of IOs and determines the amount of resources required to
support the operation of the architecture wrt memory and lookup processing
load. Figure 2(c) shows the cumulative distribution function of the state size for
both DHT-NRS and DONA. Note that the x axis is in log scale. The difference
between the two architectures is significant, with the size of the state maintained
by RN nodes in DHT-NRS being considerably lower than the corresponding load
imposed on DONA’s RHs. More importantly, we see that DHT-NRS achieves a
more uniform distribution of state across the participating nodes compared to
DONA. For instance, 95% of the RNs in DHT-NRS maintain less than 550 IOEs
(0%m scenario), while 95% of the RHs in DONA maintain up to almost 33000
IOEs. The highly skewed state distribution in DONA is due to the accumula-
tion of registrations at higher levels of the inter-domain hierarchy, and poses a
significant challenge for network operators, who would have to resort to dense
deployments of RHs in order to cope with the associated resource requirements.

Moreover, it is important to point out the relation of the observed state distri-
bution skewness to the structure of the inter-domain topology. In the considered
topologies, slightly less than 50% of access networks reside at level 2, meaning
that a major part of the registrations is stored only at the first two levels of the
hierarchy. This is demonstrated in Figure 2(d) which shows the average state
size per node at each level of the hierarchy. Note that the y axis is presented in
log-scale. This figure suggests that the inter-domain topology structure causes
the concentration of excessive state in DONA at the top-most levels of the hier-
archy. On the one hand, these top-level domains face disproportionate overhead
compared to lower level domains, incurring the corresponding CAPEX/OPEX
overheads. On the other hand, however, it also suggests that the scalability
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Fig. 2. Performance evaluation results: DHT-NRS vs. DONA

challenge in DONA is mostly concentrated in a limited sub-area of the inter-
domain topology, making cloud-based solutions a compelling option.

Figures 2(c) and 2(d) also show the amount and distribution of state required
to avoid cache replacement (i.e., the ICS scenario). This hypothetical scenario
requires a considerable amount of memory which is highly unlikely to be available
in practice (see Section 2). However, even in this scenario, almost 8% of RHs in
DONA have higher memory requirements than any RN in DHT-NRS. Moreover,
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we see that in DHT-NRS state is distributed more evenly across the hierarchy
levels, with the exception of level 1 RNs in the ICS scenario where the routing
scheme causes a concentration of cached IOEs (see also the next section).

Processing Overhead. The state size per node determines the processing
overhead per IOE lookup at the RVP and the overall processing overhead is
determined by the actual number of lookups performed by a node. For each ar-
chitecture, we define the lookup overhead (LO) metric as the sum of the total
number of Sub/Find messages forwarded by each RN/RH respectively, and the
total number of messages terminating at each node i.e., triggering communica-
tion with the publisher. Figure 2(e) shows the cumulative distribution function
of LO for both architectures. A major fraction of DONA RHs is subject to less
LO than RNs in DHT-NRS, due to the considerably worse routing performance
of DHT-NRS that results in Submessages traversing longer networking distances
and thus consuming resources at more intermediate RNs. However, a closer look
at the LO distribution across the inter-domain hierarchy reveals a disproportion-
ate overhead for the top-level domains in DONA (Figure 2(f)). Evidently, the
fact that a major part of the access domains resides at level 2 of the hierarchy
results in a corresponding resolution overhead for the top-level domains, which
again calls for the use of considerable processing (as well as memory) resources.

Interestingly, Figure 2(f) also shows that RNs at the top-most domains of the
hierarchy in DHT-NRS are subject to considerably higher processing overhead
compared to lower level RNs. The additional overhead is due to the forwarding
of Sub and Ntf messages (ID ownership is evenly distributed across the RNs)
and is attributed to the structure of the inter-domain topology and the design of
H-Pastry: to adapt to the inter-domain hierarchy structure, H-Pastry causes the
top level domains to be included in the first non-local ring of each of the access
networks at level 2. Therefore, paths towards non-local RVPs are most likely to
pass through these domains. As a substantial fraction of access networks resides
at level 2, a proportional number of IOs are served from publishers at these
domains, resulting in a significant part of the overall Ntf messages reaching RNs
at these domains via the top-level domains. Similarly, H-Pastry causes the Sub

messages originating from level 2 access domains to first traverse the top-level
domains before taking a downhill direction towards the RVP.

Advertisement/Registration Overhead. In addition to subscriptions, sig-
naling overhead is also generated by IO registrations. We characterize this over-
head as the total number of single inter-domain hop transmissions required for
the registration of a single IO to complete. Our measurements show that DHT-
NRS requires on average 6.34 inter-domain transmissions per IO in the 0%m
scenario, while DONA requires on average 35.56 transmissions. These numbers
indicate an excessive inter-domain traffic load in the case of DONA, attributed
to the (limited) flooding method used to disseminate registration messages to
the upper levels of the inter-domain hierarchy (as well as to peering domains).
Multihoming plays an important role in this as it results in registration mes-
sages being transmitted to multiple domains at higher levels. In the employed
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topologies 56.75% of all domains are multihomed, with 2.4 providers on average.
Unlike DONA, by carefully partitioning the identifier space DHT-NRS forms a
structured overlay that only requires the targeted routing of Adv messages.

6 Conclusions

In this paper we investigated name-resolution in the context of ICNs, focusing
on the emerging tradeoff between routing state overhead and routing efficiency.
Motivated by the significant scalability characteristics of DHTs, but also con-
cerned about their routing inefficiency, we engaged in the design of a name
resolution system based on an enhanced DHT scheme, aiming to improve rout-
ing performance. Then we engaged in a detailed performance evaluation and
comparison against DONA, an alternative that yields efficient routing perfor-
mance but raises significant scalability concerns. Our findings reveal the effect
of the inter-domain topology structure and traffic patterns. With current traffic
patterns, route caching in DHT-NRS cannot compete with the extensive repli-
cation of routing information in DONA, yielding stretch values ranging from
1.95 to 2.84. However, this comes at the cost of a heavily skewed distribution
of memory and processing overhead, as well as significant signaling overhead
for the registration of content in DONA. The replication mechanism of DONA
along with the structural characteristics of the inter-domain topology result in
disproportionate resource requirements for a limited area of the internetwork, at
the top-most level domains in the hierarchy, indicating the need for large-scale
centralized solutions (e.g. cloud computing).
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Abstract. Ubiquitous in-network caching is one of the key aspects of 
information-centric networking (ICN) which has recently received widespread 
research interest. In one of the key relevant proposals known as Networking 
Named Content (NNC), the premise is that leveraging in-network caching to 
store content in every node it traverses along the delivery path can enhance 
content delivery. We question such indiscriminate universal caching strategy 
and investigate whether caching less can actually achieve more. Specifically, 
we investigate if caching only in a subset of node(s) along the content delivery 
path can achieve better performance in terms of cache and server hit rates. In 
this paper, we first study the behavior of NNC’s ubiquitous caching and observe 
that even naïve random caching at one intermediate node within the delivery 
path can achieve similar and, under certain conditions, even better caching gain. 
We propose a centrality-based caching algorithm by exploiting the concept of 
(ego network) betweenness centrality to improve the caching gain and eliminate 
the uncertainty in the performance of the simplistic random caching strategy. 
Our results suggest that our solution can consistently achieve better gain across 
both synthetic and real network topologies that have different structural 
properties. 

Keywords: Information-centric networking, caching, betweenness centrality. 

1 Introduction 

Information-centric networking (ICN) has recently attracted significant attention, with 
various research initiatives (e.g., DONA [1], NNC [2], PSIRP/PURSUIT [3][4] and 
COMET [5]) targetting this emerging research area. The main reasoning for 
advocating the departure from the current host-to-host communications paradigm to 
an information/content-centric one is that the Internet is currently mostly used for 
content access and delivery, with a high volume of digital content (e.g., 3D/HD 
movies, photos etc.) delivered to users who are only interested in the actual content 
rather than the source location. As such, we no longer need a natively supported 
content distribution framework. While the Internet was designed for and still focuses 
on host-to-host communication, ICN shifts the emphasis to content objects that can  
be cached and accessed from anywhere within the network rather than from the end 
hosts only. 
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In ICN, content names are decoupled from host addresses, effectively separating 
the role of identifier and locator in distinct contrast to current IP addresses which are 
serving both purposes. Naming content directly enables the exploitation of in-network 
caching in order to improve delivery of popular content. Each content object can now 
be uniquely identified and authenticated without being associated to a specific host. 
This enables application-independent caching of content pieces that can be re-used by 
other end users requesting the same content. In fact, one of the salient ICN features is 
in-network caching, with potentially every network element (i.e., router) caching all 
content fragments1 that traverse it; in this context, if a matching request is received 
while a fragment is still in its cache store, it will be forwarded to the requester from 
that element, avoiding going all the way to the hosting server. Out of the current ICN 
approaches, NNC [2] advocates such indiscriminate content caching.  

We argue that such an indiscriminate universal caching strategy is unnecessarily 
costly and sub-optimal and attempt to study alternative in-network caching strategies 
for enhancing the overall content delivery performance. We address the central 
question of whether caching only at a specific sub-set of nodes en route the delivery 
path can achieve better gain. If yes, which are these nodes to cache and how can we 
choose them?  

Our contribution in this study is three-fold. First, we contribute to the 
understanding of ubiquitous caching in networked systems by providing insights into 
its behavior for specific topology types. Second, we demonstrate that selective instead 
of ubiquitous caching can achieve higher gain even when using simplistic random 
selection schemes. Third, we propose a centrality-driven caching scheme by 
exploiting the concept of (ego network) betweenness derived from the area of 
complex/social network analysis, where only selected nodes in the content delivery 
path cache the content. The rationale behind such a selective caching strategy is that 
some nodes have higher probability of getting a cache hit in comparison to others and 
by strategically caching the content at “better” nodes, we can decrease the cache 
eviction rate and, therefore, increase the overall cache hit rate. 

In the next section, we define the system of interest and layout our arguments and 
rationale with a motivating example illustrating that caching less can be more. We 
then describe our centrality-based caching scheme that can consistently outperform 
ubiquitous caching. We carry out a systematic simulation study that explores the 
parameter space of the caching systems, diverging from existing work in networked 
caches which mostly considers topologies with highly regular structure (e.g., string 
and tree topologies [6][7][8]), with the content source(s) usually located at the root of 
the topology forcing a sense of direction on content flows for tractable modeling and 
approximation. We present results for both regular and non-regular topologies, 
including scale-free topologies whose properties imitate closely the real Internet 
topology. 

                                                           
1 In our study, the basic unit of a content can be a packet, a chunk or the entire object itself.  



 Cache “Less for More” in Information-Centric Networks 29 

2 Caching in ICN 

2.1 Model Description and Problem Statement 

As a foundation, we first assume that the network has an ICN publish/subscribe 
framework in place (e.g., [1][2][3][4][5]). Specifically, we assume that a content 
request and resolution mechanism is already in place. As pointed out in [9], all the 
different ICN proposals in the literature invariably have such common functions 
(although with different primitives). Let ,  be an undirected network with , … ,  nodes and , … ,  links. We denote , … ,  the 
content population in the system and , … ,  the set of content servers, each 
associated to a . The content population is randomly hosted in  and we assume 
that each content object is hosted permanently in only one server.  

Content requests are assumed to arrive in the network exogenously and the content 
request arrival process for content unit , 1 , follows the Poisson process 
with mean rate, ∑ , whereby  is the rate of exogenous content request for 

. A cache hit is recorded for a request finding a matching content along the content 
delivery path. Otherwise, a cache miss is recorded. In the event of a cache miss, the 
content request traverses the full content delivery path to the content server. 
Following the convention in the literature, we assume that content units are of the 
same size and each cache slot in a cache store can accommodate one content unit at 
any given time. When a cache store is full, the least recently used content will be 
discarded in the event of an arrival of a new uncached content.  

The objectives of this study are: (1) to examine the caching performance of such a 
system under different caching schemes, (2) to gain insights into the behavior of 
ubiquitous caching and (3) to develop more sophisticated caching algorithms for 
achieving better gain.  

2.2     Related Work and Motivation 

In the networking area, caching has been studied in standalone caches [10][11] 
focusing on the performance of different cache replacement policies. This isolates the 
effect of connected caching nodes (i.e., a network of caches). Caching has also been 
studied in the context of content distribution networks (CDNs) and in the World-Wide 
Web (web caching), in both cases in a network overlay fashion with some forms of 
collaborative (e.g., cooperative / selfish caching through game theory [12][13]) or 
structured (e.g., hierarchical caching [14][15]) caching approaches being considered. 
In ICN, caching takes place within the network, requiring line-speed operation; in this 
context, complex algorithms executed by multiple collaborating entities that require 
information exchanges are simply not feasible. One of the key ICN proposals, 
networking named content (NNC) [2], defines its ubiquitous caching as follows: 

• A router caches every content chunk that traverses it with the assumption that 
routers are equipped with (large) cache stores.  

• A least recently used (LRU) cache eviction policy is used.  
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This ubiquitous caching strategy ensures a quick diffusion of content copies 
throughout the network. Hereafter, we refer to this scheme as NNC+LRU and treat it 
as the benchmark for performance comparison.  

Such a ubiquitous caching scheme has already raised doubts (e.g., [9]). In the 
general cache-related literature, some authors have already questioned this aggressive 
“cache-everything-everywhere” strategy [14][15][16]. The basic reasoning is that 
since the caching capacity is usually much smaller than the overall population of the 
items to be cached, it has the property of high cache replacement error. We illustrate 
this property of ubiquitous caching with a motivating example. We define a naïve 
random caching strategy, Rdm+LRU, which simply caches randomly at only one 
intermediate node along the delivery path per request, using LRU cache eviction 
policy. We compare the two caching schemes in a 7-node string topology where , 1, is located at  (root) while content requests originate exogenously from 
other nodes. We observe, in Fig. 1, that even random caching at just a single node 
along the content delivery path can reduce both the number of hops required to hit the 
content and the server hits in comparison to ubiquitous caching (NNC+LRU).  

 

        

Fig. 1. Simple random caching outperforming ubiquitous caching in the number of hops to hit 
the content (left) and reduced server hits (right). 

3 A Centrality-Based Caching Scheme 

3.1 Basic Algorithm 

Based on the above observations, we realize that caching indiscriminately does not 
necessarily guarantee the highest cache hit rate. On the other hand, this result cannot 
be used as conclusive evidence that caching less is better since the string topology 
constrains to a large extent the diversity of the content delivery paths (i.e., all delivery 
paths are fully or partially overlapping), a fact that indirectly increases the probability 
of a cache hit. Following this argument, we propose a novel caching scheme based on 
the concept of betweenness centrality [17] which measures the number of times a 
specific node lies on the content delivery path between all pairs of nodes in a network 
topology. The basic idea is that if a node lies along a high number of content delivery 
paths, then it is more likely to get a cache hit. By caching only at those more 
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“important” nodes, we reduce the cache replacement rate while still caching content 
where a cache hit is most probable to happen.  

Let’s consider the topology in Fig. 2. At time t=0, all cache stores are empty and 
client A requests a content from . The content is being routed via 

 from  to client A. With NNC+LRU, all four nodes will retain a copy of the 
content while under Rdm+LRU, only one of them will cache the content. Let’s 
assume now that client B requests the same content. For NNC+LRU, the request is 
satisfied by  but the cached copies at ,  and  are redundant. On the other 
hand, under Rdm+LRU, there is ¼ chance to get a cache miss (i.e., content cached at 

) and ½ chance that the hop count reduction is worse than NNC+LRU (i.e., the copy 
is cached at either  or ). However, with a bird’s eye view, it is clear that caching 
the content only at  is sufficient to achieve the best gain without caching 
redundancy at other nodes. This can be verified by using the betweenness centrality, 
whereby  has the highest centrality value with most content delivery paths passes 
through it (i.e., 9 paths).  

  

Fig. 2. An example topology with optimal caching location at  

We now present our algorithm which we call Betw+LRU hereafter. We assume 
that the betweenness centrality for each node is pre-computed offline (e.g., by the 
central network management system) as follows.   , , ,  (1) 

where ,  is the number of content delivery paths from  to  and ,  is the 
number of content delivery paths from  to  that pass through node . Computation of 
the delivery paths can be done online or dynamically, as our scheme does not require 
a priori path knowledge. Without loss of generality, we use the shortest path as the 
content delivery path in this paper.  

Betw+LRU operates at per request level whereby the selected caching node may 
differ from one delivery path to another. Hence, there is no fixed pre-configured 
caching node in the network (e.g., solutions to k-median problems). Specifically, 
when a content client initiates a content delivery, the request message (e.g., Find in 
[1], Interest in [2], Consume in [5]) records the highest centrality value among 
all the intermediate nodes. It may be inserted into the request packet header. This 
value is copied onto the content messages during the data transmission at the server. 
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On the way to the requesting user, each router matches its own  against the attached 
one and the content is cached only if the two values match. If more nodes have the 
same highest centrality value, all of them will cache the content. Note that our 
solution is highly lightweight as each node independently makes its caching decision 
solely based on its own , neither requiring information exchange with other nodes 
nor inference of server location or of traffic patterns as it is the case with collaborative 
or cooperative caching schemes. In this case, the  value is pre-computed offline and 
configured to every router by the network management system. The pseudo-code for 
forwarding both the request and the actual content is given below: 
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t
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t
 1. Initialize (CB=0) 

2. foreach (vn from i to j) 
3. if data in cache 
4. then send(data) 
5. else 
6. Get CB(vn) 
7. if CB(vn) > CB 
8. then CB = CB(vn) 
9. forward request to the next hop towards j 

C
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t
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n
t
 

D
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t
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1. Record CB from corresponding content request  
2. foreach (vn from j to i) 
3. Get CB(vn) 
4. if CB(vn) == CB 
5. then cache(data) 
6. forward data packet to the next hop towards i 

3.2 Approximation via Distributed Computation  

We now sketch a distributed implementation for Betw+LRU where the full network 
topology may not be readily available because of an infrastructure-less network with 
relatively dynamic topology (e.g., for self-organizing, ad hoc and mobile networks). 
Since in this case it is not practical for dynamic nodes to efficiently obtain the 
knowledge of delivery paths between all pairs of nodes in the network, we envision 
that the nodes themselves can compute an approximation of their . This 
approximation is based on the ego network betweenness concept [18]. The ego 
network consists of a node together with all of its immediate neighbours and all the 
links among those nodes. The idea is for each node,  to compute its  based on 
its ego network rather than the entire network topology. From [18], if  is the  
symmetric adjacency matrix of , with , 1 if there exists a link between  and  
and 0 otherwise, then the ego network betweenness is ,  where  is a 
matrix of 1’s.  

From an implementation point of view, the construction of the ego network for 
each node can be done by simply requiring each node to broadcast the list of its one-
hop neighbours with message Time-To-Live=1 when it first joins the network and 
whenever there are changes to its one-hop neighbour set. The overhead is thus limited 
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as the message propagation is limited to one hop only. The ego network can then be 
built by adding links that connect to itself or its own neighbors based on the received 
neighbor lists and ignoring the entries to nodes not directly connected to itself. The 
ego network betweenness is simply the ,  of ’s ego network. The rest of the 
caching operations remain unchanged (as described in the previous section).  

Although the ego network betweenness only reflects the importance of a node 
within its ego network, it has been found that it is highly correlated with its 
betweenness centrality counterpart in real-world Internet service provider (ISP) 
topologies [19]. Coupled with its low computation complexity (reduced from 2 

to  where  is the highest node degree in the network), it presents itself 
as a good alternative for large / dynamic networks. This caching algorithm using ego 
network betweenness centrality along with the LRU cache eviction policy is referred 
to as EgoBetw+LRU hereafter. Referring back to Fig. 2, the outcome of Betw+LRU 
and EgoBetw+LRU is the same since  remains the node having the highest 
centrality value.  

4 Performance Evaluation  

4.1 Performance Metrics and Simulation Scenarios  

Caching in networks aims to: (1) lower the content delivery latency whereby a cached 
content near the client can be fetched faster than from the server, (2) reduce traffic 
and congestion since content traverses fewer links when there is a cache hit and (3) 
alleviate server load as every cache hit means serving one less request. We use the 
hop reduction ratio,  as the metric to assess the effect of the different caching 
schemes on (1) and (2) above while we use the server hit reduction ratio,  on (3).   , ∑∑  (2) 

where  is the path length (in hop count) from client(s) to server(s) requesting  
from time -1 to  and  is the hop count from the content client to the first node 
where a cache hit occurs for  from -1 to . If no matching cache is found along the 
path to the server, then . In other words, the hop reduction ratio counts the 
percentage of the path length to the server used to hit the content given caching in 
intermediate nodes. In a non-caching system, 1.0. 

   , ∑∑ (3) 

where  is the number of request for  from -1 to  and  is the number of 
server hits for  from -1 to . Note that high hop reduction does not directly translate 
to high server hit reduction. 

                                                           
2 Based on the best known betweenness computation algorithm in U. Brandes, “A faster 

algorithm for betweenness centrality”, Journal of Mathematical Sociology 25(2):163-177. 
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We seek to draw insights from the inspection of network topologies with very 
different structural properties – (1) k-ary trees which have almost strict regular 
structure (i.e., all nodes besides the root and leaves have the same 1 valence) and 
(2) scale-free topologies following the Barabasi-Albert (B-A) power law model [20] 
which accounts for the preferential attachment property of the Internet topology and 
results in graphs with highly skewed degree distribution. It is interesting to note that 
the betweenness distribution of B-A graphs also follows the power law model [21]. 

Content requests for different content are generated based on Zipf-distribution with ∑ ⁄ 1 where the probability for a request for the  popular content is r⁄  with α being the popularity factor. We use 1.03 and requests originate 
randomly from all nodes. Each simulation run begins with all cache stores being 
empty (i.e., cold start). Unless otherwise specified, the simulations are run with the 
following parameters: total simulation time = 200 s,  5,000 request/s, content 
population = 1,000 and uniform cache store size = 10% of total content population. 

4.2 Experiments with k-ary Trees 

(a) Instantaneous Behavior 

A k-ary tree is defined via two parameters, namely , the spread factor, denoting the 
number of children each node has and  is the depth of the tree from root. We first 
show in Fig. 3 the instantaneous behavior of the different caching schemes for both  
and  in a 5-level binary tree (k=2, D=4). All caching schemes reach a stationary 
performance after a few seconds. We point out that since all simulations go through a 
warm-up phase, NNC+LRU always reaches the stable performance level first. This is 
due to its always cache policy. 

We observe that both Betw+LRU and Rdm+LRU perform better than NNC+LRU 
for both metrics. Tracking the evolution of the cache stores over time revealed that 
this is due to the high cache replacement rate in NNC+LRU. Replacing cached 
content rapidly causes content often being evicted before the next matching request is 
received. We have shown this in [6]. The effect is magnified considering that the 
whole chain of caches on the delivery path is affected. This is the fundamental basis 
on why the counter-intuitive caching “less for more” can be true. We further observe 
that the argument that caching selectively may increase cache miss is untrue in k-ary 
trees. We do find that there are more cache misses if the caching node is randomly 
selected rather than caching at nodes with high betweenness. Finally, an interesting 
observation is that instead of approximating the performance of the Betw+LRU 
scheme as it was meant to be, EgoBetw+LRU actually performs at the same level as 
NNC+LRU. This is the due to the regularity of the topology whereby nodes between 
the root and the leaves have the same ego network and thus, have the same . Since 
the algorithm specifies that all nodes with equal highest  along the delivery path 
should cache, in this case EgoBetw+LRU is simply reduced to a similar behavior with 
NNC+LRU.  
                                                           
3 From our results, we note that the order of performance amongst the caching schemes remains 

unchanged for 0.6 ≤ α ≤ 1.5. So, the results presented here are valid for these values of α.  
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Fig. 3. Instantaneous behavior of the caching schemes for a binary tree; (left) β, (right) γ 

(b) Effect of Topology Features on Performance 

In k-ary trees,  affects the expected path lengths and  impacts the path diversity. 
We now study the validity of the previous observations in different configurations of 
k-ary trees by obtaining the  at 95% confidence interval for a range of depths and 
spread factors. Our results in Fig. 4 suggest that the caching schemes exhibit 
consistent behavior for different k-ary trees.  

 

        

Fig. 4. Betw+LRU consistently outperforms the rest over different  (left) and  (right) 

We find that while the performance distance between NNC+LRU and Betw+LRU 
remains approximately constant, Rdm+LRU does not exhibit such consistency. 
Rdm+LRU performs increasingly better in terms of hops saved when  is increased 
and  is decreased. This is due to the fact that each node has equal probability to 
cache content and in effect, distributes cache replacement operation uniformly across 
different nodes. In turn, this results in content being cached longer when compared to 
NNC+LRU. It increases the cache hit probability especially in topologies with very 
low number of content delivery paths. This, however, is counter-balanced by the 
increased number of branches in the topology, whereby a greater number of cache 
misses will occur. Our Betw+LRU scheme does not suffer from such a drawback 
since the caching node always has the highest probability of getting a cache hit and 
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thus maintains stable cache hit (reducing server hits) and gain (reducing the content 
delivery hop count).  

4.3 Experiments with Scale-Free Topologies 

(a) Instantaneous Behavior 

Although regular graphs lend themselves to tractability in modeling, real-world 
Internet topologies are not regular but follow a power law degree distribution [20]. As 
such, we consider scale-free topologies following the construction method described 
in [20] (referred to as B-A graphs hereafter). We show in Fig. 5 the performance of 
the different caching schemes in a B-A graph with 100 over time. First and 
foremost, we see that the performance of both our centrality-based caching schemes 
(Betw+LRU and EgoBetw+LRU) perform better than NNC+LRU for both metrics and 
EgoBetw+LRU now approximates closely Betw+LRU. This is because, without the 
regular structure, the ego networks of the nodes within the B-A graphs reflect 
correctly their actual betweenness. This result, thus, suggests that the more scalable 
and distributed EgoBetw+LRU algorithm can be used for irregular graphs.  

 

       

Fig. 5. Instantaneous behavior of the caching schemes in a B-A graph; (left) , (right) γ 

Secondly, we observe that Rdm+LRU no longer outperforms NNC+LRU. In fact, it 
performs at the same level as NNC+LRU with respect to hop reduction and due to the 
highly skewed degree distribution in the topology, it fails to alleviate load from the 
server (i.e., it has the highest number of cache misses).  

(b) Effect of Topology Features on Performance 

Unlike k-ary trees which are fully described via the tuple , , each generation of a 
B-A graph with the same parameters results in a different topology since the links are 
created based on the probability proportional to the attractiveness of existing nodes 
(i.e., preferential attachment). We evaluate the caching schemes over ten B-A graphs 
with 100 and mean valence = 2. From Fig. 6 (left), both centrality-based caching 
schemes perform better than the rest. However, Rdm+LRU is worse than NNC+LRU 
in most cases even with the topology having the same properties. This is due to the 
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skewed node degree distribution of the graph that increases the probability of the 
scheme caching at nodes having low cache hit probability. Fig. 6 (right) shows how 
ego network betweenness approximates betweenness in a B-A graph.  

 

     

Fig. 6. Caching performance with different 100-node B-A graphs (left) and a sample ego 
network betweenness and betweenness values of the nodes in a B-A graph (right) 

From Fig. 7 (left), we observe again that centrality-based caching schemes provide 
the best hop reduction ratio while Rdm+LRU exhibits inconsistent gain across B-A 
graphs with different sizes. We observe that as the size of the topology increases, 
Rdm+LRU gradually performs worse than NNC+LRU. The power-law distribution of 
betweenness in B-A graphs plays a vital role in this phenomenon as it results in high 
number of nodes having low probability of getting a cache hit. Since Rdm+LRU does 
not differentiate the centrality of the nodes, there is higher probability of Rdm+LRU 
caching at these “unimportant” nodes. Note that this observation is untrue for k-ary 
trees (the case when  is increased) due to the high number of overlapping shortest 
paths (an obvious example being the string topology).  

From Fig. 7 (right), we see that different request intensities do not affect the order 
of performance amongst the caching schemes. This is due to the fact that all caching 
schemes converge to a stable performance level (cf., Fig. 1, 3 and 5).  

 

       

Fig. 7. Hop reduction ratio for different B-A graph sizes (left) and request rates,  (right) 
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In Table 1, we provide representative results of the different caching schemes 
across the different topologies in terms of number of hops and server hits saved. It is 
clear that Betw+LRU reliably achieves better gains (both in terms of hop and server 
hit reduction) in comparison to NNC+LRU. For instance, it reduces server hits over 
30% and hop count over 17% in comparison to NNC+LRU in the string topology.  

Table 1. Sample performance achieved after 200s in different types of topology 

Caching 
Scheme 

String  
(D = 10, k=1) 

k-ary Tree  
(D = 4; k = 2) 

B-A  
(N = 100) 

 ∑   ∑ ∑ ∑ ∑  ∑  
NNC+LRU 2,6839,45 498,603 2,684,325 299,657 2,137,015 211,852 
Betw+LRU 2,211,248 337,362 2,331,061 203,673 2,045,852 204,479 

EgoBetw+LRU 2,680,614 497,146 2,698,153 301,797 2,074,089 207,628 
Rdm+LRU 2,206,002 377,289 2,386,569 277,575 2,195,303 291,560 

4.4 Experiments with the Real Internet Topologies 

To further verify our findings, we proceed to assess the caching performance of the 
different caching schemes in a real-world Internet topology. We focus on a large 
domain-level topology, extracting a sub-topology from the CAIDA dataset [22]. The 
topology is rooted at a tier-1 ISP (AS7018) and contains 6804 domains and 10205 
links. We do not aggregate stub domains while sibling domains/links are not 
considered. In a similar manner to the previous simulation setup, all content servers 
and clients are randomly distributed across the topology. Fig 8 shows both the hop 
reduction and server hit reduction ratios achieved in this setup.  

The results show that the different caching schemes behave in a similar fashion to 
the B-A graphs but not to k-ary trees, reinforcing the notion that B-A graphs reflect 
better real network topologies. These results further confirm the validity of our 
centrality-based caching scheme even in large real network topologies.  

 

 

Fig. 8. Instantaneous behavior of the caching schemes in a large-scale real Internet topology; 
(left) , (right) γ 
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5 Summary and Conclusions 

We argue against the necessity of a ubiquitous caching strategy in ICN and 
investigate the possibility of caching less in order to achieve higher performance gain. 
We first demonstrated that a simple random caching strategy (Rdm+LRU) can 
outperform (though inconsistently) the current pervasive caching paradigm under the 
conditions that the network topology has low number of distinct content delivery 
paths and high average delivery path length. We, then, proposed a caching strategy 
based on the concept of betweenness centrality (Betw+LRU) such that content is only 
cached at the nodes having the highest probability of getting a cache hit along the 
content delivery path. We also proposed an approximation of it (EgoBetw+LRU) for 
scalable and distributed realization in dynamic network environments where the full 
topology cannot be known a priori. We compared the performance of our proposals 
against the ubiquitous caching of the NNC proposal [2] (NNC+LRU). Based on our 
extensive simulations, we observed that Betw+LRU consistently achieves the best hop 
and server reduction ratios across topologies having different structural properties 
without being restricted by the operating conditions required by Rdm+LRU. Our 
results further suggest that EgoBetw+LRU approximates closely Betw+LRU in non-
regular topologies (e.g., B-A graphs) and thus presents itself as a practical candidate 
for the deployment of this approach. Besides synthetic topologies (i.e., k-ary trees and 
B-A graphs), the observations are further verified with a large-scale real Internet 
topology. Thus, we conclude that indeed caching less can achieve more and our 
proposed (Ego)Betw+LRU is a candidate for realizing this promise.  
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Abstract. Content caching plays an important role in content-centric
networks. The current design of content-centric networks adopts a
limited, en-route hierarchical caching mechanism, and caching and for-
warding are largely uncoordinated. In this paper, we propose a novel col-
laborative caching and forwarding design. In this design, collaboration
is guided by content popularity ranking, based on which we introduce
a collaborative forwarding table to allow coordination between caching
and forwarding. We also propose a self-adaptive dual-segment cache di-
vision algorithm to deal with dynamic inconsistent content popularity.
We evaluate our design via extensive simulations and demonstrate that
our design improves content access cost and cache miss rate by at least
30% in a diverse network settings.

Keywords: content-centric network, name-based routing, collaborative
forwarding and caching.

1 Introduction

Content caching plays an important role in content-centric networks (CCN) [25]
or named-data networks (NDN) [38]. With routers being able to cache contents in
such networks, it is likely that not only the content distribution costs incurred
to the network but also the quality of service experienced by end users are
significantly improved. Internet content caching, especially collaborative caching,
has drawnmuch attention (e.g., [8,14,16,20,21,23,26,29,32,35,37]) and some have
become commercially successful since more than a decade ago. This leads us to
believe that collaborative caching in CCN is a key to success in that the network
performance could be significantly improved by letting routers collaborate with
each other to optimize overall caching performance. Furthermore, forwarding, if
coordinated with caching, is likely to further optimize the network performance.

The current design of CCN adopts a hierarchical caching mechanism allow-
ing only limited collaboration in content caching. More specifically, for a given

� Corresponding author.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 41–55, 2012.
c© IFIP International Federation for Information Processing 2012



42 S. Guo, H. Xie, and G. Shi

content, caching in CCN takes place only at en-route routers (i.e., routers on
the paths between a requesting host and one or multiple content origins), and
thus forms a hierarchical caching mechanism. An en-route router that has the
requested content will directly respond with the content from its local content
store and then suppress further forwarding the request (i.e., Interest) to the next
router in the routing hierarchy. With its unique name-based routing architec-
ture and Interest forwarding, CCN advocates a “host-to-content” communication
model differing from the “host-to-host” model in Internet. In CCN, where con-
tent comes from is no longer important to the requesting host1. Additionally,
not only en-route routers but also routers in the same administrative domain
(particularly those nearby en-route routers) could have possibly cached a re-
quested content. These observations suggest that collaborative caching beyond
the current limited hierarchical mechanism is feasible and could be beneficial.

However, collaborative caching in CCN, if not well designed, could signif-
icantly increase the communication overhead. For instance, control messages
exchanged among routers, as an example of such overhead, are necessary to
enable collaborations. Such messages normally contain information about what
contents are stored in a particular router; due to the enormously large number
of distinct contents, such messages could consume a significant portion of the
network bandwidth. Additionally, the extra latency of exchanging such messages
may further slow down the collaborative decision making process and thus re-
duce the effectiveness. A naive approach to collaborative caching is to adopt
a broadcast mechanism, i.e., each request is forwarded to all routers and only
those with the requested content respond with the data. However, such an ap-
proach is too costly and inefficient. A key challenge to collaborative caching in
CCN is how to make routers know what contents are available from other collab-
orative routers in an economic and efficient manner. Furthermore, since routers
have knowledge about such availability information, routers should leverage it
when making forwarding decisions; namely, forwarding and caching should be
coordinated and collaborative.

In this paper, we go beyond the en-route cachingmechanismand propose a novel
name-based distributed collaborative forwarding and caching design (referred to
as CFC for short) for content-centric networks. More specifically, collaboration is
guided by content popularity, and content popularity is measured distributively by
content routers. Each router maintains an Availability Information Base (AIB for
short), estimating which content could be available fromwhich router. Each router
also generates a popularity ranking sequence periodically through local measure-
ments and propagated such sequences; after aggregating sequences announced by
other routers, each router is able to update its AIB and leverage it to optimize
forwarding decisions. However, in practice content popularity is likely different
when measured from different routers. In order to deal with such inconsistency
seen by different routers, we are inspired by the PodNet Project [24] and propose a
self-adaptive dual-segment cache division design, using an additional cache space

1 CCN architecture has measures to ensure content security, which is beyond the scope
of this paper.
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to handle inconsistent content requests and dynamically adjusting cache division
based on different levels of inconsistency.

We summarize our contributions as follows. Firstly, to the best of our knowl-
edge, our popularity-ranking based collaborative forwarding and caching scheme
for content-centric networks is the first to coordinate forwarding and caching
decisions through the availability information base, allowing us to utilize the
information of content popularity ranking to reduce the network cost for cache
collaboration. When assuming consistent popularity, we theoretically prove the
optimality of our design. Secondly, We propose a novel self-adaptive dual-segment
cache design to deal with popularity inconsistency. Thirdly, we evaluate the per-
formance of our design via extensive simulations and demonstrate that our design
outperforms the hierarchical caching design significantly.

The rest of the paper is organized as follows: Section 2 summarizes the related
work. Section 3 introduces the network model. Sections 4 and 5 present our
collaborative caching design, followed by the evaluations in Section 6. Section 7
concludes the paper with future work.

2 Related Work

In recent years there has been a line of work on emerging future Internet archi-
tectures (see, e.g., [5,6,15,25,38]). In such architectures, content caching becomes
an inherent capability of network elements such as routers. Without specifying
the details of content caching, these architectures are designed to allow flexible
design and implementation of new caching schemes. However, they also pose
new challenges to caching schemes; in particular, it remains unclear how con-
tent caching should be provisioned (independently or collaboratively), and how
it should be implemented efficiently. To the best of our knowledge, our work is
among the first attempts to investigate these issues and provide new insights
through comparative evaluations.

There is also a large body of literature on content caching in traditional net-
work architectures (see, e.g., [8,14,16,17,20,21,23,26,29,32,33,35,37]). Content
caching has been an integral component of Internet-based services for many
years, and this has been reflected by the proliferation of content delivery net-
works (e.g., [3, 4, 11, 27, 28, 30]). Collaborative caching (or cooperative caching)
has been a long-lasting research topic. Researchers have not only investigated
the effectiveness of collaborative caching (see, e.g., [21, 35]), but also proposed
numerous collaborative caching schemes for both general networks and networks
with specific structures (see, e.g., [8,14,19,20,23,26,29,32,33,37]); for instance,
general Internet-based content distribution (see, e.g., [20, 26, 34]), delivering
content of special types (e.g., [29]), content caching in networks with special
topological structures (e.g., [8]), and content caching in special networks such
as ad hoc networks (e.g., [24]), content-centric networks (e.g., [10, 31, 36], and
peer-to-peer networks (e.g., [23]).

Our work clearly differs from the above work in that we take advantage of
the unique properties of content-centric networks, propose the Availability Infor-
mation Base guided by the popularity ranking sequence to achieve coordinated
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forwarding and caching for content routers, and propose the self-adaptive dual-
segment division algorithm to deal with inconsistent popularity.

3 Network Model

We consider an autonomous system managed by an administrative domain. The
network consists of N content routers. Each router i has a local Content Store
(CS) that can cache up to Ci content objects (“contents” for short). The size
of each content is u at the largest. We assume that content can be chunked
into pieces2, and each piece fits one cache unit (i.e., the size of each piece is
no greater than u). Then, the entire network can cache at most Cu of data,

where C =
∑N

i=1 Ci. Users send requesting packets of “Interest” to their nearest
routers (see, e.g., [25]).

We use a ranking sequence {r1, r2, ..., rC} to denote the most popular C con-
tents, sorted in descending order of popularity. This ranking sequence can be
measured in real time as routers receive Interests. All routers may not see the
same distribution of content popularity; however, we assume that the ranking
sequence {r1, r2, ..., rC} measured by different routers have a certain percentage
of mismatches or shifts, refer to as the popularity inconsistency.

In intradomain, topological information, e.g., link status information and link
costs between any pair of adjacent routers i and j (denoted by dij), is typically
distributed by intradomain routing protocols such as OSPF and ISIS. Link costs
can correspond to IGP link weights, or other metrics that the content-oriented
network cares (e.g., distance, latency). When other metrics are used, they can be
distributed across the whole domain via OSPF TLV messages. Other topological
information including sizes of Content Stores (Ci’s) and the average rate of
arriving Interests (Received Interest Rate for short), denoted by Ii for router i,
can also be distributed in the same way as link costs.

Note that an Interest contributes to a router’s Received Interest Rate only if it is
sent to this router by a client, rather than another router.We assume that a router
can easily distinguish (by, e.g., adding an additional flag bit in the Interest packets)
if an Interest comes from a user, or instead from a collaborative router.

4 Ranking-Based Collaborative Forwarding and Caching

In this section we present our design for the collaborative forwarding and caching
scheme.

4.1 Overview

We introduce a new component, the Availability Info Base (AIB for short),
to allow us coordinate forwarding and caching in content routers, as shown in

2 Content objects are segmented into pieces in many content-centric networks (e.g.,
[25,38]) as well as in many content-oriented overlay networks (e.g., [7, 18]).
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Fig. 1. Content router with collaborative forwarding and caching

Fig. 1. AIB keeps track of content availability information. More specifically,
AIB can be thought of as a table, where each entry has two columns, Name and
RouterID, suggesting that a given named content is available from a router. Note
that we assume that each router in the network has a name and routers’ names
are propagated through the network via intradomain routing protocol such as
OSPF. As a result, routers’ names are treated in the same way as content names
and put in FIB. For instance, the outbound face to reach Router R3 is face 3,
and content /c/d is available from R3, as shown in Fig. 1.

Each content router periodically announces the pairwise link cost and collabo-
rative forwarding/caching related metrics via OSPF or ISIS intradomain routing
protocols. Each router also measures the ranking of incoming Interests, namely,
examine the received Interests from the users, and generates its local ranking se-
quence of the most popular C contents. Each router implements the collaborative
forwarding and caching mechanism, namely, a distributed mechanism to make
joint decisions for forwarding and caching. Additionally, each router measures
the miss rate of the interests in order to further improve the caching/forwarding
efficiency.

Upon receiving an Interest, a router first checks whether the content is avail-
able and fresh in its local CS. If yes, the router responds with the locally cached
content. Otherwise, it looks up the Pending Interest Table (PIT), and either
this Interest should not be forwarded if it is already pending in PIT, or it should
be forwarded and PIT be updated accordingly. In the latter case, the router
looks up AIB to check whether the content is available from other collabora-
tive routers. If not, the Interest should be forwarded using the default policy in
content-centric networks (e.g., look up the outbound face in FIB and forward to
the designated face; if FIB lookup fails, use a broadcast-like approach to forward
the Interest). Otherwise, the Interest should be forwarded to the designated col-
laborative router. In order to do so, the router needs to look up FIB to determine
the outbound face to reach the designated router. Note that most likely retriev-
ing contents from collaborative routers within an autonomous system saves a
noticeable time than getting it from the origin, as the latter typically requires
traversing multiple autonomous systems and multiple interdomain links.
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4.2 Collaborative Forwarding and Caching Mechanism

We next describe the collaborative forwarding and caching mechanism. In our
design, each content router keeps track of the most popular C contents. We
now assume a consistent popularity model where the most popular C contents
at each router results in the same ranking sequence {r1, r2, ..., rC}; under this
assumption, we need to understand how to optimally distribute these C contents
in the N caches in the corresponding N routers, whose sizes are C1, C2, ..., CN ,
so that the average content access cost can be minimized in the network.

Recall that Ii denotes the average number of interests received by router i
and dij denotes the link cost of nodes i and j (dij becomes the cost of accessing
content from the local Content Store when i = j). Such costs can correspond to
either intradomain routing weights or other performance-related metrics such as
distance and latency. Then, for any cache unit in router i, the average cost of
accessing this content requested by users is

costi =

∑N

k=1
Ikdki∑N

k=1
Ik

, (1)

where costi is the weighted sum of pair-wise access costs from all N routers.
The following theorem states how contents should be optimally distributed to

minimize the average content access cost:

Theorem 1. Suppose the average cost for accessing the content in a cache
unit of router i is costi. Without loss of generality, assume that after sorting,
cost1 ≤ cost2 ≤ ... ≤ costN . Also, suppose the ranking sequence is r1, r2, ...rC
in descending order of popularity. Then, the solution that minimizes the average
cost of accessing the most popular C contents in the network is to let the more
popular content be cached at a place that has a lower cost, i.e., router 1 caches
r1, ..., rC1 , router 2 caches rC1+1, ..., rC1+C2 , and so on.

Proof. The proof is straightforward using contradiction. Suppose in the optimal
solution that minimizes the average cost of accessing the C most popular con-
tents, there exists two contents ri < rj (ri is more popular than rj) stored at
routers p and q, respectively. Routers p and q follows costp > costq. Then, by
swapping content ri and rj , we get a smaller average content access cost because
the frequency of accessing ri is higher than rj .

Theorem 1 sheds light on how we should design the distributed collaborative
mechanism. More specifically, with the help of intradomain routing protocol,
topological information is generally available to each router; as a result, each
router can calculate {costi|i ∈ [1, N ]} for all collaborative routers in the network
and sort all routers using these values. Following Theorem 1, the most popular
contents should be stored by the router with the least cost, and the less popular
contents by the router with a larger cost. Therefore, for any top-C popular
content, each router knows not only which contents it should keep in its local
Content Store, but also which collaborative router it can request this content
from, if not locally available. Such availability information for the top-C contents
is stored in AIB.
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Example 1. We illustrate our design using a simple example shown in Fig. 2. In
the example, there are three collaborative routers R1, R2 and R3. These routers
can cache 10 contents in total (the size of these three caches are 3, 4, and 3,
respectively). The most popular 10 contents measured by these routers are con-
sistent. Suppose cost1 ≥ cost2 ≥ cost3. Based on Theorem 1, the most popular
3 contents should be cached in router R3, the next 4 contents should be cached
in R2, and the next 3 contents should be cached in R1. As shown in the figure,
for any incoming Interest requesting for the most popular C contents, AIB tells
where it should be forwarded to (the content is either available from the router’s
local CS or other collaborative routers).

4.3 Dealing with Inconsistent Popularity Ranking

In practice, popularity rankings seen by different routers are more likely incon-
sistent. In such cases, the efficiency of our CFC scheme will be degraded.

Example 2. We illustrate inconsistency in popularity ranking through an ex-
ample shown in Fig. 3. In this example, router R2’s ranking sequence is slightly
different from R1’s and R3’s. In R2’s ranking sequence, the positions of content h
and f are swapped and content k replaces j. As a result, router R2 caches con-
tents {d, e, h, g}; however, routers R1 and R3 expect that R2 caches {d, e, f, g}
instead. Whenever R1 and R3 forward Interests for content f to R2, such Interests
have to be further forwarded towards the origin by R2 (not shown in the figure).
Similarly, R2 always forwards Interests for content f and k to R1, resulting in
cache misses and further forwarding.

To address the above problem resulted by inconsistent popularity, we adopt
a dual-segment cache design, namely, divide a router’s Content Store into two
segments: (1) the Advertised Content Store (ACS for short), denoted by C′

i, is
the regular collaborative cache that is operated the same way as described in
the preceding subsection assuming consistent popularity; and (2) the Comple-
mentary Content Store (CCS for short), denoted by C′′

i , is the cache space used
for adapting to the inconsistency of popularity distribution. The rationale be-
hind this dual-segment design is to leverage CCS to absorb contents that are
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supposed to be store at a router but are missing in its ACS due to inconsistent
popularity.

Upon receiving an Interest, if the requested content is available locally, the
router directly responds with the data. Otherwise, if the Interest comes from
another collaborative router, the router forwards the Interest towards the content
origin and stores the returned data into its Complementary Content Store when
the data comes back; if the Interest comes from a requesting host directly, the
router applies its knowledge of popularity-ranking sequence and checks whether
the ranking of the requesting content is less than C; If yes, it forwards the Interest
to the collaborative router designated by the sequence; otherwise, it forwards the
Interest towards the origin.

Example 3. Fig. 4 shows an example of this design for router R2 in the previous
example. With the single-segment design shown in Fig. 4(a), content f , which is
supposed to be cached in R2, is always missing due to the inconsistency of R2’s
ranking statistics. However, with the dual-segment design shown in Fig. 4(b),
R2 only advertise 3 as its cache size. As a result, an extra cache unit can be
used to store the missing content f . Therefore, future Interests requesting for f
forwarded from routers R1 and R3 can be fulfilled by R2.

5 Adaptive Content Store Division

The impact of the preceding dual-segment design on the performance of collab-
orative forwarding and caching in content-centric networks could be subtle. On
the one hand, a sufficiently large CCS is more favorable to adapt to the popular-
ity inconsistency; and on the other hand, when the total size of the Content Store
is fixed, a smaller CCS is more favorable, as the ACS could be larger to store
more frequently requested contents in the network. Clearly there exist trade-offs
when determining their sizes.

A straightforward solution is fixed division of ACS and CCS, e.g., 90% dedi-
cated to ACS and the remaining to CCS. However, the problem of fixed division
is one size does not fit all, namely, routers may experience different levels of
popularity inconsistency, and a fixed size may either over-estimate or under-
estimate the inconsistency level, thus resulting an inefficient use of the cache
space. This can be observed in the examples in Fig. 3 and Fig. 4. Router R1 and



Collaborative Forwarding and Caching in Content Centric Networks 49

R3 experience less popularity inconsistency than R2 does. In fact, they have no
cache misses after R2 switches to the dual-segment cache as shown in Fig. 4. As
a result, there is no need to allocate any space for CCS in router R1 and R3.

We note that the cache miss rate plays an important role in the efficiency
of dual-segment collaborative caching. On the one hand, when the miss rate is
low, it implies a potentially oversized CCS and thus a waste of cache space. On
the other hand, when the miss rate is high, then contents supposed to be stored
in a designated collaborative router are actually not stored in it, resulting in
additional costs to forward Interests to the designated router and then towards
the origin.

We design a distributed, self-adaptive algorithm to address the above divi-
sion problem; specifically, we adjust the division of ACS and CCS based on the
dynamics experienced by the content routers. We define the Locking Miss Rate
(LMR for short) to characterize the maximum miss rate (corresponding to a
maximum level of popularity inconsistency) that a router would like to tolerate.
Every router distributively adjusts its size of CCS to make its miss rate closely
approach to LMR.

More specifically, a router starts with a pre-configured initial cache division,
e.g., 90% for the Advertised and 10% for CCS. It then begins measuring the
cache miss rate for all Interests received from other collaborative routers. Recall
that the size of ACS and CCS are denoted by C′

i and C′′
i respectively.

We denote the measured cache miss rate by MR. If MR ≤ LMR, it is likely
that the router experiences less popularity inconsistency than expected, we may
have an oversized CCS, so the size of CCS C′′

i is halved so that we increase
the size of ACS C′

i to cache more contents in the network. If MR > LMR, the
popularity inconsistency is likely under-estimated; therefore we should reduce the
size of ACS to have a larger CCS in order for accommodating the inconsistency.
However, instead of reducing the size of ACS C′

i aggressively, we linearly reduce
it and allocate more space to CCS C′′

i based on the following equation:

C′
i ← (C′

i −ΔC′
i), (2)

where ΔC′
i is the size reduced by ACS C′

i and increased by CCS C′′
i . In this

equation, the right hand side is a rough estimation of the number of contents
expected to be missed (with the current size of CCS C′′

i unchanged) after the
size of ACS C′

i is reduced to (C′
i − ΔC′

i). Ideally, these missed contents are
expected to store at the extra space allocated to CCS C′′

i . With this equation,
the percentage the size of ACS C′

i is reduced can be calculated by

ΔC′
i

C′
i

=
MR

1 +MR
, (3)

And as a result, the new ACS size should be
C′

i

1+MR . This algorithm is shown in
Algorithm 1.
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Algorithm 1. Self-Adaptive Division Algorithm

1: Initialize C′
i and C′′

i such that C′
i + C′′

i = Ci.
2: τ is a pre-determined threshold, e.g., τ ∈ [0, 0.5].
3: while TRUE do
4: Measure MR for interests from other collaborative routers
5: if (MR < (1− τ ) · LMR ) then
6: C′′

i ← 0.5C′′
i .

7: C′
i ← Ci −C′′

i .
8: else if (MR > (1 + τ ) · LMR) then
9: C′

i ← C′
i/(1 +MR).

10: C′′
i = Ci − C′

i.
11: end if
12: end while

6 Evaluations

In this section we systematically evaluate the collaborative forwarding and
caching design via simulations.

6.1 Simulation Setup

Network Topologies. We use the pop-level network topology of Abilene [2] in
simulations. Link costs are approximated by the measured end-to-end average
latencies using PlanetLab and are in the range of [10, 40]. Note that we also
run simulations on other network topologies (e.g., CERNET [12]); however, the
results are consistent and thus we omit them here due to space limit. We include
two additional nodes to represent content origins in Europe and Asia. For each of
these additional nodes, we choose the geographically closest node in each network
and connect them. Thus we have a trans-Atlantic link and a Trans-Pacific link.
We refer to the topology with these additional nodes and links as the extended
topology. In this extended topology, the Trans-Atlantic link cost is 120 and the
Trans-Pacific link cost is set to 200. Unless otherwise specified, the cache size of
each node is 100 units; we assume contents are chunked into unit-sized pieces,
and the total number of content pieces varies from 2000 to 20,000. We assume a
5% LMR by default, and the initial splitting ratio is 90%-10%, i.e., 10% of the
cache space is used as the Complementary Cache in the beginning.

Content Popularity and Requests. To generate inconsistent content pop-
ularity distribution, we use a single ranking sequence following the Zipf distri-
bution [9, 13, 22] and randomly inject noises to 10% of the contents by shifting
them to new positions up to a distance of 100 from their original positions in the
sequence. We also evaluate different levels of inconsistency by shifting a different
percentage of contents in the original sequence in Section 6.4.

Interests are generated following the Zipf distribution. The number of interests
each router receives directly from users per unit time is randomly chosen from
100 to 500. The adaptive cache division algorithm is run every 50 unit time. The
simulation duration in total is 1000 unit time.
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Algorithms. We evaluate three schemes using simulations. The first is our
collaborative forwarding and caching scheme, referred to as the global collab-
orative forwarding and caching (GCC). The second is a hierarchical caching
approach [8], denoted as HIE, where nodes are divided into two clusters based
on their locations and there are two additional nodes serving as the upper-level
caches whose size is three times of the size of lower-level caches. The third is a
locally clustered variant of GCC, referred to as the local collaborative forwarding
and caching (LCC), where nodes are divided into two clusters (in the same way
as HIE) and each cluster run its own GCC independently.

Note that when evaluating these algorithms, all nodes have an identical caching
size in order to make the comparison fair. However, due to the extra two upper-
level caching nodes, the total cache size of HIE is larger than that of GCC and
LCC.

Performance Metrics. We quantify the performance using two metrics. The
first metric is the average cumulative link costs of accessing content by a user,
referred to as the Average Access Cost. The second metric is the percentage of
interests received by each cache that are not fulfilled locally, referred to as the
Cache Miss Ratio.

6.2 Impacts of Number of Contents

We first quantify the performance by varying the number of delivered contents.
Fig. 5 summarizes the results of average content access cost in the Abilene net-
works. We make the following observations. Firstly, as the number of delivered
contents increases, the average access cost increases monotonically. This is be-
cause with more contents, the percentage of the contents that can be accessed
from caches decreases and more contents have to been accessed directly from
content sources, leading to higher costs.

Secondly, our design, GCC, outperforms HIE and cuts the cost by more than
30%. The reason is that GCC can take full advantage of peer caches, while HIE
allows only very limited collaboration between the low-tier and high-tier nodes.

Thirdly, the localized collaborative scheme, LCC, enforces a clustered struc-
ture, therefore fewer nodes are collaborating with each other, resulting approxi-
mately 10% higher cost on average than the global collaborative scheme.

Fig. 6 summarizes the results of average cache miss rate. We observe that with
HIE, the cache miss rate increases as the total number of contents increases, and
that the miss rates are almost an order of magnitude higher than GCC and
LCC. HIE does not use popularity information to guide forwarding and caching;
instead, it searches local cache and upper-level cache only. As the number of
contents increases, the miss rate increases since the percentage of contents can
be stored in cache is limited by the size of cache storage. This explains why we
see an increasing curve for HIE. For GCC and LCC, we observe that the miss
rates largely remain the same, due to LMR being fixed to 5%.
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6.3 Impact of Adaptive Cache Division

We next evaluate the impact of the adaptive cache division algorithm. More
specifically, we quantify the performance of global and local collaborative caching
by varying LMR.

Fig. 7 plots the impact of cache adaptation on average access cost. Note that
the cost is normalized and the total number of contents is 10000 in this figure. We
observe that the best performance can be achieved when LMR is approximately
5%. Note that when LMR is in the range of [0.025, 0.1], the average access cost
is within 4% of the best performance, suggesting that the performance of GCC
and LCC are not sensitive to LMR.

Fig. 8 plots the results of cache miss rate. We observe an increasing miss rate
as LMR increases, however, it increases slower when LMR is larger than ap-
proximately 10%. With a larger LMR, the cache division algorithm tries to keep
the cache miss rate around LMR, in order to make the most efficient use of the
cache space. When LMR increases from 10% to 20%, the cache miss rate only
slightly increases because the miss rate is mainly contributed by the inconsis-
tency of content popularity, which is generated by shifting 10% of contents from
a given ranking sequence.

6.4 Impact of Popularity Inconsistency

We next evaluate the impact on the average access cost when the inconsistency
in popularity changes. More specifically, we change the percentage of popularity
inconsistency from 1% to 30%, while setting the total number of contents to
10000 and keeping all the other network settings the same as in Fig. 5. We
summarize the results in Fig.9.

We make the following observations. Firstly, the higher the percentage of
inconsistency, the higher the average access cost for GCC and LCC. We note that
when the percentage of inconsistency is higher, each node allocates larger space
to the Complementary Content Store in order to handle requests for contents
that are not stored in its Advertised Content Store. The reason these contents are
not stored in the Advertised Content Store is that different routers see different
sets of contents for a given ranking range. With an increasing percentage of
contents shifting from their original positions in the ranking sequence, the union
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of these different sets becomes larger, leading to a larger Complementary Content
Store and a smaller Advertised Content Store, which eventually increases the
average content access cost due to the reduced number of unique contents stored
in the network.

Secondly, the average access cost of HIE remains almost the same. The reason
is that HIE does not rely on consistency of popularity seen by different nodes,
and thus is not affected by popularity inconsistency. However, even when the
percentage of inconsistency is as high as 30%, GCC and LCC still improve the
average access cost by approximately 30%, due to the reason that HIE does not
take full advantage of cache available from other routers nearby, leading to an
inefficient use of caching.

7 Conclusion

In this paper we propose a novel distributed, popularity-guided collaborative
forwarding and caching design for content-centric networks, where we introduce
an Availability Information Base to allow coordination between forwarding and
caching in content routers. In order to deal with popularity inconsistency in
realistic networks, we also propose a self-adaptive dual-segment cache division
algorithm. We evaluate our design via extensive simulations and demonstrate
that our design improves content access cost and cache miss rate by at least
30% in a diverse network settings.

There are many avenues to future work. We plan to implement a prototype
based on CCNx [1] and conduct medium- to large-scale experiments. This also
gives us opportunities to investigate the complexity and feasibility of the pro-
posed framework. We also plan to theoretically model and analyze the impacts
of popularity inconsistency on the effectiveness of the proposed design.
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Abstract. As Online Social Networks (OSNs) become an intensive sub-
ject of research for example in computer science, networking, social sci-
ences etc., a growing need for valid and useful datasets is present. The
time taken to crawl the network is however introducing a bias which
should be minimized. Usual ways of addressing this problem are sampling
based on the nodes (users) ids in the network or crawling the network
until one “feels” a sufficient amount of data has been obtained.

In this paper we introduce a new way of directing the crawling pro-
cedure to selectively obtain communities of the network. Thus, a re-
searcher is able to obtain those users belonging to the same community
and rapidly begin with the evaluation. As all users involved in the same
community are crawled first, the bias introduced by the time taken to
crawl the network and the evolution of the network itself is less.

Our presented technique is also detecting communities during run-
time. We compare our method called Mutual Friend Crawling (MFC)
to the standard methods Breadth First Search (BFS) and Depth First
Search (DFS) and different community detection algorithms. The pre-
sented results are very promising as our method takes only linear runtime
but is detecting equal structures as modularity based community detec-
tion algorithms.

Keywords: Social Networks, Community Detection, Crawling.

1 Introduction

Analyzing human social behavior depends on observations of large scale net-
works. Online Social Networks (OSNs) proved to be good sources of information
facilitating this kind of research, as the most popular OSNs such as Twitter,
Facebook or LinkedIn consists of hundreds of millions of user accounts, thereby
allowing an analysis at a sufficiently large scale.

However, it is usually not possible to obtain datasets from the operators of
OSNs. Therefore, a common approach is to crawl the network per user. In this
way, a user is randomly chosen and a list of his friends is downloaded. Out
of the list of friends, again one user is selected and a list of friends retrieved.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 56–67, 2012.
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This method repeats in principle until every user in the network has been visited
once. This method varies in the selection of the next friend, are ranging from
Breadth First Search towards Depth First Search.

This automated process of downloading users typically requires a robot (a
software program) to look at the profile page of a user and store the names of all
friends. Such an operation usually takes between 0.1 to 2 seconds as it includes
multiple HTTP requests to a server in order to iterate through the whole list
of friends. An optimistic1 calculation shows that with one crawling computer,
obtaining LinkedIn’s database of 120 million users (as of Nov. 2011) would take
approximately half a year. The same calculation for Facebook’s dataset of 650
million users leads to a crawling time of ca. 2 years. By using massively paral-
lel crawling techniques those times can be decreased. Clearly, by the time the
last records have been obtained, the much of the retrieved information will be
outdated.

A lot of work on social network analysis has been done using communities
of users as a level of abstraction. A natural question is therefore whether it
is possible to direct the crawling procedure in such a way that it is crawling
the network community-wise. This would enable researchers to analyze useful
subgraphs of the whole network while still obtaining data. In contrast, using
the standard crawling methods like Breadth First Search or Depth First Search,
one literally has to wait until the whole network is crawled before starting to
analyze the data because there might be a few users critical to a particular single
community still missing from the dataset, and their existence and criticality
cannot be determined until all data is in.

In this paper we present a simple approach to crawl a network community-
wise and detect communities at the same time. Our algorithm called Mutual
Friend Crawling is compared to existing community detection methods.

The remainder of this paper is structured as follows. Section 2 summarizes the
related work, in Section 3 our method of crawling is described, evaluated and
the community detection is explained. Section 4 will compare the community
detection with well known community detection algorithms and Section 5 will
summarize our findings and give an outlook.

2 Related Work

Communities are defined in terms of the fraction of nodes of a network, that
share more connections with each other than with the rest of the network. When
analyzing a social network, some relevant questions are:

1. How many communities are there in the network?
2. Which nodes are in the same community?
3. How well are users in communities connected?

1 In this context, optimistic means that no mechanisms against crawling or screen
scraping are enforced.
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A well known metric to capture the community structure of a network is mod-
ularity. Modularity m as defined in Clauset, Newman and Moores’s work [1] is
“the number of edges falling within groups minus the expected number in an
equivalent network with edges placed at random.” The definition of modularity
is given in equation 1.

m =
1

2L

N∑
i

N∑
j

(aij −
didj
2L

)1{i and j belong to the same community} (1)

For a given graph G with N nodes, L links and a given partition, the modularity
denotes how well the community structure is expressed. The element aij denotes
the element corresponding to the ith row and jth column of the adjacency matrix
ofG and di is the degree of node i. 1{i and j belong to the same community} is the
indicator function returning 1 if i and j are in the same community otherwise 0.

A modularity value of 0 defines that the number of links belonging to the
same community is equal to the number a random graph would have. The higher
the modularity the more pronounced the community structure, except for the
trivial case of modularity = 1, in which all links of G are in the same community.
Conversely, this means that negative values are a definition of something like an
“anti-community” structure. A nice overview over modular graphs and how to
achieve high modularity is given in Trajanovski [2].

As we will present an algorithm to crawl community structure in real world
OSNs having linear complexity, we compared our results to crawling techniques
like Breadth First Search (BFS) and Depth First Search (DFS) as described in
Cormen et al. [3]. In both techniques the graph is crawled node per node adding
all discovered nodes to a list of nodes to visit. The difference between BFS and
DFS is based on the procedure how the next node to visit is selected. In BFS
the first node of this list is selected to be visited next and removed from the
list whereas in DFS the last node in the list is selected and marked as visited.
Both techniques are leading the crawling procedure towards the inner core of
the network due to the friendship paradaxon. This paradoxon, first observed by
Field [4] stating originally that your friends have more friends than you, will
force a crawl towards nodes having a high centrality in the network. A related
effect, noted by Kurant et al. [5] describes that BFS and DFS is introducing an
bias towards high degree nodes for an incomplete traversal of the network.

To our knowledge, BFS and DFS are the most used techniques to traverse a
graph. We will show in section 3 that, in order to reveal the community structure
of a graph BFS and DFS are not the best choice. One possible technique of
crawling a network and detecting communities at the same time is to facilitate
random walks. Random walks are known to stay inside communities as described
in Pons and Latapy [6] and Lai and Lu [7]. The main idea behind random walk
community detection is that a community has more links between nodes of the
community than between communities. Because of this definition, a random
walk would traverse nodes of the same community more often than the ones
of different communities. However, a random walk allows steps backwards to
already visited nodes which is increasing the time taken to crawl the network.
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Different community detection algorithms like fast and greedy community
detection by Clauset et al. [1], Spinglass by Reichold and Bornholdt [8], edge be-
tweenness clustering by Girvan and Newman [9] or label propagation by Ragha-
van et al. [11] cannot be used to detect communities during crawling as those
algorithms are meant to be applied onto the full topology of a network.

A related approach to detect community structure while crawling is presented
by Nguyen et al. [12]. Their algorithm Quick Community Adaptation (QCA)
assumes that the community structure is already known for a complete network
and manages to calculate community structure in dynamic networks. QCA tries
to maximize modularity by assigning a “force” which attracts a node towards
a community. However, this method also needs the whole network including
assignments of nodes into communities. In their approach the used algorithm to
estimate the initial community memberships is presented by Blondel et al. [13]
called the Louvain(-la-Neuve) method. This algorithm calculates a modularity
maximizing partition of a given graph by using the change in modularity when
discovering a new node and adding it to an existing community. If the difference
is not positive the node stays in its initially assigned community.

To compare the result of different clustering algorithms we decided to use
the Jaccard similarity coefficient next to the already defined modularity. The
Jaccard similarity coefficient defines the similarity of sample sets by measuring
the quotient of the intersection and the union of both sets.To compare the result
of different cluster assignments a definition of Fortunato and Castellano [14]
given in equation 2 is used.

IJ (s1, s2) =
n11

n01 + n11 + n10
(2)

In equation 2, n11 denotes the number of node pairs found in the same commu-
nity whereas n01 and n10 are the number of pairs of nodes assigned to the same
community by algorithm s1 but not s2 and vice versa.

3 Crawling and Detecting Communities

We introduce Mutual Friend Crawling which crawls nodes of a network in such a
way that communities are visited one after another. First we will show that our
approach is crawling all nodes belonging to one community before continuing
with nodes of a connected community. Afterwards we will show how to detect
communities using this approach.

In contrast to BFS and DFS, our algorithm assumes the knowledge about
the degree of neighboring nodes. This assumption is reasonable in OSNs as the
number of friends is very easy to obtain, whereas the process of receiving the
actual links towards them needs more effort. For example in the OSN Twitter,
each message contains a field containing the number of followers and friends
the originating author has. Also, OSNs are most commonly crawled using a
technique called screen scraping. Here, the OSN is accessed the same way a
user does, by using HTTP requests to analyze web pages for relevant data.
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The number of friends is usually listed at the profile page of a user but several
clicks (requests) on the list of friends are needed to obtain all node ids (friends)
having a relationship with this user. If one is interested in more details of a user,
for example the real name or group affiliations, this profile information will need
to be obtained in any case and at the same time a friend count is also available
without any additional overhead. In this way the needed crawling effort has not
increased but only the order in which the data is gathered has changed.

Mutual Friend Crawling is based on the “reference score” (SR) defined in
equation 3. This score denotes the fraction of the number of already discovered
links pointing to node f (references) so far in the crawling process and the total
degree, i.e., total number of friends, of node f .

SR =
number of found references to f

degree of node f
(3)

During the crawl, the next node to process is chosen from the list of the already
discovered nodes having the largest SR. The full algorithm is specified in pseudo
code in algorithm 1.

Algorithm 1. Mutual Friend Crawling

1: create a queue Q
2: create a map R
3: add starting node to Q
4: store starting node and 0 as number of found references in R
5: while Q is not empty do
6: for all elements in R do
7: reference score ← value in R

degree of the node
8: max score ← max(max score, reference score)
9: end for
10: next node ← dequeue element having max score from Q
11: delete next node from R
12: if next node has not been visited yet then
13: for all neighbors of next node: do
14: add neighbor to Q
15: increment number of found references to neighbor by 1 and store it in R
16: end for
17: remember that node (next node) was visited
18: end if
19: end while

Mutual Friend Crawling is based on a BFS algorithm having two major dif-
ferences. The first one is a map used to store the number of found references as
indicated in line 2, 4 and 15. The second difference is based on the way the next
node to visit is chosen: instead of choosing simply the next one from the list as
BFS does, MFC calculates the reference score (lines 6-9) and chooses the next
node based on the maximum of the reference score (line 10 & 11).
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The algorithm will therefore first visit nodes where to which the largest num-
ber of the overall links have already discovered. If a network has a community
structure based on the definition of having more links in the community than
links connecting communities our algorithm will crawl communities one after
another.

In order to apply the algorithm on weighted graphs, a simple definition of the
strength of a node as the sum of the weights of adjacent edges is sufficient. In
this case the reference score SR is defined as the fraction of the sum of weights
of already discovered links to the strength of the node as defined in 4.

SR =

∑
(weights of found references to f)

strength of node f
(4)

3.1 Community Crawling

Figure 1 illustrates our crawling approach intuitively using a small example.
Using the definition of communities as stated above (more links “within” the
group than ending “outside”), simple visual inspection already shows that there
are six clusters. If we were to explore each cluster one after the other, the algo-
rithm should first explore all nodes belonging to one color before starting with
the next group of nodes. The nodes labels denote one possible order in which
the graph could be crawled in order to visit communities one after another, thus
leading to the intended and perfect exploration order.

Fig. 1. A simple example graph. Nodes are labeled by the order of traversal during the
crawling process. Different colors denote different communities.

In order to test the proposed algorithm on multiple graphs a metric defining
how strong the community structure in a given graph is expressed was needed.
A simple metric is given by the ratio of links inside communities to the total
number of links. We define this value as Pin reflecting the probability an arbitrary
chosen link is an intra community link.

We created a total of 100,000 artificial networks with different Pin values us-
ing a graph generator, described in van Kester [15], each with 10,000 nodes,
100,000 links and 100 equally sized communities have been generated. Two
general types of graphs commonly found in network science were evaluated:
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The degree distribution of the first type follows a uniform distribution and the
degree distribution of the second type is approximating a power-law function.
All graphs have been crawled from all possible starting nodes. During the crawl
we kept track of the order when nodes are visited, which allows us to analyze if
a complete community has been crawled before going to the next one.

Figure 2 shows the crawling trajectories of those crawls. The figure is express-
ing how many nodes have to be crawled in order to visit all nodes of a community.
In order to crawl the network community-wise the optimal traversal would need
to visit all nodes of one community first before visiting the next node belonging
to the next community. Because all communities are equally sized, the optimal
traversal of the graph would lead to a diagonal line in figure 2. A bended line is
expressing the fact that nodes from different communities were visited before all
nodes of the previous visited community have been finished. The order in which
multiple communities are crawled is not reflected in figure 2, as we are primar-
ily interested in obtained one completely crawled community after another and
not which one is obtained first. The used colors express trajectories of different
crawling methods whereas green lines belong to DFS, blue to BFS and red to
our Mutual Friend Crawling.

For high Pin values, figure 2 illustrates that our algorithm performs as expected
and leads the walk on the graph to all nodes contained in one community before
crawling the next. For BFS and DFS a larger fraction of the network has to be
crawled to finish one community. Interestingly, BFS perform “closer” to the op-
timum than DFS. This is because BFS explores the local neighborhood whereas
DFS explores the nodes furthest away from the starting node. Thus, the “chance”
of BFS to visit all nodes of one community earlier than in DFS is higher.

The proposed crawling method performs reasonably better than BFS and DFS
in terms of crawling along the community structure. For Pin values larger 0.3,

Fig. 2. Crawling communities. Depicts the percentage of nodes that have to be visited
in order to crawl a full community.
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the order in which the nodes are traversed fulfills our requirements. However,
Pin values smaller than 0.5 somehow define negative communities in terms of
the definition and therefore a BFS approach by chance performs better.

3.2 Community Detection

We already demonstrated empirically that our method crawls communities of a
graph one after another. In order to detect communities while crawling the graph,
traces of the reference score of visited nodes can be analyzed. Figure 3 shows
the trace of reference scores performed on the example graph (figure 1) starting
from node 0. As mentioned earlier the proposed method always selects the next
node to visit having the highest reference score (line 8 in algorithm 1). Hence the
reference scores inside communities should always increase or stay roughly the
same while traversing the graph. When detecting a node that is interconnecting
communities, a large number of links of this node are ended in the previously
unknown community. Therefore, its reference score will be smaller than the ones
of nodes connected to this in the current community. As this node is selected
as the last one, a drop can be observed in the trajectory of reference scores
of visited nodes. Figure 3 shows five major drops of the score. Those drops in
the reference score of the chosen nodes reflect the creation of new communities.
We define the difference between the next reference score to the previous one
as Δrefscore. During traversing the graph, all nodes are added to the same
community as long as Δrefscore is large enough. If the score decreases a new
community can be created. To prevent the creation of single node communities,
we found that the drop in the reference score should be at least half the difference
between the maximum Smax and the minimum Smin of the reference score in
this community. By using this method, the Mutual Friend Crawling is creating
six communities on the sample graph having the community assignments as
indicated by different colors in figure 1.

One problem however still remains: a possibly incorrect classification of certain
nodes during the first visit of a new community. In case neighbors of the starting
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Fig. 4. Example graph where a misclassification may occur when visiting node 11

node as well as neighbors of the first node of a community have the same degree as
the visited node, a node of a different community could be assigned incorrectly.
Such misclassification is exemplified for the case of three equally-sized, fully-
connected communities which are pairwise connected through one node as shown
in figure 4. In this case when starting in one clique, all nodes of this clique are
added to the first community. When reaching one of the 3 nodes connecting
communities (10, 11 or 21 in figure 4) the score drops, a new community is
generated and all following nodes are added to this community. When reaching
for example node 10, the reference score for the 2 peers (11 and 21) is the same.
One of them is chosen to be next node to visit. But now, (e.g., by visiting node 11)
2 links towards the third node are discovered doubling its score. Having a higher
score than all other neighbors of 11, 21 will be added to the same community as
11. Afterwards one of 11’s or 21’s neighbors are visited where the reference score
drops again leaving 11 and 21 in one community. all other nodes afterwards are
correctly classified. Our solution is to check for this kind of misclassification by
iterating through all nodes in a already discovered community checking if a node
has more connections with another community then inside the “own” community.
If so this node is merged to the connected community. As this procedure is raising
the density in the community the node is merged to, the modularity value is
increasing as stated in Trajanovski [2].

4 Verification and Performance Evaluation

To prove the correctness ofMutual Friend Crawling in terms of community detec-
tion, we compare the results of community assignments to existing approaches.
However, as the variety of community detection algorithms is too large to com-
pare against, we chose algorithms which (with slight modifications) can be used
to identify communities while crawling. This means we are comparing against
algorithms which iteratively assign nodes to communities without having the
knowledge about the whole graph.
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The chosen methods are:

1. Newman and Clauset’s fast and greedy modularity maximizing method [1]
2. Pons & Latapy’s random walk method [6]
3. the Louvain(-la-Neuve) method by Blondel et al. [13]

As all mentioned approaches are not directly providing a map of community ids
to node ids we chose the partition resulting from the merges of nodes leading
to a maximum of modularity. This partition is then compared to the output of
our algorithm. For the given example graph in figure 1, all community detection
algorithms found the same result as indicated by the colors in figure 1.

A comparison of the mentioned methods on some selected datasets is given
in the following table 1. The datasets we compared against contain “Zachary’s
karate club” [16], Girvan and Newman’s “American College football games” [9]
and the network of all Digg users as described in Tang et. al. [17].

Table 1. Comparison of Mutual Friend Crawling to well known community detection
procedures on different datasets

Dataset Method Number of communities Pin Modularity
Karate club original partition 2 0.86 0.36

Louvain method 4 0.74 0.42
Fast and greedy method 3 0.74 0.38
Random walk method 5 0.63 0.35
Mutual friend crawling 2 0.86 0.36

Football original partition 12 0.64 0.554
Louvain method 10 0.708 0.604

Fast and greedy method 5 0.746 0.544
Random walk method 9 0.726 0.603
Mutual friend crawling 9 0.736 0.57

Digg Louvain method 26646 0.94 0.478
Fast and greedy method 37591 0.92 0.393
Mutual friend crawling 78308 0.83 0.142

As given in table 1, our method is comparable to existing and well known
procedures when compared in terms of the Pin value and modularity. Except for
the last dataset, a large scale directed network of all users of Digg.com where the
number of detected communities is higher than given by the Louvain(-la-Neuve)
or fast and greedy method.

However, this could be based on the resolution limit of modularity, as de-
scribed in Fortunato and Barthélemy [18]. A partition having a high modularity
could lead to a relatively small number of large communities which is not re-
flecting the real community structure. The communities found by Mutual Friend
Crawling are smaller than the ones found by the other methods still having
the same properties like a power law shaped community size distribution. Also
the number of users in a group given by our method is reasonable. The largest
community found by Mutual Friend Crawling has a size of 9443 users whereas
the largest one found by the Louvain method contains 186271 users. Without
further investigation one may arguments for both numbers to be better than the
other one. Therefore we leave this question to be solved by further research.
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Table 2. Comparison of the partitions discovered by our method to other community
detection algorithms on the college football dataset [9] using the Jaccard similarity
index

method original Louvain Fast and greedy Random walk Mutual friend crawling
original 1 0.719 0.354 0.615 0.468
Louvain 1 0.424 0.721 0.483

Fast and greedy 1 0.422 0.324
Random walk 1 0.487

Mutual friend crawling 1

As the Pin value and the modularity are global values which cannot be used
to compare two partitions directly the Jaccard similarity index may be used.
As mentioned earlier, if pairs of nodes are assigned to the same community this
similarity will have a high value.

Table 2 shows the similarity of node assignment into communities between the
different community detection algorithms. While this metric is not very sensitive
to the number of communities it shows that our approach is equally good as well
known methods. A more complete analysis of the Jaccard similarity index is
given in van Kester [15].

5 Conclusion and Outlook

In this paper we presented Mutual Friend Crawling, an algorithm to crawl a
large scale OSN in such a way that the community structure of the network is
detected and communities are crawled one after another. To our knowledge this
is the first analysis directing a crawling process towards community structure.
We showed that our method crawls communities one after another. Especially
when obtaining large scale networks, researchers could begin to analyze datasets
based on communities while the crawling process is still running.

Further work is needed if the community consists of overlapping groups as the
partition of a large scale network into clearly separated communities does not
make sense in most Online Social Networks. Also the application of standard
metrics (like modularity or the used Pin value) to compare partitions to real
world community structure should be the focus of additional, future research.
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LNCS, vol. 3733, pp. 284–293. Springer, Heidelberg (2005)

7. Lai, D., Lu, H., Nardini, C.: Enhanced modularity-based community detection by
random walk network preprocessing. Phys. Rev. E 81, 066118 (2010)

8. Reichardt, J., Bornholdt, S.: Statistical mechanics of community detection. Phys.
Rev. E Stat. Nonlin. Soft. Matter Phys. 74 (July 2006)

9. Girvan, M., Newman, M.E.J.: Community structure in social and biological net-
works. Proceedings of the National Academy of Sciences 99, 7821–7826 (2002)

10. Newman, M.E.J., Girvan, M.: Finding and evaluating community structure in net-
works. Phys. Rev. E 69, 026113 (2004)

11. Raghavan, U.N., Albert, R., Kumara, S.: Near linear time algorithm to detect com-
munity structures in large-scale networks. Physical Review E 76, 036106+ (2007)

12. Nguyen, N., Dinh, T., Xuan, Y., Thai, M.: Adaptive algorithms for detecting
community structure in dynamic social networks. In: 2011 Proceedings IEEE
INFOCOM, pp. 2282–2290 (April 2011)

13. Blondel, V.D., Guillaume, J.-L., Lambiotte, R., Lefebvre, E.: Fast unfolding of
community hierarchies in large networks. CoRR, abs/0803.0476 (2008)

14. Fortunato, S., Castellano, C.: Community structure in graphs (2007)
15. Van Kester, S.: Efficient Crawling of Community Structures in Online Social Net-

works. PVM 2011-071, Tu Delft (September 2011)
16. Zachary, W.W.: An Information Flow Model for Conflict and Fission in Small

Groups. Journal of Anthropological Research 33(4) (1977)
17. Tang, S., Blenn, N., Doerr, C., Van Mieghem, P.: Digging in the Digg Social News

Website. IEEE Transactions on Multimedia 13, 1163–1175 (2011)
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Using Social Information
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Abstract. This paper addresses the need for content sharing and
backup in household equipped with a home gateway that stores, tags
and manages the data collected by the home users. Our solution lever-
ages the interaction between remote gateways in a social way, i.e., by
exploiting the users’ social networking information, so that backup re-
cipients are those gateways whose users are most likely to be interested in
accessing the shared content. We formulate this problem as a Budgeted
Maximum Coverage (BMC) problem and we numerically compute the
optimal content backup solution. We then propose a low-complexity, dis-
tributed heuristic algorithm and use simulation in a synthetic social net-
work scenario to show that the final content placement among “friendly”
gateways well approximates the optimal solution under different network
settings.

Keywords: Content sharing, social networks, federated homes.

1 Introduction and Motivation

The wealth of digital devices and appliances in everyday’s life has brought about
dramatic changes in our habits. Perhaps one of the most remarkable is the re-
liance on digital storage for whatever information content we own or produce. Of
course, no savvy user would rely solely on storing precious, irreplaceble data in
a single device and backup systems are now common in most households. More
recently, the availability of “cloud” storage services, aimed at consumers and
companies alike, such as Dropbox, Box.net, Ctera to name a few, has introduced
a new opportunity. In the latter case, a wideband Internet connection can be
exploited during idle periods to run background backups onto cloud storage.

One of the drawbacks of personal or cloud backup approaches is the fact that
data of potential interest of other users sit unused in a storage device. Let us
consider the following example. George has a set of pictures of the latest family
vacations and he wants to show them to his friend John, while, at the same time
backing them up. George remotely uploades the pictures to John’s NAS, where
a storage quota is reserved for such purpose; John is then notified that a copy
of the pictures now exists in his NAS and that he is welcome to have a look,
while keeping it in its NAS as a backup. For fairness, a similar quota for John’s
backups should be set aside at George’s. The example could be extended to a
close group of friends, as defined within social networks, and the potential of
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such a scheme instantly become apparent. By leveraging typical social networks
indicators, such as interests, hobbies and preferences, and by having all personal
digital data appropriately tagged, the matching of remote users and content
to backup would allow to catch two birds with a stone: safe, redundant online
backup and social content sharing.

In this paper we will outline an architecture to realize this vision. In line with
recent “federated homes” networking architectures [1, 2], we assume that home
is equipped with a gateway and a large number of interconnected devices within
the household. The gateway allows any content to be downloaded from outside
the household, stored on it, and accessed by satellite devices in communication
range of the home gateway. We also assume that, in keeping with the federated
home vision, multiple neighboring or remote home gateways can be connected
in a collaborative fashion, and can exchange various information. Although not
explored in this paper, let us assume that a home gateway can collect its users’
social networking data, e.g., a list of user’s friends and interests, friends’ locations
and whether they are in the federated home network or not.

The outlook is not as simple as the description implies, though. Firstly, there
are gateway selections issues. Choosing a friend’s gateway to back up data only
because mutual user interests match is not a sound policy from a networking
point of view. The remote gateway could have poor connectivity or it could
be overloaded. Even though friends in social networks are more likely to be in
nearby areas [3], the gateway could be located in a far away country. The remote
gateway should enforce a rigid quota management to avoid being swamped by
friends’ uploads. Additionally, there are management details to address: the user
must rely on the backed-up content to be readily available on the remote gateway
and it should be notified when the content is about to be deleted. If the content
is deleted, a second-best choice should be identified, based on the same criteria
that guided the former selection.

Our work falls into the same category as several recent research efforts tacked
the problem of multiple backups across different resources [4–6]. None of these
works, though, leverages the potential of social networking. Related to our prob-
lem are also the works on content placement exploiting information from social
networking. [7] proposes ContentPlace, which is a social-oriented framework for
data dissemination taking into consideration user interest with respect to con-
tent. A similar approach is taken in [8] where it is shown that mobility and
cooperative content replication strategies can help bridge social groups. Another
relevant work on an efficient social-aware content placement in opportunistic
networks is [9] in which the authors model the content placement as a facility
location problem.

In our paper, we devise an efficient content placement scheme to determine
where to back up the content from a user’s gateway to remote gateways belonging
to his/her social friends. As remarked above, placing content replicas “outside”
the home (i) consumes transmission bandwidth for uploading the content and
(ii) incurs a storage cost on the remote friends’ home gateways. So we aim at
a strategy that maximizes the friends’ benefit by trying to match content type
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and friends’ interests while taking into account both the bandwidth constraints
between gateways and the storage space at the remote gateway. Thus, we model
this optimization problem as a Budgeted Maximum Coverage (BMC) problem,
as preliminary introduced in [10], and numerically obtain the optimal content
placement solutions under a synthetic social networking scenario. Next, we pro-
pose and evaluate some heuristic distributed algorithms that federated gateways
can implement to realize a social backup strategy. We evaluate the heuristics and
discuss the conditions under which they can approximate the optimal solution.

2 Model Description

We consider N federated home gateways, GWi (i = 1, 2, . . . , N), each reachable
through an Internet connection. A home gateway stores content for all users in
the corresponding household, setting aside a “friend quota”, Qi, defined as the
available storage capacity for the content uploaded by friends of its users. We
will generically indicate by Cih the bandwidth from gateway GWi to gateway
GWh, and by Chi the bandwidth in the opposite direction.

We then assume that totally there are M users in the network, and each one
is registered on a single home gateway through which the user can access/store
the content. For the purpose of identifying which users are registered on which
gateway, we define an N ×M matrix P whose generic element is given by:

Pij =

{
1 if Uj registered on GWi

0 otherwise.
(1)

where i indicates the gateways, i = 1, 2, . . . , N , while j is the user index,
j = 1, 2, . . . ,M .

As explained earlier, we assume that home gateways somehow collect the so-
cial information of their users. In particular, we are interested in collecting user’s
friend list and user’s interests. Also, gateways can collect friends’ registration
information (i.e., which friend of Uj is registered on which gateway).

We define Ej as friend list of user Uj :

Ej = {Uf : F (j, f) = 1} (2)

where a friendship function F (j, f) tracks whether user Uj and user Uf are
friends:

F (j, f) =

{
1 if Uj and Uf are friends, j �= f ;
0 otherwise.

(3)

As we have seen, a user and its friends cooperate to back up content, which we
generically represent as items. Items can be videos, photos or any other digital
content. In order to handle the mathematics, we assume there is a maximum
of K different items. A generic item k, k = 1, 2, . . . ,K, is characterized by
its size D(k) and classified into a content type l (e.g., movies, books, outdoor
photography . . . ). Content types too are finite, , i.e. l = 1, 2, . . . , L, where L is the
interest area size, i.e., the total number of content types considered in our system.
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The association between an item and its type is assigned according to a uniformly
random distribution.

The user’s interests, i.e., the distribution of content preferences of the user,
is captured by an interest vector, defined as follows. Given an item of type l let
Ijl denote the interest factor that user Uj has for it, with 0 � Ijl � 1. Thus, we
can outline user Uj’s profile through its interest vector:

Ij = (Ij1, Ij2, . . . , Ijl, . . . , IjL) (4)

where
∑L

l=1 Ijl
Δ
= 1 − rj . rj is the probability that user Uj is interested in

a content type out of the interest area L. Without loss of generality, we will
just assume

∑L
l=1 Ijl = 1 or rj = 0, i.e., users do not have interests outside

the area L.
For the sake of notation simplicity, we also assume that every user has the

same average number of items to back up.
Following the definitions above, each user has the objective of finding a se-

lection of friends from the friend list, on whose gateways to back up its items.
The matching of item and remote gateway should benefit both the hosting users,
i.e., by closely matching their interests, and, it should transfer data effectively,
i.e., by maximizing the utilization of available bandwidth between the respec-
tive gateways. Clearly, these objectives are not the only possible choices, and
they lead to somewhat arbitrary weight formulations in the optimization prob-
lem. Through far from unique, such formulations will attempt to enhance the
benefits we have outlined above.

As previously observed, we cast the optimization problem as a BMC problem.
In BMC problems, a collection of sets σ = {σ1, σ2, . . . , σm} have associated costs
{ci}mi=1. The σ sets are defined to comprise elements X = {x1, x2, . . . , xn} whose
associated weights are {wj}nj=1. The goal is to find a collection of subsets σ′ ⊆ σ,
such that the total weight of elements in σ′ is maximized and their total cost is
bounded by a budget L. The BMC problem is known to be NP-hard [11].

Gateway GWi is assumed to have already collected user Uj ’s friend list Ej .
We define σj = {σj1, σj2, . . . , σjh, . . . , σjN} the collection of subsets σj for user
Uj ; here, subset σjh = {Uf ∈ Ej : Phf = 1} denotes the set of friends of user
Uj who are registered on gateway GWh, h = 1, 2, . . . , N . We recall that Phf = 1
means that user Uf is registered on gateway GWh, and that Uf ∈ Ej means that

user Uf is in the friend list of user Uj , so σjh ⊆ Ej . The cost c
(k)
(σjh)

of selecting

the subset σjh is defined as the cost of uploading the content item k of size D(k)

onto the gateway GWh, which can be defined as: c
(k)
(σjh)

= D(k).

The element set in our problem obviously is the user Uj’s friend list Ej . For
each element/user Uf ∈ Ej (user Uf is a friend of user Uj), we can define the

weight as the benefit w
(k)
(Uf )

that element Uf can obtain when item k is uploaded

onto gateway GWh where Uf is registered. Such benefit will chiefly depend on
the interest Ifl that Uf has in the uploaded content. The friend’s interest also
has a subtle implication for the content owner Uj : the more Uf is interested in
the backed-up items, the longer it is likely to store them. Additionally, we factor
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in the ease of accessibily of the content when its owner Uj wants to retrieve
it, i.e., the bandwidth between the hosting gateway and the uploader gateway.
The ease of accessibility is also a plus for Uf , because shorter retrievals are less

penalizing for its uplink capacity. We can thus define w
(k)
(Uf )

as:

w
(k)
(Uf )

= Ifl · Chi (5)

where Ifl denotes the interest of Uf in items of type l which content k belongs
to and Chi is the bandwidth of the link from the hosting gateway GWh to the
uploader gateway GWi. Although bandwidth and user interests are, by defini-
tion, quantities that may vary over time, we can safely assume that the time
scale of their variations is larger than the time scale of the algorithm execution.

Our constraint is the gateway friend quota, Qi, which we recall is the available
storage capacity for data uploaded by friends.

Finally, our problem can be formulated as follows:

maximize
∑K

k=1

∑
Uf∈Ej

w
(k)
(Uf )
· y(k)f

subject to
∑K

k=1 D
(k) · x(k)

h � Qh∑
Phf=1 x

(k)
h � y

(k)
f

x
(k)
h , y

(k)
f ∈ {0, 1}

(6)

where x
(k)
h = 1 indicates that gateway GWh is selected to host a backup of

content item k, while y
(k)
f = 1 means that user Uf ’s associated home gateway is

chosen as backup for the content item k. The first constraint limits the limitation
of available friend quota on each home gateway; and the second one applies to
the case of one gateway with multiple associated users: if one user is chosen as
backup for one item k, its associated gateway must be selected too.

The number of Boolean decision variables (x
(k)
h and y

(k)
f ) is O(K〈N〉), where

〈N〉 denotes the average number of friends per user. The number of constraints is
O(K〈N〉+M). The solution time required by the Gurobi solver for an instance
with approximately 1, 000 gateways, 3, 000 users and an average of 5 content
items for each user to share or backup, is about 30 minutes using a 4-core 2.3
GHz system and a 4 GB RAM.

3 Distributed Heuristics

The greatest hurdles in translating the optimization model into a working im-
plementation are (i) that the model paints a static picture, where all users
take instantaneous decisions and (ii) that decisions are taken by a centralized,
knowledgeable entity.
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In this section we propose a set of distributed heuristic algorithms that strive
to achieve the same goal as the model outlined in the previous section. The
algorithms take two different viewpoints: that of participating content owners
who have data to share or back up and that of remote gateways who provide
their own storage space for their social friends. In both cases, we follow the same
arguments used in the optimization problem definition.

From the viewpoint of content owners, not only do they wish to back up or
restore the data as fast as possible, but, in the long run, they also wish that
the remote gateway keeps the content for as long as possible. Therefore, content
owners are naturally disposed to choose friends from whose gateways they can
retrieve the backed up items more quickly. Also, they would like friends to be
interested in the content they upload, because such friends are more inclined to
store it for a long time. If one wants to back up their kid’s pictures, what better
place than the grandparent’s gateway?

At the receiving end, the remote gateway can display two types of behavior
that are arguably worth investigating. One is a selfish behavior: regardless of the
backup requests received by friends of its users, the remote gateway will devote
its “friend quota” only to maximize the interests of its associated users, i.e.,

based only on the first factor in the benefit w
(k)
(Uf )

of eq. (5). The other one is a

cooperative behavior: the remote gateway fills up its friend quota while trying
to maximize the whole benefit of eq. (5), hence accounting for both its users’
interest and the bandwidth toward the content owner’s gateway.

We will address either viewpoint through a specific distributed algorithm: a
Greedy Placement Algorithm (GPA) run by content owner gateways in order to
identify the most suitable places where to back up their items, and the RePlace-
ment Algorithm (RPA), run by each remote gateway upon receiving a backup
request.

3.1 The Greedy Placement Algorithm

We assume that a user has available all items it wants to back up when the
GPA procedure is started. Further, we assume time to be slotted in intervals
of fixed length and that the starting time slot of GPA procedure on a gateway
is random. On each gateway, the sequence in which users start GPA is also
randomly determined. To achieve the fairness among all the users in the system,
each user can run GPA only once per time slot.

When starting the GPA, a gateway GWi will have already collected the fol-
lowing information from each of its associated users Uj :

– the friend list Ej ;
– the remote friend gateway list RGj which includes the remote gateways on
which user Uj ’s friends are associated;

– list Kj of items to back up;

– for each item k ∈ Kj, the benefit w
(k)
(Uf )

of each friend Uf ∈ Ej as defined in

Section 2;
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– for each remote friend gateway GWh ∈ RGj , a quantity referred to as gate-

way aggregate benefit w
(k)
h =

∑
Uf∈Ej

w
(k)
(Uf )
· Phf (recall that Phf = 1 indi-

cates the friend Uf is associated to gateway GWh);
– a query list Zj where each element is a pair (k,GWh) representing an item
and the IDs of a remote friend gateways, sorted by their gateway aggregate

benefit w
(k)
h .

The main idea behind GPA, detailed in Algorithm 1, is the following: every time
the algorithm is scheduled, user Uj sends a backup request to the remote friend
gateway whose ID is in the element that tops the query list Zj. Such element
is then removed from the list if the request is accepted; otherwise, it is pushed
back to the bottom of Zj . After sending backup requests on behalf of a user Uj

for a total item size of S bytes, GPA stops and it is rescheduled randomly in the
next time slot.

Algorithm 1. Greedy Placement GPA(Uj , Zj)

Require: RETRY counters for all elements of Zj

size ← 0
loop

pop front element (k,GWh) from Zj

if RETRY(k,GWh) > MAX RETRY then
continue

end if
if size+D(k) > S then

insert head element (k,GWh) into Zj

break loop
else

size = size+D(k)

end if
send Backup REQ to GWh for k
if Backup rejected then

push to back element (k,GWh) into Zj

RETRY(k,GWh) = RETRY(k,GWh) +1
end if

end loop
if Zj ! = ∅ then

schedule GPA(Uj , Zj) next time slot
end if
return RETRY counters for all elements of Zj

Since the query list Zj of user Uj is sorted by the gateway aggregate benefit
for the corresponding remote gateway, the pop front operation corresponds to
extracting from the list the item k and the ID of the best candidate gateway
where it can be backed up in the current time slot. A Backup REQ message is
then sent to such gateway.
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Once a gateway receives the Backup REQ, it will first check whether it has
already cached this item. If not, and there is enough free space in its friend
quota1, it will set aside the corresponding size for this item in its storage space.
A Backup REP message is returned to the item owner notifying it whether the
backup request was accepted. If the request is accepted, the content owner will
start the upload. If the request is denied, or no reply is received, the correspond-
ing list element is pushed at the bootom of the query list, for a later retry, up
to a limit of MAX RETRY times.

Upon reaching the S bytes backup limit, and if the query list is not empty, the
gateway schedules the next run of GPA, and the next batch of backup requests
for user Uj , at the next time slot. In order to achieve fairness across the federated
network, all users should use the same upper backup limit S.

We finally remark that GPA can easily be modified so that the gateway at-
temps to back up a single item k only onto a limited set of friends’ gateways. In
this paper, we have only considered the most general (and most challenging) case
in which the gateway tries to back up all items on all the friends’ gateways. Using
the above notation, when GPA evantually stops, an always successful gateway
will have dislocated |RGj | · |Kj| items across the federated network, for each of
its users.

3.2 The Replacement Algorithm

If remote gateways “passively” accepted all backup requests until their quota
is filled up, their collection of backed up items would not match the optimum
allocation, being strongly dependent on which users start the GPA procedure
first, hence which greedy requests they receive first. After all, the friends of the
users associated to a gateway share the quota on this gateway by competing with
each other. In order to alleviate such unbalancement, we introduce a second
algorithm, called RPA, RePlacement Algorithm, to be run by every gateway
upon receiving a backup request and discovering that the quota is already filled
up. We assume that a gateway GWi holds a list Bi of items backed up in its
storage space, sorted by benefit, while we indicate by qi the free space still
available for backups out of the friend quota.

As explained above, when a gatewayGWi receives aBackup REQmessage for
a new item k of sizeD(k), it will check whether it has the enough storage space for
it; if the space is not sufficient, the gateway will compute the aggregate benefit

w
(k)
i of the item according to eq. (5) and start the RePlacement Algorithm,

described in Algorithm 2.
The gist of the RPA procedure is the following. In order to maximize the

benefit of the users associated to the receiving gateway, the replacement strategy
considers the removal of backed up items with lower benefit than the incoming
item. The Bi list is sorted by benefit, and RPA checks if there are enough items

with lower benefit than w
(k)
i that can be dropped to leave room for the incoming

item. A second check verifies if the product of the total benefit and total size of

1 We will discuss the case of no free space in the next subsection.
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Algorithm 2. The RePlacement Algorithm RPA(GWi, k)

Require: Bi, qi, w
(k)
i , D(k)

replace ← false, F reeSpace ← qi
DropWeight ← 0, DropSize ← 0
while Bi �= ∅ do

select k′ ∈ Bi with the lowest benefit
DropWeight ← DropWeight+ w

(k′)
i

DropSize ← Dropsize+D(k′)

FreeSpace ← FreeSpace+D(k′)

if w
(k)
i < DropWeight then

replace ← false
break

else if w
(k)
i == DropWeight then

if DropSize � D(k) then
replace ← false
break

else
replace ← true
break

end if
else

if D(k) > FreeSpace then
Bi ← Bi \ k′

continue
else

replace ← true
break

end if
end if
if replace and D(k) · w(k)

i � DropSize ·DropWeight then
replace ← false

end if
end while
return replace

the items selected for dropping is smaller than the benefit/size product of the
incoming item. If so, the latter replaces the dropped items in the storage space
of GWi. Ideally, the second check is aimed at preserving the network efficiency,
so that a large backed up item is not easily dislodged by much smaller item with
a marginally higher benefit.

If the remote gateway GWi replaces content item k′, a Backup DEL message
must be sent to inform the content owner that it needs to find a new gateway
where to store k′. The content owner will thus place a corresponding element in
the Zi queue of algorithm GPA (or start a new instance of GPA if Zi has been
emptied in the meanwhile).
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The running time cost of GPA and RPA is minimal. For each user for which
GPA is run, the length of the query list Zj is O(K̂Ê), where K̂ is the average

number of items per user and Ê is the average number of remote friend gateways.
So for the individual gateway the running time is O(K̂Êm/n) withm/n denoting
the average number of users per gateway. As for the running time of RPA, the
algorithm searches the whole the backed up item list Bi to check what can be
replaced, while the maximum number of iterations depends on the number of
remote friends and their own items to back up. So the complexity of RPA for
one gateway also is O(K̂Êm/n).

4 Evaluating Optimal Model and Distributed Heuristics

We will now investigate the validity of our approach by following two main di-
rections. Firstly, we numerically solve the model and derive the maximal benefit
according to eq. (6). The results will be benchmarked against two other, simpler
backup (re)placement strategies, to evaluate the gain that comes at the expense
of extra complexity in the backup strategy. Secondly, we compare the content
allocation resulting from the optimal solution with what is achieved through the
distributed heuristics. In this case too, we will explore variants of GPA and RPA.

Our evaluation will necessarily target a synthetic scenario. Recreating all the
conditions and variables of an actual online social network would be a daunting
task. We thus extrapolate its essential features and create a scaled-down version
for our simulation following the procedure we outlined and validated in [10].

4.1 Optimization, Heuristics and Variants Thereof

In order to extract meaningful comparisons between the optimization approach
and the distributed heuristics, sharing the same scenario is not enough. On
the one hand, we used Gurobi [12], which runs a variant of the branch-and-cut
algorithm, to numerically solve the BMC problem in eq. (6). The solution yielded
an optimal joint content item placement, i.e., the set of candidate home gateways
to be selected for each content item, as well as the optimal benefit value that each
user can obtain by being selected. On the other hand, we simulated the heuristic
approach on an ad-hoc simulator. The GPA and RPA algorithms were stripped
to their bare bones (i.e., not considering the actual content file transfer while
working on GPA timeslot granularity) so that we could focus on the resulting
allocation after requests, allocations and replacements have settled. Finally, we
compared the steady-state outcome to what the optimization had predicted.

We have tried to gauge the effectiveness of optimization and heuristics not
only by comparing one against the other, but also by running some variants of
either approach with the aim of catching a glimpse of what we would stand to
lose or gain, if we chose a simpler (or a more convolute) strategy than the ones
outlined in Sec. 2 and 3.

As far as optimization was concerned we evaluated three different content
placement strategies. The first strategy is the joint optimization method,
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described in Section 2, in which the friends who have the largest interest in the
corresponding content item and the highest uplink bandwidth will be selected
first (assuming their quota is not used up). The second strategy is a bandwidth-
based method, in which friends reachable through gateways with the highest
bandwidth will be selected, regardless of their interests in the uploaded items.
The optimal bandwidth-based placement is still obtained from eq. (6) by chang-

ing the benefit definition into w
(k)
(Uf )

= Chi. The last one is a random method,

where users randomly choose what friends to share the content item with, as
long as enough quota is available, not considering any other factors.

Concerning the heuristics, we considered three versions of GPA:

– GPA-j, which corresponds to the definitions outlined for Algorithm 1;
– GPA-b, where the benefit of a friend Uf on GWh just depends on the uplink

bandwidth from GWh to GWi (where Uj is located) , i.e., w
(k)
Uf

= Chi;
– GPS-r, where elements in Zj are randomly sorted.

Likewise, we evaluated two versions of RPA, RPA-ns and RPA-s differing by the
sorting of Bi. The former corresponds to the definitions outlined for Algorithm 2.
In the latter, the benefit is defined just as the sum of interests of the associated
users who are also friends of the content owner, disregarding the uplink band-
width to the owner gateway; This behavior is “selfish”, hence RPA-s, because
the receiving gateway only tries to maximize the interest of its own users.

One final variant, which affects the GPA procedure, concerns the size of items
to back up. At first, we assumed that all items have the same size. While not
realistic per se, it could be meaningful if the implementation of the backup
system were limited to a single class of items. In this case, tagged as “fixed size”
in our results, we assumed all items to have a 10 MB size. Then, we considered
items of any possible size within a bound. Such “variable size” case features
random item sizes following a truncated exponential distribution with expected
value of 10 MB and maximum size of 50 MB. While studying the latter case,
though, we soon found out that allocation results were dangerously biased toward
smaller items, so we introduced a fair item size balancing mechanism in GPA.
Items were divided into size groups of 10 MB each and GPA was modified so
that a backup request for one item was sent only if the total amount of data
already backed up in the item group did not exceed the total amount already
backed up for items of the first size group bigger than it. For instance, if a 15
MB item in the 10-20 MB size group increased the total amount of data already
backed up for that size group to 95 MB, and the total amount of the 20-30 MB
size group were still 90MB, the request would be put on hold.

4.2 Performance Evaluation

Our first set of plots aims at comparing the optimization results, in their three
variants, with the corresponding three variants of the distributed heuristics in
which the GPA algorithm alone in employed. The rationale of such comparison
is to show the importance of the replacement management introduced by RPA
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(which is not used in these first results). For reason of space, we cannot show
the whole possible parameter space, so we will just focus on a few representative
cases to prove our point. Throughout the section, the number of gateways is
N = 1000, the number of users is M = 3000 and the number of item types is
L = 10. Results with L = 50 and L = 100 were qualitatively similar.
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(a) Variable quota, fixed item size.
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(b) Qi=500MB, fixed item size.
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(c) Variable quota, variable item size.
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Fig. 1. Avg. user benefit obtained by different methods under different cases

The plot in Fig. 1a clearly ranks the optimization and heuristics variants in
terms of average user benefit as defined in eq. (5), for various quota constraints
and fixed item size. It shows that jointly optimizing bandwidth and benefit is a
clear winner. Even though the average benefit is low (due to the an average of
three users per gateway sharing the same quota), the advantage of finding an
optimal allocation for backed-up content depending on interest and bandwidth
is clearly visible. Additionally, GPA heuristics alone do not match the joint opti-
mization results, as expected. Similar conclusions can be drawn for the variable
item size case in Fig. 1c, where GPA-j fares even worse.
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In the next set of results, we let receiving gateways run the replacement al-
gorithm, RPA, in its two (selfish and non-selfish) versions. Fig. 1b plays out
the Q = 500MB quota case over time, in the same scenarios just examined.
It shows that, given some time to converge, GPA-j and RPA-ns together yield
an allocation that progressively corrects the initial uneven backup distribution
provided by the distributed implementation of GPA-j alone. The selfish version
of RPA, RPA-s, instead shows that if the owner and the storing gateway are
not on the same page, as it were, when deciding what items are preferable to
backup, the performance reverts to that of GPA-j alone. The selfishness of RPA,
however, seems to have a lesser impact in the variable item size case, shown in
Fig. 1d, where we also plotted a run of GPA-j without the fair item size balanc-
ing (tagged “no fairness” in the legend). The use of size balancing, though of
marginal impact on the average user benefit, comes in handy in order to control
the size of backed up items, as will be shown below.

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Backup Redundancy

C
D

F

 

 

Joint optimal
GPA−j
GPA−j + RPA−ns

50 100 150 200 250 300 350 400 450 500
0

1

2

3

4

5

6

7

8

9

10

Quota Size of Each Gateway (MB)

A
ve

ra
ge

 S
iz

e 
of

 C
ac

he
d 

Ite
m

s 
(M

B
)

 

 

Joint optimal
GPA−j + RPA−ns
GPA−j (no fairness) + RPA−ns

Fig. 2. Backup redundancy CDF; fixed item size and Qi = 500MB (left). Avg. backed-
up item size as a function of gateway quota; variable item size (right).

We next plot the backup redundancy, i.e. the average number of a user’s own
items that have been replicated onto its friend gateways, upon reaching con-
vergence of the distributed heuristics. The CDF of the redundancy is useful to
understand the thoroughness of the backup process. In the left plot of Fig. 2,
RPA-ns allows the remote gateway to replace the items (all of the same size)
with smaller benefit and improve the storage thoroughness as much as the op-
timal method (the two curves indeed overlap). Finally, the right plot of Fig. 2
reports the average size of items backed up in the “friend” storage quota at
remote gateways, when convergence is reached. Recalling that the average item
size in the variable item case is 10MB, we can conclude that the loss of average
user benefit with respect to the optimal case shown in Fig. 1d is offset by a fairer
distribution of item sizes in the gateway storage across the federated network
(i.e., the average size of backed up item achieved by GPA-j and RPA-ns is just
10% smaller than the average item size in the system, as opposed to 30% smaller
in the joint optimization case). Also, the use of fair item size balancing with GPA
proves of some consequence to achieve this result.
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5 Conclusions

In this work we addressed a novel approach to content sharing and backup in
home networks. We envisioned a system where content is placed “outside the
home” in a cloud formed by federated home networks and its location is selected
exploiting the user’s social networking information. We studied its performance
in terms of the benefits that remote gateways and their users can enjoy when
friends choose them to back up (and share) their content. We defined an op-
timization problem and compared its numerical solution with several flavors of
distributed heuristics.
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Abstract. A natural succeeding process for the Internet was to cre-
ate Social Networks (e.g. Facebook, among others), where anyone in
the World can share their experiences, knowledge and information, us-
ing personal computers or mobile devices. In fact, Social Networks can
be regarded as enabling information sharing in a peer-to-peer fashion.
Given the enormous number of users, sharing could also be applied to
the untapped potential of computing resources in users’ computers.

By mining the user friendship graphs, we can perform people
(and resource) discovery for distributed computing. Actually, employing
Social Networks for distributed processing can have significant impact
in global distributed computing, by letting users willingly share their
idle computing resources publicly with other trusted users, or groups;
this sharing extends to activities and causes that users naturally tend to
adhere to.

We describe the design, development and resulting evaluation of a
web-enabled platform, called Trans-SocialDP: Trans-Social Networks for
Distributed Processing. This platform can leverage Social Networks to
perform resource discovery, mining friendship relationships for comput-
ing resources, and giving the possibility of resource (not only information)
sharing among users, enabling cycle-sharing (such as in SETI@home)
over these networks.

Keywords: social networks, distributed processing, cycle-sharing,
resource discovery.

1 Introduction

In the past few years the computing power has been increasing. However, many
computational problems requiring enormous amount of computer resources still
exist; e.g. applications for scientific research, multimedia video or image encoding.

One of the earliest initiatives identifying idle computing cycles suitable for
distributed computing, regards the WORM computing project at Xerox PARC
[Sho98], proposed in 1978. Years after, the scientific community realized the
potential benefits, mainly in physics, since the supercomputers employed for
heavy-duty calculations at each institution, would often be under utilized.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 82–96, 2012.
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Thus, by enabling the harvesting and allowing the sharing of such idle processing
times, grid computing emerged.

Projects such as SETI@Home [ACK+02], Folding@Home,1 Distributed.net2

gather a gigantic pool of resources on the Internet, by using desktop computers
from any house hold (also known as global distributed computing), allowing
them to process data much quicker than in traditional supercomputers.

Nowadays, Social Networks allow individual distributed computing projects
to be easily proposed, and promoted across friendship relationships, as well as
making more effective the publicity of their motivation and results.

Motivation. The Internet has made it possible to exchange information more
rapidly in a global scale. With the creation of Social Networks, anyone in the
world can share their experiences and information using only his Internet enabled
personal computer or mobile device.3 Under this scope, there are many Social
Networks such as Facebook, Orkut, and others still being actively created (such
as Google+), each one exporting its own API to interact with their users’ and
groups’ databases as well as allowing to gather idle resources scattered across
the World; examples of such APIs are Facebook API4 and OpenSocial.5

Shortcomings of Current Systems. The public-resource sharing and cycle-
sharing systems that are widely used today, are not concerned with the com-
mon users’ needs. They are mostly used for intensive computational projects
(and proprietary) such as Folding@Home, PluraProcessing.

Some systems are beginning to use technologies previously unavailable to other
projects, in order to cover more Internet users. However, they use the users’
browsers to do cycle-stealing not addressing the needs of the common users.
Moreover, these systems use remote code embedded on Web sites and games
(i.e. Adobe Flash based games) to gain access to potential idle resources.

Contribution. The main contribution of this project is the Trans-SocialDP
platform with its architecture, messaging protocol and client application. This
platform can perform resource and service discovery on top of Social Networks
for third-party applications. Furthermore, Trans-SocialDP is able to gather idle
cycles from users’ computers and communities that are willing and capable
of processing tasks, in order to achieve cycle-sharing on Social Networks. It
also allows common users to make use of this paradigm to speedup their own
(or common) tasks’ execution without having to create their own networks.

Trans-Social Networks for Distributed Processing (Trans-SocialDP) is a Web-
enabled platform, which was developed and evaluated to interact with Social
Networks, and thus being able to mine the Social Networks for users’ information
which includes their idle resources. It leverages an existing middleware, Ginger
[VRF07, SFV10] for task (called Gridlets) creation and aggregation.

1 Folding@Home: folding.stanford.edu accessed on 16/02/2012.
2 Distributed.net: www.distributed.net accessed on 16/02/2012.
3 Facebook Mobile: facebook.com/mobile accessed on 16/02/2012.
4 Facebook Developers: developers.facebook.com accessed on 16/02/2012.
5 OpenSocial Web site: code.google.com/apis/opensocial accessed on 14/02/2012.

folding.stanford.edu
www.distributed.net
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Our main concerns on the development of Trans-SocialDP were with the
resource discovery and the manner with which a user could submit his own
Job, processed on others’ computers, while also being able to mine any Social
Network for user’s information.

Document Road-Map. The rest of the paper is organized as follows. In the
next section, we address the relevant literature related to our work. Section 3
describes the architecture of Trans-SocialDP and its implementation detailed in
Section 4. In Section 5, we offer an extensive evaluation of the platform in the
context of two (interconnected) Social Networks. Section 6 finishes the paper
with some conclusions and lines for future work.

2 Related Work

This section offers a review on relevant works and technologies more related to
our work, addressing: i) Social Networks and mining on Social Networks, and ii)
peer-to-peer networks, Grids and Distributed Computing.

Social Networks. Social Networks are popular infrastructures for communica-
tion, interaction and information sharing on the Internet. Anyone with a desk-
top computer and a Browser can access such Web sites, like Facebook, MySpace,
Orkut, Hi5, YouTube, LinkedIn and many more.6 They are used to interact with
other people for personal or business purposes, sending messages, posting them
on the Web site, receiving links to other Web sites or even sharing files between
people, among other uses.

In Social Networks, the basic (real life) behaviors or interaction patterns still
apply [Sco88]. By grouping people in the same areas or topics, it is easier to ex-
ploit those interactions, because people understand better what the distributed
tasks will accomplish and are willing to participate. Social Networks have already
began to sprout new ideas to exploit them for uses other than human interac-
tions, such as using it for enhancing Internet search [MGD06] and leveraging
infrastructures to enable ad-hoc VPNs [FBJW08].

We focus on Facebook and OpenSocial, because of their size and possibil-
ity of access to users’ databases by means of the APIs provided. Furthermore,
Facebook claims to have reached 845.000.000 users (as of January of 2012) and
MySpace (one Web site that uses the OpenSocial API) claims to have more
than 130.000.000 registered users. The potential of these networks for global
distributed computing is best compared to other networks.

The Facebook and OpenSocial APIs enable Web applications to interact with
the Social Networks servers using a REST -like interface7 or, in case of Facebook,
also a Graph interface.8 This means that the calls from third-party applications
are made over the Internet by sending HTTP GET and POST requests.

6 List of Social Networks on Wikipedia.org.
7 Representational State Transfer: tinyurl.com/6x9ya accessed on 14/02/2012.
8 OpenGraph Protocol: ogp.me accessed on 14/02/2012.
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Social Cloud. [CCRB10] is described as being a model that integrates So-
cial Networking, cloud computing [AFG+10] and volunteer computing. In this
model, users can acquire the resources (the only resource considered is disk
space) by exchanging virtual credits, making a virtual economy over the social
cloud computing. Users can gather resources from their friends (either by virtual
compensation, payment, or with a reciprocal credit model [MBAS06]), allowing
this project to approach the objectives for public-resource sharing. Furthermore,
there are a number of advantages gained by leveraging Social Networking plat-
forms, such as gaining access to a huge user community, exploiting existent user
management functionality, and rely on pre-established trust formed through user
relationships. However, the trusting relationship of friends, may not be always
the case9 in Social Networks such as Facebook.

Peer-to-Peer Networks, Grids and Distributed Computing. Peer-to-
Peer (P2P) networks and Grids are the most common types of sharing support
systems. They evolved from different communities to serve different purposes
[TTP+07].

Grid systems interconnect clusters of supercomputers and storage systems.
Normally they are centralized and hierarchically administrated, each with its
own set of rules regarding resource availability. Resources can be dynamic and
thus may vary in amount and availability during time, and have to be known
beforehand among the network. Grid systems were created by the scientific com-
munity to run computation intensive applications that would take too much time
in normal desktops (without being distributed) or on a single cluster, e.g. large
scale simulations or data analysis.

P2P networks are typically made from house hold desktop computers or com-
mon mobile devices, being extremely dynamic in terms of resource types and
whose membership can vary in time with more intensity than with Grids. These
networks are normally used for sharing files, although there are a number of
projects using those kinds of networks for other purposes, such as sharing in-
formation and streaming (e.g. Massive Multi-player Online games using P2P
[KLXH04] to alleviate server load, distributing tasks as SETI@Home [ACK+02],
data streaming for watching TV10). The nodes (or peers) are composed by anony-
mous or unknown users unlike in Grids, which raises its own problems with
security or even with forged results [TTP+07].

SETI@Home. [ACK+02] aims at using globally distributed resources to ana-
lyze radio wave signals that come from outer space, hoping to find radio signals
originated from other planets on our galaxy. For this project, having more com-
puting power means it is possible to cover a greater range of frequencies, instead
of using supercomputers [ACK+02]. Thus, the authors found a way that lets
them use computers around the world to analyze such wave signals.

9 How Facebook could make cloud computing better: tinyurl.com/237ddem accessed
on 14/02/2012.

10 PPStream: ppstream.com accessed on 14/02/2012.
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The wave signals are divided in small units of fixed size and distributed among
the clients (that would be located in any user computer operating as a screen saver
when there are idle cycles). Then, each client computes the results in its spare time
and sends it to the central server asking for more work to do. The most important
lesson of SETI@Home project was that to attract and keep users, such projects
should explain and justify their goals, research subject and its impact.

BOINC. (Berkeley Open Infrastructure for Network Computing) [And04] is
a platform for distributed computing through volunteer computers; it emerged
from the SETI@Home project and became useful to other projects.11 Although
each project has its own topic and therefore their own computational differences,
the BOINC system used for each project (client application) has to be unique.

There are many other projects for distributed computing.12 However, all of
them have only one topic of research (for each project), meaning that each system
does not have the flexibility of changing its own research topic. With BOINC
Extensions for Community Cycle Sharing (nuBOINC [SVF08]), users
without programming expertise may address the frequent difficulties in setting
up the required infrastructures for BOINC systems and subsequently gather
enough computer cycles for their own project. The nuBOINC extension is a
customization of the BOINC system, that allows users to create and submit
tasks for distributed computing using available commodity applications. They
try to bring global distributed computing to home users, using a public resource
sharing approach.

The main concept of Ginger (Grid Infrastructure for Non-Grid Environ-
ments) [VRF07], from which our proposal is derived, is that any home user may
take advantage of idle cycles from other computers, much like SETI@Home,
given the right incentives [RRV10]. However, by donating idle cycles to other
users to speedup their applications, they would also take advantage of idle cy-
cles from other computers, to speedup the execution for their own applications,
with arbitration based on users classes [SFV10], reputation and possibly subject
to a virtual currency economic model [Oli11].

To leverage the process of sharing, Ginger introduces a novel application and
programming model that is based on the Gridlet concept. Gridlets are work
units containing chunks of data and the operations to be performed on that
data. Moreover, every Gridlet has an estimated cost (CPU and bandwidth) so
that they can try to be fair for every user that executes these Gridlets.

Discussion. While there have been works done to approach volunteer comput-
ing using Social Networks, as the communication overlay, they either do not have
the same objectives, as public cycle-sharing, or they do not give the users the
possibility of using others’ resources (idle cycles) for their own work. Compar-
ing these projects based on the communication’s latencies, can be volatile and
misleading because of the unstable conditions, either by the servers’ latencies,
network latencies or even the type of computers used.

11 BOINC projects: boinc.berkeley.edu/projects.php accessed on 14/02/2012.
12 List of Distributed Computing projects on Wikipedia.org.

boinc.berkeley.edu/projects.php
Wikipedia.org
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Furthermore, for our project we assume that the user may not want to give
or have idle cycles to spare which would add a small communication time to the
overall process.

3 Architecture

Our work makes use of Social Networks, such as Facebook and MySpace to mine
these networks locating users’ information and their resources in order to execute
tasks (Gridlets [VRF07]) on their computers. Note that, this information may
include user’s profile, such as friends and groups.

Trans-SocialDP uses the SIGAR library13 to acquire local information about
resources (i.e. processor information, memory available). Such information can
be sent over the Social Network when requested, while also using it to decide
whether it should accept a new Job (from someone else).

The main approach for Trans-SocialDP is to have the platform split into two
parts: one that interacts with the Social Networks; and another to interact with
the users, the local resources and the Ginger Middleware (which is out of the
scope of this work [VRF07]).

Design Requirements. The client application interacts with the Social Net-
works (Facebook, MySpace) through Web Protocols named Graph and REST
(which are an added layer to the HTTP protocol). As Social Networks are still
developing their own systems, the operations available within the client applica-
tion may change over time. We use libraries such as RestFB library,14 myspace-id
library15 and OpenSocial-java library16 to ease the communication to and from
the Social Networks.

Moreover, in order for Trans-SocialDP not to interfere with the users’ normal
usage of their computers, the client application can schedule processing to an-
other time, while also preventing its overuse by stopping its activities, i.e. the
processing of requests and Gridlets only happens when there are idle cycles to
spare.

Trans-SocialDP Architecture. The Trans-SocialDP architecture relies on:
i) the interaction with the Social Networks through the Social Network’s API
(Graph or REST protocols), for the purpose of searching and successfully exe-
cuting jobs; ii) the Ginger Middleware for Gridlet creation and aggregation; and
iii) the user’s operating system to acquire the information and hardware states
that are needed.

Jobs are considered to be tasks initiated by the users, and containing more
than one Gridlet to be processed in someone else’s computer; all Jobs state what
they require in order to execute those Gridlets, so that the client application

13 SIGAR library: hyperic.com/products/sigar accessed on 14/02/2012.
14 RestFb Web site: restfb.com accessed on 14/02/2012.
15 MySpaceID: developer.myspace.com/MySpaceID access on 14/02/2012.
16 OpenSocial Java: code.google.com/p/opensocial-java-client

access on 14/02/2012.

hyperic.com/products/sigar
restfb.com
developer.myspace.com/MySpaceID
code.google.com/p/opensocial-java-client
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Fig. 1. Trans-Social Networks for Distributed Processing module view

can search for users or groups (computer information) that could help on their
processing.

A Gridlet contains the information necessary to process it, meaning that it
has the data file(s) to be transferred to another user and the arguments to be
given to the executable program. The process of creating and aggregating the
Gridlets is managed by the Ginger Middleware and is outside the scope of this
work [VRF07].

The architecture for Trans-SocialDP is comprised of a set of modules depicted
in Fig. 1, and described as follows.

Trans-SocialDP (GUI): this is the main module, which contains the graphical
user interface for the user to interact with the client application. It is responsible
to initiate the interaction with the Social Networks and local computer.

Login Process: this module includes the OAuth17 call definition for each Social
Network. It provides to the user the Log-in web site for each Social Network in
order for the client application to interact with each one; it uses an embedded web
browser (using the JDIC library) for that effect. Note that each Social Network
is responsible for implementing its own OAuth system (or other authentication
systems); for such the client application needs to implement submodules with
each specification for each connection (LoginFacebook, LoginMySpace).

17 OAuth Web site: oauth.net access on 27/02/2012.

oauth.net
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Messaging Engine: this is a main module to the client application; it is re-
quired for communication with all the Social Networks, containing all the neces-
sary functions to do so. The communication between the client application and
the Social Networks chosen are made by each submodule, according to the used
protocol of the Social Network. In particular, for the Facebook submodule it
uses the Graph protocol to send/retrieve Posts/Comments to/from this Social
Network.

MySpace submodule sends/receives key-value pairs to/from a global map used
by third-party applications, which is provided by MySpace servers. Furthermore,
MySpace is being constructed as if it was an OpenSocial network, thus we make
use of the OpenSocial-java library to allow for OpenSocial communication pro-
tocol.

The Messaging Engine also contains its own data types, which are converted
to the message schemas applied to the messages sent/retrieved for each Social
Network, because they may block some types of messages.

Job Engine: this module is divided in two parts, where the first is responsible
to start the chain of events for processing a Job (submitted by the user), such
as sending search messages, sending Gridlets to other users.

The second part (SocialNetwork Check) is responsible for searching for new
Jobs in each Social Network, in order to answer them according to the Job’s
requirements and the local resource’s availability. In the specific case of Face-
book the redirected messages (FoF method) are also taken into consideration,
when starting or searching for Jobs. Thus, each Messaging Engine submodules
need to be aware of the communication protocol previously established for each
Social Network, so that the Job Engine only requires to know a generic way of
send/retrieving information for any Social Network.

People Discovery Engine: this module mines the Social Networks to retrieve
users, friends, groups and other types of information from them. In addition, it
is also used to communicate with other client applications in order to establish
relations between different users’ accounts on different Social Networks (users
that are connected to several Social Networks).

As an implementation issue, the client application needs to distribute the tasks
(Gridlets) as fair as possible. Thus, the module uses the users’ information to
assess if the incoming messages (sent by users that accepted the Job), come from
different users. In order to send a Gridlet for each user, even if they accepted
the Job on more than one Social Network (may not happen when the number
of users is less than the number of Gridlets).

Furthermore, this module contains a data structure for the questions that are
sent to other client applications, i.e. in order to ask other users for a specific
person from a Social Network.

Scheduling Engine: this module gives priorities to the Gridlet’s processing, ac-
cording to a specified criteria (e.g. users’ friends tasks may have higher priorities
than other users).
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Fig. 2. Trans-SocialDP Prototypical example

States Engine: this module determines the state of the user’s computer, taking
in consideration the processor’s idle times, Internet connectivity (essential to all
engines), the user’s Social Networks states and the local state (i.e. when the
client application has been halted by the user). It also uses the SIGAR library,
which reports the system information needed to determine the availability of the
resources.

Prototypical Example. The prototypical example as depicted in Fig. 2 gives an
idea of the platform’s communication flow, from the creation of a new Job (by the
Starter user), to using the Messaging Engine to send and retrieve messages from
the Social Networks the application is connected to. In this example, the Gridlet
message is sent by the Starter’sMessaging Engine to a Social Network (Facebook),
retrieved by the Messaging Engine on the Processor side (an application that ac-
cepted the Job), scheduling it to be processed when it has idle cycles to spare and
sending the results (status) back to the Starter in the same manner.

4 Implemention Details

The implementation of Trans-SocialDP aims for a simple use by the end-users.
Also, the different types of operating systems lead us to favor portability; there-
fore, we used Java as the main language. We primarly chose Facebook over other
alternatives, because it has a higher number of registered users than any other So-
cial Network, and MySpace because it is well-known by Internet users, while also
utilizing some of the OpenSocial concepts.

This section gives an insight on how the technologies were used, such as Graph
and REST protocols. It also explains the schemas used for the messages sent/
received to/from the Social Networks chosen.

Technology Employed. For the purpose of interacting with the Graph and
REST servers, the client applicationmakes use of the RestFb library for Facebook,
the OpenSocial-java and MySpaceID libraries for MySpace, which gives a simple
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and flexible way of connecting to them and conceal the use of XML or JSON ob-
jects.18 However, the functions (using REST) or connections (using Graph) have
to be known, in order to use these libraries, e.g. to read the Posts on a user’s Wall
on Facebook using the Graph protocol, we need a user’s ID or Name for the library
to access Facebook and retrieve that user’s Wall.

As Trans-SocialDP also needs to gather the information about the local re-
sources of the users’ computers, we make use of the SIGAR library. This allows us
to easily access a list of local resources each time it is called, such as processors,
cores, memory. Also, it gives us the ability to know the current states of those re-
sources, i.e. it can give us the available memory at the requesting time, or even the
current idle time for each of the available cores. This library is also useful for the
fact that it can work in multiple environments, such as Windows, Linux, among
others, making it possible the portability of Trans-SocialDP to other systems.

Message Schemas. Trans-SocialDP uses Social Networks to send and retrieve
messages via their external interfaces. In Facebook, it reads Posts (messages that
are contained in the users’ Walls, groups’ Walls) and Comments (messages con-
tained within the Posts), and writes other messages on users’ Walls (which is a
space that contains messages) either as Posts or Comments.

As for MySpace, Trans-SocialDP uses a global map of key-value pairs to send
and retrieve messages to and from other applications. These keys, are generated
by the client application depending on the type of message plus a random number
in order for the keys to be different (e.g. for the Job search request message the
key becomes transSocialDP.JobSearch.RandomNumber). The values for each key
contains the message to be sent to another user, which is the same as we use on
Facebook.

These Schemas are very simple and human readable, in order for Facebook (or
other Social Networks) to allow them on the Web site, and not consider them as
Spam or other type of blocked messages. They are also human readable to assure
the users what information is being sent to other users.

5 Evaluation

The evaluation of Trans-SocialDP is comprised of a scenario that assesses each
Social Network and ultimately the combination of interacting with several Social
Networks, in order to know the effects each can carry to the processing times, while
also evaluating our works’ goals.

Scenario Mixed. This scenario was designed to evaluate the performance of
Trans-SocialDP on both Social Networks (Facebook, Myspace) with a complex
system of connections. As depicted in Fig. 3 the starter has a connection to Face-
book (FB) and to MySpace (MS) where it can send/retrieve messages from other
client applications, adding that some users may have accounts on both Social Net-
works and are identified by their UIDs of each Social Network. The starter needs

18 JSON: json.org accessed on 14/02/2012.

json.org
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Fig. 3. Trans-SocialDP Scenario Mixed View

Fig. 4. Rendering Test Times for Scenario Mixed

Fig. 5. Communication Times for Scenario Mixed

to know if a user is the same on both networks, even though the UIDs are dif-
ferent. This network is composed by 2 Friends in Facebook, each one having a
Friend (FoF), a group (Facebook) with 4 users including the starter, and 6 users
connected to MySpace.
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The number of Gridlets to be processed are 8 in total, and the processing time
is 5 minutes each, in order for all users in the network to take at least one Gridlet.
The first three tests were made without a local database of users’ information, and
the later three with it.

For this scenario we assume that i) all client applications are running, and con-
nected to their respective Social Networks; ii) the client applications can retrieve
a Gridlet message from any place that they have accepted, e.g. User 7 can accept
a Job from Facebook (Friend connection) or MySpace and that User 14 can only
accept a Job fromMySpace, although it has a connection to User 3 (on Facebook),
it goes beyond the 2nd degree of friendship we imposed.

The results for scenario Mixed, as depicted in Fig. 4, describes the total time
for a Job for each test. Some situations, as in test 3, are caused by latency related
problems with the communication between client applications. Also, for test 2 the
creation of the local database might not have been completely accurate, thus the
starter sent more than one Gridlet to a user (the same user on different Social
Networks).

This case can happen when the starter asks for information about a user to the
network (or friends/other users) and does not get an answer within a pre-defined
time period; it then assumes that the user may not be the same in both Social
Networks, where in fact they were. However, besides all the latency caused by the
communication, the total process times in all tests still gain speedups against local
execution (where it should have been about 40 minutes).

Fig. 6. Wait times for Gridlet process on Scenario Mixed

In Fig. 5 we can see the time each task takes to be completed, and the spikes the
connection to the Social Network can cause on the overall process; e.g. the third
test took much more time to send the Gridlets than in the other tests, because of
the added times for mining information about other users and some latency in the
servers.

In Fig. 6 we can notice some delay to receive a Gridlet message in test 3, which
can occur when the network communication is having more latency than usual.
We also see in test 2 that a Gridlet message was received and its processing was
delayed in relation to the other Gridlets, when a user received it from another
Social Network.
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Discussion.We can state that the overhead that Trans-SocialDP imposes on the
overall process is minimal compared to the time it takes to process aGridlet, which
in realistic terms can be more than 1 hour. However, these times can be hindered
by other tasks such as searching for resources that do not return positive results,
or even that the total resources available are lesser than the number of Gridlets
that have to be processed.

Furthermore, we can state that the search for users’ information may hinder
the total process, because the information on both Social Networks may not be
compatible, and thus situations like sending more than one Gridlet for the same
user via different Social Networks can occur.

When comparing with local execution, Trans-SocialDPdecreased the total pro-
cessing time, compared to what it would have consumed in the users’ computers.
Trans-SocialDP achieves overall speedups on Jobs, and the added support of other
Social Networks may benefit this speedup. By finding capable users, that either
the search did not reached on one of the Social Networks, or that the users are
only connected to the other Social Network.

Moreover, we can confirm that the users can donate their resources (processors’
time) for other users’ consumption. While also, taking advantage of other users’
resources, that have the same interests (or in the same groups), to further speedup
their own tasks.

6 Conclusion

Our project exceeds the boundaries of a common use of Social Networks, allowing
any user to consider donating their idle processing cycles to others (while alsomak-
ing use of others) thatmay need to finish their tasks faster than they would in their
own computers. In this project we presented a new method of resource and service
discovery through the use of Social Networks and the interaction between users.

The main approach for Trans-SocialDP is to have a client application split in
two parts. One that interacts with the Social Network using RESTorGraph proto-
cols; and another to interact with the users’ computers for local resource discovery,
and the Ginger Middleware for creation and aggregation of Gridlets.

We evaluated Trans-SocialDP with several scenarios to determine the viabil-
ity and the changes it would take by contacting different Social Networks. Thus,
we created a scenario that interacts with both Social Networks to regard Trans-
SocialDP performance, stability and viability on such networks.

In addition, the scenario described was createdwith several users’ roles inmind,
meaning the users could be regarded as Friends, Friends of Friends, group mem-
bers, or other roles, in order to fully test the communication system between the
users’ client applications.

With the obtained results, we can conclude that while the total times for pro-
cessing a Job gained speedups against local execution in the users’ computers,
this can be hindered by some variables: latency of Social Network servers, the
fact that searching for resources among Social Networks users may not return
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positive results, that the total number of available resources is less than the num-
ber of Gridlets that comprises a Job, while also the distribution of tasks among
the available users may not completely parallelize them.

In summary, we find all our goals to have been met, in the sense that our
proposed platform can leverage Social Networks, by mining users’ friendships, re-
lationships, and affiliation to groups and communities, in order to gather compu-
tational resources. Such resources can be employed to speedup jobs in a global
distributed computing platform. By bringing in the concept of resource sharing
to global infrastructures such as Social Networks, we allow virtually any common
user tomake use of idle resources scattered across the Internet, within a framework
they are familiar with. Within, Trans-SocialDP, global cycle sharing can become
widely employed as many other features supported by Social Networks.

Future Work. For the future, we believe that Jobs completion and the search
for resources would benefit with requirements’ semantics, increasing the chance
to direct Gridlets to peoples’ computers that would satisfy those. In addition, a
reputationmethod would assure users that the distributed tasks are given to those
that can actually undertake the responsability of processing the tasks.

Acknowlegments. This work was partially funded by FCT projects PTDC/
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Abstract. The wide-spread popularity of online social networks and the
resulting availability of data to researchers has enabled the investigation
of new research questions, such as the analysis of information diffusion
and how individuals are influencing opinion formation in groups. Many
of these new questions however require an automatic assessment of the
sentiment of user statements, a challenging task further aggravated by
the unique communication style used in online social networks.

This paper compares the sentiment classification performance of cur-
rent analyzers against a human-tagged reference corpus, identifies the
major challenges for sentiment classification in online social applications
and describes a novel hybrid system that achieves higher accuracy in this
type of environment.

Keywords: Online Social Networks, Sentiment Analysis, Text Classi-
fication.

1 Introduction

The amble availability of data from online social networks in machine-readable
format has made it possible to investigate and evaluate a whole new set of
research questions at a large scale, such as “how do trends form?”, “what deter-
mines how influential a person is?” or “how do our friends and contacts shape our
opinion?”. Many research questions posed in online social network analysis thus
require to be able to assess the context and meaning of a user’s statements, iden-
tifying in the simplest case whether a sentence is a neutral, objective comment
or a subjective opinion, or in more advanced scenarios tracing and quantifying
the development and flow of positive/negative thoughts across a user’s various
communication threads.

In recent years, a number of methods for sentiment analysis have been pro-
posed; these techniques have however been developed for and are consequently
geared towards the extraction of meaning in large text corpora, such as product
reviews, letters or articles. User communication in online social networks such
as Facebook or Twitter has however very specific and challenging features: 1)
Messages are short and highly abbreviated and therefore only a small angle of
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attack for an automatic classifier, 2) Text is very colloquial and typically de-
prived of any context information, thus making it difficult to infer the subject
and reference of the sentiment.

Due to these special characteristics, traditional sentiment analysis methods do
not provide sufficiently accurate results when applied towards online social net-
work communications. This paper deviates from these established sentiment clas-
sification approaches and describes an alternative method utilizing additionally
both grammatical and contextual information for increased detection accuracy.
The contributions of this paper are two-fold: First, we evaluate a set of available
sentiment classifiers against a dataset obtained from the social microblogging
platform Twitter, and measure the detection performance of these automatic
tools against a human classification. Second, we identify common problems in
sentiment analysis and demonstrate how an alternative approach can provide a
higher detection accuracy than previous context-less classifiers, and beside pure
identification of sentiment polarization, can additionally provide a magnitude
quantification of sentiments.

The remainder of this paper is structured as follows: Section 2 overviews previ-
ous work in sentiment classification, with a specific focus on online social network
sentiment classification. Section 3 describes the evaluation corpus, compares the
detection performance of existing approaches and discusses common problems
with short colloquial text analysis. Section 4 introduces our hybrid approach and
outlines additional application use cases. Section 5 summarizes our findings.

2 Related Work

Sentiment analysis, i.e., the extraction of an opinion’s overall polarization and
strength towards a particular subject matter, is a recent research direction [1,2],
and typically approached from a statistical, or machine-learning angle. Atten-
tion has been given particularly in the domain of movies [3,4], by analysis of
social media data, as reflection of common opinion. It is found that prices of the
movies industry have a strong correlation with observed outcome frequencies,
and therefore they are considered as good indicator of future outcomes. Most
recently published work either perform unsupervised learning on a provided cor-
pus of perceived positive and negative texts such as product reviews [5,6], or
use a set of curated keywords with positive or negative connotations to classify
input [7,1].

Another common approach [5,6] is measuring sentence similarity between
given data input and texts of specific polarity, which explores the hypothesis
that opinion sentences will be more similar to other opinion sentences that to
factual ones. Additionally, previous work [8,9] was focused on learning extrac-
tion patterns associated with objectivity (and subjectivity) in order to be used
as features of objective/subjective classifiers. It is shown that this approach
achieves higher recall and comparable precision than previous techniques. Apart
from that, recent publications [10,11], introduced the use of Natural Language
Processing modules in order to extract concepts from the processed text and
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eventually derive sentiment out of them. In the very recent past, several of these
general approaches have been specifically extended towards the mining of senti-
ments from online social media sources, in particular the microblogging platform
Twitter [12]. For our analysis, we focus on those approaches for which the orig-
inal authors made a reference implementation available to us, specifically we
compare the classification accuracy with the following classifiers:

Twitter Sentiment. We used the bulk classification service available on the
Twitter Sentiment website [13] in order to classify our test-set. This tool
attaches to each tweet a polarity value: 0 for negative, 4 for positive and 2 for
neutral- therefore we consider the first to describe subjective tweets, while
neutral is for objective tweets. The main idea behind Twitter Sentiments
approach is the use of emoticons as noisy labels for the training data which is
shown that it increases the accuracy of different machine learning algorithms
(Naive Bayes, Maximum Entropy, and SVM). It is noted that the web service
of Twitter Sentiment uses a Maximum Entropy classifier.

Tweet Sentiments. Our test-set was also tested through the API of Tweet-
Sentiments [14], a well known tool for analysing Twitter data and provide
sentiment analysis on tweets. TweetSentiments is based on Support Vector
Machines (SVM) and is using the LIBSVM library developed at Taiwan
National University. It classifies tweets as positive, negative or neutral and
these values are treated as stated previously.

Lingpipe. We also used the Sentiment Analysis tool of the LingPipe [15] pack-
age which focuses on the subjective/objective (as well as positive/negative)
sentence categorisation especially on the movie-review domain. This ap-
proach uses the usual machine learning algorithms (Naive Bayes, Maximum
Entropy, SVM) and a Java API of the classifier is available online. Even
though it comes with its own training set, we used the half of our hand-
classified set to train the classifier, in order to have better results. The other
half was used as test-set and results were compared to the corresponding
hand-classified tweets.

3 Methodology, Test Corpus and Performance Evaluation

To evaluate the performance of established sentiment classifiers and create a
benchmark for our developed solution, we randomly sampled a set of some 1,000
publicly readably messages from the microblogging platform Twitter. Prime use
cases for sentiment analysis are for example research questions revolving around
the spread of information, opinion formation and identification of influential
relationships in social networks, and such processes are typically believed to be
present in discussions around product and media such as music, book or movie
reviews.

Data Acquisition and Processing. For our evaluation, we therefore collected
a data-set of 1,073 randomly chosen tweets related to the five most popular
films of the 83rd Academy Awards. We used the language detection library of
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Cybozu Labs [16], in order to eliminate the tweets written in any language other
than English, while we also tried to remove advertising tweets out of the set.
Multiple retweets of the same text were also removed to prevent performance
over- or underestimation, as well as unnecessary tokens like link urls, “@” tags
for mentioning a user, ‘RT’ tags etc. Each tweet of this test-set was classified by
hand before the begin of the evaluation into an objective or subjective statement;
this corpus is used throughout this work as a reference benchmark.

Objective Statement Subjective Statement

Does text contain an 
opinion of some form?

Does the sentiment use a 
relevant reference point?

no yes

noyes

Relevant Expression
determine polarization 
and intensity

determine polarization

Fig. 1. Sentiment classification involves a multi-stage process, in which not only the
existence of a sentiment should be checked, but also the reference point and strength
should be assessed. (Contributions of this work are indicated in green.)

Components in Sentiment Analysis. Starting point for any sentiment anal-
ysis (as shown in figure 1) is the detection of any form of opinion in written
text. If the author expresses some form of judgement, the input can be con-
sidered a subjective statement, otherwise the data is classified as an objective
claim. Example cases distinguished by such test are for example “I liked The
King’s Speech” versus, “The King’s Speech was a really long movie.”, respec-
tively. Another case is given by subjective messages where the sentiment is not
based on the relevant reference point (the title of the movie). For example the
tweet “I like you, even when watching The King’s Speech” is a positive tweet,
but its not the opinion about the movie that is positive. Once the existence of
a sentiment has been established, typically a classification step is performed to
determine whether the speaker is expressing a positive or negative opinion over
a particular subject matter.

Challenges for Classification in Short Colloquial Text. In many types of
inputs, and specifically in micro-texts such as tweets or chats, however a prob-
lem arises: conversations are highly abbreviated. As tweets offer only 140 char-
acters of payload, messages are reduced to a bare minimum and several different
thoughts - for example reactions to previous incoming messages - frequently are
abbreviated and intertwined: “Watched King’s Speech today in class. I love the
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end of the term.” This results in a very small footprint on which sentiment anal-
ysis can be conducted, at least compared to the essay- and article-type classifica-
tion previously used for polarization analysis. Previously established approaches,
which for example operate using a statistical word-frequency analysis, are there-
fore less suited, as the low quantities of text and the high concept compression
ratios are resulting in very high statistical fluctuations and noise during the de-
tection. For this reason, we pursue a different approach in this work and analyze
the grammatical structure of messages. By detecting which concepts a particular
sentiment is referencing to, we can make more fine-grained decisions and con-
sequently achieve a higher prediction accuracy especially in dense, intertwined
texts. In the example above this concept is the end of the term (and therefore
potentially a looser schedule) rather than the movie itself.

Automatic Detection and Tuning of Polarization Intensity. Finally,
many applications and research hypotheses can be better served if not only
the existence of a sentiment and its general polarization is known, but an ab-
solute notion of “how positive” or negative a particular opinion can be derived.
This would allow both a better assessment of how opinions are propagated and
adopted, as a person with a strong negative attitude towards a particular concept
is first expected to become less and less negative before developing a positive
sentiment if at all. Without a quantification of polarization such trends would go
unnoticed. Additionally, a quantitative measurement of attitude would allow of
differentiation between alternatives, which in sum are all considered positively,
but in a pairwise comparison are not equal.

If considered in previous work, this aspect is typically approached using man-
ually curated word lists, as for example in [2]. When following this strategy in the
application context of micro-messages, we however discovered two fundamental
difficulties: 1) Users utilize a rich set of vocabulary to describe their opinions
about concepts. Capturing and maintaining an accurate ranking of evaluative
comments would require a significant effort in a practical setting. 2) Expressions
indicating positive and negative sentiments and their relative differences are nei-
ther stable over time nor between different people, thus a method to re-adjust
and “normalize” sentiment baselines over time or between say generally very
positively oriented, neutral or pessimistic speakers will provide an advantage.

Evaluation of the State-of-the-Art. To evaluate the performance of existing
sentiment classifiers, we let the set of available classifiers described in section 2
analyze and distinguish a reference body of tweets. As most methods do not
allow for a sentiment quantification, we limited this evaluation to only a general
polarization detection which is supported by all systems. Comparing the output
against the previous human classification, we measured the overall accuracy of
the automatic classifiers in distinguishing subjective from objective statements
as shown in figure 2(a). Figure 2(b) shows the overall performance in correctly
and incorrectly classified statements.
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Fig. 2. Classification accuracy of different sentiment analyzation methods

As can be seen in the figure, the classification accuracy of all statistical senti-
ment analyzers is between 55 and 60%, whereas the proposed statistical-
grammatical hybrid approachyields a correct classification accuracy of about 85%,
a 40% gain over previous work. Note also that the accuracy of existing system also
varies significantly between the type of input data: Twitter Sentiment [13] for ex-
ample is much stronger identifying objective statements compared to subjective
ones, while Tweet Sentiment [14] shows exactly the opposite behavior. The pro-
posed hybrid solution on the other hand does not show any significant bias.

4 Sentiment Classification and Polarity Estimation

This section describes in detail the underlying concept of the proposed hybrid
sentiment classifier. As shown in figure 1, the general task of sentiment analysis
can be conducted in two general phases, first the detection of opinions in general
(yielding to a categorization in objective and subjective text), after which a
quantification of the polarity can be attempted. The following discussion mirrors
these steps.

4.1 Grammatical Sentiment Classification

In order to classify a given message into subjective and objective we analyze the
grammatical structure of a tweet. Subjectivity is mostly based on adjectives or
verbs expressing the polarity related to the subject of the message. This means
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if directly expressing an emotion one usually uses a verb like “like/love/hate”
whereas expressing the mood about something usually contains an adjective.
Consider the examples: I’m feeling sick today, I liked the movie.

To determine the existence of a sentiment, we therefore invert the grammati-
cal structure of a given text to detect the presence of verbs carrying an emotional
meaning or to find the adjectives associated with the keywords we are performing
the sentiment analysis on, in our case the titles of movies. Grammatical structure
analysis is a mature research area and we use Klein and Manning’s lexicograph-
ical parser [17] to determine the structure of the English texts of tweets after
removing special characters as described in section 3. For a given text, this tool
is estimating the grammatical structure. An example for the tweet “I liked the
movie” is given in the following:

[I, liked, the, movie]

(ROOT

(S

(NP (PRP I))

(VP (VBD liked)

(NP (DT the) (NN movie)))))

nsubj(liked-2, I-1)

det(movie-4, the-3)

dobj(liked-2, movie-4)

Here, the parser is reasoning that “I” is the nominal subject of “liked”, and
“movie” is the direct object of the verb “liked”. As mentioned, most tweets
expressing a sentiment have this kind of structure. If an adjective is referring to
a subject the likelihood is quite high that this tweet expresses the mood about
something. Note however that it is in general possible that the speaker was using
sarcasm or irony, which could not be detected from a grammatical viewpoint.

In a second step, we cross-check whether the word referring to the subject of
a tweet is an adjective. This can be done using either a lexical database such as
WordNet [18] or a part-of-speech Tagger [19], which will be used further in this
discussion. Through such a tool, every word in a given sentence can be annotated
with a tag identifying its purpose in the sentence [20], so the example “I liked
the movie” is marked as:

I/PRP liked/VBD the/DT movie/NN

The part of speech tagger tells us that “I” is a personal pronoun, “liked” a verb
in past tense, “the” a determiner and “movie” a noun. By connecting the so
gathered information of a message we build simple rules to detect if a message is
a subjective statement whereas all the others by inversion have to be objective:

1. if an adjective is referring to the subject
2. if an verb out of a list is referring to the subject
3. adjective + [movie, film]
4. [movie, film] is/looks [adjective]
5. love/hate + [movie, film]
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4.2 Automatic Polarity Estimation

After the existence of a subjective component has been established, it is neces-
sary to determine the overall polarity of the sentiment and if possible also the
magnitude of the sentiment. In order to estimate the general polarity direction
of words in the corpus, we used an unsupervised approach based on word corre-
lations. This approach is inspired by the way a person is learning to judge which
words have a positive or negative meaning, which is essentially a result of a lot of
exposure to speech and written text, from which the learner infers which words
appear in a positive or negative context.

The same basic principle, inferring which words appear together in a positive
or negative context, can however be easily mirrored in a machine as well. Here,
a computer would simply need to count how often a particular adjective has
been encountered with a positive meaning compared to the frequency it has been
observed with a negative connotation. To begin such an automatic classification,
some notion of what is deemed positive or negative will be necessary. In our
work, we have explored two general options, first by manually specifying a set
of keywords one would associate with positive expressions such as “fantastic”,
“incredible”, “amazing”, which can read from existing databases such as [18],
and second by looking at the most basic positive/negative expression commonly
used in online messages such as chats, emails or microblogs: a positive smiley
:-) and a negative smiley :-(. In the following, we will discuss the results for this
second alternative.

From a list of one million tweets, we search for all tweets containing a positive
smiley :-), :) or =) – in the following referred to as positive keywords – and
created a list of texts containing at least one of those symbols. Similarly, a list
of all tweets containing a negative smiley such as :-(, :( or =( – deemed negative
keywords – was prepared. Using the techniques discussed above, we dissect all
individual statements and count the number of co-occurrences between every
detected word and the positive or negative keywords. To correct for differences
in length of those two lists – as users typically write more positive than negative
statements –, the two values are then normalized by the number of words in the
list of messages containing positive words and the list of messages containing
negative words. This results in a relative assessment of a particular word to
appear in a positive or a negative context, where context is defined by the positive
and negative keywords, respectively.

To arrive at a relative polarity of a particular word between the two extremes
“positive” and “negative”, it is now simply enough to subtract the relative fre-
quencies. This number is positive if the word is typically used within a positive
context and negative if the word typically occurring with a negative meaning.
As this number is biased by the number how often a word is used in general, a
final correction step is executed in which each rating is multiplied by the term
frequency measured in all tweets: the emphasis of frequently observed words is
therefore reduced, and the value of unusual ones is lifted.
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Fig. 3 shows the output of this simple procedure conducted over a body of
one million tweets, and using just positive and negative smileys as corresponding
positive and negative keywords. As can be seen, this unsupervised process leads
to a clear and meaningful ranking of adjectives. We have repeated this analysis
over a selection of datasets of different duration and verified the automatically
generated polarity estimation against those done by a human. Typically, less
than 7% of the words were considered wrongly placed in the overall order; out
of a list of 30 adjectives between one and two placement were deemed higher or
lower in the ranking by a human observer than by a machine. As this method
can be executed without manual intervention, this new methodology can be
continuously conducted to detect the general development of sentiments in entire
online communities, as well as to identify whether the polarity of certain words
shift in strength over time.
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Fig. 3. Automatic polarity ranking of adjectives based on general Twitter messages

A more comprehensive analysis is needed to see if the sentiment of adjectives
change over time. However taking twitter data of durations of one week, one and
two months the polarity seems to stabilize the longer the duration of observation.

4.3 Detecting Networks of Concepts

This general method is however not limited to determine the polarity strength of
words in general, but can be used to detect and identify common concepts and
their associated sentiments in general. To do so, it is simply necessary to swap
out the two sets of keywords (which in the last section were :-), :), =) and :-(,
:(, =(, respectively), and replace them with those terms and synonyms relevant
to a particular study.
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Consider for example a situation where one would to determine the associa-
tions made with the brands and products of two hypothetical tea manufacturers:
McArrow’s orange-peppermint tea and DrBrew’s strawberry-melon tea. Here, one
would populate keyword group 1 with words from the first area, i.e., McArrows,
orange-peppermint, etc. and analogously keyword group 2 with words such as
DrBrew, strawberry-melon, etc., and by the same means described above, this
method would derive the set of words frequently used in combination with any of
those keyword terms as well as the strength of their typical common appearance
as shown in figure 4.

keyword 1
keyword 2

keyword 3

keyword 1 keyword 2

keyword 3 keyword 4

word A
word B word C word D

word E
word F

word G

word H

word I

...

...

Keyword Group 1

Keyword Group 2 ...

Fig. 4. The technique can be broadened to determine the concepts commonly associ-
ated with any keyword as well as the particular strength of the association

The words A−I discovered to be co-located can however be themselves further
interpreted, for example, 1) depending on how positively/negatively they are (as
discussed above), or 2) which general topic areas or word field the concepts come
from. Imagine for example words A and F in figure 4 to be “taste” and “flavor”,
while words D and E are “packaging” and “price”. Clearly, such combined word
co-localization, polarization and word-field analysis will provide a significant
insight to our hypothetical tea manufacturer, which can also be easily repeated
over time to track its overall development, but also to the researcher interested
in how particular opinions form, are spread and change over time.

As a general example, we have applied this techniques towards the keywords
“coffee” and “tea”, and let the system arrange the resulting associated words
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Fig. 5. Polarization analysis of commonly used words with coffee and tea based on
general Twitter messages

according to their overall polarity strength. The overall abstract network can
then be drawn in a similar manner as figure 3, and figure 5 shows the 27 strongest
connections commonly made the terms coffee and tea. All bars indicating their
affiliation towards the two beverages are colored by their polarity value. Red
indicates a negative, green a positive and white a neutral polarity.

5 Conclusion

In this paper, we have presented an alternative method to determine the exis-
tence and strength of subjective opinions in short colloquial text, an application
domain where existing approaches do not yield a high detection accuracy. The
proposed system works through a combination of grammatical analysis with tra-
ditional word frequency analysis, does not need supervised training and improves
the accuracy of previous work by about 40%.
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Abstract. The protection of network infrastructure and services is one
of the main issues network managers face today. This paper investigates
this matter through the study of network resilience. A resilience factor
(RF) is proposed to take into account topological aspects of the network
and also the amount of traffic losses under stress conditions. The pro-
posed factor is evaluated using a real network backbone (RNP). Results
obtained showed that the resilience factor is consistent and can be em-
ployed to support network managers decisions about network expansions,
link additions and removals. Such decisions improve network robustness
making it less vulnerable to attacks and failures.

Keywords: Resilience, Network Management, Network Link Failures,
Traffic Loss.

1 Introduction

Among the various tasks a network manager has to perform, the study on how
to improve robustness to better support faults and attacks to the network infras-
tructure and services is a critical issue. Such study usually involves the analysis
of redundancies, alterations and expansion of the network resources.

In this sense, decisions about where to efficiently invest at a reasonable cost
often depend on the experience of each network manager. Despite taking into
account information concerning the operation of the network, the process is very
subjective and may lead to poor or not effective choices.

The main goal of this work is to propose a measure of resilience in order
to better quantify this important property, and thus provide a methodology
for the use of resilience in the management of computer networks. The metric
can be employed to assist network design and also to support decision-making
regarding expansions or changes in the topology of an operational network. It is
thus possible to decide between one or another change in the topology based on
the impact of each one to the resilience of the network.

The first step toward this goal is to propose a resilience factor (RF) in order
to quantify the network level of resilience. The proposed resilience factor takes
into account both the topological aspects as well as the traffic demands posed
to the network. After being able to measure network resilience through RF, one
can search for alterations in topology in order to obtain a better outcome in
terms of RF.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 109–120, 2012.
c© IFIP International Federation for Information Processing 2012
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Finally, the proposed methodology is evaluated using a real network scenario
where results obtained conforms to expectations of network managers.

This paper is organized as follows. Section 2 reviews the related work on the
topic. Section 3 presents our proposal: the resilient factor, methodology and
algorithm. Section 4 discusses the results obtained using a real network sce-
nario, and finally Section 5 presents the conclusions and suggestions for future
work.

2 Related Works

The quest for increasing robustness of the network led to the study of resilience.
Network resilience is a broad area, this work considers the following definition:
“Resilience in networks is the ability of an entity to tolerate, endure and automa-
tically recover from challenges under the conditions of the network, coordinated
attacks and traffic anomalies” [1].

From the above definition, several works in the literature studied resilience us-
ing different techniques and methods. They can be roughly divided into two main
categories: reactive and proactive approaches. Reactive strategies are mostly de-
voted to routing and other network configuration mechanisms that are trigged
to react to a given fault or anomaly condition observed in the network, whereas
proactive approaches try to condition the network beforehand to better resist to
faults, anomalies and attacks. The focus of this work is on proactive approaches.

A quantitative and statistical analysis of the frequency and duration of faults
are carried out in [2], [3] and [4], the results are equivalent and were obtained in
real topologies. It was shown that failures are part of network operation and most
of them last for less than 10 minutes. Regarding interruptions of network ser-
vices, scheduled interruptions correspond to 20 % and unplanned interruptions
correspond to 80 % of the total. Within the 80 % of unscheduled interruptions,
70 % correspond to a single link failures and 30 % are attributed to multiple
failures of equipment and fiber optic networks. This information is important
and could be taken into account in the development of resilience metrics.

The work [6] brings a comprehensive analysis of network resilience, addressing
topics such as failures in networks, mechanisms of resilience and analysis. The
purpose of that paper is to present a methodology based on the calculation of
autonomous systems edge connections availability using distribution functions
of link occupation. Such functions depend on network failures and traffic varia-
tions. Failures can be single, double, triple and so on. The traffic considered is
proportional to the size of the population in a given area. Results show that link
additions to the network provide a greater network availability.

The work in [7] was one of the first to introduce a method to measure
the fault-tolerance of a network. The measure was defined as the number of
faults a network may suffer before being disconnected. The authors computed
an analytical approximation of the probability of the network to become dis-
connected and validated their proposal using Monte Carlo simulation results.
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The simulation scenario employed three particular classes of graphs to represent
network topologies: cube connected-cycles, torus and n-binary cubes – all of
them are symmetric and with same node degrees.

The authors in [8] were interested in evaluating the robustness of a network
against attacks and node failures. They applied the concepts of node connec-
tivity and topology symmetry. The evaluation of their method was carried out
using different groups of networks: symmetric topologies, scale-free, and random
topologies. In [9] a similar method was presented, but evaluation was performed
considering only network topologies that are scale free to better adhere to real
Internet characteristics. A scale free topology [10] is such that the degree of its
nodes follows the power law distribution [11].

The method proposed in [12] used the k-connectivity property of a graph to
construct a resilience factor for network topologies. The authors showed that the
method was consistent and more efficient than previous approaches. However,
the computational cost to compute the factor is quite high and the method does
not take into account the capacity of links and network traffic.

On the other hand, both network traffic and link capacity were considered
by the authors in [13] and [14]. The parameters were related by the concept
of delivered value: the ratio of traffic routed through a network after a capacity
decrease or loss and the value sent before the reduced capacity. According to the
previous definition:

DV =
(DeV − LOSS)

DeV
(1)

where DV is the delivered value, DeV is the amount of traffic that should pass
through the link and LOSS is the amount of traffic that was not delivered due
to network changes (capacity decrease or loss). In their work a complete discon-
nection was not considered but the capacity of a given link could be reduced due
to failures, which might impact DV .

It can be observed from previous works that in order to provide a more com-
plete view about network resilience it is important to consider not only connec-
tivity aspects of the network topology as in [12], but also to compute the impact
on traffic caused by network changes as in [13] and [14].

3 Proposed Method

This paper proposes a method to quantify resilience of a given network through
the resilience factor, RF . As mentioned before, the proposed method does not
focus on a single network aspect but can be viewed as a composite metrics of
delivered traffic and topology characteristics as follows:

RF = (ADV,R) (2)

where ADV is the average delivered value and R accounts for the number of
redundancies the network topology enjoys. In this work, R is also defined as the
network order. Details about the computation of RF will be presented next.



112 M.F. Vasconcelos and R.M. Salles

3.1 Resilience Factor

The first aspect to analyze is how network topology is considered in the term R
that composes RF .

From the definition and all previous works discussed in Section 2, it is pos-
sible to realize that resilience is associated to redundancy in the following way:
a network enjoys a high level of resilience if it has a large number of redun-
dant resources to cover possible losses during attacks and/or failures. We try to
quantify this notion using the concept of network order.

In this work, network order (or simply R) is computed by the number of
redundant links the network has to connect its nodes. In other words, R is
defined as the maximum number of links that can be removed and still preserves
network connectivity – the resulting topology becomes a spanning tree.

For instance, suppose a network where nodes are connected only by the span-
ning tree (ST) itself, in this case any failure causes a disconnection and traffic
losses since there is no spare resources to keep nodes connected. Hence, a ST
network is of zero order: R = 0.

On the other hand, a full mesh network has n(n−1)
2 links, where n is the

number of nodes in the topology. For this network the spanning tree (ST) is

composed by n−1 links, and so there are n(n−1)
2 − (n−1) extra links connecting

nodes, yielding R = (n−2)(n−1)
2 .

Therefore, the parameter network order is limited by these two practical sit-
uations that can be found in real network topologies:

0 ≤ R ≤ (n− 2)(n− 1)

2
(3)

We would like to study resilience taking into account redundant links only and
how their disconnection impacts the delivered traffic, or in another way, how the
network depends on them to deliver its traffic. For example, a topology that has
no redundancy but that can route all traffic, will have RF = (1, 0) indicating
that ADV = 1 (no losses) and R = 0 (no redundancy). If in another network
we can draw five links out of it and all traffic continues to be delivered then
RF = (1, 5), and so on.

ADV is based on Eq. 1, in fact it is computed as the average of DV in each x
different network conditions given by links removals/failures, leading to DV (x).
Note that differently from [13] and [14] Eq. 1 is applied to the network as a
whole and not to a specific link only. The objective is to evaluate how topology
changes due to link failures and reduce its capacity to deliver traffic.

Let us illustrate the computation of RF = (ADV,R) using the example in
Fig.1. The topology in Fig.1a has 4 nodes and 5 links, where the capacity of
each link is given in Mbps. The computation of R is directly obtained from the
topology: R = 5 − 3 = 2, i.e. the topology has two redundant links in addition
to the links of the spanning tree. The network order (R) is used to evaluate all
failure conditions (link removals) regarding network redundancies only, and how
they impact the delivered traffic.
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(a) Topology (b) DV (1) = 1 (c) DV (2) = 1 (d) DV (3) = 1 (e) DV (4) = 0, 6

Fig. 1. Exemple: obtaining ADV

Hence, according to our approach there are 2R = 4 failure conditions to be
tested: no failure (Fig.1b), one failure (Figs.1c and 1d) and two failures (Fig.1e).
In fact, if more than two failures occur the network will be disconnected and
all traffic from and to the disconnected node will be lost. This is an extreme
situation that is less likely to happen than the other cases (see Section 2) and
will not be considered in this work. Such extreme cases are studied in [12]. It is
important to notice that although extreme fault scenarios (nodes disconnection)
are not taken into account in the RF , the computation of ADV considers worst
case analysis.

First, in Fig.1b it can be seen that the highest network link load is 37%, and so
all traffic is delivered since there is no loss in the network, for this first scenario
DV (1) = 1. The link of highest occupancy is selected to be removed from the
topology (worst case) yielding in the scenario of Fig.1c. All traffic crossing that
link has to be rerouted to other links, loads on the remaining links increase,
however the network has enough spare resources to support such failure and
all network demands are still delivered: DV (2) = 1. Now the diagonal link is
removed to generate the situation in Fig.1d, where still DV (3) = 1. Finally, both
spare links are removed and the network is connected only by its spanning tree
(limiting situation before node disconnection). In Fig.1e there is a link operating
at 100%, in fact demands exceed link capacity and there is loss of traffic in the
network: DV (4) = 0.6.

The parameter ADV is then computed as the mean DV for all failure situations
considered:

ADV =
DV (1) +DV (2) +DV (3) +DV (4)

4
= 0.9 (4)

and RF = (0.9, 2) for the network in the example. This can be read as: the
network has two redundant links and can deliver almost all demanded traffic
even in situations involving failures related to the spare capacity (redundancies).

A generalization of Eq. 4 is possible if it is known beforehand the probability
of each one of the failure scenarios illustrated in Fig.1 occurs. Thus, the corres-
ponding DV could be weighted, αi, according to the probability of the specific
failure occurs:

ADV =

2R∑
i=1

αiDV (i)

β
β =

2R∑
i=1

αi (5)

Since such information is not always available and to simplify the approach, we
consider in this work all αi = 1/β.
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The algorithm to calculate the resilience factor is presented below. It takes as
inputs the information regarding the network topology (CapM, n and m) and
traffic demands (TM), and outputs the resilience factor (ADV and R).

Algorithm 1. RF(In: CapM, TM, n, m; Out: ADV, R)

1: ADV ← 0
2: R ← m− (n− 1)
3: DeV ← sum all elements in TM
4: compute Q
5: for all elements q ∈ Q do
6: compute CapM(q) from CapM
7: compute WM(q) from WM
8: R ← routes calculated using WM(q)
9: OM ← occupation obtained from TM and R
10: LOSS ← OM − CapM(q)

11: DV ← (DeV −LOSS)
DeV

12: ADV ←ADV + DV
2R

13: end for
14: return (ADV,R)

Legend:

. n: number of nodes in the topology

. m: number of links in the topology

. CapMn×n: adjacency matrix with link capacities (topology)

. Q: set of all failure scenarios, as illustrated in Fig.1

. q: element of Q, one particular scenario as in Fig.1d

. TMn×n: traffic demand matrix, origin-destination pair demands

. WMn×n: weight matrix for shortest-path routing (e.g. RIP or OSPF [15])

. R: routing matrix, all path from origin to destination obtained using WM

. OM: link occupation matrix

. LOSS: traffic loss matrix

The first step of the algorithm is to initialize ADV to zero. Then in step 2, the
network order is computed using the number of links and nodes in the topology.
Step 3 computes the network demanded value DeV summing up all elements of
the TM matrix. Step 4 computes the set Q of all topology combinations obtained
from the removal of redundant links as previously illustrated in Fig.1.

In the next step in line 5, the algorithm enters in a loop to check the behavior
of each one of the elements in Q (as seen in Fig.1) and accumulates DV for each
of them in the average ADV (line 12). After that, the algorithm ends returning
the resilience factor.

Inside the main loop the first step in line 6 is to update CapM for the particular
element in Q, obtaining CapM(q). Then in line 7 the weight matrix is also
updated to WM(q). Routes are compute and stored in R since they will be used
to return OM. In line 10, the loss matrix is calculated by subtracting elements in
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OM and CapM(q). DV is computed in line 11 and ADV in line 12. After that,
a new element in Q (other topology combination) is processed and the loop goes
on until the last element in Q.

The occupation matrix OM is obtained using the values in TM, as follows:
for each demand in TM the corresponding route is determined between origin
to destination, then the amount of demanded traffic is added to each element
(link) of OM that takes part of the route. Later in the following step, CapM is
applied to compute possible losses: any element in OM above the corresponding
element of CapM results in loss of traffic since demands exceed capacity. The
matrix LOSS store such values.

The delivered value DV is the difference between DeV and traffic losses due
to the lack of capacity on links composing the network to absorb demands. DV
equals one whenever all network demands are delivered, i.e. no loss is experienced
in the network.

With the use of the resilience factor proposed, it is possible for instance to
verify the effect of additions and removals of links connecting two nodes. For
each particular situation the network manager may use RF to assess the impact
such changes cause on the network. This method provides support for several
management decisions the network manager has to take during the operation of
the network under his responsibility.

4 Results

In this section we apply the proposed method to evaluate the resilience of
a real network topology: the Brazilian National Research Network (RNP) in
Fig. (2). The idea is to employ RF and analyze how changes in topology affect
the network and its traffic. RF is also used as a tool to provide important in-
formation to support decisions about network expansion and protection against
failures and attacks.

The Brazilian National Research Network has 27 nodes, 29 links and 7 redun-
dancies that covers all states of Brazil. This network was selected since there
is available information on the web (http://www.rnp.br) to conduct our experi-
ment, for instance it was possible to obtain source destination peak demands of
network traffic. However, information about all links occupation is missing and
had to be inferred.

We considered two main traffic patterns to obtain the missing information
about links occupation: max-min and proportional fair share of network resources
[16]. While max-min fair is widely adopted as an ideal form of network sharing,
proportional fair is shown to better resemble “TCP-like” sharing of network
links.

We also studied different load conditions to better assess our method under
a greater number of scenarios: peak (rnp historical peak demands), 100%, 95%,
90%, 50% and 30% of the maximum link capacities in the topology.
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Fig. 2. Brazilian National Research Network

Regarding routing schemes, we considered the two most common forms of
routing in our tests: minimum hop count (same link weights as used in RIP) and
shortest paths according to link capacity (weights given by 100/capacity (Mbps)
as used in OSPF [15]).

The objective of the test is to assess how the network (RNP) behaves when
subjected to changes in its topology. How some network expansions (link ad-
ditions) and removals affect the resilience of the network. This can be of great
value to support network manager decisions.

To perform this test, we selected five additions and withdrawals of links,
always seeking the best results: increase in network robustness for the case of
additions and verification of worst cases of loss when links are removed.

We consider the following perception the network manager may have when
analyzing the impacts to the network of a link addition or removal.

a. (link addition): a reasonable increase in robustness may be achieved when-
ever a link is added to the network core – i.e. when it has the potential to
serve a large number of origin-destination demands.

b. (link removal): a network does not enjoy high levels of robustness whenever
it heavily depends on certain core links – i.e. when a problem occur on those
links it affects a large number of demands

Considering the principles described before, tests were taken according to
Table 1, where the addition of a link is represented by the sign + and removal is
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(a) Max-min fair Link Capacity (b) Proportional fair Link Capacity

Fig. 3. Occupation method proportional fair

represented by -. The link connecting nodes A and B is represented by (A, B).
In the case of additions, the value of the new link is presented. The first line rep-
resents the baseline before any change in the topology. In Figs. 3(a), 3(b), 4(a)
and 4(b) the first green bar represents the baseline with no change in network,
the blue bars represent the additions and the red bars represent the removals
corresponding to Table 1, respectively.

Table 1. Tests in RNP

Change Gbps

Initial no change

+(RJO,BSB) 10

+(BSB,CWB) 10

+(FZA,SDR) 2.5

+(BSB,REC) 2.5

+(BHZ,REC) 2.5

Change Gbps

Initial no change

-(RJO,SPO) X

-(BSB,SPO) X

-(SPO,CWB) X

-(POA,BSB) X

-(FZA,REC) X

The bar graphs presented from Figs. 3(a), 3(b), 4(a) and 4(b) correspond
to the ADV obtained for each one of the eleven situations described in the
table, respectively. Each figure represents a certain network scenario (bandwidth
sharing and routing scheme used) under different load conditions (seven groups
of bars). For instance, it was considered in Fig.4 a max-min fair share of link
resources and a routing scheme following OSPF. The first bar in the figure
indicates that ADV = 0.6 for the topology without changes (first line of the
table) when links can be fully occupied (100%).

Some general conclusions can be made from the figures. First, bandwidth link
sharing methods did not have a great impact on the results. For the same routing
strategy and network loads, max-min and proportional fair results were close to
each other.

The same does not apply to different routing methods, ADV varies signifi-
cantly according to the routing scheme adopted. This can be explained given
that routing has a direct effect on the distribution of traffic loads among links
and then the delivered traffic also suffers from modifications on routing schemes.
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(a) Max-min fair Hop Count (b) Proportional fair Hop Count

Fig. 4. Occupation method maxmin fair

However, the general behavior was preserved for most of the cases, a change in
topology that provides an increase in resilience under a certain network setting
was also observed as positive in all other situations. For instance, the second
bar in the graphs, which involves an addition of a 10Gbps link between Rio and
Braśılia (second line in the table). This addition conforms to the perception of
a network manager as discussed before.

The first insertion between Rio de Janeiro (RJO) and Braśılia (BSB) has the
best results in terms of increased robustness to all situations of traffic profile
and routing methods, noting this addition as most indicated. This result was
confirmed in testing all of combinatorial additions, as shown in Fig. 5(a). The
other additions have increased the RF below the insertion between Rio de Janeiro
and Braśılia, and in some cases, such as adding a link between Braśılia and Recife,
the value obtained by the ADV is less than the original. Regarding removals, we
can see that removal of the link between Rio de Janeiro and São Paulo (SPO) is
the most critical and leads to a more significant decrease in network robustness.
In possession of this information, the network manager can take actions to ensure
the connection between these two cities is preserved.

A not intuitive result regarding removals can be seen when the link between
Porto Alegre (POA) and Braśılia, or Recife (REC) and Fortaleza (FZA) is re-
moved and an increase in ADV is obtained. This situation does not conform with
the normal perception as discussed before but it indeed has an explanation. Such
removals provide other ways to route traffic between those cities and this new
configuration is preferred in terms of resilience. Those links were heavily used
and the removal of them cause the traffic to be better distributed over other
network paths yielding in a favorable resilience condition.

Combinational tests of additions and removals are shown in Figs. 5(a) and
5(b). For additions, the best result is the addition between cities of Rio de Janeiro
and Braśılia, with RF = (0.7223, 7). For removals, the worst result occurs when
the link between Rio de Janeiro and São Paulo is lost, with RF = (0.4588, 6).
The best result among all removals was between the cities of São Paulo and
Curitiba (CWB), with RF = (0.8229, 6). Also it is shown in Figs. 5(a) and
5(b) the results of other possible additions and removals, indicating a complete
scenario to support the decision of network managers.
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(a) Resilience Factor for all possible additions

(b) Resilience Factor for all possible removals

Fig. 5. Possible additions and removals

5 Conclusions

This paper investigated the problem of resilience in computer networks under a
network manager perspective. A resilience factor (RF) was proposed to evaluate
resilience according to the number of redundancies and also the traffic delivered
by the network.

The method was tested using a real network backbone scenario and was shown
to be consistent and useful to support decisions performed by network managers
about expansions, additions and removals of links. General results conform with
the general perception of managers, however the methodology highlighted other
important aspects that usually need a deeper understanding of networking oper-
ations. The use of RF also indicates which are the most advantageous insertions
and removals, the ones that provide greater impact to network operation.

Finally, it is important to mention that the proposed factor and methodology
can be used in other scenarios where different types of networks operate: electric
power transmission, oil flow, gas distribution, water, sewage, etc.
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Abstract. The fact that modern Networked Industrial Control Systems
(NICS) depend on Information and Communication Technologies (ICT)
is well known. Although many studies have focused on the security of
NICS, today we still lack a proper understanding of the impact that
network design choices have on the resilience of NICS, e.g., a network
architecture using VLAN segmentation. In this paper we investigate the
impact of process control network segmentation on the resilience of phys-
ical processes. We consider an adversary capable of reprogramming the
logic of control hardware in order to disrupt the normal operation of the
physical process. Our analysis that is based on the Tennessee-Eastman
chemical process proves that network design decisions significantly in-
crease the resilience of the process using as resilience metric the time
that the process is able to run after the attack is started, before shut-
ting down. Therefore a resilience-aware network design can provide a
tolerance period of several hours that would give operators more time to
intervene, e.g., switch OFF devices or disconnect equipment in order to
reduce damages.

Keywords: network segmentation, cyber-physical, resilience, security.

1 Introduction

Modern Critical Infrastructures (CI), e.g., power plants, water plants and smart
grids, rely on Information and Communication Technologies (ICT) for their op-
eration since ICT can lead to cost optimization as well as greater efficiency,
flexibility and interoperability between components. In the past CIs were iso-
lated environments and used proprietary hardware and protocols, limiting thus
the threats that could affect them. Nowadays CIs, or more specifically Networked
Industrial Control Systems (NICS), are exposed to significant cyber-threats; a
fact that has been highlighted by many studies on the security of Supervisory
Control And Data Acquisition (SCADA) systems [7,11]. The recently reported
Stuxnet worm [8] is the first malware specifically designed to attack NICS. Its
ability to reprogram the logic of control hardware in order to alter physical pro-
cesses demonstrated how powerful such threats can be. Stuxnet was a concrete
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proof of a successful cyber-physical attack but by no means a trivial attack. It
required a thorough knowledge of the physical system, software and OS vulner-
abilities.

The size of physical processes led plant designers to structure SCADA sys-
tem components into multiple network segments, i.e., Virtual Lans (VLANs),
[2] interconnected with wireless devices. One of the main advantages of this
approach is that malware infections do not propagate to other VLANs unless
the attacker is capable to compromise the protection mechanism, e.g., firewalls,
of other VLANs as well. Nevertheless, the compromise of one network segment
could cause the physical process to shut down, e.g., physical damage, unless de-
signers take appropriate measures to limit the effects of a single compromised
control network segment.

Based on these facts, in this paper we investigate the relationship between
control network segmentation and the resilience of physical processes. We con-
sider an adversary with a level of sophistication similar to the case of Stuxnet
[8] that is able to take over an entire control network segment, i.e., VLAN. The
goal of the attacker is to disrupt the normal operation of the physical process by
reprogramming the logic of control hardware, as in the case of Stuxnet. The at-
tack scenario was implemented with our previously developed framework [9] that
uses real-time simulation for the physical components and an emulation testbed
based on Emulab [17] to recreate the cyber part of NICS, e.g., SCADA servers,
corporate network. In the implemented scenario we used the Tennessee-Eastman
chemical process [5].

The rest of the paper is structured as follows. After an overview of related
work in Section 2, we provide a discussion on the segmentation problem and
implemented attack scenarios in Section 3. We continue with the presentation
of experimental results in Section 4 and we conclude in Section 5.

2 Related Work

According to Wei and Ji [16], a resilient control system is one that is able to:
(i) minimize the incidence of undesirable incidents; (ii) mitigate the undesirable
incidents; and (iii) recover to normal operation in a short time. In this context our
analysis points out an important factor to increase the resilience of industrial
systems: the segmentation of process control networks into VLANs. However,
this is only one factor that could be considered. Several others were identified
with solutions proposed by other authors as well. This section provides a brief
presentation of those approaches that mostly relate to ours.

The work of Cárdenas, et al. [3] clearly pointed out that intrusion detection
systems combined with a reaction mechanism that closes the system monitoring
loop are able to effectively increase the resilience of the system. Their work
showed that control loops implemented in control hardware, i.e., Programmable
Logic Controllers (PLCs), can be adjusted in order to counteract the effects of
Denial of Service attacks. In the field of Smart Grids, the work of Zhu, et al. [18]
showed that routing is a major concern and proposed a secure routing protocol to
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increase the resilience of Smart Grids. The work of Chen, et al. [4] addressed the
importance of hierarchical control solutions for increasing the resilience of Power
Grids. The proposed solution uses well-established control theory to guarantee
accuracy and system stability. Finally, we mention the recent work of Ji and
Wei [10] that proposed a method to quantify the resilience of NICS in terms of
quality of control. The authors also proposed a control algorithm for wireless
NICS that is able to keep the process in a normal operating state while it is
confronted with attacks such as Radio Frequency jamming and signal blocking.

Compared to the previously mentioned techniques, the proposed segmentation-
based approach addresses more sophisticated attacks, similar to Stuxnet, that
might involve the reprogramming of PLCs. Such attacks are not addressed by
existing approaches. Moreover, even in the case of techniques that add counter-
measures to the process control network, such as the work of Cárdenas, et al.
[3], more sophisticated attacks are not targeted. Such approaches rely on PLCs
running legitimate control code with incorporated countermeasures, that could
be rewritten by malware. The proposed segmentation methodology could also be
combined with techniques that ensure the security of industrial systems [1,12],
leading to a system that is both secure and resilient against cyber threats.

3 Problem Statement and Attack Scenario

The Stuxnet malware was a concrete proof that nowadays attackers are capable
not only to infiltrate into the process and control networks, but are also capable
to reprogram PLCs. Such attack scenarios have an important impact on the
physical process as the code that keeps the process in its operating limits is
replaced by malicious code. Therefore, new techniques that also address more
sophisticated attacks, i.e., similar to Stuxnet, must be developed. In this section
we discuss the applicability of network segmentations to counteract such powerful
attacks. We begin with an overview of typical process control architectures and
we continue with a discussion on the proposed control network segmentation.
Finally, we provide a brief presentation on the implemented adversary model
and attack scenario.

3.1 Process Control Architecture Overview

Modern SCADA architectures have two different control layers: (i) the physical
layer, which comprises actuators, sensors and hardware devices that physically
perform the actions on the system, e.g., open a valve, measure the voltage; and
(ii) the cyber layer, which comprises all the information and communications
devices and software that acquire data, elaborate low-level process strategies
and deliver the commands to the physical layer. The cyber layer typically uses
SCADA protocols to control and manage an industrial installation. The entire
architecture can be viewed as a “distributed control system” spread among two
networks: the control network and the process network. The process network usu-
ally hosts the SCADA servers (also known as SCADA masters), human-machine
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Fig. 1. Process control architecture

interfaces (HMIs), domain controllers and other installation-specific nodes, e.g.,
engineering stations, maintenance servers. The control network hosts all the de-
vices that on one side control the actuators and sensors of the physical layer
and on the other side provide the control interface to the process network. A
typical control network is composed of a mesh of PLCs (Programmable Logic
Controllers), as shown in Fig. 1.

From an operational point of view, PLCs receive data from the physical layer,
elaborate a local actuation strategy, and send commands to the actuators. When
requested, PLCs also provide the data received from the physical layer to the
SCADA servers (masters) in the process network and eventually execute the
commands that they receive. In modern SCADA architectures, communications
between a master and PLCs is usually implemented in two ways: (i) through
an OPC (Object Linking and Embedding (OLE) for Process Control) layer that
helps map the PLC devices; and/or (ii) through a direct memory mapping no-
tation making use of SCADA communication protocols such as Modbus, DNP3
and Profibus.

3.2 Control Network Segmentation

The main goal of the segmentation procedure is to increase the resilience of physi-
cal processes. In practice engineers might use network segmentation for a number
of reasons such as physical constraints, e.g., location of devices, or protection of
mission-critical services. In typical implementations the segmentation is most
of the time forced by physical constraints [14] where each individual segment
is isolated from the rest and includes network security protection mechanisms,
e.g., firewalls. These segments are interconnected by VPNs and are remotely
accessible by engineers.
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Instead of applying typical segmentation rules such as the ones mentioned
previously, in this paper we propose a segmentation that focuses on the physical
process. The goal of the procedure is to maximize the resilience of the phys-
ical process in case of the full compromise of one or more network segments.
The procedure relies on the ability of regular control code to counterbalance
the disturbance generated by malicious code running in compromised segments.
More specifically, in the proposed approach we separate PLCs controlling input
valves (FeedPLCs) from PLCs controlling output valves (FreePLCs), associated
to the same unit. This way, the effect of compromised FeedPLCs is balanced by
legitimate FreePLCs and vice-versa.

For a better understanding of the impact of the proposed approach, let us
assume a simple scenario involving a pipe and 3 valves controlled by 3 PLCs.
In this scenario one of the control valves is feeding products into the pipe while
the other two are freeing products from the pipe. If designers would place all 3
PLCs on the same network segment (see Fig 2 (a)), in case of an attack that
compromises the entire segment the adversary would be able to OPEN the input
valve and CLOSE the output valves. This would lead to a sudden increase of
the pressure that could cause severe damages to the physical process. On the
other hand, by placing FeedPLCs and FreePLCs on separate network segments
(see Fig 2 (b)), in case one of the segments is compromised, regular PLCs could
balance the generated disturbance and avoid catastrophic consequences.

In the present study we compared the full network compromise setting to
the segmentation with the proximity and product flow criteria. Although the
analysis is limited to these settings, our main goal was not to be exhaustive,
but to show that control network segmentation plays an important role in the
resilience of physical processes.

3.3 Adversary Model and Attack Scenario

The employed adversary model reprograms PLCs with malicious code in order
to shut down the physical process. Identifying the attack vector that could com-
promise the system to enable such a scenario is not the main focus of this study.
However, the Stuxnet worm together with other studies such as the one per-
formed by Nai Fovino, et al. [11] showed that such scenarios are possible in real
settings. For instance, corporate firewalls could be compromised by infected user
stations within the corporate network. A similar scenario was recently reported
by Google [6], the official report stating that errors in Web browser implemen-
tations enabled the installation of a malware on a user’s machine within the
corporate network. From there the malware spread and infected other stations
as well. Another example is the Stuxnet worm that included several attack vec-
tors such as USB drives and vulnerabilities in the Operating System, but also
vulnerabilities in the Siemens WinCC/Step 7 software. WinCC/Step 7 is the
software used to communicate with a variety of PLCs produced by Siemens. By
exploiting vulnerabilities in this software, the designers of Stuxnet were able not
only to reprogram PLCs but to also hide the changes from human operators.
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Fig. 2. Effect of compromised PLCs on the physical process: (a) proximity-based
segmentation, and (b) product flow-based segmentation

As pointed out by Cárdenas, et al. [3] attacks that target the minimum/ max-
imum value of parameters/control variables are the ones that can damage the
process in relatively short time periods. Such attacks cause the accumulation
of products, e.g., steam or water, by completely opening valves that feed prod-
ucts into units and completely closing valves that free products from units. The
attack model employed in this study follows the same procedure to force the
physical process to shut down. More specifically, based on the documentation
of the physical process, the malicious code completely opens input valves and
completely closes output valves.

4 Experimental Setting and Results

The results presented in this section prove that network segmentation can be an
effective approach to increase the resilience of physical processes confronted with
sophisticated attacks. For this purpose we use as a resilience metric the time that
the process is able to run after the attack is started, before shutting down, i.e.,
shut down time (SDT). First, the SDT is measured for each compromised VLAN,
as generated by the segmentation procedure mentioned in the previous sections.
Then, the SDT is compared to the SDT of the full network compromise setting
to show the benefits of product flow-based segmentation over proximity/ad-hoc
segmentation.

We start the presentation with an overview of the experimentation framework
and of the Tennessee-Eastman chemical plant used as the physical process model.
We continue with an overview of the experimental setup and finally we present
the experimental results.
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4.1 Overview of the Experimentation Framework

In the context of the experimental scenario described in the previous sections
we simulated the physical process and we emulated the cyber layer using the
experimentation framework developed in our previous work [9]. There are several
reasons why we have chosen this approach for our study. First, by testing the
resilience of a real system there could be concerns about the potential side effects
of the experiment. Second, software based simulation has always been considered
an efficient approach to study physical systems, mainly because it can offer
low-cost, fast and accurate analysis. Nevertheless, it has limited applicability in
the context of cyber security due to the diversity and complexity of computer
networks. Software simulators can effectively model normal operations, but fail
to capture the way computer systems fail.

The experimentation framework developed in our previous work [9] follows
a hybrid approach, where the Emulab-based testbed recreates the control and
process network of NICS, including PLCs and SCADA servers, and a software
simulation reproduces the physical processes. The architecture, as shown in
Fig. 3, clearly distinguishes 3 layers: the cyber layer, the physical layer and
a link layer in between. The cyber layer includes regular ICT components used
in SCADA systems, while the physical layer provides the simulation of physical
devices. The link layer, i.e., cyber-physical layer, provides the “glue” between
the two layers through the use of a shared memory region.

The physical layer is recreated through a soft real-time simulator that runs
within the SC (Simulation Core) unit and executes a model of the physical
process. The cyber layer is recreated by an emulation testbed that uses the
Emulab architecture and software [17] to automatically and dynamically map
physical components, e.g., servers, switches, to a virtual topology. Besides the
process network, the cyber layer also includes the control logic code that in the
real world is run by PLCs. The control code can be run sequentially or in parallel
to the physical model. In the sequential case, a tightly coupled code (TCC) is
used, i.e., code that is running in the same memory space with the model, within
the SC unit. In the parallel case a loosely coupled code (LCC) is used, i.e.,
code that is running in another address space, possibly on another host, within
the R-PLC unit (Remote PLC). The main advantage of TCCs is that these
do not miss values generated by the model between executions. On the other
hand, LCCs allow running PLC code remotely, to inject (malicious) code without
stopping the execution of the model, and to run more complex PLC emulators.
The unit that implements global decision algorithms based on the sensor values
received from the R-PLC units is also present in the experimentation framework
as the Master unit. The cyber-physical layer incorporates the PLC memory,
seen as a set of registers typical of PLCs, and the communication interfaces
that “glue” together the other two layers. Memory registers provide the link to
the inputs, e.g., valve position, and outputs, e.g., sensor values, of the physical
model.
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Prototypes of SC, R-PLC and Master Units have been developed in C#
(Windows) and have been ported and tested on Unix-based systems (FreeBSD,
Fedora and Ubuntu) with the help of the Mono platform. Matlab Simulink was
used as the physical process simulator (physical layer). From Simulink models
the corresponding ‘C’ code is generated using Matlab Real Time Workshop.
The communication between SC and R-PLC units is handled by .NET’s binary
implementation of RPC (called remoting) over TCP. For the communication
between the R-PLC and Master units, we used the Modbus over TCP protocol.

4.2 Tennessee-Eastman Chemical Process

The TE process is a well-known problem in the automation and process control
community mainly because it represents a hypothetical chemical plant that is
very similar to an actual plant. The model has been provided by the Tennessee
Eastman company [5]. The schematic for the TE process is presented in Fig. 5
where we also show the associated PLCs.

The process is fairly complex: it produces two products from four reactants
and the plant has a total of seven operating modes that include a base operating
condition. The plant simulation provides a total of 41 measurements and 12
manipulated variables. In this use case we assume that the plant is controlled
by the Programmable Logic Controllers (PLCs), i.e., TCCs, that implement the
base control strategy proposed by Sozio [15].
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4.3 Experiment Setup

The attack scenario described in the previous sections was implemented in the
Joint Research Centre’s (JRC) Experimental Platform for Internet Contingen-
cies (EPIC) laboratory. The Emulab testbed included nodes with the following
configuration: FreeBSD OS 8, AMD Athlon Dual Core CPU at 2.3GHz and 4GB
of RAM. In our experiments we used the TE model implementation given as a
Matlab ‘C’-based MEX S-Function, developed by Ricker [13], from which the
stand-alone ‘C’ code was generated using the Matlab Real Time Workshop. The
generated code was integrated into the experimentation framework in order to
interact with the real components of the emulation testbed. Regular and mali-
cious control code were implemented as TCCs. The experimental setup is shown
in Fig. 4.

The results of the segmentation procedure, based on the segmentation criteria
discussed in the previous sections, are given in Fig. 5. For the proximity criteria
(see Fig. 5 (a)) - setting A, we defined 3 segments based on the proximity to the
3 main units (Reactor, Separator and Stripper), each implemented as a separate
VLAN. By using the same 3 main units we also defined 3 segments based on the
product flow criteria - setting B, as shown in Fig. 5 (b). In both figures we used
a white color for PLCs on VLAN 1 and VLAN 1’, light gray for PLCs on VLAN
2 and VLAN 2’ and dark gray for PLCs on VLAN 3 and VLAN 3’.

4.4 Experimental Results

As a result of the previously described segmentation procedure, 6 independent
VLANs were identified for both settings, i.e., settings A and B. For each VLAN
we implemented the attack scenario described in the previous sub-sections and
we measured the shut down time (SDT).

The operation of the TE process for 40h without any disturbances is shown
in Fig. 6, where the target setpoints are illustrated with a dashed line. With
the implemented control loops the process is able to run in a steady-state, as
shown by the two sub-figures depicting the behavior of two parameters that
could trigger a shut down of the process. Without these control loops, process
parameters would reach their shut down limits after approximately 3.6h [15].
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Fig. 5. Tennessee-Eastman process and associated PLCs: (a) control network
segmentation in setting A, and (b) control network segmentation in setting B
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Fig. 6. Normal operation of the Tennessee-Eastman process for 40h without any
disturbances: (a) Reactor pressure, and (b) Stripper level

After running the TE process for 10h, in the next step we launched the at-
tack scenario described in the previous sections. First, the attack was launched
against the full control network and then against each VLAN identified in the
segmentation procedure. Because of space considerations we only illustrate the
behavior of the process for the maximum SDT for settings A and B. A summary
of the results is given in Fig. 7.

In the full network compromise setting, all PLCs were running malicious code.
This lead to the shut down of the TE process in 0.05h (3min), caused by an
increase in the Reactor pressure above the 3000kPa shut down limit. The Reactor
pressure for this setting was illustrated in Fig. 8 (a). In the remaining of this
section we use the measured SDT from this setting to show that the SDT can
be increased with control network segmentation.

In setting A, the maximum SDT was measured in case VLAN 2 was compro-
mised, while the minimum SDT was measured in case of VLAN 3. As shown in
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Fig. 7. Shut down time: (a) setting A, (b) setting B, and (c) compared results

Table 1. Reason for shut down of the Tennessee-Eastman process

Setting Compromised VLAN Shut down reason

Full network – high reactor pressure

A

1 high reactor pressure

2 high reactor pressure

3 high stripper liquid level

B

1’ high reactor pressure

2’ high reactor pressure

3’ high stripper liquid level

Fig. 8 (b), the attack on VLAN 2 increased the Reactor pressure above the shut
down limit of 3000kPa in 3.26h. In case of the compromise of the remaining two
VLANs we measured a smaller SDT. Thus, for VLAN 1 the measured SDT was
0.15h, while for VLAN 3 it was 0.07h. For VLAN 1, the shut down of the TE
process was caused by an excessive increase of the Reactor pressure, while for
VLAn 3 it was caused by high liquid levels in the Stripper unit. We summarized
the results for setting A in Fig. 7 (a) and Table 1.

By comparing the results from setting A with the SDT from the full control
network setting, we see an increase of 0.02h for the minimum SDT and of 3.21h
for the maximal SDT. In the field of Information Security it is a well known
fact that the security strength of a system is given by its weakest component.
Therefore, in our context it is more important to increase the smallest SDT than
the largest or the average value for a specific setting. As in setting A the smallest
measured value was of 0.07h (4.2min), this corresponds to an increase of 40%
in the value of the minimal SDT. As shown by the results from setting B, the
minimal SDT can be further increased by employing process-specific information
in the segmentation procedure.

For setting B the segmentation procedure also generated 3 VLANs, but with a
different configuration, as shown in Fig. 5 (b). By applying the same experimen-
tal strategy for setting B, the maximum SDT was measured for the compromise of
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Fig. 8. Disturbed operation of the Tennessee-Eastman process: (a) full control network
compromise, (b) compromise of VLAN 2 in setting A, and (c) compromise of VLAN
1’ in setting B

VLAN 1’, with the effects shown in Fig. 8 (c). In this case the maximum SDT in-
creased to 23.22h, that is more than 7 times the value of the maximum SDT from
setting A. The monitored parameter illustrated in Fig. 8 (c) shows that initially
the attack causes large deviations on the process parameters. Nevertheless, after
5h legitimate PLCs from non-compromised VLANs bring the process back into
the steady-state. The TE process remains in this state for approximately 15h. Af-
ter this period the accumulated disturbances exceed to capabilities of legitimate
PLCs, causing the pressurewithin theReactor unit to increase until the shut down
limit. We also inspected the SDT for the remaining two VLANs. For VLAN 2’ the
shut down was caused by an excessive increase in the Reactor pressure, while for
VLAN 3’ the shut down was caused by a high liquid level in the Stripper unit. We
summarized the results for setting B in Fig. 7 (b) and Table 1.

A significant aspect that we should note for setting B is that the minimum
SDT increased to 0.15h (9min), that is more than twice the minimum SDT
recorded for setting A. This shows that a careful examination of the physical
process can lead to a segmentation that increases the resilience of the physical
process by more than 100%, compared to a segmentation based on the proximity
criteria. Furthermore, if we compare the increase in the minimum SDT to the
full network setting, the increase is above 200%. We summarized these results
in Fig. 7 (c).
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Based on the results from this section we can conclude that a resilience-aware
network design can provide a tolerance period of several additional minutes or
even hours. This would give operators more time to intervene, e.g., switch OFF
devices, and reduce the damages caused to the physical process.

5 Concluding Remarks

In this paper we have shown that network design choices and specifically net-
work segmentation in VLANs can have an important impact to the resilience of
physical processes. Compared to existing approaches, the proposed method has
several advantages: (i) it can be applied to a wide variety of industrial systems;
(ii) it also targets more sophisticated attacks similar to Stuxnet; and (iii) it does
not require new error-prone software/hardware to be installed, for each segment
existing security techniques can be replicated. Our proposal can also be viewed
as complementary to existing approaches and can be implemented together with
other techniques that also address the resilience of industrial systems [3,4,18],
but do not target more sophisticated attacks. Finally, we also mention that the
proposed segmentation methodology can be combined with techniques that en-
sure the security of industrial systems [1,12], leading to installations that are
both secure and resilient against cyber threats. The study reported in this paper
is a first step in our work towards the development of a method that maximizes
the resilience of physical processes with network segmentation. As part of our
future work, we also intend to study the applicability of our proposal in the
context of more complex physical processes such as an entire Power Grid.
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Abstract. Peacock and Cuckoo hashing schemes are currently the most
studied hash implementations for hardware network systems (such as
NIDS, Firewalls, etc.). In this work we evaluate their vulnerability to
sophisticated complexity Denial of Service (DoS) attacks. We show that
an attacker can use insertion of carefully selected keys to hit the Peacock
and Cuckoo hashing schemes at their weakest points. For the Peacock
Hashing, we show that after the attacker fills up only a fraction (typically
5%−10%) of the buckets, the table completely loses its ability to handle
collisions, causing the discard rate (of new keys) to increase dramatically
(100− 1, 800 times higher). For the Cuckoo Hashing, we show an attack
that can impose on the system an excessive number of memory accesses
and degrade its performance. We analyze the vulnerability of the system
as a function of the critical parameters and provide simulations results
as well.

1 Introduction

Modern high speed networks pose a challenge for routers, Firewalls, NIDS (Net-
work Intrusion Detection System) or any other network devices that have to
route, measure or monitor a network without slowing it down. Such network
hardware elements are highly preferable targets for DDoS (Distributed Denial
of Service) attacks since their failure can severely slow the network and, in the
case of security systems, their failure can allow an attacker to conduct an attack
on a critical system they are meant to protect. Equipped with knowledge about
how the system works, an attacker can perform a low-bandwidth sophisticated
DDoS attack, targeting weak points in the system, rather than just flooding it
(which takes more efforts and can be detected and countered more easily).

For example, Crosby and Wallach [2] demonstrated attacks on Open Hash
table implementations in the Squid web proxy and in the Bro intrusion detection
system. They showed that an attacker can design an attack that achieves worst
case complexity of O(n) elementary operations per insert operation (instead of
the average case complexity of O(1)), causing, for example, the Bro server to
drop 71% of the traffic (without increasing the volume of the traffic).
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In another example, Smith et al. [1] describe a low bandwidth sophisticated
attack on a NIDS system, in which the attack disables the NIDS of the network
by exploiting the behavior of the rule matching mechanism and sending packets
which require very long inspection times.

Hash tables play an important role in the operations of the most important
and time consuming tasks these systems have to perform. Using hashing tech-
niques which allow constant operation complexity is therefore highly desirable.
Multiple-choice Hash Tables (MHT), and in particular Peacock [3] and Cuckoo
[4] Hashing, are easy to implement and are currently the most efficient and stud-
ied implementations for hardware network systems such as routers for IP lookup
(for example [5], [6] and [7]), network monitoring and measurement (for exam-
ple, [16]) and Network Intrusion Detection/Prevention Systems (NIDS/NIPS)
[8]. For more information about hardware-tailored hash tables we recommend
the recent survey by Kirsch et al. [9].

A Peacock hash table consists of a large main table (which typically holds
90% of the buckets) and a series of additional small sub-tables where collisions
caused during insertions are resolved. Its structure is based on the observation
that only a small fraction of the keys inserted into a hash table collide with
existing keys (that is, hashed into an occupied bucket) and even a smaller frac-
tion will collide again, etc. These backup tables are usually small enough for
their summary (implemented by bloom filters) to be saved on fast on-chip mem-
ory which dramatically increases the overall operation performance in Peacock
Hashing.

A Cuckoo Hashing is made of two (or more) sub-tables of the same size. Every
key can be placed in one bucket (to which it hashes) in each sub-table. When
a key k finds all its buckets occupied, one of the keys residing in those buckets
is then moved to one of its alternate locations to free the bucket for k. Cuckoo
Hashing, therefore, allows achieving a higher table utilization than that achieved
by alternative MHT schemes that do not allow moves, while maintaining O(1)
amortized complexity of an Insert operation (although the complexity of a single
Insertion is not bounded by a constant).

In this work we expose the weak points of the Peacock and Cuckoo Hashing
and the system parameters that affect them. To evaluate the vulnerability of
Peacock and Cuckoo we refer to [10] which observed that an attack on a hash
table data structure can damage the performance of the system in two ways: 1.
In-attack damage - Insertions of keys that require excessive number of memory
accesses; 2. Post-attack damage - Insertion of keys that are placed in the table
in a way that causes future insertions of keys to take excessive memory accesses
and/or reduce their probability to find an empty bucket. Using this classification,
we show that Peacock is resilient against in-attack damage and explain how
such an attack can be countered easily. On the other hand we show that it is
vulnerable to post-attack damage. We propose a sophisticated attack that can
dramatically increase the discard probability of a newly inserted key after the
attack has ended. We show that after the attacker inserts keys into the table, it
brings the table into an irreversible state in which the discard probability for a
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newly inserted key can be 100 to 1, 800 times higher than the discard probability
after the same amount of keys are inserted by regular users.

For Cuckoo hashing we explain why post-attack damage is irrelevant and
analyze its in-attack vulnerability. We show that an attacker can slow the system
by inserting keys that require 4 times more memory accesses than regular keys in
a typical settings. We further analyze the vulnerability with respect to two key
design parameters – the number of sub-tables and the number of moves allowed
per insertion; we show that while the utilization in the table increases with either
of these parameters, the vulnerability decreases with the former while increases
with the latter. In addition to mathematical analysis, we also provide simulation
results for a use case in which a system designer plans to design Cuckoo and
Peacock hash tables which comply with the same requirements. In addition,
we discuss the feasibility of the attack by evaluating the complexity of finding
keys suitable for a sophisticated attack and show for both Peacock and Cuckoo
Hashing that high number of sub-tables makes it harder for the attacker to find
suitable keys.

The structure of the rest of the work is as follows: In Section 2 we explain
the nature of sophisticated attacks against hash tables and the Vulnerability
metric used in this work. Then, the main body of the work consists of sections
3 and 4 which are dedicated to the Peacock and Cuckoo Hashing, respectively.
Both sections have a similar structure. Each is divided into five parts covering the
following topics: 1. The hashing algorithm; 2. Attack strategy; 3. Feasibility of the
attack; 4. Vulnerability analysis and simulation results and 5. The resilience to
in-attack (Peacock) or post-attack (Cuckoo) damage. Finally, Section 5 concludes
the key results. In addition, a glossary of the key notations used throughout the
work can be found at the Appendix.

2 Sophisticated Attacks on Multiple Hash Tables

In multiple hash table schemes, such as Peacock and Cuckoo Hashing, every key
can be placed only in a small fraction of the buckets. While it allows performing
Search and Delete operation with no more than a predefined constant number of
memory references, it also poses a challenge: As the load in the table grows, both
the insertion complexity (measured by the number of probed buckets) and the
discard probability - the probability for an inserted key to not find an available
bucket to be stored in - increases. In order to keep these variables bounded by
acceptable values, the utilization (maximal load) in the table is limited. There-
fore, a simple flooding attack where the attacker simply inserts a large number
of (random) keys cannot degrade the system performance beyond its acceptable
limits. Note that a flooding attack can be handled by forwarding the keys to
another table/device or by blocking the attacker since it can then be detected.
Using knowledge about the table, an attacker can perform a sophisticated attack
that degrades the system performance beyond its acceptable values (with which
it was designed to comply) using just a small number of keys and hence avoid
reaching the maximal load in the system.
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The vulnerability metric we use in this work has been proposed in [10] and
is defined as the maximal performance degradation (damage) that malicious
users can inflict on the system using a specific amount of resources (budget)
normalized by the performance degradation attributed to regular users using
the same amount of resources. Formally, according to [10], the effectiveness of
an attack is defined by

Est (budget = K) =
ΔPerf (Mst ,K)

ΔPerf (R,K)
, (1)

where ΔPerf (Mst ,K) and ΔPerf (R,K) are the performance degradations
caused by inserting additional K keys to the table (in the context of hash ta-
bles) by malicious and regular users, respectively, where st is the attack strategy
used by the attacker. Then, the Vulnerability V of a system is defined by the
effectiveness of the strategy that causes the maximal damage:

V (budget = K) = maxst{Est (K)}. (2)

Therefore, when an attack strategy is not proved to be the optimal, its
effectiveness is considered as a lower bound for the vulnerability of the system.

Note that in order to perform the sophisticated attacks analyzed in this work,
the attacker is assumed to gain knowledge of the structure of the table (number
of tables and their sizes, but not how many keys are already stored in the table
and where). In addition, the attacker is assumed to be able to compute or guess
the hash values of keys. This knowledge can be achieved by reverse engineering
of similar products acquired by the attacker, various guessing methods or due
to the use of open source algorithms. For more information see [10].

3 Peacock Hashing

3.1 Insertion Algorithm

In Peacock Hashing [3] the buckets are divided into d sub-tables {Ti}di=1 and
d corresponding hash functions {hi}di=1. The sizes of the sub-tables follow a
decreasing geometric sequence Mi+1 = Mi/r where r is the proportion between
the table sizes1. The first sub-table T1 is called the main table, while the rest
are called the backup tables. T1 is the largest table and it is where the insertion
algorithm first tries to store a key. Every backup table handles the collisions
in the sub-table that precedes it. The insertion algorithm probes the sub-tables
{Ti}di=1 one after the other until finding a table where the bucket to which the
key hashes is free. In the rare case where a key cannot find its place in any of
the tables - it is dropped. In addition, a summary of the keys stored in every
backup table is maintained (implemented by Bloom filters stored on the on-chip
memory). It is used to avoid checking all the sub-tables when making sure an
inserted key does not already exist in the table. Note that due to lack of space,

1 In [3] the authors recommended to use r = 10.
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in this work we follow the original Peacock and Cuckoo models and exclude the
case in which a bucket can hold more than one key; this case is discussed in a
technical report [11].

Key 
k

h2(k)

h1(k)

h4(k)

d 
= 

4
h3(k)

T1

T2

T3

T4

M1=8

M3=2

M2=4

M4=1

Fig. 1. An insertion of key k into a small Peacock hash table with r = 2 and d = 4.
Gray buckets are occupied with existing keys and white buckets are free. The black
bucket marks the bucket where k is finally placed.

After a long series of insertions and deletions (of keys) from the hash table, it
becomes unbalanced. That is, the load in the smaller sub-tables is higher than
in the bigger tables and this increases the discard probability of a new insertion
[3]. This state can be prevented by re-balancing the table after a key is deleted
as follows. After a key was deleted from bucket b in Ti, if there is a key k that is
stored in Tj>i such that hi(k) = b, then k is moved back from Tj to the now-free
bucket in Ti. The attack we propose and analyze below brings the hash table
to an unbalanced state that cannot be solved by re-balancing (unlike a natural
unbalanced state that occurs over time).

3.2 Post-Attack Damage: Attack on Peacock Hashing

As already explained, [3] showed that when the keys are concentrated in the
backup tables (the table is unbalanced) the discard probability increases. The
malicious user can artificially create an extreme case of this scenario by flooding
the backup tables. A simple example of such an attack can be done by inserting
K keys that all hash into the same bucket b at T1. Every inserted key (except
possibly for the first one) will collide with an existing key in b and then, according
to the insertion algorithm, will be rehashed into a bucket in one of the backup
tables. After the attack has ended the table is unbalanced, because the keys
inserted by the malicious user are concentrated in the backup table while almost
none are in the main table. This causes Post-Attack damage, measured by the
increase in the discard probability.

Normally, Peacock hash table maintains a desired low discard probability by
limiting the maximal load in the table. Nevertheless, an attacker using the above
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sophisticated attack algorithm can cause the discard probability to exceed its
desired value by inserting only a small number of keys that do not cause the table
to reach its maximal load. Unlike a Peacock table which became unbalanced
naturally, a re-balancing routine cannot bring items back into the main table
after such an attack, because the bucket to which they all hash in T1 can contain
only one of them but not all. So not only the table becomes unbalanced, there
is also no way to re-balance it until the keys are flushed out from the table or
the table is reconstructed with a new set of hash functions2.

Denote the set of buckets to which a key is hashed in all sub-tables as the
pool of the key in the table. The insertion algorithm discards a new key only if
all the buckets in its pool are already occupied. Every key is hashed into one
bucket in each table, therefore, a bucket b in a table of size Mi, belongs to the
pools of 1/Mi of the keys in the key space. In simple words, a key placed in
a high table Ti ”gets in the way” of more potential keys than if it was placed
in a bucket in a lower table Tj (j < i) (since 1/Mi > 1/Mj). Therefore, the
basic idea behind the attack is to insert keys that will be placed in the upper
tables. Following is the formal description of the attack algorithm, generalizing
the simple attack described earlier. An attack in depth j is an attack to which
the attacker inserts keys that not only hash into the same bucket in T1, but also
hash into the same buckets in T2, ..., Tj. This will lead to the flooding of the
most upper tables Tj+1, ..., Td. That is, the simple attack we described above is
an attack in depth 1. Due to lack of space, the complexity of finding the keys
is excluded from this work (and can be found in [11]). Note just that for large
tables (M) and for deeper attacks (larger j) - it is harder for the attacker to find
the keys for the attack.

3.3 Post-Attack Damage: Vulnerability of Peacock Hashing

We use the Vulnerability factor (described in Section 2) to measure the propor-
tion between the increase in the discard probability caused by additional keys
inserted by an attacker and regular users. Let DPI , DPR and DPA (’I’ - Initial,
‘R’ - Regular, ‘A’ - Attacker) be the expected discard probabilities of newly
inserted keys at the following states: 1. DPI - when the load in the table is α,
before any additional key is inserted; 2. DPR - after K regular (random) addi-
tional keys were inserted; 3. DPA - after K additional keys were inserted by a
sophisticated attacker. Note that due to their length, we exclude from this work
the proofs and the full discussion of the following claims and they can be found
in our technical report [11].

Lemma 1. The drop probability after regular key insertion is approximated by

DPR(K) ∼ (α+RIN/M)d, (3)

where RIN =
∑K

s=1 ps, p1 = 1− αd and pi = 1− (α+
∑i−1

s=1 ps/M)d.

2 Which if possible at all, will undoubtedly consume a huge amount of resources.
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Lemma 2. The drop probability after a sophisticated attack is approximated by

DPA(K) ∼ [

j∏
l=1

(α+ (1− α)/Ml)](α +AIN/M ′)d
′
, (4)

where AIN =
∑K′

s=1 p
′
s, K

′ = K − �(1 − α)j�, M ′ =
∑d

i=j+1 Mi, d
′ = d − j,

p′1 = 1− αd′
and p′i = 1− (α+ (

∑i−1
s=1 p

′
s)/M

′)d
′
.

Theorem 1. The vulnerability of the discard probability is given by

VDP (K) =
DPA(K)−DPI

DPR(K)−DPI
, (5)

where DPI = αd.

RIN (Eq. 3) and AIN (Eq. 4) can be roughly described as the number of keys that
remain in table after the K keys were inserted by regular users and an attacker,
respectively. Practically, the values of RIN and AIN are very close to each other
and toK. The major factor that makes the value ofDPA(K) (Eq. 4) significantly
higher than DPR(K) (Eq. 3) is that RIN is divided by M while AIN is divided
only byM ′. This is because keys inserted by attacker are spread among the M ′ of
the attacked backup tables while keys inserted by regular users are spread among
all the M buckets in the table. Since Mi = rd−i, M ′ =

∑d
i=j+1 Mi is only a

small fraction ofM =
∑d

i=1 Mi and this is the major factor behind the differences
between DPA(K) and DPR(K) as seen in Figure 2(a).

Evaluation of the Vulnerability and the Analysis. To evaluate the vul-
nerability of the system as a function of the system parameters and to evaluate
the quality of the approximations (lemmas 1 and 2) we next conduct a set of
simulations. The simulations we conducted follow a scenario in which the sys-
tem designer examines the option of using Peacock Hashing for hardware that
can support approximately 105 buckets in the table. Building a table consisted
of d = 5 sub-tables with sub-tables proportion of r = 10 results in a table of
size M = 11, 111 buckets. As mentioned before, in Peacock Hashing (as well in
Cuckoo Hashing and other modern hashing schemes) the probability for a key to
be dropped during an insertion increases with the load in the table. Therefore,
the maximal load in the table is decided by the Acceptable Loss Fraction, that is,
the maximal percentage of inserted keys that the system can afford to lose. It is
important to note that Discard Probability (Figure 2(a)) that is used to measure
the vulnerability and Loss Fraction that is used to set the maximal load are
two different metrics. Discard Probability measures the probability to drop an
inserted regular key after additional keys were inserted by malicious or regular
users while Loss Fraction measures the percentage of the inserted (regular) keys
that are dropped during an insertion and is used to set the maximal load of
the table. In this example, we assume that the desired maximal Loss Fraction
allowed is 1%. Our simulations showed that such a Peacock table with d = 5,
r = 10 and M = 11, 111 is suitable for the insertion of up to 0.3M = 3, 333 keys
(the table utilization is 30%) before exceeding loss fraction of %1.
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Fig. 2. Figure (a): The discard probability after insertions by regular (DPR) and ma-
licious (DPA) users as a function of the load they add (K/M). Figure (b): The vul-
nerability simulation results (V ) of a table with proportion r = 10 and d = 4 with an
existing load of 10% as a function of the additional load.

In the simulations, the attack was conducted on a table with an existing load
α = 0.1 and the attack by the malicious user is in depth j = 1. Recall that
an attack in depth j = 1 on target the upper 4 tables that hold together only
1, 111/11, 111 = 9.9% of the buckets that some of which are already occupied
prior the attack. Therefore, an attacker would insert no more than 10% of ad-
ditional load. Therefore, the range of the x-axis in Figures 2(a) and (b) was
chosen accordingly. Note that the additional 0.1 load together with the existing
load α = 0.1 does not exceed the maximal load in the table which is 0.3. We can
see in Figure 2(a) that when the additional load is 7%, the discard probability
remains very low (below 0.1%), while the sophisticated attack causes the discard
probability to increase to values between 5.5% (when the additional load is 0.07)
and 7.2% (when the additional load is 0.1), a discard probability that is achieved
by regular insertions only with load which is 3.5 times larger. In addition we can
see that, as expected, the approximation curves in Figure 2(a) reflect the behav-
ior of DPR and DPA although do not imitate them precisely (see [11] for more
details).

We can see a significant difference in the discard probability after a malicious
attack and after regular insertions. This difference is expressed by the extremely
high vulnerability values, depicted in Figure 2(b), where the results show that the
discard probability after the attack has ended caused by the attacker is between
100 and 1, 800 times larger than the discard probability after the insertion of
the same load of keys by regular users. This drives the discard probability of
the hash table far beyond the discard probability in which it is assumed to
be operating. This result emphasizes the fundamental vulnerability of Hashing
schemes, such as the Peacock Hashing, that dedicate specific range of buckets
(the upper sub-tables) for collision resolution.
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3.4 Resilience to In-Attack Damage (and Improving Performance
Using Bitmaps)

As already mentioned in Section 1, we analyze an attack focused at creating
post-attack damage. We avoided analyzing attacks aiming at in-attack damage
by inserting keys that require excessive number of memory accesses during the
attack, since we believe such attacks can be countered easily. Our suggestion is
to keep a bitmap summary of the occupied buckets for every backup table. Since
the total size of the backup tables is small (about 10% of M when r = 10),
these bitmaps are compact enough to be stored in the fast on-chip memory.
Hence, the complexity of accessing a key is negligible. Then, when handling an
insertion of a new key which cannot find its place in the main table, its final
bucket (in a backup table) can be found directly by checking its hash values
against the fast bitmap summary. This way, no insertion has to probe more
than two buckets (one in the main table, and one in the final destination). Note
that it will not cause a mistaken insertion of a key that already exists, since (as
mentioned earlier) in addition to the bitmap summary, there are also on-chip
key summaries (commonly implemented in bloom filters [3]) which are used to
make sure the key does not already exist in the sub-tables (before checking the
bitmap summary to locate a free bucket for the key).

4 Cuckoo Hashing

4.1 Algorithm Description

According to the original definition by Pagh and Rodler [4] a Cuckoo hash table
is made of two sub-tables, equal in size. Every key k hashes into one bucket
in each of them using two hash functions h1(k), h2(k). If during an insertion,
both of the possible buckets are occupied, the key is placed in one of them,
causing the key placed in the occupied bucket to move to its alternative bucket
in the same manner. Therefore, every insertion of a new key consists of a series
of one or more moves. The complexity of a new insertion is measured by the
number of moves it triggers. The expected complexity of an insertion is proved
to be bounded by O(1) as long the maximal capacity of the table is not reached.
Figure 3 depicts an example of an insertion of k2 into a Cuckoo hash table with
4 sub-tables. When k2 is inserted, the buckets into which it hashes (dark left
arrows) are all occupied. Then, the insertion algorithm chooses to eject k1 (from
T4) and place k2 in its place. k1 is then relocated to an alternative free bucket to
which it hashes in T3. Note that as already explained in Section 3.1, we discuss
the model in which a bucket can hold only one key.

For the original Cuckoo hash table consisting of two sub-tables, Pagh and
Rodler [4] showed that the complexity of an insertion is O(1 + 1/ε) where M =
2N(1 + ε), M is the total number of buckets (in both tables) and N is the
maximal number of keys the table is meant to hold. In [13] Fotakis, Pagh et al.
generalized Cuckoo Hashing to d-ary Cuckoo Hashing where d ≥ 2 sub-tables
are used. They showed how N keys can be stored in M = (1 − ε)N buckets
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Fig. 3. A move of key k1 during the insertion of k2 into a Cuckoo hash table with 4
sub-tables. The white (right) and the dark (left) arrows mark the hash values of k1
and k2 in the different sub-tables, respectively.

for any constant ε > 0. They showed that Search and Delete operations take3

O(ln(1/ε)) and proved the generalized Cuckoo Hashing has a constant amortized
insertion time. Following [13], Frieze and Mitzenmacher [14] suggested a more
efficient insertion method with a polylogarithmic upper bound. In later studies
(such as [14], [13] and [15]) different insertion algorithms have been proposed.
They mainly differ in the way they choose the key that will be relocated (in order
to free a bucket for an inserted key that all his possible d locations are occupied).
Note that the attack efficiency is independent of the way the key (to be moved)
is chosen, hence we do not discuss here the variations of the insertion algorithm
and for our work one can assume the moved key is chosen randomly. In addition,
since the exact insertion complexity of the various insertion algorithms is not
fully analyzed, we use the fact that it is proved to take an amortized O(1) time
when we approximate the vulnerability. In addition, we use simulations to give
precise results for selected examples.

4.2 In-Attack Damage: Attack on Cuckoo Hashing

The basic idea behind the attack is to insert K keys that all hash into the
same small set of buckets B, such that K > |B|. Except for the first |B| keys,
every attack key causes an insertion loop in which every move triggers another.
Formally, the attacker inserts K keys such for every key k, {hi(k)}di=1 ⊂ B where
B is a set of buckets such that K > |B|. Such attack creates insertion loops and
cause the insertion algorithm to require excessive number of memory accesses.
Note that the size of B can be is as low as d (when B contains exactly one bucket

3 Their experiments showed that 4 probes suffice for ε ≈ 0.03.
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from each sub-table) but a large bucket set B allows the attacker to find keys
for the attack more easily. Note that a general algorithm that will detect every
possible loop can be proved impractical, especially in hardware. Therefore, the
most popular approach to address this issue is to limit the number of moves to
a predefined fixed value W since their vast majority is very low4.

In our technical report [11] we describe the algorithm used by the attacker
to find the keys for the attack and its complexity is analyzed. Our main result
on this subject is that it is harder to find Cuckoo attack keys than to find the
Peacock attack keys5. However, on the other hand, in contrast to the Peacock
attack, the attacker can use the same keys over and over again and sustain his
attack until it is mitigated, if at all.

4.3 In-Attack Damage: Vulnerability of Cuckoo Hashing

Using the vulnerability measure described in Section 2, we now evaluate the sys-
tem vulnerability due to new-key insertion complexity (measured by the number
of moves it triggers). Let ICR and ICA (‘R’ - Regular, ‘A’ - Attacker) denote the
overall number of operations performed during the insertion of K keys, by the
attacker and by regular users, respectively. Note that regardless of the strategy

of the attacker, the vulnerability cannot exceeds W (VIC(K) = ICA(K)
ICR(K) ≤ W )

since trivially ICR(K) >= K and since the system enforces ICA(K) <= KW .

Theorem 2. The system vulnerability due to insertion complexity is

VIC(K) =
ICA(K)

ICR(K)
= |B|/K + (1− |B|/K)

W

c
, (6)

where c ≥ 1 is the average time complexity of a regular key insertion and B is
the group of buckets into which all the attack keys hash.

Proof. Since the insertion time of a random regular key has an amortized O(1)
complexity we can conclude that ICR(K) = Kc where c ≥ 1 is a constant
(very close to 1 in practice) denoting the insertion complexity of a random
key. The first |B| keys inserted by the attacker might not cause insertion loops
since they all can possibly find an empty bucket. Therefore the complexity of
their insertion is |B|c. Each of the remaining K − |B| keys inserted by the
attacker triggers an insertion loop that is terminated only after W moves. Then
ICA(K) = |B|c+(K − |B|)W . To conclude, the values of ICR(K) and ICA(K)
lead to the result in Eq. 6. ��

Evaluation of the Vulnerability and the Analysis. In the same way as
we did for Peacock Hashing, we aim to construct (and then attack) hash table
that can hold up to 3333 keys with an Acceptable Loss Fraction of 1%. As a

4 W suppose to be set to alog(n) where n is the number of keys the table can hold
and a is appropriately chosen constant [14].

5 Since keys have to hash to the same buckets in all sub-tables.
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system designer would do, we used simulations to measure the loss fraction with
different values of d, W and M and decided to use a system with d = 3, W = 4
and M = 6000. Note that higher values of d and W allow higher utilization of
the table6. That is, smaller value of M is required in order to accommodate up
to 3333 keys with the required loss fraction.
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Fig. 4. Plot (a): The average insertion complexity of keys inserted by an attacker
ICA(K)/K and a regular user ICR(K)/K in a system with W = 4. Plot (b): The
vulnerability (V = ICA(K)/ICR(K)) as a function of the additional load (K/M). In
both plots the existing load is α = 0.1.

Figures 4(a) and 4(b) depict the simulation results on a table with (arbitrarily
chosen) existing load of α = 0.1. The x-axis in both figures corresponds to the
additional load of keys that was added to the table. The x-axis ends at 0.45 since
the maximal allowed load in the table is 3333/6000 = 0.55% (and it already
contains 0.1).

According Theorem 2 the vulnerability is mainly defined by W/c (since |B|/K
is expected to be very small, especially when |B| = d). Note that using c = 1
gives an upper bound on the estimated vulnerability which is then approximated
by W . As we can see in Figure 4(a), the lower curve which depicts ICR(K)/K
(the average complexity of regular insertion) - c is indeed very close to 1 in the
simulation results. Therefore, as also shown in Figure 4(b), setting the moves
limit W practically decides the vulnerability of the system. In addition, one can
observe that, unlike Peacock Hashing, in Cuckoo Hashing the size of the table
M has no role in the vulnerability (Theorem 2).

The following table summarize the results so far, including those from the
attack feasibility analysis which is excluded from this paper and can be found in
a technical report [11]. The arrows marks how different properties of a Cuckoo
hash table are affected when increasing W , d and M . ⇑, ⇓ and ⇔ mark that a
property is increased, decreased or do not chance (respectively).

6 However, high values of d and W also increase the complexity of the different oper-
ations in the table.



On the Vulnerability of Hardware Hash Tables to Sophisticated Attacks 147

High W High d High M

Table Utilization ⇑ ⇑ ⇓
Vulnerability ⇑ ⇓ ⇔
Attack Feasibility ⇔ ⇓ ⇓

As explained above, from the efficiency point of view the system designer has
to choose between higher complexity of the hash operations (high values of d and
W ) and lower utilization (large M). Our work, shows through the above analysis
and simulation results the security implications of setting W and d. The results
show that W is a key factor in the vulnerability of Cuckoo Hashing. Therefore,
from the vulnerability point of view, it is preferable to increase the number of
sub-tables d in order to keep the moves limit W as low as possible. Increasing d
not only decreases the vulnerability but also decrease the feasibility by forcing
the attacker to invest more effort in finding a suitable attack keys set (see [11]).

4.4 Resilience to Post-Attack Damage

There is no general way to cause post attack damage (In contrast to Peacock
Hashing, see Section 3.2) since there is no specific layout of elements in the table
that Cuckoo is vulnerable to more than other; This is true since it is impractical
to assume the attacker knows where new keys will hashed to after the attack has
ended.

5 Summary

In this work we exposed the weak points of the Peacock and Cuckoo Hashing.
We showed that Peacock is resilient against in-attack damage. Nevertheless, we
showed that it is highly vulnerable to an attack that aims at driving the system to
high post-attack discard rates; such an attack can increase these rates by a factor
of 100−1, 800 in comparison to normal behavior. For Cuckoo hashing we showed
that an attacker can slow the system by inserting keys that require 4 times
more memory accesses than regular keys in a typical settings. We also provided
simulation results for a use case in which a system designer plans to design a
Cuckoo and Peacock hash tables which comply with the same requirements.
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A Appendix

Glossary of Notations
Ti Sub-table # i
d Number of sub-tables
Mi Number of buckets in Ti (Mi = |Ti|)
M Total number of buckets (M =

∑d
i=1 Mi)

α The existing load (keys/buckets) in the table (prior an attack)
K Number of additional keys inserted by a malicious/regular user
r r = Mi/Mi+1 (in Peacock Hashing)
j Attack depth (in Peacock Hashing)
W The maximal number of moves allowed (in Cuckoo Hashing)
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Abstract. The largest eigenvalue λ1 of the adjacency matrix powerfully
characterizes dynamic processes on networks, such as virus spread and
synchronization. The minimization of the spectral radius by removing
a set of links (or nodes) has been shown to be an NP-complete prob-
lem. So far, the best heuristic strategy is to remove links/nodes based
on the principal eigenvector corresponding to the largest eigenvalue λ1.
This motivates us to investigate properties of the principal eigenvector
x1 and its relation with the degree vector. (a) We illustrate and explain
why the average E[x1] decreases with the linear degree correlation co-
efficient ρD in a network with a given degree vector; (b) The difference
between the principal eigenvector and the scaled degree vector is proved
to be the smallest, when λ1 = N2

N1
, where Nk is the total number walks

in the network with k hops; (c) The correlation between the principal
eigenvector and the degree vector decreases when the degree correlation
ρD is decreased.

Keywords: networks, spectral radius, principal eigenvector, degree,
assortativity.

1 Introduction

Dynamic phenomena occurring on networks are affected by the structure of
networks, e.g., the absence of epidemic thresholds in large scale free networks
[2][3][6], the effect of the degree correlations on the percolation of networks [8].
The largest eigenvalue λ1(A) of the adjacency matrixA, called the spectral radius
of the graph, has been shown to play an important role in dynamic processes
on graphs, such as SIS (susceptible-infected-susceptible) virus spread [12] and
the Kuramoto type of synchronization process of coupled oscillators [11] on a
given network topology. For instance, in a SIS spreading model, the epidemic
threshold τc � 1

λ1(A) separates two different phases of a dynamic process on a

network: if the spreading rate τ is above the threshold, the infection spreads and
becomes persistent in time; where τ < τ c, the infection dies out exponentially
fast [10][12]. In the past decade, researches have focused on how topological
changes, such as link (or node) removal, may alter the spectral radius. Milanese
et al. [7] studied the dynamical importance of the structural perturbation by
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removing one node or link. Van Mieghem et al. [15] have proved that to minimize
the largest eigenvalue by removing a set of links or nodes is a NP-hard problem
and have shown that the best strategy so far is based on the components of
the principal eigenvector x1, which underlines the importance of the principal
eigenvalue in characterizing the influence of link/node removal on the spectral
radius. Our main objective is to investigate the topological meaning of x1, which
has been rarely studied. Especially, we aim to understand the relation between
x1 and the degree vector/sequence1 d, the computationally simplest and mostly
studied property of a network.

The degree correlation, also called the assortativity ρD is computed as the
linear correlation coefficient of the degree of nodes connected by a link. It de-
scribes the tendency of network nodes to connect preferentially to other nodes
with either similar (when ρD > 0) or opposite (when ρD < 0) properties i.e.
degree [9]. The assortativity was widely studied after it was realized that the
degree distribution alone provides an insufficient characterization of complex
networks. Networks with the same degree distribution may still differ signifi-
cantly in various topological features. Degree-preserving rewiring [13] allows us
to either increase or decrease the assortativity of a network without changing
the degree of each node. The relation between the principal eigenvector and
the degree vector is systematically investigated in networks with various degree
distributions and degree correlations.

Section 2 illustrates the importance of the principal eigenvector in characteriz-
ing the influence of link/node removal on the spectral radius by two key theories
developed in our early work and further simulations. Subsequently, we explore
the properties of the principal eigenvector and the relation between the (normal-
ized) degree vector and the principal eigenvector in networks with different de-
gree correlation and with the degree distribution derived from the Erdös-Rényi
random graphs2 [4], the Bárabasi-Albert graphs3 [1], and real-world networks
(see Section 3). Our major contributions are: (a) the average of the components
in the principal eigenvector E[x1] is shown and explained to decrease with the
assortativity ρD; (b) the difference between the principal eigenvector and the
degree vector is proved to be the smallest, when λ1 = N2

N1
, where Nk is the to-

tal number of walks with k hops in a network and (c) the correlation between
principal eigenvector and the degree vector decreases as the assortativity ρD is
decreased. These finds provide essential inspiration on when the degree vector
well approximates the principal eigenvector. Finally, we illustrate the possibility
to approximate the principal eigenvector based strategy to minimize the largest

1 The degree vector/sequence is composed of the degree of each node, following the
same ordering as the principal eigenvector.

2 An Erdős-Rényi random graph can be generated from a set of N nodes by randomly
assigning a link with probability p to each pair of nodes.

3 A Bárabasi-Albert graph starts with m nodes. At every time step, we add a new
node with m links that connect the new node to m different nodes already present
in the graph. The probability that a new node will be connected to node i in step
t is proportional to the degree di(t) of that node. This is referred to as preferential
attachment.
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eigenvalue by removing links/nodes by its corresponding degree based strategy
(see Section 4), which can be well explained by the findings in early sections.

2 The Decrease of the Spectral Radius

We consider a network as a graph G = (N , L), where N is the set of nodes
and L is the set of links. The number of nodes is denoted by N = |N | and the
number of links is represented by L = |L|. The graphG can be represented by the
N×N adjacency matrix A, consisting of elements aij that are either one or zero
depending on whether there is a link between nodes i and j. The eigenvalues
of the adjacency matrix are ordered as λN ≤ λN−1 ≤ · · · ≤ λ1, where λ1 is
the spectral radius and the corresponding eigenvector x1 is called the principal
eigenvector. Let Lm (or Nm) denote the set of the m links (or nodes) that are
removed from G, and Gm(L) = G\Lm (or Gm(N ) = G\Nm) is the resulting
graph after the removal of m links (or nodes) from G. We denote the adjacency
matrix of Gm(L) (or Gm(N )) by Am(L) (or Am(N )), which is still a symmetric
matrix.

Theorem 1. For any graph G and graph Gm(L) = G\Lm, by removing m links
from G, it holds that

2
∑
l∈Lm

(w1)l+ (w1)l− ≤ λ1 (A)− λ1 (Am(L)) ≤ 2
∑
l∈Lm

(x1)l+ (x1)l− (1)

where x1 and w1 are the principal eigenvectors of A and Am(L) corresponding
to the largest eigenvalues λ1 (A) and λ1 (Am(L)), respectively, and where a link
l joins the nodes l+ and l−.

Proof. [15] �
The decrease of the largest eigenvalue λ1 (A) − λ1 (Am(L)) tends to be larger
if the upper bound 2

∑
l∈Lm

(x1)l+ (x1)l− is larger. This motivates the principal
eigenvector strategy to minimize the largest eigenvalue: removing the set of links
that maximizes 2

∑
l∈Lm

(x1)l+ (x1)l− . Moreover, when only one link is removed,
removing the link with the maximum (x1)l+ (x1)l− , maximizes not only the upper
bound of (1), but likely the lower bound as well, since w1 is close to x1 in this
case. This eigenvector strategy performs almost optimally in this situation.

Theorem 2. For any graph G and graph Gm(N ) = G\Nm, by removing m
nodes from G, it holds that

0 ≤ λ1(A)− λ1 (Am(N )) ≤ 2
∑

n∈Nm

(x1)
2
n λ1(A) −

∑
j∈Nm

∑
i∈Nm

aij(x1)i(x1)j (2)

where x1 is the principal eigenvectors of A corresponding to the largest eigenval-
ues λ1 (A). In particular, if m = 1, then

0 ≤ λ1 (A)− λ1 (A1(N )) ≤ 2 (x1)
2
n λ1(A) (3)

where n is the node removed.

Proof. [5] �
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Theorem 2 implies that the decrease of spectral radius by removing a node or
a set of nodes is strongly related to the principal eigenvector components corre-
sponding to the removed nodes. Motivated by Theorem 2, the eigenvector based
one node removal strategy to minimize the largest eigenvalue simply removes
the node with the largest principal eigenvector component (x1)n.

(a) (b)

(c)
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N = 500, L = 1984
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Fig. 1. The spectral radius of graphs by removing a link (or node) as a function of
corresponding components in principal eigenvector (a), (b)in Binomial graphs,(c), (d)
in power-law graphs

We perform further simulations to illustrate the importance of the principal
eigenvector components in characterizing the influence of the link/node removal
on λ1. We deduce networks with different assortativities but with a given degree
vector, which may follow a binomial or power-law degree distribution. Upon each
network, we try all possible one link (or node) removal and examine the largest
eigenvalue λ1(G\(l)) (or λ1(G\(n))) after removing one link (or node) as a func-

tion of (x1)l+ (x1)l− (or (x1)
2
n) corresponding to the link (or node) removed. By

the Perron-Frobenius theorem [14], all components of x1 and w1 are non-negative
(positive if the corresponding graph is connected). Interestingly, λ1(G\(l)) (or

λ1(G\(n))) decreases linearly as a function of increasing (x1)l+ (x1)l− (or (x1)
2
n),

as shown in Fig. 1. In other words, the spectral radius will be decreased more if
the link (or node) removed has a larger (x1)l+ (x1)l− (or (x1)

2
n).
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3 Relation between the Principal Eigenvector and the
Degree Vector

In view of the importance of the principal eigenvector in characterizing the
influence of link/node on the spectral radius, in this section, we explore how the
average E[x1] as well the variance of x1 changes with the assortativity ρD when
the degree vector, which may follow the degree distribution of network models
or of real-world networks, remains the same. Moreover, we explore the difference
and the linear correlation coefficient between the principal eigenvector and the
degree vector, the simplest and mostly studies network metric, which as well
provides important insights on under which condition the degree vector/sequence
well approximates the principal eigenvector.

3.1 Properties of the Principal Eigenvector

Two types of degree distributions have been so far widely studied: the bino-
mial and power-law degree distribution. The binomial degree distribution is
a characteristic of an Erdős-Rényi random graph Gp(N), which has N nodes
and any two nodes are connected independently with a probability p. Such
a random construction leads to a zero assortativity as proved in [13]. How-
ever, the class of graphs G(N, p) with the same binomial degree distribution
Pr[DG = k] =

(
N−1
k

)
pk(1 − p)N−1−k as Erdős-Rényi random graphs Gp(N)

and obtained, for instance, by degree-preserving rewiring feature an assorta-
tivity that may vary within a wide range. The power-law degree distribution
Pr[D = k] = ck−α, where c = 1/

∑N−1
k=1 k−α has been widely observed in real-

world networks. Similarly, graphs with a given power-law degree distribution,
for example, generated by the Barabási-Albert power model [1] can be altered
by the degree-preserving rewiring to obtain different assortativity.

We explore the principal eigenvector components (see Figure 2) as well as
its average E[x1] (see Figure 3) in graphs with the same degree distribution
(i.e. binomial or power-law) but with different assortativities ρD obtained by
degree-preserving rewiring. Figure 2 shows that the variance of the principal
eigenvector increases with assortativity ρD. Furthermore, as shown in Figure 3,
E[x1] decreases with the increase of assortativity ρD. Similarly, we consider a
set of 11 real-world networks. We apply degree-preserving rewiring to each real-
world network to derive network instances with different assortativity. In other
words, we derive a class of networks that possess the same degree distribution as
a real-world network but different assortativities. Interestingly, we observe the
same, E[x1] decreases with increasing assortativity (see Figure 3(b)).

The decrease of E[x1] and the increase of the variance of the principal eigen-
vector components with increasing assortativity can be qualitatively explained
as follows. As defined, the principal eigenvector x1 corresponds to the largest
eigenvalue λ1 follows

λ1(x1)j =
N∑
q=1

ajq(x1)q, (4)
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Fig. 2. The components of the principal eigenvector in increasing order. Images (a)
(linear) (b) (semilogarithmic) are binomial graphs with different assortativity. Images
(c) (linear) (d) (semilogarithmic) are power-law graphs with different assortativity.

44x10
-3

40

36

32

28

24

20

16

12

E
[x
1
]

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

ρD

BA (N = 500, L = 1984)
ER (N = 500, L = 1984)

(a)

0.20

0.18

0.16

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0.00

E
[x
1]

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

ρD

American football
ARPANET80
ArpaNet
Dolphins
Florida
CElegansNeural
Gnutella3
Karate
LesMis
Surfnet
WordAdj

(b)
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tativity. (a) in binomial and power-law graphs (b) in network instances derived from
real-world networks via degree-preserving rewirings.
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where ajq = 1 if q is a neighbor of node j, or else ajq = 0. The j-th compo-
nent of the principal eigenvector (x1)j tends to be large if node j has a large
degree (number of neighbors) or if the components corresponding to its neigh-
bors are large. When ρD is large, high degree nodes prefer to link with other
high degree nodes. In this case, a high degree node possesses a large number of
neighbors, whose corresponding eigenvector components are again likely to be
large, whereas a low degree node connects to a small number of neighbors, whose
corresponding components tend to be small. Both a large variance in degree and
a large assortativity ρD contribute to a large variance V ar[x1] of the principal
eigenvector x1. This explains why variance V ar[x1] of x1 increases with ρD and
with a given assortativity, the power-law graphs have a larger V ar[x1] than the
binomial graphs (see Figure 2). Furthermore, since V ar[X ] = E[X2] − (E[X ])2

and xT
1 x1 = 1,

E[x1] =

√
1

N
− V ar[x1], (5)

Correspondingly, both a large variance in degree and a large assortativity ρD
contribute to a smallE[x1] of the principal eigenvector x1. Hence, E[x1] decreases
with increasing ρD and tends to be smaller when the degree variance is larger.
Moreover, considering Eq. (5), we can deduce the upper bound E[x1] ≤ 1√

N
.

Figure 2 compares as well the principal eigenvector x1 with the normalized
degree vector d = d√

dT d
in binomial graphs and power-law graphs (N = 500,

L = 1984) with different assortativities. The components of x1 and d are plotted
in the order of increasing magnitude. The difference between x1 and d is affected
by ρD, which will be further explored in the following part.

3.2 Relation between Degree Vector and Principal Eigenvector

In this section, we investigate the relation between the principal eigenvector and
the degree vector by their difference and linear correlation coefficient. The degree
vector has to be first normalized to quantify its difference with the principal
eigenvector. We propose two scalings of the degree vector d = d√

dT d
and d̃ = α

λ1
d,

where α is a constant. The corresponding difference vector between x1 and the
scaled degree vector is w = x1− d√

dT d
and y = x1− α

λ1
d, respectively. The overall

difference can be quantified by either the relative difference uTw (or uT y) or the
absolute difference wTw (or yT y), actually, the square sum or the sum of the
components in the difference vector respectively. The first scaling of the degree
vector d = d√

dT d
aims to obtain the same norm for the the degree vector and the

principal eigenvector:
√
dTd =

√
xT
1 x1 = 1. The other d̃ = α

λ1
d is motivated by

(x1)j =
1
λ1

∑N
r=1 ajr (x1)r ≤ di

λ1
and the constant α is determined (see Theorem

3) as the one minimize the absolute difference yT y. Note that both linear scalings
of the degree vector will not change the linear correlation coefficient between the
principal eigenvector and the degree vector.
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Theorem 3. The absolute difference wTw (or yT y) between the principal eigen-
vector and the degree vector is the smallest (wTw = 0 or yT y = 0) when the
spectral radius follows λ1 = N2

N1
, where Nk is the total number of k hop walks

between any two nodes which can be the same.

Proof. The absolute difference

wTw = (x1−
d√
dT d

)T (x1−
d√
dT d

) = xT
1 x1−2

dTx1√
dTd

+
dTd(√
dT d

)2 = 2−2
dTx1√
dT d

.

(6)
Moreover, the generalized form of (4) for the k-th largest eigenvalue λk and

the corresponding eigenvector xk follow (xk)j = 1
λk

∑N
r=1 ajr (xk)r = α

dj

λk
−

1
λk

∑N
r=1 ajr (α− (xk)r), we will determine α so that yk = xk− α

λk
d has minimum

norm. Hence,

yTk yk =

(
xk −

α

λk
d

)T (
xk −

α

λk
d

)
= 1− 2

α

λk
dTxk +

α2

λ2
k

dTd, (7)

is minimized with respect to α if − 2
λk

dTxk + 2 α
λ2
k
dT d = 0 or α

λk
= dT xk

dT d . Let

y = y1, we obtain

yT y = 1− (dTx1)
2

dTd
, (8)

using the α derived in the last step. In both Eq. (6) and Eq. (8), wTw = 0

and yT y = 0 if dTx1 =
√
dT d. In other words, when the principal eigenvector

is proportion to degree vector, w = 0 (or y = 0). Since Ax1 = λ1x1, d
Txk =

λ1u
Tx1. The condition dTx1 =

√
dTd implies

λ1u
Tx1 =

√
dTd =

√
N2

where N2 = dT d. Since x1 = d√
dT d

, and uTd = N1, Lemma 3 follows. �

Notice that in some approximate mean-field models for virus spreading [10],
τ c ∼ N1

N2
= 1

λ1
. Furthermore, wTw = 0 (or yT y = 0) is a special case of uT yk = 0,

when λ1 = N2

N1
.

The relative difference wTu = uTx1 − dTu√
dT d

(yTu) is zero when the absolute

difference is zero. We explore the relative difference in general cases by consid-
ering the binomial graphs as an example. The sum of the principal eigenvector
uTx1 and the relative difference wTu as a function of the assortativity are shown
in Figure 4 to follow exactly the same trend, since the degree of each node, thus,
dTu√
dT d

remains the same when we change the assortativity by degree-preserving

rewiring. When the assortativity ρD = 0, the binomial graphs are actually Erdős-
Rényi random graphs, for which λ1 � N2

N1
when the network size is large [14].

Hence, both the absolute and relative difference are zero when the assortativity
is around zero. The sum of the principal eigenvector uTx1 decreases with the
assortativity ρD, as explained in Subsection 3.1.
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Fig. 4. The difference between the principal eigenvector and degree vector as a function
of the assortativity

3.3 Correlation between the Principal Eigenvector and the Degree
Vector

Recall that so far the best strategy to minimize the spectral radius by links/nodes
removal is based on the principal eigenvector. When the correlation ρ(x1, d)
between the principal eigenvector and the degree vector is positively strong,
we may use the degree vector instead of the principal eigenvector to determine
which links/nodes to remove, which will be further illustrated in Section 4. Here,
we investigate the linear correlation coefficient ρ(x1, d) between the principal
eigenvector and the degree vector as a function of ρD. Linear scaling of the
degree vector will not change the linear correlation coefficient. Hence, we consider
the original degree vector. When the absolute difference between the principal
eigenvector and the scaled degree vector is zero, the principal eigenvector is
proportion to degree vector. In this case, ρ(x1, d) = 1, which seldom occurs in
real-world networks. A strong positive correlation, not necessarily to be one, is
already interesting with respect to approximate the eigenvector strategy by the
corresponding degree vector strategy in minimizing the spectral radius.

Figure 5(a) depicts that ρ(x1, d) is mostly positively strong in the Erdös-
Rényi random graphs and Bárabasi-Albert graphs. However, ρ(x1, d) decreases
dramatically when the assortativity is decreased, actually around the minimal
assortativity. Similarly, we derive networks with different assortativities by ap-
plying degree preserving rewiring to each of the 11 real-world networks. As in
Figure 5(b), We are interested in how ρ(x1, d) changes with the assortativity
ρD in real-world networks. Figure 5(b) illustrates that, the correlation ρ(x1, d)
creases as the assortativity is decreased, especially around the minimal assor-
tativity, which is the same as observed in network models. In the simulations
of both network models and real-world networks, the most evident decrease is
observed in networks with a power-law degree distribution such as the C. elegans
neural network, the Gnutella 3 network and the WordAdj network.

These observations can be explained similarly as we explain the average/variance
of the principal eigenvector versus assortativity in Section 3.1. In general, if a
node has a large degree, its corresponding principal eigenvector component tends
to be large even when the assortativity is zero, due to (4). A large positive as-
sortativity implying large (or small) degree nodes tend to connect to other large
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Fig. 5. The linear correlation coefficient between the degree vector and the principal
eigenvector as a function of the assortativity (a) in both binomial graphs (red marks
and line) and power-law graphs(blue marks and line); (b) in network instances derived
from real-world networks via degree-preserving rewirings.

(or small) degree nodes, further enforces a large degree node to have more likely
a even larger principal eigenvector component compared to a small assortativity.
Hence, a negative assortativity will weaken the correlation ρ(x1, d). Note that
the correlation coefficient is not necessarily the maximum at the maximal as-
sortativity as shown in Figure 5, because here we examine the linear correlation
coefficient but not the rank correlation.

4 Application: Degree vs. Principal Eigenvector Strategy
in Minimizing the Spectral Radius

In this section, we illustrate the possibility to replace the principal eigenvector
strategy by the degree vector in minimizing the spectral radius λ1 via an ex-
ample of node removal in power-law networks with different assortativities. As
mentioned in Section 2, so far the best node removal strategy removes the node
with the largest principal eigenvector component (x1)j . A widely applied strat-
egy to minimize λ1 by removing m nodes (a) removes the set of m nodes with
the highest component in the principal eigenvector of the original graph. The
corresponding degree vector strategy (b) removes the set of m nodes with the
highest degree in the original graph. We compare these two strategies in remov-
ing m ∈ [1, 200] nodes in graphs with positive, zero and negative assortativity
(see Fig. 6) but with the same power-law degree distribution as in Fig. 5(a).

Figure 6 shows that the decreases of λ1 by removing nodes with strategy (a)
and (b) are almost same when ρD is large. The eigenvector strategy (a) decreases
the spectral radius more thus performs better than the degree vector strategy
(b) when the assortativity is small. When the assortativity is large, the degree
vector is positively and strongly correlated with the principal eigenvector. In such
a case, the degree vector strategy, the simplest to compute, well approximates
the principal eigenvector strategy in minimizing the spectral radius.
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Fig. 6. The decrease of the spectral radius by successively removing m nodes in power-
law networks. The square and circle dot dash lines show the decrease of the spectral
radius by strategies (a) and (b) separately.

5 Conclusions

The principal eigenvector is essential in characterizing the influence of link/node
on the spectral radius, whereas its topological meaning is far from well un-
derstood. This work, via both theoretical analysis and systematic simulations,
contributes to the following aspects: (a) the average E[x1] (or variance) of
the principal eigenvector is shown and explained to decrease (or increase) with
the assortativity ρD; (b) the difference between the principal eigenvector and the
degree vector is proved to be the smallest, when λ1 = N2

N1
and (c) we illustrate

and explain why the correlation between principal eigenvector and the degree
vector decreases as ρD is decreased. In general, both a large variance (heterogene-
ity) in nodal degree and a large degree correlation (homogeneity in connection)
contribute to a large average and a small variance of the principal eigenvector
and a strong correlation between the degree and the principal eigenvector. As a
straightforward application of these finds, we illustrate that when the assorta-
tivity is large, we could approximate the well performance principal eigenvector
based strategy (to minimize λ1 by removing links/nodes) by the corresponding
degree vector, which is the simplest network property to compute.
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2. Barthélemy, M., Barrat, A., Pastor-Satorras, R., Vespignani, A.: Velocity and Hier-
archical Spread of Epidemic Outbreaks in Scale-Free Networks. Phys. Rev. Lett. 92,
178701 (2004)
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Abstract. Network virtualization with combined control of network and
IT resources enables network designs for end-to-end cloud services with
latency and availability guarantees. Even though providing such QoE
guarantees is of high importance for cloud services, it is mostly not pos-
sible today if the services traverse different domains. To addresses this
problem, firstly, we introduce novel resilient design methods for virtual
networks minimizing the cost or the latency of the virtual network. We
realize the routing of the services and the mapping of the virtual network
simultaneously. Secondly, we provide two fundamental cloud connection
architectures, which provide end-to-end resilience for cloud services in
the presence of both network and datacenter failures. Using extensive
simulations, we evaluate the performance of the proposed architectures
in terms of cost of the virtual networks and maximum end-to-end delay
that they can guarantee for cloud services.

Keywords: network virtualization, resilience, cloud services, latency.

1 Introduction

Cloud services are more and more utilized by businesses and for private applica-
tions, where latency and availability guarantees are of high importance especially
for business critical applications. The performance of the cloud services is the key
metric to measure the acceptability of that service by the end-users and hence it
directly impacts the revenue for service providers [1]. Moreover, resilience of the
cloud services in the presence of both DataCenter (DC) and network failures is
as well a key point especially for the “cloudified” businesses, where a DC failure
might cause a service outage in the range of days.

Cloud providers are aware of these problems and try to address them by
offering service level agreements to their customers. However, these agreements
only cover the performance and connectivity inside the cloud and exclude the
telecommunication networks, which might actually cause excessive latencies and
even service outages. Thus, today it is essentially impossible to provide quality of
experience guarantees in an end-to-end fashion for cloud services. One solution
for this problem is using the concept of Network Virtualization with combined
control for network and IT resources.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 161–174, 2012.
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Network virtualization is proposed as a key enabler for the next generation
networks and the future Internet [3,4]. Unlike current virtualization techniques
like Virtual Private Networks (VPNs) and overlay networks, network virtual-
ization enables operation of isolated network slices. A slice consists of isolated
computational resources inside network and DC nodes, as well isolated network
resources between them. In a virtual network environment new business mod-
els realizing different tasks are expected to be established and as a result, as
well trading of virtual resources between them [5]. Note that these resources can
be network resources and/or IT resources. In such an environment new control
mechanisms and interfaces are necessary to realize the setup and operation of
the Virtual Networks (VNets). For possible realizations of combined control of
IT and network resources using virtualization, there are already several sugges-
tions in the literature [17]. There are as well some commercial offers like from
Amazon [6], where a virtual network is offered together with the cloud services.
Still, such solutions currently lack redundancy and QoE guarantees, which are
the main reasons for hesitation of businesses to adopt cloud solutions accord-
ing to a survey done in 2011 with 3700 enterprises worldwide [7]. Therefore,
in this paper we propose novel architectures to enable provisioning of cloud
services with end-to-end availability and latency guarantees. In our network vir-
tualization model, we define two business roles, namely the Virtual Network
Operator (VNO), operating a VNet on the physical substrate, and the Physical
Infrastructure Provider (PIP) owning the physical substrate.

A PIP is the owner of the physical infrastructure, which can be e.g. a transport
network, wireless access network, IT resources like processing or storage units or
any combination of them. The PIP is in the position to monitor all of its physical
and virtual resources and has the knowledge of the usage and physical location
of its virtual resources. Given a PIP with existing resources, its incentive would
be optimizing the utilization of its resources to maximize its revenue according
to a chosen strategy, e.g. minimizing the used capacity or load balancing, by
allocating the virtual resources accordingly. In this paper we focus on the PIPs
owning transport networks and IT resources. In the remainder of the paper, if
there is a need for distinguishing, the PIPs owning only network resources will
be called nPIPs and the ones having only DC or a combination of both will be
called dcPIPs. A VNO can operate one or several VNets, which are mapped onto
the physical infrastructure of possibly one or more PIPs. A VNet can consist of
both virtual network and IT resources. The interfaces and information sharing
between the VNO and the PIP would depend on their internal business models
and the contract between them [2]. Without loss of generality, we assume that
for the VNet setup the available virtual resources of the PIPs are advertised to
the VNO. The VNO can negotiate with various PIPs and compute an optimal
VNet according to its specific needs. These can be e.g. either minimizing the
cost of the VNet or optimizing the VNet design to provide minimum latency for
the running services.
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In such a virtual network environment there are two fundamental resilience
architecture options, namely resilience can be provided solely by the PIP, PIP-
Resilience, or only by the VNO, VNO-Resilience. Applying resilience at different
layers has several advantages and drawbacks. In [8], we address this question and
compare the PIP and VNO-Resilience cases in a qualitative manner in terms of
network resource usage, service level resilience adaptability and network setup
and operation complexity. On the one hand, a VNO can utilize the available
resources of different PIPs to reach an overall optimal design regarding both
resilience and performance considerations. On the other hand, PIP-Resilience
can offer a simpler signaling interface between the VNO and the PIP. It also
provides lower system complexity in terms of the concurrent actions taken in case
of a failure. Furthermore, in PIP-Resilience, the recovery action is transparent to
the VNet and hence the virtual topology remains unchanged. Finally, the VNO-
Resilience can offer VNet setup at service level granularity. Note that hybrid
mechanisms are out of the scope of this paper due to our aim of investigating
the resilience design choices affecting the delay performance and cost of the
VNets.

In this paper, we propose novel solutions for end-to-end cloud services with
availability and latency guarantees under both network and DC failures. We
provide end-to-end solutions both for VNO and PIP-Resilience cases. Firstly
we introduce novel resilient VNet design methods, which route the requested
services and map the VNets onto the physical substrate simultaneously. We
model our resilient VNet designs as two sets of Mixed Integer Linear Problems
(MILPs) for VNO and PIP-Resilience cases by minimizing the delay of all the
possible services in the VNet and the cost of the VNet, while providing network
resilience, respectively. Afterwards, we combine these VNets with resilient cloud
connection models for VNO and PIP-Resilience, which provide resilience in the
presence of both physical network and DC failures for end-to-end cloud services.
We evaluate the performance of our VNet designs in terms of cost and delay
and we show their efficiency and applicability compared to traditional shortest
paths mapping approaches. Finally, using extensive simulations we compare the
two end-to-end solutions in terms of their delay performances. The remainder
of the paper is organized as follows: Section 2 gives a short summary of the
related work, in Section 3 the resilient VNet designs and in Section 4 the cloud
connection models are introduced and their performances are evaluated. Finally,
Section 5 concludes the paper with a discussion of the results and an outlook.

2 Related Work

Regarding the VNet design there are mainly two types of works in the literature.
The first one is on routing the services in a VNet according to quality of service
or availability requirements [9,10]. It is assumed that the VNet is already existing
and mapped onto the physical substrate. However, in this paper we deal with the
problem of designing a new VNet for a VNO according to the given requirements.
Unlike the overlay or VPN services where the customer needs to pay only per
usage, a VNO would need to pay for the setup and maintenance of its VNet.
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Therefore, it is very important from the beginning to design a cost-efficient VNet,
which can offer the required service quality.

The second type of work in the literature offer solutions for the mapping of a
VNet onto the physical substrate [11,12]. Moreover, there are as well proposed
algorithms for mapping survivable VNets [13,14]. However, all of these works
assume that the virtual topology is already given and in case of survivable map-
ping, the VNet has to be even bi-connected so that the mapping can be realized
at all. Our work does not have such a limitation and designs a VNet with the
given requirements. In [16], the authors deal with the VNet design problem for
the case of the overlay networks by minimizing the cost of the overlay network.
However, they do not consider resilience and use direct shortest path mappings.
In [15], resilient VPN designs are realized but again assuming direct mapping
of the virtual links on shortest physical paths. We extend this approach by al-
lowing several mapping choices for a virtual link and show that our approach
outperforms the shortest path mapping model in terms of feasibility and delay
performance. Thus, there is extensive work available for mapping a given VNet
on the physical substrate and routing a set of services in a VNet, which is al-
ready mapped onto the physical substrate. However, to the best of our knowledge
this is the first paper, which considers both mappings simultaneously to realize
cost-efficient and latency-optimized resilient VNet designs.

Finally, we provided a qualitative comparison of PIP and VNO-Resilience
cases in a virtual network environment in [8]. However, to the best of our knowl-
edge, this is the first paper proposing resilient VNet designs and cloud connec-
tions for these two fundamental cases and conducting a quantitative study for
the cost and latency evaluation of these models.

3 Resilient Virtual Network Design

In this section, the resilient VNet design models are introduced. It is assumed
that a set of requested services and the physical network are provided. The
models are given in the form of MILPs and the optimization is performed for
minimizing the maximum latency or the cost of the VNet. The first subsection
introduces the simple model without any resilience considerations. In the fol-
lowing subsections VNO-Resilience and PIP-Resilience models are introduced.
Finally, in Subsection 3.4 we evaluate the performance of the different mod-
els using different parameter settings and comparing to Shortest Path Mapping
(SPM) and SPM with Additional Nodes (SPMwAN) models, where each virtual
link is directly mapped onto the physical shortest path between its end-nodes.

3.1 Simple Model without Resilience

In the Simple Model (SM) the virtual links are mapped onto single paths in the
physical network and the services are routed in the VNet on i ∈ {1, .., r} routes.
In SM, the service nodes, i.e. the end-nodes of the given services, are directly
used as the virtual nodes of the resulting VNet. The virtual links have k-shortest
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paths1 mapping possibilities. However, to maintain linearity instead of using one
virtual link with several possible mappings, we generate a new virtual link for
each mapping and add it to the list of all the possible virtual links. The result
of the optimization problem is a VNet, which consists of only the links and
nodes that are used to route any of the given services. In the following, the sets,
parameters and variables used in the MILPs are briefly introduced.

– Sets:
• V : Set of the all virtual node candidates
• L: Set of the all virtual link candidates
• D: Set of the requested services
• El: Set of the endpoints of link l ∈ L
• N : Set of virtual links (j, k) ∈ L2, which share at least one physical edge

– Parameters:
• bd: Requested bandwidth for the service d ∈ D
• cd: Requested node resources for the service d ∈ D
• sl: Physical length of link l ∈ L
• λl: Fixed setup cost for having a new link l ∈ L
• θl: Setup cost per unit capacity for link l ∈ L
• μv: Fixed setup cost for having a new node v ∈ V
• ηv: Setup cost per unit capacity for node v ∈ V

– Variables
• βi,d,l: Binary variable taking the value of 1 if the link l ∈ L is used for
the ith route of the demand d ∈ D, 0 otherwise
• δi,d,v: Binary variable taking the value of 1 if the node v ∈ V is used for
the ith route of the demand d ∈ D, 0 otherwise
• γl: Binary variable taking the value of 1 if the link l ∈ L is in the resulting
VNet, 0 otherwise
• αv: Binary variable taking the value of 1 if the node v ∈ V is in the
resulting VNet, 0 otherwise
• ul ∈ [0,∞]: Used capacity on link l ∈ L
• ωv ∈ [0,∞]: Used capacity on node v ∈ V

The constraints for SM are given in the following. Eq. (1) is the link-flow con-
straint. Eq. (2) makes sure that a node is flagged as “used” for a service if it is
the source or the target of that service. Eq. (3) and (4) state that a virtual link
or node is part of the resulting VNet if it carries the traffic of any service, re-
spectively. Finally, Eq. (5) and (6) are the constraints for link and node capacity,
respectively.∑

l:v∈El

βi,d,l =

{
1 if v = s or v = t
2δi,d,v otherwise

∀d = (s, t) ∈ D, v ∈ V, i ∈ {1, .., r}

(1)

1 When all simple paths between two nodes are listed in ascending order according to
their lengths, k-shortest paths between these two nodes are the first k paths in the
list.
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δi,d,v = 1 ∀d = (s, t) ∈ D, ∀v ∈ (s, t), i ∈ {1, .., r} (2)

γl ≥ βi,d,l ∀l ∈ L, ∀d ∈ D, ∀i ∈ {1, .., r} (3)

αv ≥ δi,d,v ∀v ∈ V, ∀d ∈ D, ∀i ∈ {1, .., r} (4)

ul ≥
∑

i∈{1,..,r}

∑
d∈D

βi,d,l bd ∀l ∈ L (5)

ωv ≥
∑

i∈{1,..,r}

∑
d∈D

δi,d,v cd ∀v ∈ V (6)

There are two objective functions defined for different optimization objectives,
namely VNet cost minimization and delay minimization. Note that the cost of
the VNet constitutes of the link cost and the node cost, where each of them has
again two parts, namely the fixed setup cost for having a new link or node in the
VNet and the capacity dependent cost depending on the requested capacity on
that link or node. To achieve simplicity in the PIP-VNO business relationships,
a linear cost model is assumed. In cost minimization the total cost of the VNet
and in propagation delay minimization the total length of the routes for each
service are minimized. We only consider the propagation delay in the physical
path as the latency metric for a service since the network is designed for normal
load conditions. Thus, the queueing delay is negligible and the main latency
is caused by the propagation of the signal over physical distances. Expressions
(7) and (8) show the objective functions for VNet cost minimization and delay
minimization of the services, respectively.

min
(∑

l∈L

(λlγl + θlul) +
∑
v∈V

(μvαv + ηvωv)
)

(7)

min
∑
d∈D

∑
i∈{1,..,r}

∑
l∈L

βi,d,l sl (8)

3.2 VNO-Resilience

For VNO-Resilience, 1:1 protection routing is used in the virtual layer, where the
working and protection paths of a service have to be physically disjoint. Hence, the
number of the routes r is 2. To provide resilience additional diversity constraints
are introduced to the model. The constraint given in (9) ensures that the virtual
working andprotectionpaths of a servicedonot containany twovirtual links,which
share common edges in the physical layer. Equation (10) provides node-diversity,
where the working and protection paths are not allowed to share any nodes other
than the end-nodes. In case of a physical link or node failure, the affected services
are re-routed by the VNO on their pre-calculated protection paths.

β1,d,j + β2,d,k ≤ 1 ∀d ∈ D, (j, k) ∈ N (9)

δ1,d,j + δ2,d,k ≤ 1 ∀d = (s, t) ∈ D, (j, k) ∈ V \ {s, t} (10)
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3.3 PIP-Resilience

In the case of PIP-Resilience, providing resilience is the responsibility of the
PIP(s). The services are routed on single paths in the VNet layer, where each
virtual link is mapped on two disjoint physical paths in the physical layer. The
disjointness criteria can be defined as link-disjoint or node-disjoint. For PIP-
Resilience, SM is directly applied where the number of virtual routes is set to
1. However, instead of k-shortest physical path mapping for the virtual links,
k-shortest disjoint path pairs2 mapping is used. Therefore, the VNO sees only a
simple network, which is protected in the physical layer. The re-routing in case
of a failure is realized in the physical layer by the corresponding PIP, i.e. the
virtual topology remains unchanged and ideally the services are not disrupted.

3.4 Performance Evaluation of the Resilient Virtual Network
Design Options

In this section the two proposed models are compared in terms of the VNet
cost and maximum service delay they provide for different cost parameters and
optimization functions. Moreover, the performance of the models is evaluated
against the SPM and SPMwAN models, where both of them use direct shortest
path mapping. As the resilience strategy they both utilize the VNO-Resilience,
i.e. the services are routed on two virtual paths, which are physically disjoint.
In SPM, like in the VNO and PIP-Resilience cases, the virtual node set consists
of the service nodes. In SPMwAN, however, the virtual node set is extended,
where the VNO can use as well additional virtual nodes for routing purposes,
which are not the source or target of any of the services. Similarly, the virtual
link set is as well extended to cover the possible links between all the node pairs
in the new node set.

For the performance evaluation, we used two test networks, namely the No-
belUS and NobelEU [18] networks. For VNet generation, first, we select a certain
number of service nodes randomly from the physical network, where there is uni-
form demand between all of them. Then we solve the optimization problem for
different resilience models, where each of them result in a different VNet. They
are then compared regarding their delay/cost performances until a confidence
level of 95% and ±5% confidence interval is reached. Link diversity option is
used for the simulations. However, our results show that node diversity option
results in comparable delay and cost values as link-diversity. To evaluate the
effect of different cost factors and optimization functions on the resulting cost
and delay, we distinguish between seven cases as shown in Fig.1a. For this anal-
ysis the NobelUS network is used. Results for 3-node VNets are shown due to
their significance and applicability in real life scenarios. The cost and delay dif-
ferences shown in the figure are the relative differences of the two models, which
are calculated by taking the difference of PIP and VNO-Resilience value and

2 K-shortest disjoint path pairs are the first k disjoint path pairs when all the disjoint
path pairs are listed in ascending order according to their total length.
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(a) Effect of different cost and optimiza-
tion function settings denoted by A-G

(b) VNet Design for VNO-Resilience vs
PIP-Resilience (cost optimization)

(c) Delay Minimization vs. Cost Mini-
mization

(d) % of failed VNet designs with SPM

Fig. 1. VNet design performance comparisons for VNO-Resilience, PIP-Resilience and
Shortest Path Mapping (SPM)

dividing it to the VNO-Resilience value. In cases A-F, cost optimization is used
and the cost factors for link and node costs are varied. The link cost can be
defined as a fixed value or might depend on the length of the physical path it
is mapped on. In the latter case, we use the flag “length.” The cases are de-
fined as a quadruples; {the fixed link setup cost, the capacity dependent link
setup cost, the fixed node setup cost, the capacity dependent node setup cost}.
The cases are defined as A={length,length,1,1}, B={length,length,2000,2000},
C={1,1,1,1}, D={1,100,1,1}, E={100,1,1,1} and F={1,1,100,100}. The cases are
chosen to investigate the effect of each individual cost component in case of fixed
and length-dependent cost factors. In case B, the node cost factor is taken as
2000, which is a value in the range of average virtual length link for the used
test network. Note that the length corresponds to the total physical length of
the virtual link, i.e. in VNO-Resilience it is the length of the single physical path
and in PIP-Resilience it is the sum of the lengths of the two disjoint physical
paths for each virtual link. Hence, the protected virtual links are in general more
expensive than the unprotected ones. Similarly, for fixed link cost values we in-
troduce a resilience cost factor for PIP-Resilience. Its value is taken as 2 for the
simulations. Finally, in cases C-F we investigate the effect of the cost component
with the weight 100, where the rest is kept minimum.

Cases B,C and E show that when the node cost is in the range of the link
cost or higher, VNO-Resilience results in higher VNet cost compared to PIP-
Resilience. This effect is caused by the higher virtual node capacity usage in
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(a) Comparison of the number of virtual
nodes

(b) Comparison of the number of virtual
links

Fig. 2. VNet design performance comparisons for VNO-Resilience, PIP-Resilience and
Shortest Path Mapping with Additional Nodes

VNO-Resilience due to the two-paths routing in the VNet. In cases A and B,
the cost of the link depends on the physical length of the link and hence cost
optimization is aligned with delay optimization. In these cases, VNO-Resilience
results in 20% lower delay than PIP-Resilience. Wherever the delay optimization
function is used, the VNO and PIP-Resilience result in comparable delay and
cost values. However, if we compare the results of delay optimization and cost
optimization for VNO-Resilience with the same cost factors as in case A, it is
observed that the delay minimization option results always in lower delay but
higher VNet cost. Increasing the number of the service nodes, decreases the delay
difference of the two optimization functions but increases the cost difference as
shown in Fig.1c. Hence, the appropriate optimization function should be chosen
according to both the number of service nodes and the cost factors.

In the remainder of the results the cost factors are always taken as in case A.
For cost optimization the delay and cost differences of PIP and VNO-Resilience
increases with increasing VNet size as shown in Fig.1b. As can be seen for larger
VNets, a VNet with PIP-Resilience costs on average 35% more than a VNet
with VNO-Resilience. Moreover, PIP-Resilience results in 45% higher VNet-
latency than VNO-Resilience for these settings. These results are obtained for
the NobelUS network.

In SPM direct shortest path mapping is used and hence it is not always
possible to find disjoint paths to route the services and the design cannot be
performed. Fig.1d shows the ratio of the VNet design tries, which failed to find
a solution during the simulations. Note that with increasing VNet size, the prob-
ability to find a solution for SPM is increasing. However, for NobelEU network,
even for 8-nodes VNets in over 70% of the tries, no solution could be found. More-
over, even if a solution is found for SPM, it always results in higher maximum
delay compared to VNO-Resilience. This difference decreases with increasing
VNet size but is still over 20% for 8-nodes VNet on the test network NobelUS.

SPMwAN results in comparable latency as the VNO-Resilience and solves
the problem faced by SPM. However, firstly it less scalable for larger physical
networks. For our test networks, VNO and PIP-Resilience simulations find a
solution in a time interval of seconds but for SPMwAN, the simulation lasts
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for several minutes or even hours. Second, the resulting VNet has more virtual
links and nodes compared to the PIP and VNO-Resilience cases as shown in
Fig.2a and 2b. The virtual link numbers of SPMwAN and VNO-Resilience come
closer for higher service node numbers. However, SPMwAN always has a higher
number of nodes independent of the VNet size. Hence, especially for a high node
cost factor, the network cost is drastically higher for SPMwAN.

4 Enhanced Datacenter Connection Models

In this section, the DC connection models for VNO and PIP-Resilience cases
are introduced. In both cases, the VNet is connected to one primary and one
backup DC to serve all the cloud services within the VNet. The design aim of
both models is providing resilience in presence of both network and DC failures.

4.1 VNO-Resilience

In VNO-Resilience, all elements of the DC connection model, namely the DCs
and the links and nodes connecting them to the VNet, are chosen by the VNO.
To provide resilience in the presence of DC failures, the two DCs should be
located in geographically disjoint locations. In our model, we divide the physical
network into availability regions, where a failure in one region does not affect
any other region. While choosing the DCs, the region information of the DCs
should be provided to the VNO to guarantee disjointness. Moreover, to provide
network resilience in case of single link failures, we choose the three virtual links,
namely the two connecting the DCs with the VNet and the one connecting the
two DCs, all mutually disjoint. Hence, the physical disjointness information of
the available virtual links should be also provided to the VNO by the PIPs.

Fig.3a shows the DC connection model for VNO-Resilience. In normal opera-
tion, the services are routed via the link lp to the Virtual Machine (VM) located
in the primary DC. In case of a failure in the primary DC, the services will be re-
routed to the backup DC using the second connection node and the backup link
lb. Similarly, in case of a failure on lp, the traffic is rerouted on lb to the backup
DC. The link between the two DCs, lc, is established for synchronization, data
migration and failure routing purposes. In the special case, where both lp and
the backup DC fail simultaneously, the primary DC can be still reached using
the path lb and lc. This case will be referred to as the worst-case scenario. Note
that, the VNO can choose the two DCs from the same or different dcPIP(s) to
optimize the performance of the cloud services in terms of latency.

The VNO-Resilience model becomes non-scalable with increasing number of
DCs due to the large number of possible DC-connection node combinations.
Therefore, we introduce a heuristic, where the primary DC and its connection
node, node 1, are chosen first according to the maximum end-to-end delay it
provides. However, the path lp is not fixed but rather a candidate path list
is created holding the k-shortest paths between the primary DC and node 1.
Afterwards, the backup DC and its connection node, node 2, are chosen to
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(a) (b)

Fig. 3. Datacenter Connection Models: (a) VNO-Resilience, (b) PIP-Resilience

minimize the end-to-end delay considering both the VNet delay and the routing
on lp, lb and lc, where all of these links are mutually physically disjoint. The
end-to-end delay performance difference of the optimal case and the heuristic
remain in ±5% interval for the NobelUS network with different DC and dcPIP
settings and it is hence negligible.

4.2 PIP-Resilience

In the PIP-Resilience case, as shown in Fig.3b, the connection to the VNet is
established over one virtual link. The primary DC with the connection link, lp,
is chosen by the VNO. In this model, providing resilience is the responsibility of
the PIPs. Therefore, lp is mapped in the physical network on two disjoint paths.
Moreover, the dcPIP, owning the primary DC is responsible to provide resilience
against DC failures and, thus, provides the connection to a DC it chooses from
its own domain, which serves as the backup DC. Note that this connection link,
lc, has to be as well mapped onto two disjoint physical paths. This link might be
owned directly by the dcPIP if it has relevant resources or has to be leased from
an nPIP to connect the two DCs. In PIP-Resilience model, lc and the backup
DC are not visible to the VNO and all the recovery actions taken in case of any
network or DC failure are transparent to the VNO. In case of a DC failure, the
services are redirected to the backup DC and in case of a network failure, the
protection paths are used to route the services in the physical layer.

For PIP-Resilience model to be realizable, each dcPIP has to own at least two
DCs, which are located in geographically disjoint locations. For a dcPIP having a
single DC, providing resilience is impossible. Moreover, the choice of the backup
DC would depend on internal strategy of the dcPIP and on the contract with
the VNO. The internal strategy of a dcPIP might be e.g. load balancing among
its DCs or providing the highest performance for the services. Finally, on the one
hand, for VNO-Resilience, the number of the virtual links and nodes, which have
to be established and maintained is higher than the PIP-Resilience as shown in
Fig.3a and 3b. On the other hand, for PIP-Resilience the virtual network links
have to be mapped on two physically disjoint paths, where for VNO-Resilience
single path mapping is sufficient.
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4.3 Delay Performance Evaluation of the End-to-End System

The end-to-end maximum delay performance is evaluated by combining corre-
sponding VNet designs with the DC connection models. We compare the delay
performance of the models in terms of VNet size, number of available DCs,
number of different dcPIP domains, location of the DCs, different DC connec-
tion model preferences and different failure cases. The DCs can be placed either
randomly, with the option “random”, or to obtain maximum distance between
them, namely with the option “away.” Note that for both cases, the DCs of a
dcPIP are located in different availability regions. Finally, it is assumed that
in PIP-Resilience, the dcPIP chooses the backup DC randomly from its do-
main. In the simulations random VNets are generated for the test networks with
DCs located randomly on them. Note that the chosen test networks are realistic
topologies covering large physical areas. This enables end-to-end resilience de-
sign even in case of disasters and makes the problem more interesting by possibly
enabling having multiple PIPs. For each VNet and DC set, the cloud connec-
tions are designed using the two models and the maximum end-to-end latency
observed in both cases is compared until the confidence level of 95% with ±5%
confidence interval is reached for the result.

Fig.4a shows the effect of the number of the different dcPIP domains and
number of DCs each domain possesses on the end-to-end maximum delay differ-
ence of PIP and VNO-Resilience. The results are obtained using 3-nodes VNets
mapped on the NobelEU network with random DCs. For this simulation the
DC location option is “away” and the same primary DC is used for PIP and
VNO-Resilience. It is observed that the PIP-Resilience results always in higher
end-to-end delay compared to VNO-Resilience and this difference increases with
increasing number of dcPIPs. However, for a certain number of dcPIPs, increas-
ing the number of DCs per dcPIP decreases the relative delay difference, since
the dcPIPs’ DC selection options increase as well.

The simulations performed with the NobelUS network show that if in PIP-
Resilience the primary DC is selected freely to minimize the latency, the relative
delay difference is decreased by 10% compared with the same primary DC se-
lection scenario as shown in Fig.4b. Moreover, comparing Fig.4a and 4b, it is
seen that a larger physical network results in higher relative delay difference.
For NobelUS network, with 1 dcPIP and 2 DCs, the absolute maximum end-to-
end round-trip delay of the PIP-Resilience is around 112 ms for random 3-nodes
VNets. For NobelEU network, the maximum round-trip delay of 3-nodes VNets
is 107 ms and of 5-nodes VNets 117 ms. However, the relative delay difference of
the PIP and VNO-Resilience remains almost constant for different VNet sizes.

Finally, different DC location and protection options are compared using the
NobelEU network and 3-nodes VNets as shown in Fig.4c. In all cases PIP-
Resilience results in higher maximum delay compared to VNO-Resilience. This
difference goes beyond 120% if more than 5 dcPIPs are available for the “away”
DC location option. When the DCs are placed randomly, the relative delay dif-
ference is reduced by around 20%. Finally, in worst-case scenario, the relative
delay difference is drastically decreased and reaches 40% for 10 dcPIPs.
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(a) Delay performance comparison
for different # DCs and dcPIPs

(b) Effect of using the same primary DC

(c) Effect of random and worst-case
options

Fig. 4. Performance comparisons of DC connection models

5 Conclusion

In this paper, we propose novel solutions for enabling the provisioning of cloud
services with end-to-end availability and latency guarantees. The problem is sep-
arated into resilient Virtual Network (VNet) design and cloud connection design
parts, where each are of different nature but enable together end-to-end resilient
cloud services. First, we introduce two fundamental resilient VNet designs, one
at the Virtual Network Operator (VNO) layer, namely VNO-Resilience, and
the other one at the Physical Infrastructure Provider (PIP) layer, namely PIP-
Resilience, in form of mixed-integer linear problems. We show that the proposed
models outperform the models, where the mapping is done using shortest paths,
in terms of efficiency and applicability. With direct shortest path mapping, in
more than 80% of the cases no solution can be found for small VNets. Allowing
additional virtual nodes solves this problem but results in relatively higher cost
compared to the proposed models. Different cost factor values and optimization
functions are discussed and it is shown how the model decision should be made
according to the actual cost factor values and the cost vs. delay requirements.

In the second half of the paper, we introduce two DataCenter (DC) connection
models for the designed VNets, which allow end-to-end reliability in presence of
DC and network failures. We perform an end-to-end maximum delay perfor-
mance analysis and our simulation results show that the relative delay difference
of the two models can reach 120% for the test networks and PIP-Resilience
results always in higher end-to-end delay compared to VNO-Resilience.
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In this paper, we obtain the end-to-end system by designing the VNets and
cloud connections sequentially. As future work, the designs can be optimized to-
gether for both parts to achieve maximum efficiency and performance. Moreover,
in the delay-optimization MILP, we minimize the total delay for all the services
within the network. Another option would be minimizing the maximum delay.
Finally, capacity constraints can be added to the MILP models.
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Abstract. Many cloud technologies available today support dynamically scaling
out and back computing services. The predominantly session-oriented nature and
the carrier-grade requirements of telco services (such as SIP services) compli-
cate the successful adoption of dynamic scaling in a telco cloud. This paper in-
vestigates how to enable dynamic scaling of these telco services in an effective
manner, focusing in particular on call-stateful SIP services. First, we present and
evaluate two protocols to transparently migrate ongoing sessions between call-
stateful SIP servers. These allow to quickly shutdown call-stateful SIP servers in
response to a scale back request, removing the need to wait until their ongoing
calls have finished. Second, instead of responding to load changes in a reactive
manner, this paper explores the potential value of pro-active resource provision-
ing based on call load forecasting. We propose a self-adaptive Kalman filter to
implement short-term call load predictions and combine this with history-based
predictions to anticipate future call load changes. We believe that session migra-
tion and call load forecasting are two important elements to safely reduce the
operational expenditure (OpEx) of a cloudified SIP service.

Keywords: cloud, telecommunication, elasticity, dynamic scaling, session
migration, load prediction, SIP.

1 Introduction

Cloud computing has gained substantial momentum over the past few years, fueling
technological innovation and creating considerable business impact. Public, private or
hybrid cloud infrastructure shortens customers’ time to market (new hosting infras-
tructure is only a few mouse-clicks away), and promises to reduce their total cost of
ownership by shifting the cost structure from higher capital expenditure to lower oper-
ating expenditure. One of the fundamental features of cloud computing is the ability to
build dynamically scaling systems. Virtualization technologies (including XEN, KVM,
VMware, Solaris and Linux Containers) facilitate computing services to automatically
acquire and release resources. This enables to dynamically right-size the amount of
allocated resources, instead of statically over-dimensioning the capacity of such ser-
vices. Dynamic scaling thus enables to reduce operational costs and to gracefully han-
dle unanticipated load surges, all without compromising the performance and correct
functioning of the affected services.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 175–189, 2012.
c© IFIP International Federation for Information Processing 2012
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Although the majority of existing (cloud) scaling solutions have been targeted at web
and enterprise applications [10, 14, 18, 20], telco services can also benefit significantly
from dynamic scaling. To guarantee carrier-grade service execution, telco operators
typically over-provision the employed resources to handle sporadic unanticipated load
surges (e.g. caused by events with a significant social impact) or anticipated load spikes
(e.g. caused by New Year wishes). This reduces their resource utilization ratio and raises
their operational cost.

This paper investigates the application of dynamic scaling in telco services, focusing
in particular on call-stateful SIP servers. While stateless web applications or REST-
ful [4] web services can scale back immediately without breaking ongoing interactions,
this is not the case for call-stateful SIP servers. Before removing a call-stateful SIP
server from an elastic SIP cluster, one needs to ensure that all ongoing sessions pro-
cessed by that server have ended1. To fully exploit the potential of dynamic scaling for
call-stateful SIP services, this paper explains how to transparently migrate the process-
ing of ongoing sessions to peer servers. Hence a call-stateful SIP server can be released
quickly in response to a scaling back event.

Our second contribution builds upon the observation that successful adoption of dy-
namic scaling support for telco services highly depends on its ability to preserve the
services’ stringent availability requirements. Instead of responding to load changes in a
reactive manner, this paper explores the value of pro-active resource provisioning based
on call load forecasting. We observed that the daily call variations of a local trunk group
adheres to recurring patterns. This allows to formulate load predictions (and the conse-
quent decisions to increase or decrease the amount of virtual resources) from a history of
load observations. To handle also sporadic unanticipated load surges that significantly
diverge from these recurring patterns, we combine history-based forecasting (based on
time series spanning multiple days) with limited look-ahead predictions (taking into
account only on a few prior observations).

The remainder of this paper is structured as follows. Section 2 provides the required
background information on SIP services and discusses related work. Section 3 elab-
orates on how to transparently migrate sessions between elastic SIP servers. Next,
Section 4 presents our algorithms to predict call load variations and simulates a dynam-
ically scaling communication service to evaluate these prediction algorithms. Finally,
conclusions and future work are presented in Section 5.

2 Background and Related Work

SIP (Session Initiation Protocol) is an IETF-defined signaling protocol for creating,
modifying and terminating sessions (including Internet telephone calls, multimedia dis-
tribution and multimedia conferences) between two or more remote participants over In-
ternet Protocol (IP) networks. Although SIP is essentially a peer-to-peer protocol (more
details on the protocol can be found in [6, 17]), a SIP telco service includes servers to
help routing requests to a user’s current location, to authenticate and authorize users

1 An experimental analysis of Skype R© usage [5] indicated that the average length of a Skype R©

call was 12m 53s, while the longest call lasted for 3h 26m. Although Skype R© is not a SIP
service, both technologies offer similar Voice over IP (VoIP) services.
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for services, to implement provider call-routing policies and to provide extra features
to users [17]. Such SIP servers can operate either in a stateless or stateful mode. If
stateless, a SIP server processes each message as unrelated to any previous messages
– hence simply forwarding SIP requests and responses straightaway. Because of their
very nature, such stateless servers (like RFC3261 proxies) can be safely added to or re-
moved from a server farm without compromising ongoing calls. A stateful SIP server,
in contrast, remembers information about each incoming request and any request it
sends as a result of processing incoming requests, and uses this information to affect
the processing of future messages associated with that request [17]. In the remainder of
this section we further clarify the difference between transaction-stateful SIP servers,
retaining only transaction state, and call-stateful SIP servers, retaining both transaction
and session state.
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Fig. 1. Transaction-stateful vs. call-stateful SIP servers

Waiting until a stateful SIP server holds no more execution state (and therefore can
be removed safely) is only suitable if this condition can be met in bounded time. This
is the case, for instance, when stateful SIP servers retain only transaction state and no
session state. As an example, Figure 1(a) illustrates a transaction-stateful SIP proxy
participating solely in INVITE transactions. RFC 3261 [17] specifies that the default
timeout window of an INVITE and a non-INVITE transaction equals 32 seconds and
4 seconds, respectively. Since ongoing transactions will be canceled if they did not
complete after this timeout, a transaction-stateful SIP server reaches a safe removal
state in bounded time after preventing the initiation of new transactions.

This is not the case for call-stateful SIP servers, such as back-to-back user agents
(B2BUAs) or SIP proxies controlling middle boxes that implement firewall and NAT
functions. As illustrated in Figure 1(b), call-stateful SIP servers retain session state (like
dialogs) during the entire call – that is, from the initiating INVITE to the terminating
BYE transaction. Since sessions (in contrast to transactions) typically do not complete
in bounded time, waiting until all ongoing sessions have terminated before removing a
call-stateful SIP server can significantly delay scaling back operations.

Related work has focused on various aspects of dynamic scaling. The work pre-
sented in [8, 11, 12] defines feedback loops to dynamically right-size the amount of
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provisioned resources. In [18], Seung et al. discuss how to scale enterprise applica-
tions over a hybrid cloud (including both private and public resources). The authors of
[20], in turn, propose a dynamic provisioning technique for scaling multi-tier Internet
applications. Furthermore, today’s commercial public clouds (including Amazon Web
Service R©, Google App Engine R© and Heroku R©) offer support to automatically scale
out and back cloud applications. To the best of our knowledge, however, none of these
general purpose solutions take into account the session-oriented nature and the stringent
availability requirements of telco applications.

More closely related to our work, [3] explains how IMS functionality can be merged
and split among different nodes without disrupting the ongoing sessions or calls. An
important difference with our work is that the presented IMS scaling solution is not
transparent to the SIP UAs. To be precise, SIP UAs need to re-REGISTER and re-
INVITE when the IMS functionality has been merged or split among different nodes.
Since changing the behavior of SIP UAs complicates the successful adoption of elastic
SIP services, our solution seeks to be transparent to both SIP UAs and (non-elastic) SIP
servers that belong to different domains.

Finally, we briefly compare our work both with SIP session mobility and SIP han-
dover (as discussed for instance in [2]). SIP session mobility targets the transfer of an
ongoing session from one device to another, while SIP handover aims to preserve on-
going SIP sessions when roaming between different networks. In both cases, the UAs
initiate and participate in the migration process. This paper, in contrast, presents a so-
lution to migrate the processing of ongoing sessions between SIP servers transparently
to the UAs.

3 SIP Session Migration

Safe and transparent migration of SIP sessions between servers can be decomposed
into two sub-problems. First, referential integrity must be preserved while and after
executing a session migration. Since call-stateful SIP servers by nature share their state
with their clients (which can be phones as well as other SIP services), these clients are
tightly coupled to a specific server during the entire call. Migrating the processing of
that particular session to another server, therefore, requires preserving at all times the
client’s reference to the server that is actually processing its session.

Second, safe and transparent migration of session state from SIP SERVER A to B
must be coordinated properly. First, SERVER A must be put into a quiescent execu-
tion state. Goudarzi and Kramer describe in [13] that such a quiescent execution state
is reached when a service (1) is currently not involved in ongoing transactions, and
(2) will not participate in any new transaction. When applying these prerequisites to
call-stateful SIP services, a SIP server reaches a quiescent execution state once (1) all
ongoing transactions that belong to the affected SIP dialogs have been completed or
terminated, and (2) no new transactions will be started on that server unless to complete
other ongoing transactions. The latter occurs, for instance, when a PRACK transaction
(to exchange a provisional ACK request [16]) is executed as part of an ongoing INVITE
transaction.
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To put SERVER A into a quiescent execution state, all SIP requests creating new
dialogs (such as INVITE and SUBSCRIBE requests) must be redirected to other SIP
servers. Additionally, all requests starting new transactions on confirmed dialogs [17]
processed by SERVER A (such as re-INVITE and BYE requests) must be buffered.
All other messages, including requests that are sent within an early dialog [17] such as
CANCEL and PRACK requests, need to be delivered to SERVER A in order to complete
ongoing transactions. Once a quiescent execution state is reached, all remaining session
state can safely be captured from SERVER A to be reinstated in SERVER B. Finally,
intercepted messages must be released again, but should be redirected to SERVER B.

The remainder of this section presents two stateless “elasticity gateways” to preserve
referential integrity while and after migrating SIP sessions. Additionally, we describe
and evaluate two protocols coordinating the migration scenario presented above.

3.1 Architectural Overview

We developed a stateless SIP Client Elasticity Gateway (CEG) to decouple SIP User
Agents (UAs) from the call-stateful SIP servers that process their calls (as illustrated
in Figure 2). Configured as the UA’s outbound proxy, a CEG conceals the elastic SIP
servers from a UA by acting as a single SIP server. It includes load balancing support
based on the weight and priority tags of DNS Service (SRV) records and can also be
equipped with fail-over support to cope with SIP server crashes. Additionally, the SIP
CEG terminates elasticity control messages originating from the elastic SIP cluster,
hence concealing the dynamics of the elastic SIP cluster from the UA. We note that
traditional load balancing support processes only incoming messages. Since the SIP
CEG seeks to control all communication between the UAs and the elastic SIP cluster, it
also forwards outgoing messages to the UA. Hence, the CEG can enforce the UA to send
back responses to itself instead of to the actual SIP server that previously processed this
message. This enables the CEG to transparently redirect requests and responses when
the associated dialog has been migrated.

elastic.com

CEG SEG

alice@elastic.com

bob@elastic.com

static.com

carol@static.com

DNS

SIP 

server A

SIP 

server B

Fig. 2. Architecture of a dynamically scaling (call-stateful) SIP cluster

To achieve this behavior, the CEG combines stateless proxy functionality with re-
gistrar support. To enforce that all communication directed to a SIP UA passes the
UA’s CEG first, the CEG updates all REGISTER requests to replace the UA’s con-
tact address with its own - and thus publishes itself as a contact on the client’s behalf.
This way the CEG will intercept all SIP messages directed to the UA’s contact address.
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To dispatch these incoming messages to the target UA, the CEG can store the UA’s
original contact address locally, or it can encode this address in the updated contact
header. Additionally, when processing non-REGISTER requests, the CEG adds a VIA
header and a RECORD-ROUTE header [17] to the request to make sure responses and
subsequent requests pass the CEG as well.

As a potential drawback of this architecture, one could argue that these CEGs may
become the system’s choke point – thus shifting the scaling problem of stateful SIP
servers to another SIP component. We want to stress that the functionality of the CEG is
stateless and very lightweight – in our current implementation a single CEG consumes
approximately 10% of the CPU load a stateful SIP server consumes when processing
the same amount of Calls Per Second (CPS). Furthermore, by deploying (multiple)
CEGs close to the client2 instead of only a few CEGs close to the elastic SIP servers,
the CEGs have to meet less strict scalability and high-availability requirements. Since
only a few UAs depend on their functionality, the impact of a failure is limited, as is the
probability of the CEG to become a choke point.

In addition to the SIP CEG, a stateless SIP Server Elasticity Gateway (SEG) has
been developed to decouple elastic SIP servers from peers that belong to different (non-
elastic) domains (see Figure 2). The role of the SEG is similar to the CEG; it redirects
incoming messages to the appropriate server when the associated dialog has been mi-
grated, it terminates elasticity control messages originating from the elastic SIP servers,
and it forwards outgoing messages to the target domain (hence concealing the elastic
SIP server that actually processed this message and ensuring responses are sent back to
the SEG). Although the objectives of the CEG and the SEG are similar, their implemen-
tation is slightly different. SEGs do not receive REGISTER requests, for instance, and
must be registered with DNS to intercept requests sent to the domain. These and other
implementation differences have been the main reason to distinguish between the CEG
(which decouples elastic SIP servers from SIP UAs) and the SEG (which decouples
elastic SIP servers from peers that belong to different domains).

Finally, we note that in contrast to this application layer solution, network technolo-
gies such as MIP [15] or dynamic NAT could be considered as well to transparently
redirect messages between SIP servers. By holding together all SIP session migration
functionalities at the application layer, however, we seek to limit dependencies to tech-
nologies that are not omnipresent – which complicates large scale deployment. Besides,
we note that in addition to redirecting messages, these elasticity gateways also partici-
pate in the actual session migration process, as we further explain in the next section.

3.2 Migration Protocols

This section introduces two protocols to safely coordinate a session migration between
two SIP servers. The first protocol (further referred to as the Gateway Intercept Protocol
– GIP) imposes a quiescent execution state by intercepting messages on the elasticity
gateways. Figure 3(a) illustrates the various steps of this protocol, exemplified with
the migration of an ongoing session from SERVER A towards SERVER B. This migra-
tion starts by acquiring the dialog specifications of the affected session (see step 1 in
Figure 3(a)), including the addresses of the CEGs and SEGs participating in this session.

2 CEGs can be deployed on home gateways, femto-cells or as a separate service on the UAs.
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Next, the Scaling Logic (coordinating the execution of the migration) instructs these
CEGs and SEGs to intercept requests starting new transactions on a confirmed dialog
(as explained in the beginning of Section 3) and to temporarily buffer these messages
in a waiting queue (step 2). The elasticity gateways keep on forwarding all other mes-
sages to SERVER A such that any ongoing transaction can complete. Next, SERVER A
must be monitored until all ongoing transactions have been completed or terminated
(step 3). At this point, a quiescent execution state is reached and the remaining dia-
log state (as well as all other session state) can safely be transferred from SERVER A
towards SERVER B3 (steps 4 and 5). After the dialog state has been transferred, the
CEGs and SEGs are instructed to release all intercepted requests and to redirect them to
SERVER B (step 6). If this dialog migration is preceding a shutdown of SERVER A, the
latter should also be prevented from receiving dialog-creating requests. This can be ac-
complished by deregistering SERVER A before executing the dialog migration (step 0).
When using DNS to implement load balancing, for instance, removing the records as-
sociated with SERVER A prevents the arrival of new dialog-creating requests on that
server.
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(4) reinstate session state

SIP 

Server A

SIP 

Server B

(2) monitor until ongoing transactions are finished

DNS
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(5) release and redirect intercepted messages

(a) GIP: intercepting new 

transaction requests at elasticity gateway

(b) LIP: intercepting new 

transaction requests at SIP server
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SIP Server 
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SIP Server 

B
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(6) release and redirect intercepted messages
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Fig. 3. SIP Session Migration Protocols

The second protocol (further referred to as the Local Intercept Protocol – LIP) builds
upon the same principles of the previous one, but intercepts and buffers requests at the
SIP server instead of the elasticity gateways. As illustrated in Figure 3(b), the protocol
starts by instructing SERVER A to intercept requests starting new transactions on a
confirmed dialog (see step 1 in Figure 3(b)). Next, SERVER A must be monitored until
all ongoing transactions are completed or terminated (see step 2), which indicates that a
quiescent execution state is reached and the remaining dialog state (as well as all other
session state) can safely be transferred from SERVER A towards SERVER B (steps 3
and 4). After the dialog state has been migrated, SERVER A acts as stateless proxy,
forwarding intercepted messages as well as messages that were still in transit during

3 State migration to transfer dialogs can be implemented by extending the APIs of the affected
servers to capture and reinstate state data, or by exploiting a service’s high availability support
that periodically stores state data to recover from failures (if present).
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the migration towards SERVER B. We note that although the elasticity gateways are not
involved in this session migration process, they are updated indirectly after the Scaling
Logic added or removed server instances to/from DNS (step 0).

3.3 Experiments and Evaluation

In this section we compare the protocols presented above, focusing in particular on their
transaction interruption window. This interval quantifies the maximum amount of time
that requests starting new transactions may be buffered in the course of a migration.
Delaying these messages for too long may cause redundant retransmissions or even
cancel the affected transaction. To compare the potential transaction interruption win-
dow of both protocols, we benchmarked the migration of a single session between two
elastic SIP servers in three different settings. A first benchmark was executed while our
Scaling Logic (coordinating the execution of both protocols), a single CEG prototype
and both elastic SIP servers4 (SERVERS A and B) were deployed on a local private
cloud platform. This scenario, depicted in Figure 4(a), is further referred to as LOCAL.
To measure the impact of deploying a CEG outside this private cloud (which impacts
the communication latency between the Scaling Logic and the CEG), we performed
a second benchmark while the CEG was running on Amazon’s EC2 cloud computing
platform in Dublin, Ireland5. This scenario, illustrated in Figure 4(b), is further referred
to as REMOTE CEG. Finally, to measure the impact of a session migration when the
affected SIP servers are deployed on a hybrid cloud, we performed an additional bench-
mark with the CEG, Scaling Logic and one elastic SIP server (SERVER A) running on
Amazon’s EC2 data center in Dublin, while SERVER B was deployed on the private
cloud platform in Antwerp. This scenario, depicted in Figure 4(c), is further referred to
as HYBRID.

CEG

Scaling

Logic

B

CEG

Scaling

Logic

CEG

Scaling

LogicA

Belgium

A

Belgium

B

AWS EC2 Dublin AWS EC2 Dublin

B

A

Belgium

(a) Local Setup (b) Remote CEG Setup (c) Hybrid Setup

Fig. 4. SIP Session Benchmark Scenarios

For each scenario, we benchmarked 200 session migrations using a prototype im-
plementation of both protocols presented above. The results of these benchmarks are
depicted in Figure 5. We can deduce from Figure 5 that LIP has a smaller transac-
tion interruption window than GIP. This can easily be explained by the fact that LIP

4 The employed prototypes of the elasticity gateways and the elastic SIP servers are developed
in Java, using the JAIN-SIP stack version 1.2.

5 The measured average round-trip time between the private cloud platform located in Antwerp
and the employed VMs from Amazon’s EC2 located in Dublin was around 32 ms.
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Fig. 5. Result from benchmarking the transaction interruption window of GIP and LIP

involves only the SIP servers participating in the migration, while GIP includes the
elasticity gateways in the migration process as well (see step 2 and 6 in Figure 3(a)).
A different deployment of the CEG only impacts the transaction interruption window
when using GIP, for the same reason. Finally, to understand the impact of the measured
transaction interruption windows one must take into account that a (transactional) SIP
entity starts a retransmission timer with a default value of 500 ms when transmitting
a message over an unreliable transport protocol. The results shown in Figure 5 indi-
cate that the measured transaction interruption window of GIP may potentially cause
a client’s retransmission timer to expire once, resulting in a redundant retransmission
of the buffered message. When benchmarking LIP, however, the measured transaction
interruption window for LOCAL and REMOTE CEG turns out to be smaller than the
default retransmission timeout. Hence, in the absence of significant communication de-
lays between UA and CEG, LIP has the lowest probability to cause redundant message
retransmissions. We also note that the actual transaction interruption window can be
further reduced by optimizing our prototype implementation.

We conclude this section with some final remarks. First, the benchmark results dis-
cussed above may create the perception that LIP is in general a better solution than
GIP to implement SIP session migration. This is indeed the case if we focus exclusively
on the transaction interruption window of both protocols. One of the main benefits of
GIP over LIP, however, is that it can be integrated more easily into existing SIP in-
frastructure. To apply GIP, existing SIP servers must (1) provide access to the state and
specification of the servers’ ongoing transactions and dialogs, and (2) enable reinstating
the state of migrated dialogs. All remaining support to buffer and redirect messages is
handled by separate elasticity gateways. When integrating LIP, in contrast, the affected
SIP servers must accommodate this functionality as well.

Finally, instead of intercepting and buffering messages to safely migrate sessions,
one can also exploit SIP message retransmissions when using an unreliable transport
protocol. In this case, messages are not buffered but become discarded instead. This
could be particularly useful when implementing GIP, as the benchmarks indicate that
the execution of this protocol may potentially cause a retransmission of these buffered
messages anyway.

4 Call Load Forecasting

Migration protocols enable to quickly shutdown call-stateful SIP servers in response to
scale down requests, excluding the need to wait until these servers’ ongoing calls have
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finished. In this section, we explore the potential value of pro-active resource provision-
ing to support dynamic scaling of telco services without compromising their stringent
availability requirements.

The call capacity of conventional telephony systems is typically designed to meet the
expected Busy Hour Call Attempts (BHCA). Figure 6 depicts the average amount of call
attempts per 15 minutes, collected from a trunk group in Brussels from May 2011 until
October 2011. Based on these data, we deduce that static peak load dimensioning in
this case results into an average call capacity usage of only 50% when averaged over a
day. This resource utilization ratio is even lower if the system needs to be dimensioned
to handle sporadic unanticipated load surges, such as in case of natural disasters, or
anticipated load spikes caused by events with a significant social impact.
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Fig. 6. Average number of call attempts/15 minutes, collected from a local trunk group

Although dynamic scaling enables telco services to optimize their resource utiliza-
tion ratio, it also increases the risk to compromise their availability requirements. In-
sufficient resource provisioning to handle load raises, for instance, may cause SLA
violations and increases the risk of losing customers. This section explores the poten-
tial value of pro-active scaling based on call load forecasting to preserve availability
requirements while dynamically scaling a telco service.

4.1 Forecasting Algorithms

We present a lightweight limited look-ahead prediction algorithm to forecast short-term
call load variations. Furthermore, we combine the short-term forecasting mechanism
with history-based forecasting (based on measurements spanning multiple months) to
improve the accuracy of call load forecasting by exploiting recurring load variation
patterns.

History Based Predictions. Usage variations of communication systems typically rep-
resent iterative patterns, resulting from the end users’ daily activity routines. The week-
day call pattern shown in Figure 6, for instance, includes a peak in the morning around
10 am (when a business day has started for most employees) followed by another peak
around 2 pm (after lunch time). Brown’s statistical analysis of a telephone call center
shows similar call patterns [1]. Additional to weekdays, recurring call patterns can also
be observed on weekend days (although the amount of call attempts typically is much
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lower than on weekdays). These recurring patterns enable to predict call load expecta-
tions for each type of day based on a history of measurements. One possible technique
to accomplish this involves the use of a Kalman filter, which is an established tech-
nique in control systems for noise filtering and state prediction [7]. For every time k, a
Kalman filter is trained using a history of measurements collected on previous days at
the same time. Based on today’s measurements at time k, this Kalman filter can be used
to estimate tomorrow’s expected call load at the same time [9].

Limited Look-Ahead Predictions. An important limitation of history based predic-
tions is the inability to handle irregular or unexpected events (such as natural disasters
or popular sports events) triggering significant load surges. Short-term forecasting (also
referred to as limited lookahead control) aims to cope with such unexpected surges by
making predictions based solely on a set of recent measurements. Short-term forecast-
ing is a well-studied subject [8,19]. In this paper, we propose a lightweight Self-adaptive
Kalman Filter (SKF) to anticipate call surges without the knowledge of history data.

A Kalman filter is a recursive estimator. It estimates a new state x(k + 1) based on
both the current measurement z(k) and the estimation of the previous state x(k). The
call load x(k+1) at time k+1 can be described as a linear equation x(k+1) = Ax(k)+
w(k) with a measurement z(k) = Hx(k) + v(k), in which A represents the relation
between the call load from the previous and the current time. z(k) is the measured
value at time k, which is related to the load state x(k) multiplied with a factor H . The
normally distributed variables w and v represent the process and measurement noise,
respectively. Furthermore, we assume that w and v have zero mean and have variance
Q and R, respectively. x̂ and x̃ are defined as the a priori and a posteriori estimations,
where x̃(k) = x̂(k) + K(k) (z(k)−Hx̂(k)), x̂(k + 1) = Ax̃(k) and K(k) is the
Kalman gain. P̂ and P̃ , in turn, are the a priori and posteriori estimation error variance,
where P̂ (k+1) = AP̃ (k)AT +Q and P̃ (k) = (I −K(k)H) P̂ (k). Taking all this into
account, the Kalman gain is obtained as K(k) = HP̂ (k)(H2P̂ (k) +R)−1. Assuming
that w and v have negligible influence on the system, the Kalman gain is dominated
by H . We define that H is within the range (0, 1]. When H approaches 1, the system
trusts the measurement more. When the system under-predicts the load, H should be
decreased to proportionally increase the estimation for the next time. Hence, to enhance
the accuracy of our prediction system, we propose to let H self-adapt according to the
estimation error as

H(k + 1) =

⎧⎨⎩
Iek<0 (H(k)− τ) + Iek>eth (H(k) + τ) , 0 ≤ H(k + 1) ≤ 1
0 , H(k + 1) < 0
1 , H(k + 1) > 1

(1)

where ek = x̃(k)− z(k) is the estimation error at time k. IA is an indicator function re-
turning value 1 if condition A is true, while otherwise value 0 is returned. As expressed
in equation (1), when at time k the call load is under-predicted we increase the value of
H at time k + 1 with a small pre-defined value τ . Otherwise, if the call load is over-
predicted, we decrease the value of H by τ . Reducing H will be more harmful than
increasing H since under-provisioning resources might violate the service availability.
Hence we decrease H only if the error is higher than a threshold eth.
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Hybrid Call Load Forecasting. By using the history call load measurements, we can
calculate the mean ν and standard deviation σ for a certain time. In this section, we
propose two algorithms that use this information to limit abnormal predictions resulting
from limited look-ahead forecasting. Hence, we aim to further improve the prediction
accuracy.

Hybrid Algorithm 1. At time k − 1, we perform both a limited look-ahead prediction
x̂(k) and a history based forecasting x(k). At time k we calculate es = x̂(k) − z(k)
and el = x(k)(1 + σ) − z(k). If es < el, the resulting prediction for time k + 1 re-
lies exclusively on the limited look-ahead prediction, while otherwise the history based
forecasting is used. The motivation of this algorithm is to give more credibility to the
algorithm that has the lowest prediction error at the current time.

Hybrid Algorithm 2. If the previous measurement z(k − 1) is within the range (x(k −
1)(1 − σ), x(k − 1)(1 + σ)), the predicted load for time k is set to x(k)(1 + σ)).
Otherwise, we fall back to a limited look-ahead prediction. This algorithm gives more
credibility to the history data. The limited look-ahead prediction is adopted only if the
measurement does not fall in the history range.

4.2 Safety Margin

Due to the intrinsic cost and risk of under-provisioning telco services, we apply a safety
margin δ to the predicted call load x when calculating the amount of required resources.
By provisioning enough resources to handle x times (1 + δ) call attempts, we seek to
reduce the possibility of under-provisioning.

4.3 Evaluation

We simulated the behavior of a dynamically scaling communication service to evaluate
the prediction algorithms presented above. This simulation uses real-life call attempt
measurements, collected from a local trunk group during 66 weekdays (similar to the
data depicted in Figure 6). The simulation implements a control function that periodi-
cally updates the number of server instances based on the call load prediction. The simu-
lation assumes these instances can be removed quickly, for instance by using the session
migration techniques presented in Section 3. To evaluate the forecasting algorithms, the
simulation calculates the amount of server instances that are over-provisioned as well
as the amount of missing instances to handle the current load (under-provisioning).
We define over-provisioning as the ratio between (1) the amount of over-provisioned
instances during a single day using call load forecasting and (2) the amount of over-
provisioned instances to handle the BHCA of the same day. If the incoming call load
is higher than the overall capacity of all provisioned instances, in contrast, a number of
requests will be dropped (under-provisioning). We define the Successful Call Process-
ing Rate (SCPR) as the ratio between (1) the total amount of processed call attempts
and (2) the total amount of offered call attempts. Both parameters help to understand
and evaluate the effectiveness of our forecasting algorithms.
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Fig. 7. Limited look-ahead predictions with varying monitoring interval. SKF has initial values
H(1) = 1, τ = 0.1, δ = 0.15, eth = 100.

First, we analyze the correlation between the monitoring interval and the SCPR when
using limited look-ahead predictions. We compare our SKF algorithm with limited
look-ahead predictions based on linear extrapolation and with a scenario that does no
forecasting at all. As illustrated in Figure 7(a), using SKF results into the highest SCPR.
Furthermore, for all tested monitoring intervals SKF achieves a SCPR > 99.95%.
When the monitoring interval is smaller than 13 minutes, SKF can even achieve a
SCPR > 99.99%. These experiments also indicate that SCPR > 99.99% could be
achieved without call load forecasting if the monitoring interval is smaller than 8 min-
utes. Although using a small monitoring interval indeed enables the system to quickly
respond to under or over-provisioning, frequently scaling may compromise the stability
of the system as well as the overall OpEx reduction depending on the cost associated
with every scaling action [11]. Additional to the SCPR, Figure 7(b) depicts the over-
provisioning ratio of the tested limited look-ahead prediction algorithms. Although SKF
generates the highest over-provisioning, we can observe that when the monitoring in-
terval is 15 minutes SKF safely reduces the provisioned call capacity to 18.66% of the
capacity needed without dynamic scaling.

We also compare linear and SKF predictions with history-based Kalman predictions
and width both hybrid call load forecasting algorithms. During these simulations the
monitoring interval was set to 15 minutes. The measured SCPR and over-provisioning
rate are depicted in Figures 8(a) and 8(b), respectively. From these results we can deduce
that only SKF and Hybrid 1 can realize a SCPR above 99.9%, while Hybrid 1 generates
less over-provisioning than SKF. To further compare these two algorithms, we depict
their cumulative distribution function (cdf) in Figure 9 by using a different buffering
ratio δ. It is easy to understand that increasing δ results in a higher SCPR. Based on
this experiment we can also observe that the performance of SKF and Hybrid 1 is very
similar for all tested δ values.

In the previous simulations we restricted the capacity of a single instance to 100 calls
per minute due to the low BHCA of the employed trunk group measurements (around
5k calls per minute). When increasing this capacity to 500 calls per minute, we observe
similar results in terms of SCPR and over-provisioning rate. The only difference worth
mentioning relates to the safety margin δ. Since increasing the capacity of a single
instance reduces the probability to cause resource under-provisioning, it also decreases
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the impact of safety margin δ. Our simulations indicate that when the instance capacity
is increased to 500 calls per minute, δ can be set to 0 to achieve similar results as shown
in Figure 8 (which uses δ = 0.15).

5 Conclusion and Future Work

In this paper, we investigate the feasibility of applying dynamic scaling to cloudified
telco services. We present and evaluate two protocols for transparently migrating ongo-
ing sessions between call-stateful SIP servers. This enables to quickly release a server in
response to a scale down request, instead of unnecessarily wasting resources by wait-
ing until all ongoing sessions on that server have ended. Additionally, we propose a
self-adaptive Kalman filter to implement limited look-ahead call load predictions and
combine this with history-based Kalman predictions to reduce the amount of resource
over-provisioning. We believe that both techniques enable to reduce the OpEx of a
cloudified SIP service and to increase the resource utilization ratio of a telco cloud
provider without compromising service availability.

Future work focuses on how to protect a dynamically scaling SIP service against ma-
licious load surges. Additionally, we are studying the influence of server capacity vari-
ations caused by the underlying virtualization technology on the employed SIP scaling
feedback system. By combining these results with the findings presented in this paper,
we seek for dedicated SIP scaling solution to optimize the amount of employed cloud
resources in a safe manner.
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Abstract. Steady state VM management in data centers should be network-aware
so that VM migrations do not degrade network performance of other flows in the
network, and if required, a VM migration can be intelligently orchestrated to
decongest a network hotspot. Recent research in network-aware management of
VMs has focused mainly on an optimal network-aware initial placement of VMs
and has largely ignored steady state management. In this context, we present
the design and implementation of Remedy. Remedy ranks target hosts for a VM
migration based on the associated cost of migration, available bandwidth for mi-
gration and the network bandwidth balance achieved by a migration. It models
the cost of migration in terms of additional network traffic generated during mi-
gration.

We have implemented Remedy as an OpenFlow controller application that
detects the most congested links in the network and migrates a set of VMs in a
network-aware manner to decongest these links. Our choice of target hosts en-
sures that neither the migration traffic nor the flows that get rerouted as a result
of migration cause congestion in any part of the network. We validate our cost
of migration model on a virtual software testbed using real VM migrations. Our
simulation results using real data center traffic data demonstrate that selective
network aware VM migrations can help reduce unsatisfied bandwidth by up to
80-100%.

Keywords: Network aware VM migration, VM migration traffic modeling.

1 Introduction

As more and more data centers embrace end host virtualization and virtual machine
(VM) mobility becomes commonplace, it is important to explore its implications on
data center networks. VM migration is known to be an expensive operation because of
the additional network traffic generated during a migration, which can impact the net-
work performance of other applications in the network, and because of the downtime
that applications running on a migrating VM may experience. Most of the existing work

� Corresponding author.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 190–204, 2012.
c© IFIP International Federation for Information Processing 2012



Remedy: Network-Aware Steady State VM Management for Data Centers 191

on virtual machine management has focused on CPU and memory as the primary re-
source bottlenecks while optimizing VM placement for server consolidation, dynamic
workload balance, or disaster recovery [2, 10, 16]. They do not take into account net-
work topology and current network traffic. However, steady state management of VMs
should be network-aware so that migrations do not degrade network performance of
other flows in the network, and if required, a VM migration can be intelligently orches-
trated to decongest a network hotspot. If the trigger to migrate one or more VMs comes
from the network itself, it should ensure that the number of VM migrations are kept
low. Recent research [11] [7] [14] [13] in network-aware VM management has focused
mainly on an optimal network-aware initial placement of VMs and has largely ignored
steady state management.

In this context, we present the design and implementation of Remedy: a system for
network-aware steady state management of VMs. To the best of our knowledge, Rem-
edy is the first system to perform network-aware management of VMs so as to minimize
the cost of VM migration over a long-term. We make the following contributions in this
paper:

– We model the cost of VM migration in terms of total traffic generated due to mi-
gration.

– We present a target selection heuristic (TSH) that ranks target hosts for a VM mi-
gration based on the associated cost of migration, available bandwidth for migration
and the network bandwidth balance achieved by a migration.

– We implement Remedy as an OpenFlow [12] controller application that can de-
tect the most congested links in a data center network, identify the flows that pass
through those links, and select the best flows to be rerouted that can resolve net-
work congestion.1 It then uses an intelligent VM selector heuristic (VSH) to se-
lect VMs that are part of these flows based on their relative cost of migration and
then migrates these VMs in a network-aware manner to decongest these links. Our
target selection heuristic (TSH) ensures that neither the migration traffic nor the
flows that get rerouted as a result of migration cause congestion in any part of the
network.

– We also implement our prototype in the VMFlow simulation framework [11] from
our earlier work. Our simulation results using real traffic data from a data center
demonstrate that selective network aware VM migrations can help reduce unsatis-
fied bandwidth by up to 80-100%.

– We evaluate the Remedy OpenFlow prototype on a virtual software testbed. Our
results validate our cost of migration model.

The rest of this paper is organized as follows. Section 2 presents a description of the
problem and describes our cost of migration model. Section 3 describes the design and
architecture of Remedy. We provide an experimental evaluation of various aspects of
Remedy in Section 4. An overview of related research is presented in Section 5. Finally,
we conclude the paper in Section 6.

1 Remedy can possibly be implemented over other network monitoring and control frameworks.
We chose OpenFlow for ease of implementation.
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2 Online Minimum Cost Network Utilization Using VM Migration

In this section we formulate the main optimization problem that need to be solved
for network-aware steady state management of VMs. Since the arrival, departure and
change of network demands is not known in advance, the problem is an online one.

Context: The data center network is modeled as a directed graph G(V,E), where each
link e in E has a capacity C(e). There are two types of vertices in V : the hosts and
the network switches. The edges represent the communication links. Each host has a
processing capacity.2 A network demand is defined by the three parameters, its source,
destination and its rate.

Configuration: At any given point of time, the configuration of the system consists of
the set of VMs (with their current processing requirement), the set of existing demands
(with their current rate), the placement Π that maps VM to hosts, and the routing RT
that maps demands to paths (in G). (A flow consists of a demand along with its routing
path.) The routing is unsplittable, i.e., all the traffic for a demand is sent using a single
flow over a single path. Note that multiple VMs can be mapped to a single host.

The load of a link is the sum of the rates of all flows that are routed over that link.
The utilization (also called congestion) of a link is defined as the ratio of the load on
the link to its capacity. We say that network has α-utilization in a configuration, if the
utilization of every link is at most α.

Constraints: A configuration should satisfy the capacities of all the hosts and the links.
In other words, the sum of the processing requirements of all VMs that are placed on a
host should be less than or equal to the capacity of the host, and the sum of the rates of
all flows routed over a link should be less than or equal to the capacity the link.

Migration Cost: Migrating a VM generates network traffic between the source and the
destination hosts of the migration, where the amount of traffic depends on the VMs image
size, its page dirty rate, the migration completion deadline and the available bandwidth.
We model the cost of a migration as the total traffic generated due to the migration. In this
paper, we model the migration cost of VMware vMotion [3]. Note that, even though the
model presented in this paper is for VMware vMotion, our techniques are generic enough
to be applicable for most live migration systems that are based on iterative pre-copy
technique. In particular, the model presented in this work can be extended by making
minor modifications to the stop conditions that vary across different hypervisors.

VMware vMotion3 is a pre-copy live migration technique. The conditions for stop-
ping the pre-copy cycle are as follows:

1. The current dirty memory can be transmitted in T milliseconds (i.e., dirty memory
is small enough to start a stop-copy of at most T millisecond). Here, T is a user
setting, and it is called the switchover goal time.

2 Although, storage and memory requirements/capacities of the VMs and the hosts are not con-
sidered in this paper, our solution can be extended for these requirements.

3 For ease of presentation, we use the terms vMotion and VM migration interchangeably.
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2. vMotion did not make enough progress in the previous pre-copy cycle. vMotion
measures the progress of a migration by the difference in dirty memory before and
after a pre-copy cycle. This difference should at least be X MBs, where X is a user
setting. We call X the minimum required progress amount.

In case vMotion did not make enough progress, and the current dirty memory cannot be
transmitted in 100 seconds, the migration fails. In the following Theorem, we derive the
equations for the number of pre-copy cycles, and for the total traffic generated during
a migration, under the assumption that the following parameters are given constants:
(1) the memory size M of a VM, (2) the page dirty rate R of a VM and (3) the bandwidth
of the link used for migration L.

Theorem 1. The number of pre-copy cycles n = min
(⌈

logR/L
T ·L
M

⌉
,⌈

logR/L
X·R

M·(L−R)

⌉)
, and the total traffic generated by the migration

N = M · 1−(R/L)n+1

1−(R/L) .

Proof. Let Ni denote the traffic on the ith pre-copy cycle. Taking into account the page
dirty rate R and the bandwidth L used for migration, we see that the first iteration will
result in migration traffic equal to the entire memory size N0 = M , and time M

L . During
that time,M R

L amount of memory becomes dirty, and hence, the second iteration results
in N2 = M R

L amount of traffic. Extending this argument it is easy to see that Ni =

M
(
R
L

)i−1
for i ≥ 1. Thus if there are n pre-copy cycles and one final stop-copy cycle,

the total traffic generated by the migration is N =
∑n+1

i=1 Ni = M · 1−(R/L)n+1

1−(R/L) . We
now derive an equation for n.

Suppose that the pre-copy stops after n cycles. Then one of the following two condi-
tions must hold true, at the end of cycle n. (1) From the first pre-copy stopping condition
we have, M

(
R
L

)n
< T · L, which in turn implies n < logR/L

T ·L
M . (2) From the sec-

ond pre-copy stopping condition we have, M
(
R
L

)n−1 −M
(
R
L

)n
< X , which in turn

implies n < logR/L
X·R

M·(L−R) .
Thus, from the above two conditions, the number of pre-copy cycles n =

min
(⌈

logR/L
T ·L
M

⌉
,
⌈
logR/L

X·R
M·(L−R)

⌉)
.

We also note that the timeW (L) spent on the stop-copy transfer for a given migration
bandwidth L, is given by W (L) = M

L ·
(
R
L

)n
.

We now describe the online problem that we address to perform network-aware steady
state VM management.

Problem: Due to possibly under-provisioned links and time-varying demands, the net-
work utilization may exceed a desired threshold over time. In this problem, we aim
to reduce the network utilization by migrating VMs while incurring minimum migra-
tion cost. More specifically, we define the online α-Minimum Migration Cost Network
Utilization (α-MCNU) problem as follows.
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Fig. 1. Remedy Architecture and Virtual Emulation Environment

During the data center operation, if there is a change in the demands (in particular, if
some demand is created, terminated, or its rate is changed significantly), then the system
may introduce one or more VM migrations. Each migration has an upper bound on its
completion time. In the α-MCNU problem, given an initial configuration (placement
and routing), and the arrival, departure and change of demands over time (which is
not known in advance), we need to select a sequence of VM migrations such that the
network utilization remains at most α, except during the period of a migration, while
ensuring that the cost of migration is minimized. Even the offline version of MCNU
problem, where all demand changes are known in advance, is NP-Hard.4

Theorem 2. The offline version of MCNU problem is NP-Hard.

We present our heuristics for the MCNU problem in section 3.2.

3 Architecture and Design

In this section we present the architecture and design of Remedy, a system for network-
aware steady state VM management (refer Figure 1(a)). Remedy has been implemented
in Python as a NOX [9] module, which is one of the popular OpenFlow controllers
currently available. An OpenFlow controller is connected to all OpenFlow enabled
switches and routers and communicates with these switches through a control channel
using the OpenFlow control protocol. Remedy has three main components: (1) Band-
width Monitor, (2) VM and Target Selector and (3) VM Memory Monitor. We now
describe each of the above components in detail in the following subsections.

4 We omit the proof due to lack of space.
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3.1 Bandwidth Monitor

OpenFlow provides flow monitoring capabilities in the form of per flow, per port and
per queue statistics (using OFPST FLOW, OFPST PORT and OFPST QUEUE request
types, respectively as per OpenFlow 1.1 specification). Remedy Bandwidth Monitor
first detects all links by using the “discovery” module in NOX. Each link is represented
as a 4 tuple: <Start SwitchID,Start PortNumber,End SwitchID,End
PortNumber>.

Remedy controller polls for flows statistics and port statistics by periodically sending
flowStats (OFPST FLOW) and portStats (OFPST PORT) requests to all the switches in
the network. It uses the port statistics to find out the transmitted bytes from each port
on each switch in the current polling interval and sorts this list in decreasing order to
find the most busy ports in the network. For each port in the busy ports list, it then
uses the flow statistics to find out the number of bytes recorded for each flow on that
port in the current monitoring interval. Note that a flow represents a network demand
and is uniquely identified through source and destination IP addresses (we ignore port
numbers since our eventual goal is to find VMs that contribute the most to a link’s
utilization). This list of flows on each port is also sorted in decreasing order to find the
heaviest flows on each port in the network. Since a port may appear on either end of
a link, the list of busy ports is used to calculate the traffic on each link and a list of
busy links is created. Similarly, the list of heaviest flows on a port is used to calculate
the heaviest flows on each link, and their contribution to the overall link utilization is
calculated.

Remedy uses an input headroom value to determine a link utilization value beyond
which a link is considered congested. For example, if the input headroom value is 20,
then a link is considered congested when its utilization crosses 80%. Since a VM may
be part of multiple flows either as a source or a destination, the sorted list of heaviest
flows on each congested link is used to determine the VMs which are top contributors
to a link’s utilization. This list of VMs is passed on to the VM and Target Host Selector.

3.2 VM and Target Host Selector

The VM and Target Host Selector uses two methods, the VM selector heuristic (VSH)
and the target selector heuristic (TSH), to select a VM and the target host for migrating
the selected VM, in order to control network utilization. These two heuristics together
addresses the MCNU problem with α = 1 (as defined in Section 2). In the case where
the VM to be migrated is already provided as input (either by a user or by an existing
VM placement engines which consider CPU and memory statistics to migrate a VM for
server consolidation, workload balance or fail-over), Remedy uses only the TSH. We
now describe these two heuristics in detail. (See Figure 2 for pseudocode.)

VM Selector Heuristic (VSH): VM selector heuristic uses the list of top contributor
VMs for each congested edge and selects the VMs to be migrated based on number
of communicating neighbors of a VM, total input/output traffic of a VM and an ap-
proximate cost of migrating a VM. As discussed in section 2, the cost of migrating a
VM (in terms of additional network traffic generated) depends on the memory size of
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1: function VSH
2: rank VMs in increasing order of their approx migration cost = 120% of VM size
3: rank VMs in the increasing order of their number of communicating neighbor
4: rank VMs in the increasing order of their total input/output traffic
5: return VM with lowest sum of the three ranks

6: function TSH (VM v)
7: H ← set of all hosts with enough spare CPU capacity to place v; Hf ← ∅
8: calculate available b/w from current host of v to each host in H
9: for each host h in H do
10: calculate the migration traffic and migration feasibility of VM v to host h following Sec. 2
11: if migrating v to h is feasible then
12: add h to Hf

13: calculate available b/w for each flow of v when re-route to host h
14: calculate normalized weighted sum of available b/ws calculated in previous step
15: return a ranked list of hosts in Hf in the decreasing order of their normalized weighted sum
16:

Fig. 2. Pseudocode for VSH and TSH

the VM, its page dirty rate, the available bandwidth for migration, and some other hy-
pervisor specific constants. Since, the available bandwidth for migration can be known
only when the target host for a migration has already been determined, we use 120% of
memory size of a VM as a rough indicator of the additional network traffic that would
be generated on migrating a particular VM. VMs are first sorted in increasing order by
this approximate cost of migration and then by their number of communicating neigh-
bors (in increasing order) and finally by their total input/output traffic. The rank of each
VM in these three sorted lists is noted and added together. The VM which has the lowest
sum of ranks is selected as the VM to be migrated.

Target Selector Heuristic (TSH): Given a VM to migrate, target selector heuristic
ranks target hosts for that VM based on the associated cost of migration, available band-
width for migration and the network bandwidth balance achieved by a migration. In a
typical data center, a physical host has many VMs running on it, which are connected
to physical network interfaces through a virtual switch (or vSwitch) inside the hypervi-
sor. Physical hosts are directly connected to a ToR switch, which in turn is connected
to one or more aggregate switches. The aggregate switches then connect to a layer of
core switches. In some data centers, the aggregate and core switches may form a single
layer. TSH evaluates all end hosts that have free CPU capacity. For all such hosts, it
finds the path from the current host and evaluates the available bandwidth. Note that,
Remedy directly calculates the available bandwidth on a path using the flow statistics
collected by Bandwidth Monitor from all switches. Thus, Remedy does not need to use
any available bandwidth estimation tools. Based on the observed bandwidth, Remedy
calculates the cost of migration as per the cost of migration model described in Section
2 (which is in terms of additional network traffic that will be generated during migra-
tion). This additional network traffic is added to existing traffic on the chosen path and
the resultant available bandwidth is calculated to ensure that migration is feasible. If
migration is feasible, TSH then calculates the available bandwidth for all network de-
mands or flows that this VM is a part of and which will get rerouted as a result of this
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Fig. 3. Cost of migration model predicts migration traffic to within 97% accuracy

migration. TSH calculates a normalized weighted sum of these available bandwidths
(each demand from a VM is first normalized with respect to the largest demand for that
VM, and then multiplied by the available bandwidth on its path - this step is repeated
for all demands for a given VM, and these are added up across all network demands
of that VM). This normalized weighted sum of available bandwidths is used to create
a ranked list of all destination hosts to which a migration is feasible. Intuitively, this
normalized weighted sum of available bandwidths favors large flows over small flows
and the heuristic attempts to create the best possible available bandwidth balance after
migration. The Remedy System tries to migrate the selected VM to the destination host
one by one, according to the above ranked list, until a migration is successful.

3.3 VM Memory Monitor

VM Memory Monitor fetches the memory size and the current average page dirty rate
for each VM. The settings for memory size are usually exposed by the virtualization
manager. We use VMware ESXi hypervisor as our virtualization platform that support
live VM migration in the form of VMware “vMotion”. VMware ESXi hypervisor has
a remote command line interface (RCLI) [4], that has commands to fetch memory size
and also to initiate a migration. However, it does not expose a direct metric to measure
page dirty rate. We currently rely on VMware ESXi logs to find out page dirty rates.

4 Experimental Evaluation

We first validated the correctness of our system on an innovative virtual software en-
vironment that leverages nested system virtualization and software switches. In or-
der to analyze the effects of VM selector and target selector heuristics at scale, we
implemented these heuristics in the VMFlow simulation framework from our earlier
work [11] and conducted simulations using traffic data from a real data center. We now
describe these experiments in detail.
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4.1 Validating Remedy in an OpenFlow Network

Virtual Software Testbed: We created an innovative virtual emulation environment
that gave us full control over the network as well as VM mobility across hosts. We
leveraged nested server virtualization in VMware ESXi server [5] to create VMs that
run hypervisor software within a single physical machine. Our virtual testbed that em-
ulates two hosts (each with two VMs) inside a single physical blade server is shown
in Figure 1(b). The various VMs that run the hypervisor software (we refer to them
as virtual hypervisors) represent multiple virtual hosts. Virtual hypervisor or virtual
hosts are connected to each other through an OpenFlow software switch (version 1.1)
or a Mininet [1] data center network with multiple OpenFlow software switches run-
ning inside a VM. Mininet uses process-based virtualization and network namespaces to
rapidly prototype OpenFlow networks. Simulated hosts (as well as OpenFlow switches)
are created as processes in separate network namespaces. Connectivity between hosts
and switches, and between switches is obtained using virtual interfaces and each host,
switch and the controller has a virtual interface (half of a “veth” pair). We connect two
real hosts (in this case, the virtual ESXi hosts) on two interfaces of the Mininet VM
such that they are connected to the data center network created inside the Mininet VM.
We run the Remedy controller on top of NOX as a remote controller inside another VM
and this is also connected to the Mininet data center network. Shared storage for these
virtual hosts is provided by shared NFS service also running inside a VM and connected
to the Mininet data center network. Virtualization manager (VMware vCenter) runs in-
side another VM. Direct wire connectivity between these various VMs (OpenFlow or
Mininet VM, Controller VM, NFS VM, vCenter VM and Virtual Hypervisor VMs) is
achieved through various vSwitches on the base hypervisor. We also created VMs on
top of the virtual hypervisors (or virtual hosts) that can be migrated across various hosts.
While, the virtual testbed provides only an emulation environment and can not be used
for any scalability or absolute performance comparison, it still proves to be a valuable
tool to verify the correctness of our system using real VM migrations on VMware ESXi
hypervisor, and OpenFlow capable software switches.

Results: In order to validate our cost of migration model described in section 2, we
developed a simple page modification microbenchmark. This microbenchmark, first
allocates large chunks of page aligned memory. It then randomly writes to different
pages in a loop and executes busy loop for a predetermined count based on the specified
page dirty rate. The page modification benchmark is executed with different page dirty
rates on one of the VMs hosted on the virtual ESXi server. The two virtual ESXi servers
were connected via an OpenFlow switch VM for this experiment. This VM was then
migrated to another virtual ESXi at different link bandwidths. To create different link
bandwidths, a queue was created on the output port of the OpenFlow switch and the
minimum rate on that queue was set to the desired value. Remedy controller installed
a rule to enqueue all migration traffic (identified through TCP port numbers used by
“vMotion”) to this queue and all other traffic was sent through the default queue. The
total migration traffic was monitored inside the Remedy Controller, as well as verified
through VMware ESXi logs. The page dirty rates were also verified through VMware
ESXi logs. The results are shown in Figure 3 for two VM sizes - 512 MB and 1024 MB.
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Fig. 4. VMFlow simulations to evaluate the VM selector and Target selector heuristics

In both the cases, our model predicts the total migration traffic to within 97% accuracy
for all page dirty rates and link bandwidths.

4.2 Validating the Effectiveness of VM and Target Selector Heuristics at Scale
through Simulations

In this section we evaluate the VM selector and target selector heuristics at scale through
simulations in the VMFlow simulation framework [11]. Note that in all these simula-
tions, the cost of migration was assumed to be 1.2 times the memory size of a VM as
mentioned in section 3. Deadline for migration completion time was assumed to be
equal to the monitoring interval for our input traffic matrices (15 minutes). The mem-
ory sizes for all VMs were assumed to be normally distributed with a mean of 1 GB
and standard deviation of 512 MB. With these settings, the goal of the simulation ex-
periments is to evaluate the effectiveness of VM and target selector heuristics at scale
in achieving network balance and their ability to satisfy bandwidth demand.

VMFlow Simulator: VMFlow simulator simulates a network topology with VMs,
switches and links as a discrete event simulation. Each host is assumed to contain one
or more VMs. VMs are either randomly mapped to all hosts (in case of 1:1 host to VM
mapping) or they are mapped based on their CPU requirements (in case 1:N host to VM
mapping). VMs run applications that generate network traffic to other VMs, and VMs
can migrate from one node to the other. At each time step, network traffic generated
by VMs (denoted by an entry in the input traffic matrix) is read and the simulator at-
tempts to satisfy these demands in decreasing order (largest demands are satisfied first).
For a given demand, it calculates the corresponding route between the hosts based on
an already used path or the shortest path in the network topology, while ensuring that
available link capacities can satisfy the given network demand. In order to simulate con-
gestion, we modified the simulator so that it can take more demands than available link
capacities. For the results in this paper, we simulated 20% congestion where each link
can take 20% more traffic than its rated capacity. The simulator then executes an ongo-
ing optimization step in which it detects congestion, finds the set of VMs to migrate to
decongest the network using VM selector heuristic (VSH) and selects the appropriate
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(a) Reduction in unsatisfied bandwidth due to
network-aware steady state VM management
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(b) Improvement in number of migrations due
to migration cost-awareness

Fig. 5. Results from VMFlow simulator with 1000 VMs and 1:1 host to VM mapping using data
from a real data center over a 12 hour period: Results illustrate benefits of using network-aware
steady state VM management - unsatisfied bandwidth reduces up to 100% at some time-steps
in the simulation, adding migration cost-awareness to the heuristics reduce the total number of
migrations required to achieve this benefit from 17 to 11

set of destinations for each VM using the target selector heuristic (TSH). At each time
step of the simulation, we compute the total bandwidth demand that can not be satis-
fied, the number of migrations required and link utilizations. A new input traffic matrix
that represents the network traffic at that time instance, is used at each time step of the
simulation.

Network Topology and Input Traffic Matrices: The simulator creates a network
based on the given topology. Our network topology consisted of 3 layers of switches: the
top-of-the-rack (ToR) switches which connect to a layer of aggregate switches which in
turn connect to the core switches. Each ToR has 40 hosts connected to it. We assume a
total of 1000 VMs and 1100 hosts for the 1:1 VM to host mapping scenario, and 640
hosts for 1:N host to VM mapping scenario. The topology used for these simulations is
shown in Figure 4(a).

To drive the simulator, we needed a traffic matrix (i.e. which VM sends how much
data to which VM). We obtained data from a real data center with 17,000 VMs with
aggregate incoming and outgoing network traffic from each VM. The data had snapshots
of aggregate network traffic over 15 minute intervals spread over a duration of 5 days.
Our first task was to calculate a traffic matrix out of this aggregate per VM data. Given
the huge data size, we chose data for a single day. We used the simple gravity model to
create a traffic matrix out of this aggregate per VM data (as described in [11]). As noted
in [11], these traffic matrices did not show much variation over time. Note that traffic
matrices generated by simple gravity model tend to be dense and traffic is distributed
over all the VMs in some proportion. This results in a large number of very low network
demands. In order to make these demands significant so that they can cause congestion in
the network, we used a scale-up factor of 50 (i.e. each entry in the input traffic matrix was
multiplied by 50) for the traffic matrices used in 1:1 host to VM mapping experiment and
scale up factors of 75 and 125 for the traffic matrices used in 1:N host to VM mapping
experiments. A distribution of network demands for one of the traffic matrices (used
for one time step in simulation) after applying a scale factor of 50 is shown in Figure
4(b). This matrix had 1 million total demands out of which only 20% are zero demands.
Maximum demand size was 65.91 MB/s and the mean demand size was 13 KB/s.
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(b) After 1 network-aware migration

Fig. 6. Agg-Core layer link utilizations from VMFlow simulator with 1000 VMs and 1:1 host to
VM mapping using data from a real data center at time step 2 (point 2 in Figure 5(a)). Results
illustrate benefits of a single network-aware VM migration - links that were congested and hence
could not take on additional bandwidth demands (in the no migration case) get decongested
through 1 network-aware VM migration.

1:1 Host to VM Mapping Simulation Results
We first ran the simulation for 1:1 host to VM mapping. Since, the input traffic matrices
are already dense (much more than a real data center traffic matrix), 1:1 host to VM
mapping is useful to show the benefits of our heuristics. We conducted two sets of
simulations:

– The first set of simulations, assumed that VM migrations were of 0 cost and the
only objective was to decongest a given edge (with the constraint that only two
migrations were allowed per congested edge).

– During our second set of simulations, we assigned a cost of VM migration based
on the cost of migration model given in section 2 that uses memory size of a VM,
its page dirty rate, and link bandwidth to predict the additional traffic generated on
the network.

Simulation results for 1:1 host to VM mapping are shown in Figure 5(a) and in Figure
5(b). Results illustrate benefits of using network-aware steady state VM management.
Unsatisfied bandwidth reduces up to 100% at some time-steps in the simulation (refer
Figure 5(a)) while adding migration cost-awareness to the heuristics reduces the total
number of migrations required to achieve this benefit from 17 to 11 (refer Figure 5(b).
Link utilizations for the aggregate-core layer for one of the time steps (time step 2 in
Figure 5) are given in Figure 6(a) for the no migration base case, and in Figure 6(b)
for the 0 cost network aware migration case. Note that the links that were congested
(marked by circles) and hence could not take on additional bandwidth demands (in the
no migration case) get decongested through a single network-aware VM migration.

1:N Host to VM Mapping Simulation Results
In this section, we present the simulation results for 1:N host to VM mapping scenario.
We assumed a fixed host CPU capacity of 4 GHz and generated normally distributed
random CPU demands for each VM with a mean demand of 1.6 GHz and standard
deviation of 0.6 GHz.

VMs are mapped based on their CPU requirements. 1000 VMs were mapped onto
574 hosts and the remaining hosts remained idle. While, choosing the best host for a
VM under a given ToR switch, the host with the maximum available link bandwidth to
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(a) Dense communication matrix
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(b) Sparse communication matrix

Fig. 7. Results from VMFlow simulator with 1000 VMs and 640 hosts (1:N host to VM mapping,
1000 VMs were mapped to 574 hosts using CPU data) using data from a real data center over a 12
hour period: Reduction in unsatisfied bandwidth is lower (up to 15%) for dense communication
matrix generated by simple gravity model and goes up to 75% for a sparse matrix

the ToR switch is chosen, provided that the host has enough spare CPU capacity to host
the VM. Traffic matrices were scaled up by a factor of 75.

In this case again we conducted two sets of simulations - one which assumed a 0
migration cost, and the other that calculated a cost of migration in terms of additional
network traffic generated as per our cost of migration model. Simulation results for 1:N
host to VM mapping are shown in Figure 7(a). Unsatisfied bandwidth reduces by up
to 15% at some time steps in the simulation. However, the gains here are modest, as
compared to 1:1 mapping scenario, since the traffic matrix is already dense and as more
VMs are packed into a single host, the network traffic matrix becomes denser, reducing
the ability to move VMs freely. However, real data center traffic matrices are much less
dense (as compared to the traffic matrices generated by simple gravity model that we
used), and hence we expect the gains to be much higher in real data centers. To verify
this, we generated sparse matrices by randomly making half of the demands zero, while
increasing the scale factor for traffic matrices from 75 to 125. Simulation results for the
sparse matrices are given in Figure 7(b). Unsatisfied bandwidth now reduces by up to
75%. Adding migration cost-awareness to the heuristics reduces the total number of mi-
grations required in both the scenarios (from 11 to 8 in the dense communication matrix,
and from 15 to 13 in the sparse communication matrix scenario). Note that at one time
step in dense communication matrices, the unsatisfied bandwidth increases resulting in
negative reduction value. We believe this also happened primarily due to a dense traffic
matrix, where the added congestion in the network resulted in the simulator trying to
satisfy larger demands and failing, when it could have satisfied smaller demands.

5 Background and Related Work

Recently there has been significant amount of work on VM placement and migration.
The related research work can be broadly classified as follows.

5.1 Network-Aware Placement of VMs

Our prior work on network-aware initial placement of VMs - VMFlow [11], proposed
a greedy heuristic for initial placement of VMs to save network power while satisfying
more network demands. As one of the contributions of this paper, VMFlow simulator
has been enhanced with the VM selector heuristic (VSH) and TOR selector heuristic
(TSH) to incorporate network-aware steady state management.
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The online minimum congestion mapping problem studied in [7] by Bansal et al.
is close to our work: it considers placing a workload consisting of network traffic de-
mands and processing demands on an underlying network graph (substrate) while trying
to minimize the utilization over all links and nodes. The paper [7], however, differs from
our work in two crucial aspects. First, in [7], once a workload is placed (i.e., its node
and link assignment are finalized by the algorithm), this assignment cannot be changed
during placement of subsequent workloads. On the other hand, migrating the source and
destination of a network demand (which corresponds to VMs in our setting) is the pri-
mary technique used in this paper. Second, we consider the cost of VM migration, and
ensure that the migration is completed in a timely manner, which are not considered in
[7]. Sonnek et al. [14] propose a technique that monitors network affinity between pairs
of VMs and uses a distributed bartering algorithm coupled with migration to dynam-
ically adjust VM placement such that communication overhead is minimized. Meng
et al. [13] consider heuristics for VM placement in a data center to optimize network
traffic while minimizing the cost of VM migration. Although their primary algorithm
is presented in an offline setting, it can be executed periodically to modify the VM
placements according to the time-varying network demands. However, unlike our pa-
per, their placement algorithm does not consider minimizing the cost over a sequence
of network demand changes, but only tries to minimize the cost of each individual step.
Moreover, the solution presented by [13] does not specify the routing path for the traffic
demands, which is handled by our work. Finally, compared to [13], our solution uses a
more detailed model for the cost and time required for the VM migrations.

5.2 Cost-Aware Migration of VMs and Prediction of Migration Performance

Most of the existing research [10] [8] [6] on cost-aware migration of VM analyzes the
impact of a live VM migration on the workload that is executing on the migrating VM
itself. Breitgand et al. [8] model the total cost of live in-band migration, and present
an optimal bandwidth allocation algorithm for in-band live migration such that the cost
of migrating a VM, in terms of the down time experienced by the migrating VM, is
minimum. However, in a shared data center network, a VM migration also affects the
performance of other hosts in the network, which is the focus of our work. Jung et
al. [10] present a holistic optimization system that considers various costs of migration,
such as, application performance degradation of the migrating VM and power trade
offs. Sherif et al. [6] present two simulation models that are able to predict migration
time to within 90% accuracy for both synthetic and real-world benchmarks running on
Xen hypervisor. Stage et al. [15] propose a complementary scheme in which network
topology aware scheduling models are used for scheduling live VM migrations such
that effect of VM migrations on other nodes in the network is reduced.

6 Conclusion

In this paper, we presented the design and implementation of Remedy - a system for
network aware steady state VM management that ranks target hosts for a VM migration
based on the associated cost of migration, available bandwidth for migration and the
network bandwidth balance achieved by a migration. Our simulation results using real
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data center traffic data demonstrated that selective network aware VM migrations, as
proposed in Remedy, can help reduce unsatisfied bandwidth by up to 80-100%.

As part of ongoing and future work, we are currently working on implementing
Remedy in a real data center with state-of-the-art network equipment. Future extensions
to Remedy include a decentralized design for monitoring and an analysis engine to
analyze network demands and link utilizations using auto regressive moving average
model to verify whether a given demand or link utilization is stable or a transient spike.
This will help us make more informed decisions to tackle long term congestion. Finally,
we also plan to work on extending the cost of migration model to other hypervisors such
as Xen and KVM.
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Abstract. Network virtualization which enables the coexistence of mul-
tiple networks in shared infrastructure adds extra requirements on data
plane of router. Software based virtual data plane is inferior in perfor-
mance, whereas, hardware based virtual data plane is hard to achieve
flexibility and scalability. In this paper, using FPGA (Field Program
Gate Array) and TCAM (Ternary Content Addressable Memory), we
design and implement a virtual hardware data plane achieving high per-
formance, flexibility and scalability simultaneously. The data plane uses
a 5-stage pipeline design. The procedure of packet processing is unified
with TCAM based rule matching and action based packet processing.
The hardware data plane can be easily configured to support multiple
VDP (Virtual Data Plane) instances. And in each VDP instance, the pat-
tern of packet processing can be flexibly configured. Also, it can achieve
seamless migration of VDP instance between software and hardware. The
hardware data plane also provides a 4-channel high-performance DMA
engine which largely reduces packet acquisition overhead on software. So
that software can be more involved in customized packet processing.

Keywords: Network Virtualization, Virtual Data Plane, FPGA.

1 Introduction

Network virtualization has been thought as a method to experiment with innova-
tive protocols and a feasible way to immigrate to future network [1–3]. Network
virtualization virtualizes network resources, such as node, link, and topology.
It enables heterogenous networks to run parallel and guarantees the isolation
of each subnetwork. A router which supports network virtualization is required
to fulfill various goals - scalability, flexibility, programmability, manageability,
isolation and so on [5]. The router should virtualize its resources and enable mul-
tiple virtual router instances run on it with fair isolation. Each virtual router
instance should be configured flexibly to process packets in their patterns. And
the number of virtual router instances shouldn’t be constant.

Data plane is a critical part in router architecture. It is responsible for forward-
ing decision, packet processing and output link scheduling [6]. It has to process
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millions of packets per second. For data plane in virtual router, it has to achieve
virtualization, scalability, flexibility, and isolation. Those requirements can be
easily achieved using sophisticated host virtualization technology [4, 10, 11, 16]
(e.g. Xen). However, the performance is far from enough to satisfy practical
scenario. Even after high performance I/O virtualization [21], virtual machine
supervisor modification and kernel-level optimization, the performance is still
inferior to raw linux performance [11].

For better performance, the data plane has been taken out from general pur-
pose processor to platforms like NP (Network Processor), FPGA (Field Program
Gate Array) or even GPU.

NP is specifically designed for network applications with pipeline of processors
and parallel processing features. Nevertheless, the hardship of NP programming
leads to the decline of NP usage in academic community. On the other hand, due
to the popularization of NetFPGA [13], a FPGA based platform designed for
network processing, FPGA is gaining popularity. Its high performance feature
and the easiness of programming using HDL(Hardware Description Language)
are favored by many researchers. Besides FPGA, there is a rising interest on
using GPU for network processing. GPU has numerous processers and high I/O
bandwidth which makes it a perfect platform for FIB (Forwarding Information
Base) lookup [22]. However, the lack of platform specifically designed for network
processing limits the use of GPU.

In this paper, we use FPGA to implement a virtual hardware data plane.
To achieve high performance classification, we use TCAM (Ternary Content
Addressable Memory) in our platform. TCAM is a special memory addressed by
content. It is widely used in high-performance routers and other network devices.
It stores 0, 1, or x (don’t care). Each lookup of TCAM returns the address of
the first entry matching the content in determined time.

The rest of the paper is organized as follows. In Section 2 we discuss some
related work. By analyzing their pros and cons, we conclude our philosophies of
building our data plane. In Section 3, we brief on the architecture of the hardware
platform we used. And in Section 4 we show how our hardware data plane is
designed and implemented. We show the overview of the design in Section 4.1,
and elaborate each processing stage separately in Section 4.2. We discuss the
isolation problem in Section 4.3. And in Section 4.4, we show the reference design
of software for our virtual hardware data plane. In Section 5, we evaluate our
hardware data plane in throughput, latency and scalability. Finally, we conclude
our work in Section 6.

2 Related Work

There are already several works trying to build virtual data plane on FPGA.
Anwer M. B. and Feamster [14] build eight identical virtual router instances
in NetFPGA. Each instance possesses fixed forwarding table and forwarding
logic. The design is preeminent in performance and isolation. But it only sup-
ports constant virtual router instances with fixed hardware resources. There is
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no flexibility or scalability. While their further work SwitchBlade [7] is designed
in a completely different way. It pipelines and modularizes the packet processes
which can be easily deployed customized protocol on programmable hardware
like FPGA. The platform enables customized process to be implemented in hard-
ware. However, the design fails to consider scalability issue.

To explore scalability, D. Unnikrishnan et al. [8] propose a scalable virtual
data plane. It implements virtual router instances both in FPGA and in software
which achieves better scalability. They also propose a method of dynamic FPGA
logic reconfiguration. So that virtual router instance can be migrated from soft-
ware to hardware and vice versa by reconfiguring FPGA. It resolves the problem
of scalability in a degree, and the performance of each virtual data plane can be
changed. Nevertheless, the reconfiguration of the hardware which disables the
whole hardware data plane compromises isolation. In their later work [17], the
reconfiguration is done using partial reconfiguration feature of FPGA. Based on
this method, the reconfiguration can be done in less time without interfere other
VDP (Virtual Data Plane) instances in hardware. However the number of VDP
instances implemented on hardware is still constrained.

Another work need to be mentioned is OpenFlow [18]. Although OpenFlow
itself does not concerns about network virtualization in its data plane, it has a
relative simple yet flexible data plane. The processing of packet can be easily
defined and configured using action based processing. FlowVisor [20] tries to
implement virtualization in OpenFlow with a middle layer virtualizing the con-
trol plane. However, it only virtualizes the control plane, leaving the data plane
unchanged.

Based on the analysis above, we have developed our philosophies on the con-
struction of virtual hardware data plane. Firstly, the data plane should be pi-
plelined and modularized. The pipeline will increase the performance of the
hardware data plane. While modularity will facilitate the implementation of
new features into the data plane. Secondly, hardware and software cooperation
should be intensified. The resource in FPGA is limited comparing to increas-
ingly powerful multicore processor in the host. The cooperation with software
will boost scalability as well as programmability of the data plane. Thirdly, a
unified action-based processing should be adopted to increase flexibility and util-
ity of resources. The isolation of FPGA resources in virtual data plane not only
constrains scalability but also deteriorates flexibility. Meanwhile, action-based
processing saves hardware resources and increases flexibility.

3 Hardware Design

Our hardware data plane is built based on our own NAC (Network Acquisition
Card) hardware platform. Figure 1 shows the architecture of NAC hardware
platform. Unlike NetFPGA platform [13] which has quite scarce resources and is
designed for prototype implementation and algorithm verification, NAC platform
aims for practical deployment. The platform is centered with a Xilinx Virtex-5
LX155T FPGA with sufficient logic resource. The FPGA chip integrates a 8-lane
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endpoint block for PCI Express 1.0a providing an unidirectional data rate up to
20Gbps. It has 4 Gigabit Ethernet SFP interfaces, so that different SFP modules
can be plugged in for different types of service access. Another important compo-
nent is the on-board IDT75P42100 TCAM chip with a capability of 2.304Mbit.
For large-volume memory storage, a 9MB QDRII SRAM chip is added to the
hardware platform. Currently, this platform has been used in enterprise network
as hardware accelerator in many practical systems such as intrusion detection
system.

Fig. 1. Architecture of NAC hardware platform

4 Data Plane Design and Implementation

4.1 Design Overview

The data plane we designed is based on the philosophies we discussed in Sec-
tion 2. The design overview of the data plane is showed in Figure 2. The data
plane pipeline is made up of 5 stages - VDP mapping, action matching, action
processing, software processing, and forwarding.

Packets are processed as follows. Firstly, packets are gathered from the eth-
ernet interfaces and mapped to their VIDs (Virtual data plane ID) in VDP
mapping stage. Then, packets along with their VIDs are used to obtain the ac-
tion result in action matching stage. The action result contains the information
how the packet will be processed. Afterward, packets are processed by function
modules in action processing stage according to their action results. Packets
are either forwarded to the software processing stage for further process or sent
to the forwarding stage for output scheduling. Software processing stage acts
as an extension of hardware data plane which implements slow data plane. As
the software is highly programmable, the programmability of our data plane
expanded.
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Fig. 2. Design overview of hardware data plane

In the implementation, we extracts 10-tuple packet information for rule match-
ing in VDP mapping and action matching. The 10-tuple packet descriptor is sim-
ilar to the 10-tuple flow header used in OpenFlow [18]. Hence, some innovative
protocols can not be directly processed by the hardware data plane. However,
we believe that in the near feature, TCP/IP stack based traditional packets will
still dominate the traffic. And the minority of the traffic can be processed by
software in our data plane. As the data plane is well integrated with software
processing, innovation can be supported by software processing stage. What’s
more, the modularity of the hardware data plane enables the data plane to be
reprogrammed to support new features.

4.2 Process Stages

VDP Mapping Stage. The VDP mapping stage contains two modules - in-
formation extracting and VDP mapping. Packet information is extracted from
each packet for VDP mapping and used to match predefined VDP mapping
rules in TCAM which returns the VID of the packet. Every VDP instance can
install several mapping rules when it is created. These mapping rules are used
to describe packets that belongs to the VDP instance.

The 10-tuple packet information is extracted in the implementation. It covers
packet information from link layer to transport layer. Hence, VDP instance can
be flexibly configured to implement different layers of virtualization [19]. For
example, a layer 2 virtualized virtual data plane can be deployed using VDP
mapping rules that only concerns source MAC address field, destination MAC
address field and VLAN ID field. While for network layer virtualization, mapping
rules should not care about fields other than source and destination IP addresses.
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What’s more, a default VDP mapping rule is used to match all the unmatched
packets to a default VDP instance which is implemented in software.

Action Matching Stage. Action matching stage also includes information
extracting and action matching. The extracted fields can be different from that
in the VDP mapping stage. The extracted packet information along with the
VID is used to match action matching rules in TCAM. Action matching rules
are made up of extracted packet fields and VID field and installed by each VDP
instance. So that packets in one VDP instance wouldn’t match rules in another.
And within each VDP instance, rules can be flexibly configured.

In the implementation we reuse the 10-tuple packet information for action
matching. Every match of action matching rule returns an index of action result
using which an action result can be obtained. Action result contains information
of how the packet will be processed in action processing stage. There is a default
rule for each VDP instance that match all unmatched packets. Packet that fails
to match explicit rules will hit the default rule and be processed according to
the default action result. Usually, the default action result can be set as sending
packets to the software processing stage. With more explicit rules in hardware,
the VDP instance will have better performance. So the performance of VDP
instance can be configured by changing the number of explicit rules in TCAM.
What’s more, by replacing first rule with the default rule, a VDP instance will
seamless migrate from hardware to software.

Action Processing Stage and Forwarding Stage. Packets along with their
action results are sent to action processing stage. In this stage, packets are
processed by a pipeline of function modules according to their action results.
Each function module is responsible for a specific processing function. As this
stage is modularized, more modules as well as corresponding fields in action
result can be added to support more patterns of packet processing in hardware.

In the implementation, an action result contains a bitmap field and various
value fields. Bitmap field has several bits: port-valid bit, change-MAC bit, TTL
bit, forward bit, and drop bit. While the value fields are port ID field, source
and destination MAC addresses field, and DMA ID field. Port-valid bit implies
the validity of port ID field through which packets will be sent. Change-MAC
bit is asserted when packets should change their MAC addresses with the ones
in source and destination MAC addresses field. The TTL field indicates the
decrease of the TTL field in packets and recalculation of the checksum in IP
header. If forward field is asserted, packet should be directly forwarded to the
given output port, otherwise they will be sent to the host through the DMA
channel in DMA ID field. And drop bit denotes whether those packets should
be dropped or not.

The combination of those fields results in various patterns of actions. For
example, host forwarding action, with the forward bit deasserted and DMA ID
given, can be used as the action result of default matching rule for each VDP
instance. Packets that obtain host forwarding action are sent to host through
the given DMA channel.
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Forwarding stage is responsible for packet output scheduling. Packets and
their output port IDs from either action processing stage or software processing
stage are sent to this stage. Then they are scheduled and forwarded to the their
coordinating output ports.

DMA Engine and Software Processing Stage. In our work, a high-
performance DMA engine is adopted in the hardware data plane. The DMA
engine directly sends packet data to the reception ring buffer in host memory
without interrupting CPU. While the software polls data from the ring buffer all
the time and assembles the packets. One a reverse way, the software writes packet
data to the transmission ring buffer in host memory and changes the buffer point-
ers in the hardware for notification. Then the hardware automatically requests
those data from host memory and assembles packets in the hardware. In this
way, the interrupt rate of system dramatic drops eliminating frequent context
switching. What’s more, the packets can be processed in a batched fashion fur-
ther improving the performance for software processing.

Additionally, the DMA engine implements 4 independent channels for packet
reception and transmission. That means there are 4 independent reception and
transmission ring buffers respectively in host memory. This provides an alterna-
tive way of I/O virtualization. One of the channels can be used by supervisor for
distributing packets to correspondent virtual router instances. Other three chan-
nels can be dedicated to virtual router instances which requires high-performance
I/O throughput.

Packets that can not be processed in hardware, due to the limitation of TCAM
entries or the absence of customized processing modules, will be sent through the
DMA channel to software. The software processing stage acts as an extension of
hardware data plane which adding programmability to the data plane. The high-
performance DMA engine we used in this design also boosts the performance of
software processing.

4.3 Resource Isolation

Virtualization requires the share of physical resources, while isolation demands
the elimination of interaction. For software, the resources needed to be isolated
are CPU time, allocation and access of memory, hard drive space, and so on.
The interrupt due to packet reception, i.e. I/O fairness, also should be taken into
consideration [12]. For work in [14], the isolation is accomplished by separation
of logic resources. However, in our hardware data plane, it no longer applies.

As described above, all the VDP instances in hardware data plane share the
pipeline. We think that the unified pipeline is fast enough to handle all packets.
With data width of 128 bit and a synchronous clock of 200MHz, the hardware
is capable of handling packets in 25.6Gbps which is far more than maximal
packet rate in this platform. So packets can peacefully time-share the processing
modules. The major problem is the share of TCAM. TCAM is used to store
mapping rules and action rules for all VDP instances. Every instance may need
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several mapping rules and action rules. The management of TCAM should be
easy to allocate and deallocate TCAM entries to VDP instances, and provides
fair access to TCAM.

We use a slice-based TCAM management in our work. The TCAM is divided
into two parts - VDP mapping rules and action matching rules. TCAM entries
are partitioned into slices. The allocation and deallocation of TCAM entries is
based on slices. The supervisor maintains the usage information of all slices -
whether a slice is used or not and which VDP instance does a slice belong to. The
supervisor also acts as an agent translating TCAM operations of virtual router
instances to the physical TCAM operations. Another benefit is the potential for
TCAM power consumption reduction which is critical in every scenario using
TCAM. Before we send the request for a TCAM lookup, we already know which
slices will be matched, either VDP mapping slices or action matching slices for
a certain VDP instance. So we can only select blocks which contains those slices
to perform the match instead of using the whole TCAM.

4.4 Reference Software Architecture

To facilitate the configuration of the virtual data plane, we provide two sets of
API. A higher level of API can be used by control plane of virtual router instance
to manage its VDP mapping rules and action matching rules logically. The lower
level of API is used by the supervisor to manage TCAM allocation and perform
physical TCAM entries modification.

The Pearl Project [9], aiming to build a programmable virtual router plat-
form, uses the virtual hardware data plane described in this paper. The software
architecture of the Pearl Project is showed in Figure 2. The substrate layer deals
with distribution and isolation of packets as well as hardware management. LXC,
a light-weight OS-level virtualization technique, is used to contain control plane
and slow data plane of a virtual router instance. Three of the four DMA chan-
nels are dedicated to three virtual machines respectively, and the last one is
shared by the rest virtual machines. And a VM (Virtual Machine) manager is
used to manage both software virtual machines in software and VDP instances
in hardware.

5 Evaluation

We evaluate our work from three perspectives - (1) throughput, (2) latency, and
(3) scalability. We try to demonstrate that the hardware data plane is scalable
and high-performance. We use a server to host our hardware platform. It has a
3.5GHz 64-bit 8-core Intel Xeon processor, 8 GB DDR2 RAM. The OS system
is a 2.6.35.9 kernel version Ubuntu. We use Spirent TestCenter [23], a powerful
Ethernet testing device, to generate packets for the test.

There are two processing paths in the data plane as showed in Figure 2. One
of them is hardware path - packets are directly forwarded to the output port
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Fig. 3. Software architecture of Pearl

in the hardware bypassing the software processing stage. The other is software
path - packets are forwarded to the software processing stage and then sent to
hardware for output.

In the evaluation of both pathes, we create four VDP instances in hardware
data plane and map packets to VDP instances according to their incoming ports.
While, the default action rules in these two evaluations are slightly different. In
the evaluation of hardware path, packets are forwarded directly from one port to
its adjacent one. While, in software path, packets are sent to software and then
sent back to hardware and forwarded to adjacent ports of their income ports.

We use TestCenter to generate RFC2544 tests on throughput and latency. All
four ports send packets with packet sizes ranging from 64 bytes to 1518 bytes.
The testing result is showed in Figure 4.

The hardware path reaches 4Gbps line speed, so does the software path.
Whereas raw Linux kernel forwarding is only capable of handling traffic in ap-
proximate 500kpps. The latency of hardware path is merely 5 milliseconds to
tens of milliseconds, depending on packet size. The latency of software path
comes close to raw kernel performance, about 1 to 2 microseconds. The 4 chan-
nel DMA engine is the primary contributor to the high throughput of software
path. With 4 separated channels, packets can be processed concurrently so that
we can benefit more from multi-core processor. What’s more, as packet reception
is based on ring buffer polling, there is no overhead of context switch due to in-
terrupt. One the other hand, without interrupt, the timing for packet processing
becomes uncertain which leads to the latency in software path.

To demonstrate the scalability of our data plane, we set up 4 to 1024 VDP
instances in hardware data plane and evaluate the overall throughput. Figure 5
shows the performance of hardware data plane. We can see that the addition of
VDP instance does not require additional logic resource in FPGA. Only TCAM
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Fig. 4. Throughput and Latency of hardware data plane

Fig. 5. Scalability of hardware data plane

entries are needed when VDP instance are created. So that the data plane is
quite scalable. The overall performance will not be influence by the increase of
VDP instances.

6 Conclusion

In this paper, we build a virtual hardware data plane to achieve high performance
as well as flexibility and scalability. The TCAM based unified pipeline design
facilitates the reconfiguration of performance of VDP instances and provides flex-
ible interface for the configuration of action based processing. The action based
packet processing makes the packet processing in each VDP isntance configurable
and flexible. The high-performance DMA engine promotes the performance of
software and improves the programmability to support customized processing.
It manages to support multiple VDP instances which means the hardware data
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plan is scalable. The evaluation in Section 5 shows that the hardware data plane
is low-latency and high-throughput with great scalability. The increase of VDP
instances in hardware would not affect the overall performance of the system.
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Abstract. We present Permutation Routing as a method for increased
robustness in IP networks with traditional hop-by-hop forwarding. Per-
mutation Routing treats routers involved in traffic forwarding as a se-
quence of resources, and creates permutations of these resources that give
several forwarding options. We introduce Permutation Routing as a con-
cept, and use it to create routings where we seek to maximize single link
fault coverage. Analogous to the IETF standardized Loop-Free Alter-
nate (LFA), Permutation Routing can easily be implemented for OSPF
or IS-IS networks to augment existing ECMP forwarding with additional
loop-free forwarding entries for improved load balancing or fault toler-
ance. Our evaluations show that Permutation Routing can increase single
link fault coverage by up to 28% compared to LFA in inferred network
topologies.

Keywords: IP networks, Multipath Routing, Resilience, Fault-tolerant.

1 Introduction

The last few years have witnessed the adoption of the Internet as the preferred
transport medium for services of critical importance for business and individuals.
In particular, an increasing number of time-critical services such as trading sys-
tems, remote monitoring and control systems, telephony and video conferencing
place strong demands on timely recovery from failures. For these applications,
even short outages in the order of a few seconds will cause severe problems or
impede the user experience. This has fostered the development of a number of
proposals for more robust routing protocols, which are able to continue packet
forwarding immediately after a component failure, without the need for a proto-
col re-convergence. Such solutions add robustness either by changing the routing
protocol so that it installs more than one next-hop towards a destination in the
forwarding table [1][2][3], or by adding backup next-hops a posteriori to the
forwarding entries found by a standard shortest path routing protocol [4][5][6].

� Permutation Routing term is used in the literature with slightly different meanings,
all related to the act of rearranging network objects (e.g. network devices or network
devices and theirs associated radio channels) on which packets are routed from a
source to a destination [9] [10].
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Unfortunately, few of these solutions have seen widespread deployment, due to
added complexity or incompatibility with existing routing protocols.

Installing more than one route to a destination has obvious advantages with
respect to increased robustness. First, it provides alternative routes that are
readily available after a link failure. Second, it provides several paths for load-
balancing, which can be used to absorb short-lived spikes in traffic demand and
thus avoid congestion. Deployed intradomain routing protocols such as OSPF
and IS-IS have traditionally installed only a single shortest path to each desti-
nation, or multiple equal-cost shortest paths with the ECMP extension. ECMP
allows some degree of multipath routing, but can only give more than one for-
warding next-hop to a limited subset of all source-destination (S-D) pairs in a
network. Recently, a mechanism called Loop-Free Alternates (LFA) [4] has be-
come available in some routers. LFA allows routers to install alternate forwarding
entries that can be used as backup if the primary next-hop fails. LFA improves
robustness compared to ECMP, but there will still be many S-D pairs with only
a single path (next-hop) available [8].

This paper presents Permutation Routing as a novel and flexible approach
for calculating multiple loop-free next-hops in networks with traditional hop-by-
hop forwarding. Permutation Routing is based on the observation that routing
in any network consists of using a set of resources (links and nodes) in sequence.
A routing strategy can therefore be expressed as a permutation of the nodes
that are involved in traffic forwarding to a destination. Routing will be loop-
free as long as traffic can only be forwarded in one direction with respect to
the node ordering in this permutation. The main focus in this paper is to use
Permutation Routing to create a routing that maximizes the single link fault
coverage. Other routing strategies based on permutations of links in networks
with interface-specific forwarding [3] can also be developed.

In this paper, we provide a simple backtracking algorithm that constructs
a permutation of routers for each destination, and a simple forwarding rule
that allows us to generate forwarding tables based on the permutations. The
properties of the resulting routing are determined by the constraints used at each
step in the permutation construction. The input to the construction algorithm is
the topology information that is collected by a link state routing protocol, and
hence no new control plane signalling is needed with Permutation Routing.

Importantly, Permutation Routing can easily be integrated with existing in-
tradomain routing protocols, and canbe used to augment the shortest path routing
tables with additional forwarding entries. We show how the constraints in the per-
mutation construction can be designed so that the resulting routing is compatible
with normal shortest path routing, while still offering significantly more forward-
ing options than the existing LFA. With multiple loop-free alternates for a given
primary next-hop, OSPF or IS-IS may employ some of them as unequal-cost pri-
mary paths and the rest as back-up paths. In the case of multiple primary paths,
packets can be distributed evenly among paths or with more intelligent load bal-
ancing methods [11][12]. In this paper we focus on finding a set of loop-free paths,
and leave the important topic of load-balancing across these paths for future work.
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The rest of the paper is organized as follows. Section 2 introduces the notion
of Next-Hop Optimal Routing (NHOR), which we will use as our main design
objective. Section 3 introduces Permutation Routing and the relationship be-
tween a permutation of routers and the corresponding routing graph. Section 4
describes a generic algorithm to construct permutations. Section 5 describes a
specific construction algorithm that approximates NHOR, and a modified ver-
sion that is also compatible with standard shortest path routing. Section 6 shows
simulation results evaluating the path diversity and the computational complex-
ity of Permutation Routing. Section 7 reviews related work. Section 8 concludes
the paper.

2 Next-Hop Optimal Routing

Before introducing Next-Hop Optimal Routing as our objective function for
robust routing, let us introduce some vocabulary that we will use in the rest
of this paper. By a routing, we refer to the assignment of a set of next-hops for
each destination node in each source node. We do not distinguish traffic from
different sources, and hence traffic transiting a node is treated in the same way as
traffic originated at the node. We require that a routing must be loop-free, and
hence a given routing corresponds to a Directed Acyclic Graph (DAG) rooted
at each destination node consisting of the links and nodes involved in packet
forwarding. With multipath routing, each node may have several outgoing links
in the DAG for a destination. A routing where all links are included in each
DAG is referred to as a full connectivity routing. With a given network topology,
many different high or full connectivity routings can normally be constructed.
However, they will have different properties with respect to failure recovery and
load balancing.

(a) DAG-1 (b) DAG-2 (c) DAG-3 (d) DAG-4

Fig. 1. A network topology with different DAGs

Fig. 1 shows a simple network topology, with 4 different DAGs for the desti-
nation node d. In Fig. 1a, DAG-1 is given by shortest path routing with ECMP
using the link weights indicated in the figure. Node c can split its traffic over
two next-hops, while the other nodes have only a single next-hop towards d.
Links (a, b), (c, b) and (c, f) are left idle, and are neither used for backup or load
balancing. The DAGs in Fig. 1b, Fig. 1c and Fig. 1d are all full-connectivity
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routing graphs, where all links can be used for packet forwarding. They differ,
however, in their distributions of next-hops. In DAG-2, there are three nodes (a,
e and f) that have only a single next-hop towards d. DAG-3 on the other hand,
has only two such nodes (a and e). DAG-2 and DAG-3 are both compatible with
shortest path routing, because they contain all directed links of DAG-1. DAG-4
is not compatible with shortest path routing: by changing the direction of the
link (c, e), the number of nodes with a single next-hop has been reduced to one
(the minimum value).

To maximize the single link fault coverage and load-balancing capabilities of
a network, it is important that there is more than one next-hop available for as
many S-D pairs as possible. This leads us to the following optimization criterion
for Next-Hop Optimal Routing (NHOR):

Definition 1. An NHOR is a full-connectivity routing that maximizes number
of S-D pairs that have at least two next-hops towards a destination.

As illustrated by the example above, an NHOR will not always be compatible
with shortest path routing. For that reason, we also define the Shortest-Path
compatible NHOR (NHOR-SP):

Definition 2. An NHOR-SP is a full-connectivity routing that maximizes num-
ber of S-D pairs that have at least two next-hops while containing the DAG
calculated by a shortest path algorithm.

3 Permutation Routing

We consider a network modeled as a connected graph G = (V,E) where V is
a set of nodes and E ⊆ V × V is the set of links (edges) and its topology. A
connected link from node i to node j is denoted by (i, j).

Without loss of generality, we look at the assignment of next-hops for each
destination individually. For a destination d ∈ V , let Rd = (V,Ed) be a routing
function for packets destined to destination d, where Ed is a set of directed links
constructed on E. In Rd, node j is called a next-hop of node i if there exists a
directed link between node i and node j, denoted by (i → j). For a loop-free
routing, Rd must be a DAG rooted at destination d.

The routing function Rd contains all valid paths to d, and each path can be
considered as a sequence of nodes from a specific source to d. At each node,
packet forwarding is the process of sending packets to a next-hop in such a
sequence. In the rest of this section, we describe how Permutation Routing can
be used as a tool to find such sequences with the goal of realizing NHOR.

Definition 3. For a given network topology G = (V,E), a permutation P of
nodes is an arrangement of all nodes in V into a particular order.

We write j < i to denote that j occurs before i in P . Our goal is to construct
permutations that realize a certain routing strategy.
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Definition 4. A permutation P is a routing permutation for Rd if and only if
all next-hops of each node occur before it in P : ∀(i→ j) ∈ Ed : j < i.

According to this definition, the destination node d will always be the first node
in a routing permutation for Rd. Nodes further out in the routing permutation
will be topologically farther from the destination.

Lemma 1. Any loop-free routing function Rd can always be represented by a
routing permutation in which d is at the left-most position.

Proof. A loop-free routing function Rd = (V,Ed) is a DAG, rooted at d. Let
arrange i ∈ V into a sequence such that if Ed contains a directed link (i → j),
then j appears before i in that sequence. Such an arrangement can be calculated
by a topological sort algorithm [13]. Destination d ∈ V is the only node that
does not have any outgoing link. Following the above ordering, node d, hence,
has been placed at the left-most position of the sequence.

In general, there can be more than one routing permutation for one routing func-
tion Rd. Starting with a routing permutation P , another routing permutation
P ′ can be generated by swapping two consecutive nodes that are not connected
by a directed link to each other. For instance, both permutations {d a b e c f}
and {d b a e c f} are routing permutations for DAG-1 according to Def. 4.

In the reverse process, routing tables can be generated from a routing permu-
tation, given a forwarding rule that defines the relationship between neighboring
nodes. For now, we consider a greedy forwarding rule for constructing the rout-
ing table, in which all topological neighbors of a node that occur before it in
the routing permutation are installed as next-hops. Note that this forwarding
rule will result in a full connectivity routing, where all links in the topology
are potentially used for traffic forwarding to all destinations. This will maximize
the potential for load balancing and failure recovery. More restrictive forwarding
rules could also be considered, which would result in a sparser DAG. This can
sometimes be beneficial in order to avoid excessively long paths, or to limit the
number of next-hops for a particular destination.

With the given forwarding rule, different routing permutations will result in
routing functions with different robustness characteristics. Our goal is to find
a routing permutation that can realize NHOR. This problem is believed to be
NP-hard. In the next section, we present an algorithm that produces routing
permutations that approximate NHOR.

4 Generating Routing Permutations

This section introduces a generic method for constructing routing permutations.
The construction method is based on a backtracking algorithm, and can be used
to construct routing permutations with different optimization objectives. In the
next section, we specify the constraints that are used to approximate NHOR.

We reconsider a topology G = (V,E) of N nodes (|V | = N), all of which
are uniquely identified by a number from 1 to N . Let P = {p1, p2, . . . , pN} be
a set of N variables in a fixed order from p1 to pN , with respective domains
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Fig. 2. Basic assignment procedure for
variable pi+1

Fig. 3. Search space for routing
permutation problem

D = {D1, D2, . . . , DN}. We refer to Di as the candidate set for each variable pi.
A candidate set consists of the nodes that can be assigned to variable pi.

A routing permutation P is constructed by successively assigning a node
u ∈ Di to each variable pi ∈ P . Such assignment is said to be valid if it satisfies a
specific constraint function C(u) which is defined to realize the selected routing
objective. Fig. 2 illustrates the basic assignment procedure for variable pi+1 in
which two key functions Update and Select work as filters to control the assign-
ment. In the figure, each pair 〈pi, ui〉 represents an assignment of the node ui to
variable pi. The assignment of nodes to a subset of variables {p1, p2, . . . , pi} ⊆ P
given by {〈p1, u1〉, . . . , 〈pi, ui〉} is called partial routing permutation with i nodes.
For simplicity, we abbreviate it to �pi.

This basic assignment procedure has been embedded into the well-known
backtracking algorithm to obtain the routing permutation P . The algorithm calls
function Select (with built-in constraint function C(u)) which goes through Di

to find a valid node for the current variable pi. If Select succeeds in finding a
valid assignment, the algorithm calls function Update to generate domain Di+1

and proceeds to next variable pi+1. Otherwise, a backtrack step will be executed
to revisit the variable pi−1. The algorithm terminates if a routing permutation
P of N nodes, also denoted by �pN , is found or a failure notification returns if all
backtracks are examined but no solution is found under C(u).

If the constraint function C allows it, the backtracking algorithm will find one
routing permutation P among all possible solutions by searching through the
search space shaped by the number of variables in P and their domains of val-
ues. In a näıve implementation, the domain for variable pi+1 consists of (N − i)
nodes that have not been placed in �pi. Based on that observation, the search space
S of the permutation assignment problem has a form of a tree of depth N rooted
at the initial state 〈p1, d〉 as illustrated in Fig. 3. Solutions �pN are located at its
leaves. Two connected states in the search space refer to two instances of pi and
pi+1. Assume that t operations are needed on average to move from state pi to
state pi+1. The complexity in the best case when we do not need any backtrack
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step (backtrack-free) is O(t × N). In other extreme, if there is only one solution
and we always make the “wrong” choice, the complexity would be O(t ×N !).

The näıve implementation described above results in high computational com-
plexity, and is only feasible for small topologies. Hence, it is important to guide
the search to avoid exploring the entire search space. In the next section, we use
two main mechanisms to reduce the search space:

1. C(u) should be simple to reduce the computational complexity.
2. Domain Di can be limited by taking C(u) into account.

5 Next-Hop Optimal Routings

Next, we apply the framework described above to construct two high robustness
routings that approximate NHOR and NHOR-SP as defined in Section 2. We
call them Approximate NHOR and Approximate NHOR-SP.

5.1 Approximate NHOR (ANHOR)

With Permutation Routing using greedy forwarding, a node in pi (i > 2) has at
least two next-hops if it has at least two topological neighbors that occur before
it in the routing permutation. The aim of the ANHOR algorithm is to maximize
the number of nodes where this is the case.

The partial routing permutation �pi represents a loop-free routing sub-graph
towards destination d, denoted by Ri

d = (V (�pi), Ed(�pi)) where V (�pi) is the set
of i nodes in �pi and Ed(�pi) is the set of directed edges formed by applying the
greedy forwarding rule defined in section 3 on �pi. To achieve a high robustness
routing, the node selected for variable pi+1 to form the partial routing permuta-
tion �pi+1 should be the node with the maximum number of topological neighbors
already placed in �pi. Correspondingly, the number of directed edges of the rout-
ing sub-graph formed by the partial routing permutation �pi+1, resulted from the
assignment 〈pi+1, u〉, must be maximized:

|Ed(�pi+1)| = max
∀u∈Di+1

|Ed(�pi, 〈pi+1, u〉)| (1)

For a more efficient implementation, we maintain a counter c[u] for each node u.
This counter denotes the number of outgoing links from u to �pi. In other words,
c[u] corresponds to the number of next-hops node u will have if it is selected
as the next assignment in the routing permutation. We derive the constraint
function CANHOR(u) to realize the expression (1) as follow:

CANHOR(u) =

{
True if c[u] = max∀v∈Di+1 c[v]
False otherwise

The constraint function CANHOR(u) implies that the domain Di+1 includes all
nodes that have at least one topological neighbor in �pi. The domain is, therefore,
updated following the recursive relation:
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Di+1 = Di ∪ { v ∈ V | (u, v) ∈ E} \ {u} (2)

where u is the node that has been assigned to variable pi in the i-th assignment.
The computational complexity of ANHOR is the product of the average num-

ber of operations to make a move between two successive states and the total
number of states visited in the search space.

Proposition 1. Constraint function CANHOR(u) gives a backtrack-free algo-
rithm for all connected input topologies.

Proof. The proof is by contradiction. Assume that the algorithm with the con-
straint function CANHOR(u) is not backtrack-free. This means that constraint
function returns False for all u ∈ Di+1 at some iteration. That can not happen
because Di+1 can never be empty in a connected topology before all nodes have
been placed in the permutation and all nodes in domain Di+1 always have at
least one next-hop in �pi.

Given the backtrack-free property of our algorithm, the complexity of calculating
a permutation for each destination is O(|E| +N × |D|), where |D| denotes the
average size of the domain. Typically, |D| depends solely on the average node
degree of the network topology. In dense topologies, the total complexity of
calculating routing permutations for all destinations can approach O(N3). The
backtrack-free property also gives a low memory consumption because it does
not need to store temporary partial routing permutations.

5.2 Approximate NHOR-SP (ANHOR-SP)

Let RSP
d = (V,ESP

d ) denote the shortest path tree towards destination d. A
routing permutation P whose routing function Rd = (V,Ed) is an ANHOR-SP
if Rd satisfies two constraints in following order:

1. Rd contains RSP
d , meaning all routing choices for any node in RSP

d are also
valid routing choices for the same node in Rd.

2. ANHOR-SP uses the same selection criterion as ANHOR in order to maxi-
mize the number of S-D pairs with at least two next-hops.

The construction of such a routing permutation P is based on the assignment
procedure described in Fig. 2. To this end, the shortest path compatibility con-
straint is implemented in function Update to limit the size of domain Di+1 for
variable pi+1 and the connectivity constraint will be formalized by a constraint
function CANHOR−SP (u) and realized in function Select. Clearly, the constraint
function CANHOR−SP (u) is identical to CANHOR(u).

The next node in routing permutation P is selected among nodes that have
all their shortest path next hops towards d already placed in �pi. Formally, let
RSP,i

d = (V (�pi), E
SP
d (�pi)) be the shortest path tree of V (�pi) nodes and RSP,i

d ⊆
RSP

d . The domain Di+1 for variable pi+1 includes all nodes u such that the
assignment 〈pi+1, u〉, resulting in �pi+1, fulfills:
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RSP,i+1
d ⊆ RSP

d

Let csp[v] be the number of shortest path next-hops placed in �pi and nsp[v] be
the total number of shortest path next-hop that can be calculated from RSP

d of
node v. The domain Di+1 for variable pi+1 follows the recursive relation:

Di+1 = Di ∪ { v ∈ V | csp[v] = nsp[v] } \ {u} (3)

where u is the node that has been assigned to variable pi.

Proposition 2. Constraint function CANHOR−SP (u) gives backtrack-free algo-
rithm for all connected input topologies.

Proof. According to Proposition 1, constraint function CANHOR−SP (u) always
returns True unless Di is empty. We show here that Di can never be empty
before all nodes have been placed in the permutation. If Di is empty, there is
no node that have all its shortest path descendants in �pi. In other words, we
can follow the shortest path DAG RSP

d from any node that has not been placed
and always find a next-hop node that is not placed in �pi. But this is impossible:
since RSP

d is connected and loop-free, any path along the shortest path DAG
will eventually reach the destination, which is the first node that was placed in
the permutation.

The computational complexity of ANHOR-SP towards one destination includes
two parts: the shortest path calculation using Dijkstra’s algorithm and rout-
ing permutation construction. Due to the property of backtrack-freedom, with
sparse topologies the complexity of second part towards one destination would
be O(|E|+ |ESP

d |+N × |D|) where |D| denotes the average size of the domain.
In dense topologies, the total complexity of calculating routing permutations for
all destinations can approach O(N3).

With a low computational complexity, ANHOR-SP can be implemented on a
per-router basis in OSPF or IS-IS networks. To ensure a consistent permutation
routing in the entire network, constraint function CANHOR−SP (u) must return
the same node in each assignment among possible selections. We can break that
tie by letting the highest router ID1 be picked.

6 Performance Evaluation

We evaluate the performance of the proposed algorithms by measuring how well
they realize NHOR as defined in Def. 1. Since multipath routing leads to path
inflation, we also measure the path length distribution. ANHOR and ANHOR-
SP are compared to standard shortest path routing with ECMP, and to LFA.
Comparisons to other robust routing methods [3][6] are less relevant, because of
their different objectives and implementation costs.

1 The highest router ID means the biggest number numerically. For instance,
192.168.1.2 would be higher than 172.16.3.2, and 172.16.3.2 would also be higher
than 172.16.2.1.
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6.1 Evaluation Setup

We select six representative network topologies from the Rocketfuel project [19]
for our evaluations. The topologies are listed in Table 1 in increasing order of
their average node degrees.

Table 1. Network topologies

AS Name Nodes Links Avg. Degree

1221 Telstra(au) 104 151 2.90
1755 Ebone(eu) 87 161 3.70
3967 Exodus(us) 79 147 3.72
3257 Tiscali(eu) 161 328 4.07
6461 Abovenet(us) 138 372 5.40
1239 Sprint(us) 315 972 6.17

The results for ECMP and LFA depend heavily on the link weight settings
used in the topologies. To obtain realistic link weight settings, we run local
search heuristic with link load objective function proposed in [15], using a traffic
matrix generated by the gravity model [18]. For AS1239, we use unit link weights,
because the local search heuristic described in [15] does not scale to a topology of
this size. Note that Permutation Routing will work with any link weight settings.
We use this approach to show the performance with ”typical” link weights.

6.2 Robustness Evaluation

Maximizing Multipath Capability. Fig. 4 shows the fraction of nodes with
at least two next-hops with the different routing methods. For reference, Fig. 4
also shows the fraction of nodes in each topology with a node degree larger
than 1. Obviously, nodes with a degree of 1 can not have more than 1 next-hop
to any destination. We observe that the multipath capability varies strongly be-
tween topologies; it is generally higher in more well-connected networks. ANHOR
achieves a significant improvement over ECMP and LFA in all networks.

Note that the number of next-hops achieved with ANHOR is independent of
link weight settings, while ANHOR-SP is constrained to including the shortest
paths in the routing. ANHOR-SP performance is close to ANHOR, and gives a
clear improvement over LFA (by up to 28% in AS1239). This shows that Permuta-
tionRouting can give a significant gain compared to existing solutions, while being
compatible with shortest path routing with realistic link weight settings.

Next-Hop Distribution. Fig. 5 shows the mean and variance for the number
of next-hops at each router in our 6 topologies. For increased robustness and
load-balancing, it is generally good to have a high mean and a low variance in
the number of next-hops. If this variance is high, it means that a few nodes have
a high number of next-hops, while others might be left with only one.

Both ANHOR and ANHOR-SP produce full connectivity routings, which
means that the mean number of next-hops across all S-D pairs will be equal to
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half the average node degree in the topology. The mean is somewhat lower for
LFA and ECMP, meaning that some links are not used for packet forwarding.
The variance, however, is lower with ANHOR than with ANHOR-SP and LFA.
This shows how ANHOR achieved a better (more uniform) next-hop distribution
than the other routings.

Fig. 4. Fraction of S-D pairs with at
least two next-hops

Fig. 5. Means and variances of
next-hop distributions

In practice, there are good reasons to limit the number of next-hops that are
installed in the forwarding table for a particular destination. Installing more
than a few next-hops will not give much benefit with respect to robustness or
load-balancing. It will, however, require more fast memory in the forwarding
table, and may lead to the unnecessary inclusion of paths that are much longer
than the shortest path.

Hence, we look at an approach where the number of next-hops for a particular
destination is limited to at most K. We define a Routing Efficiency coefficient,
which denotes the fraction of bidirectional links that are used for traffic forward-
ing with a given K.

RE = 2× |Ed(K)| / |E| (4)

where |Ed(K)| is the number of directed links in the routing DAG when each
node can have at most K next-hops and |E| is the number of bidirectional links
in the network topology. According to this definition, 0 ≤ RE ≤ 1. Note that
a high RE is desirable, and corresponds to a low variance in the number of
next-hops achieved.

Table 2 shows the RE values for three values of K in the selected topologies.
The given value is the average over all S-D pairs. We see that for all routing
methods, a higher K gives a higher RE value. ANHOR and ANHOR-SP give
the highest RE values, sometimes with a significant improvement over ECMP
and LFA even for K = 2. The RE values in more well-connected topologies
(AS1239) are lower than in sparse topologies. Such topologies contain a high
number of nodes with a very high degree (39% nodes has their degrees greater
than 15 in AS1239), and a low K will hence exclude many valid (but often
unnecessary) paths.
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Table 2. Routing Efficiency coefficient

AS1221 AS1755 AS3967 AS3257 AS6461 AS1239

K = 2

ECMP 0.74 0.61 0.61 0.54 0.43 0.49
LFA 0.80 0.79 0.77 0.77 0.62 0.49

ANHOR-SP 0.86 0.84 0.85 0.76 0.67 0.58
ANHOR 0.94 0.90 0.95 0.81 0.81 0.60

K = 3

ECMP 0.76 0.62 0.62 0.54 0.46 0.56
LFA 0.86 0.90 0.87 0.82 0.77 0.57

ANHOR-SP 0.92 0.95 0.94 0.88 0.85 0.75
ANHOR 0.98 0.99 1.00 0.95 0.95 0.80

K = 4

ECMP 0.77 0.62 0.63 0.54 0.47 0.60
LFA 0.90 0.94 0.91 0.88 0.85 0.61

ANHOR-SP 0.96 0.99 0.97 0.93 0.93 0.85
ANHOR 1.00 1.00 1.00 0.99 0.99 0.92

Path Stretch. High path diversity increases robustness and allows for more
load balancing. However, it has a cost in terms of path inflation. Next, we look
at the distribution of path lengths. We focus on path lengths in terms of hop
counts, since this metric is independent of the link weight settings. Fig. 6 shows
the average path stretch for K = 3 with different routings, where the length of
each valid path has been normalized with the shortest path length for that S-D
pair. We observe that the superior path diversity in ANHOR and ANHOR-SP
comes at the cost of some path inflation, but that the average path lengths are
still comparable to those of shortest path routing. The path inflation introduced
with multipath routing can be ameliorated with more intelligent load balancing
methods [11][12].

Fig. 6. Average hop-count path
stretch with K = 3

Fig. 7. Relative running time towards
all destinations

Running Time and Memory Consumption. The complexity of our pro-
posed algorithms depends on the number of nodes, links and on how efficiently
the size of the candidate set can be reduced. The average size of candidate set
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turns out to be approximately 5 times (AS1755) to 12 times (AS1239) higher
than their corresponding average node degrees in our tested topologies.

Fig. 7 shows the relative running time of each routing method to ECMP across
six topologies. The AS topologies are listed in an increasing order of number
of nodes. The results are achieved with an Intel Core 2 CPU 6300 @ 1.86 GHz
machine. ANHOR has a low running time that is comparable to a normal ECMP
routing computation. For all destinations, the total time difference is less than
10% for all topologies. As for ANHOR-SP, calculating routing permutations for
all destinations take less than four times of ECMP. Across all topologies, the
memory consumption never exceeds 6 MB.

7 Related Work

This paper presents Permutation Routing as a method for increased robustness
in IP networks with traditional hop-by-hop forwarding. The proposed method
can be used to generate routings that give a significant boost in number of nodes
that have at at least two forwarding options to a destination. Our proposal shares
the same principle with many existing solutions that aim at adding robustness
either by changing routing protocols to adopt more than one next-hop towards
a destination in the routing table such as DUAL[1], MDVA[2], FIR[3] or adding
backup next-hops a posteriori to the forwarding entries found by a standard
shortest path routing protocol such as LFA[4], Not-via[5], MRC[6], SPT-DAG[7].
Unlike DUAL and MDVA, Permutation Routing bases its construction solely on
readily available topology information and hence no new control plane signalling
is required. In addition, Permutation Routing outperforms LFA and does not
introduce overhead bits as MRC and SPT-DAG.

Recent solutions focus on centralized routing that can provide added flexi-
bility by improving path diversity that meets different requirements. Examples
are O2 [16] and Protection Routing [14]. O2 routing has a similar routing ob-
jective to Permutation Routing, but limits itself to finding only two next-hops
for each node. Permutation Routing, on the other hand, allows a tunable K ≥ 1
while still being compatible with traditional link-state routing protocols. In the
same category, Protection Routing presents a two-phase heuristic to produce
a routing for a given traffic demand in a centralized routing system. In phase
1, the heuristic seeks to minimize number of unprotected nodes towards a des-
tination while minimizing the cost function given in [15]. Although Routing
Permutations share the goal of minimizing the number of nodes with only one
forwarding option, we prefer to evenly distribute next-hops among nodes rather
than performing traffic optimization for a specific traffic demand. We believe
that finding a routing that optimizes for a given load function is less important
in current Internet where traffic matrix elements vary significantly with time.
Instead, we aim at maximizing the available forwarding options for more intelli-
gent load balancing methods such as [11] [12] that are more responsive to traffic
variation.
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Similar to our method, MARA [17] employed the concept of permutations to
generate routings that can maximize alternates. MARA, however, uses a differ-
ent objective function seeking to maximize the minimum number of next-hops
towards a destination. It can easily be shown that in networks without parallel
links between nodes, this minimum must always be 1.

8 Conclusion

We have presented Permutation Routing as an approach for calculating more
robust routing while being compatible with existing links state routing proto-
cols. The paper proposed a generic algorithm to construct routing permutations.
Routings that optimize different objectives can be implemented by modifying the
selection criteria that are used in the construction algorithm. The goal of Per-
mutation Routing is to maximize the survivability in a network with traditional
hop-by-hop forwarding.

We have evaluated Permutation Routing with simulations on six ISP topolo-
gies. The results show that permutation routings outperform existing multipath
approaches such as ECMP and LFA in terms of robustness and path diversity.
We also showed that the complexity of calculating routing permutations is com-
parable to that of standard link state routing.
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Abstract. Energy consumption has already become a major challenge
to the current Internet. Most researches aim at lowering energy con-
sumption under certain fixed performance constraints. Since trade-offs
exist between network performance and energy saving, Internet Service
Providers (ISPs) may desire to achieve different Traffic Engineering (TE)
goals corresponding to changeable requirements. The major contribu-
tions of this paper are twofold: 1) we present an OSPF-based routing
mechanism, Routing On Demand (ROD), that considers both perfor-
mance and energy saving, and 2) we theoretically prove that a set of link
weights always exists for each trade-off variant of the TE objective, under
which solutions (i.e., routes) derived from ROD can be converted into
shortest paths and realized through OSPF. Extensive evaluation results
show that ROD can achieve various trade-offs between energy saving and
performance in terms of Maximum Link Utilization, while maintaining
better packet delay than that of the energy-agnostic TE.

Keywords: Traffic Engineering, OSPF, Energy Saving, Routing.

1 Introduction

Since plenty of bandwidth-intensive applications (e.g., video-on-demand and
cloud computing) have come into service, the amount of data being carried on the
Internet has dramatically grown [11]. Traditionally, Internet Service Providers
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(ISPs) leverage Traffic Engineering (TE) to ensure acceptable network perfor-
mance. Open Shortest Path First (OSPF) [18] is a commonly used intra-domain
routing protocol that can be applied in TE through configuring appropriate link
weights. In our previous work [5], we made a change on the traffic splitting
scheme in OSPF and proposed an OSPF-based approach to achieve optimal TE.

As bandwidth requirements increase, ISPs need to deploy more and faster net-
work equipments (e.g., routers) to handle these demands, resulting in the growth
of energy consumption. Therefore, TE should take both energy efficiency and net-
work performance into consideration rather than merely focusing on the latter.
The common idea of the state-of-the-art energy-aware TE approaches [7] [11] is
to reduce energy consumption under certain performance constraints. However,
we argue that trade-offs exist between energy saving and network performance.
Intuitively, an ISP can achieve higher network energy efficiency at the cost of
sacrificing partial performance without influencing user experience. Thus, there
is a set of solutions rather than a unique solution to solve the energy-aware TE
problem, where ISPs can make a flexible adjustment among these solutions.

The main challenge to achieve this goal exists that the conventional TE prob-
lem is already difficult due to the elastic nature of network traffic. Therefore,
considering energy saving and network performance together will make the prob-
lem even harder. This problem should be carefully studied to ensure the network
free from frequent oscillations and extra long delays.

This paper presents Routing On Demand (ROD), an OSPF-based routing
mechanism that can achieve energy-aware traffic engineering solutions. ROD is
formulated based on the Multiple Commodity Flows (MCF) constrains with
a weighted objective considering both energy consumption and network per-
formance in terms of Maximum Link Utilization (MLU). In ROD, a specific
trade-off requirement can be derived from adjusting a green factor in the ob-
jective function, where corresponding solutions (i.e., routes) can be converted
into shortest paths with respect to a set of link weights. Then we develop al-
gorithms to achieve these link weights, as well as flow splitting ratios based on
minor extensions to the Equal-Cost Multiple Paths (ECMPs) function in OSPF
that has been proposed in [5], which can be directly configured through OSPF
protocol without introducing additional load to the network. The compatibility
with existing network protocols eases the deployment of ROD mechanism.

Using real and synthetic network topologies, we evaluate the effectiveness of
the ROD mechanism in multiple metrics, including trade-offs between energy
saving and performance, link utilization and packet delay. Results show that,
through adjusting the green factor, ROD can achieve diverse trade-offs between
energy saving and MLU without bias on topology types. Moreover, a promising
result for Abilene lies in that a 1% growth of MLU threshold will roughly lead
to a 15% decrease in energy consumption. Similar results also hold for other
topologies.

The rest of the paper is organized as follows. Section 2 gives an overview of
our basic idea. In Section 3, we present the ROD model and the proof of the
existence of optimal link weights. The implementation issues are discussed in
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(a) Case 1 (b) Case 2 (c) Case 3

Fig. 1. Optimal Routing in Various Cases

Section 4, which is followed by the evaluation of ROD mechanism in Section 5.
We summarize the related work in Section 6 and then conclude the paper in
Section 7.

2 Overview of the Basic Idea

In this section, we illustrate through case studying that trade-offs exist between
energy saving and network performance.

As shown in Figure 1, each link has a capacity of 5 units. Traffic demands
consist of 2 Original-Destination (OD) pairs, namely A→B and A→E, with a
bandwidth requirement of 2 and 4 units respectively. For simplicity, we assume
that each unused link can be put into sleep mode [8] without any power consump-
tion, while each loaded link consumes the same amount of power. Given traffic
demands and network topology, we need to configure the OSPF link weights un-
der which the optimal routes for these demands according to certain constrains
and objectives are exactly the OSPF shortest paths.

Through the following three cases with the OSPF link weights beside links,
we illustrate the existence of trade-offs between energy saving and network per-
formance in terms of Maximum Link Utilization (MLU) based on OSPF.

Case 1: Minimizing MLU. The most widely used objective function of the
conventional TE is simply to minimize MLU [14], which aims at reducing the
risk of network congestion. The optimal routes are shown in Figure 1 (a), where
each path is marked with the same line type and its traffic load. In this case, the
optimal routes altogether leverage 7 links with a 2-unit load on each link. Thus
the MLU is 40%.

Case 2: Minimizing energy consumption without MLU constraint. Based on
the energy assumption, this goal is equivalent to minimize the number of loaded
links. The optimal routes are presented in Figure 1 (b), where altogether 4 links
are involved and the MLU is 80%. Comparing to Case 1, energy consumption of
the entire network is reduced approximately by (7− 4)/7 = 42.9%.

Case 3: Minimizing energy consumption with certain MLU upper bound. TE
with only energy consideration might increase the risk of network congestion on
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heavy loaded links when facing traffic bursts. Therefore, an ISP may desire to
minimize energy consumption while keeping MLU within certain safety thresh-
old, say 60%. The optimal routes are shown in Figure 1 (c), where the energy
saving rate compared with Case 1 is about 14.3% and the MLU is exactly 60%.

We notice that the traffic is not equally split over two ECMPs serving the
same OD pair A→E in Case 3. This can be realized by modifying hardware
components, which will be discussed in Section 4.

3 ROD Model

In this section, we first present the Routing On Demand (ROD) model to for-
mulate energy-aware TE problem, which extracts the trade-off between energy
saving and network performance. Then we prove that the optimal link weights
always exist under each considered TE objective function.

3.1 Network Model

We consider a directed network G = (N , E), where N is the set of nodes (i.e.,
routers) and E is the set of edges (i.e., links). We assume that all links are
directional and each link (i, j) ∈ E is attached with its own capacity cij which
is the maximum amount of traffic it can take. LetM denote the set of source-
destination pairs. For each m ∈ M, a traffic demand of (sm, tm) is dm, which
represents the average intensity of traffic volume entering the network at node
sm and leaving from node tm. Hereafter we use notations N,E and M to denote
the cardinalities of sets N , E andM, respectively.

A customary way to treat the TE problem is to formulate it based on MCF
constraints. We denote the destination node set with D = {t ∈ N : ∃ m ∈
M s.t. tm = t}. The traffic volume of commodity flow t along edge (i, j) is
denoted by f t

ij . The MCF constraints can be formulated as

fij =
∑
t∈D

f t
ij ≤ cij , ∀(i, j) ∈ E (1a)

∑
i:(s,i)∈E

f t
si −

∑
j:(j,s)∈E

f t
js = dts, ∀t ∈ D, s ∈ N (1b)

f t
ij ≥ 0, ∀t ∈ D, (i, j) ∈ E , (1c)

where dts ≥ 0 in (1b) is the expected traffic entering the network at node s and
destined to node t. For s �= t, set dts = dm if there exists m ∈ M such that
sm = s and tm = t, or set dts = 0 otherwise. For s = t, according to the previous
definition of commodity, we set dtt = −

∑
m:tm=t dm. Constraint sets (1a) and

(1b) represent the capacity and flow conservation constraints, respectively. We
say a traffic distribution f = (fij , (i, j) ∈ E) is feasible if there exists (ft, t ∈ D)
such that (f, ft, t ∈ D) satisfies the MCF constraints.
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Remark: Here, to formulate the problem in a more compact way, we regard all
traffic flows to the same destination as a commodity, i.e., we use the constraints
(1b) associated with those traffic flows with their sum for s = t, so that we can
obtain a formulation with less constraints and variables. It can be easily checked
that this formulation is equivalent to the one where each traffic flow is treated
as a separate commodity.

Minimizing MLU. If f is feasible, the total load and the utilization of link
(i, j) ∈ E are fij and fij/cij , respectively. The conventional TE problem prefers
to minimize MLU to balance traffic distribution over all links, i.e.,

minimize max
(i,j)∈E

fij
cij

(2a)

subject to (1a)− (1c). (2b)

Minimizing Energy Consumption. If we only consider minimizing energy
consumption of the entire network, then the TE problem turns into optimizing
traffic distribution under the same MCF constraints in (2) to use as few links as
possible, i.e., to minimize ‖f‖0, where ‖f‖0 represents the number of non-zero
elements of f.

The above formulation, which seeks the vector whose support has the smallest
cardinality, is commonly referred to as cardinality minimization and known to be
NP-hard. Since the computation time for medium and large-scale networks is a
great concern, the cardinality minimization problem is thus usually heuristically
solved by minimizing the �1 norm [6]. Then the TE problem of minimizing energy
consumption with the relaxed objective function is

minimize
∑

(i,j)∈E fij
subject to (1a)− (1c).

(3)

Routing On Demand. We introduce a green factor θ to combine the above
two models together and propose an integrated ROD model as follows

minimize θ max
(i,j)∈E

fij
cij

+
∑

(i,j)∈E fij

subject to (1a)− (1c).
(4)

3.2 Universal Existence of Optimal Link Weights

We associate the network with an operator, and assume that if the load held by
link (i, j) is fij , then the cost is φ(f). We also assume that the cost φ(f) is an
continuous convex function of f (f ≥ 0). Without loss of generality, we can apply
φ(f) to represent various objective functions of previous models. The goal of TE
thus turns into minimizing φ(f) over MCF constraints.

For simplicity of presentation, we write the MCF constrains in matrix form.
Then the general TE problem is given as TE(φ,G, c,D)



ROD: Toward the Energy-Aware Traffic Engineering with OSPF 237

minimize φ(f) (5a)

subject to f−
∑
t∈D

ft = 0 (5b)

f ≤ c (5c)

Aft = dt, ft ≥ 0, ∀t ∈ D, (5d)

where A, an N × E node-arc incidence matrix for network G, is introduced to
represent the multi-commodity flow constraints (1b). The column corresponding
to link (i, j) has a +1 entries in row i and a −1 entries in row j.

The partial Lagrangian of TE(φ,G, c,D) is

L(f, ft, t ∈ D;w) = φ(f)−
∑

(i,j)∈E
wijfij +

∑
t∈D

wT ft

From the general theory of constrained convex optimization [1], it follows that
(f, ft, t ∈ D) solves Problem (5) if and only if there exists a Lagrangian multiplier
vector w such that (f, ft, t ∈ D) solves

minimize φ(f)−
∑

(i,j)∈E wijfij +
∑

t∈D wT ft

subject to f ≤ c; Aft = dt, ft ≥ 0, ∀t ∈ D. (6)

Problem (6) is a separable optimization, since there is no coupling between
variable f and ft for all t ∈ D. Then Problem (5) can be solved through the
following distributed method, i.e., (f, ft, t ∈ D) solves problem (5) if and only if
there exists the Lagrangian multiplier vector w such that f solves the capacity
planning problem ISP(w, φ, c), i.e.,

minimize φ(f)−
∑

(i,j)∈E wijfij
subject to f ≤ c

(7)

and for each t ∈ D, ft solves the minimum cost flow problem MCF(w,dt)

minimize wT ft

subject to Aft = dt; ft ≥ 0.
(8)

Here we give some engineering interpretations to the separated Problems (7) and
(8) for all t ∈ D. First, the ISP’s problem (7) can be interpreted as a capacity
planning problem where ISP determines the possible virtual link capacity with
each link cost wij , the total cost φ(f) generated for flow distribution fij , and the
maximal permission capacity for each link cij and the objective as the net cost.
Then the flows of the t-th class with the same destination t finds a solution that
minimizes the total cost under the given link cost wij without considering the
link capacity.

An promising property of the optimal routes is that they can be converted
into shortest paths, i.e., the routes for the t−th class flow is the shortest path
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under the link weights wij . Let νt denote the optimal solution of the dual of
Problem (8). By applying the complimentary slackness theorem, we have

νti − νtj = wij , if f t
ij > 0 (9a)

≤ wij , if f t
ij = 0. (9b)

Let p : i0i1 · · · in be a possible path of OD pair (s, t), where i0 = s and in = t.
For example, if yp = mink=1,2,··· ,nf t

ik−1ik
> 0, we have

∑
(i,j)∈p wij = νts − νtt ≤∑

(i,j)∈p̄ wij for any other path p̄ that connects the same source-destination pair

(s, t) under conditions (9a) and (9b).
Hereafter we refer to these as the optimal link weights and the optimal link

loads, which are denoted by w∗ and f∗, respectively. The similar results have
been shown by Wang et al. [3]. The major difference existing in our approach is
that we present a close form of the link weights which are explicitly determined
by the objective and the optimal traffic distribution. The main results are shown
by Theorem 1 and that in Section 3.3.

Let p be a subgradient of a convex function f at x ∈ domf if

f(y) ≥ f(x) + pT (y − x), ∀y ∈ domf.

Subdifferential of f at x ∈ domf is the set of all subgradients of f at x and is
denoted by ∂f(x). If f is convex and differentiable at x, then ∂f(x) = {∇f(x)}.

Theorem 1. There exists one subgradient p of φ at f∗ such that w∗
ij = pij if

f∗
ij < cij and w∗

ij ≥ pij if f∗
ij = cij.

The proof of Theorem 1 can be conducted based on the convex analysis theory
with the ISP’s problem (7) and the calculation rule of subdifferential, which is
omitted here due to space limitation.

3.3 Optimal Link Weights for Various Cost Functions

In this subsection, we will illustrate that the optimal link weights can be achieved
for those cost functions in Section 3.1.

Lemma 1. Let f(x) = max{f1(x), · · · , fm(x)}. Define I(x) = {i : fi(x) =
f(x)}, and the active functions is at x. Then it holds that

∂f(x) = conv
{
∪i∈I(x)∂fi(x)

}
,

For minimizing MLU, i.e., (2), we have φ(f) = max(i,j)∈E
fij
cij

. Let I(f∗) =

{(i, j) ∈ E : f∗
ij/cij = max(i,j)∈E fij/cij}, i.e., the set of the link with MLU.

By Lemma 1, we have p ∈ ∂φ(f∗) if and only if pij = aij/cij for (i, j) ∈ I(f∗)
and aij ≥ 0,

∑
(i,j)∈I(f∗) aij = 1, and pij = 0 otherwise.

The results show that the routing minimizing MLU is the shortest path rout-
ing for each source-destination pair, where the link weights for the non-bottleneck
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links are all zeros, and only the link weights of the bottleneck links are possibly
positive and scale with the inverse of their link capacities.

For minimizing energy consumption, by Theorem 1, routes derived fromModel
(3) are the shortest paths, where link weights are 1s for unsaturated links (i.e.,
f∗
ij < cij) and greater than 1 for the rest links. Furthermore, any path without
including saturated links must be the lowest hop-count path.

For Routing On Demand, in (4), assume the green factor such that the optimal
link load f∗

ij < cij for all (i, j) ∈ E , i.e., all links are unsaturated. By Theorem
1, the routes minimizing Problem (4) are the shortest paths, where the link
weight is θaij/cij + 1 for (i, j) ∈ I(f∗) and aij ≥ 0,

∑
(i,j)∈I(f∗) aij = 1, and

is 1 otherwise. Furthermore, the path of a source-destination pair must be the
shortest hop-count path if it does not cross bottleneck links.

4 Implementation Issues

In this section, we will briefly discuss the implementation issues of ROD mecha-
nism based on the theoretical formulation in Section 3. Similar to the conventional
traffic engineering, ROD relies on a centralized controller that is responsible for
centrally computing link weights and periodically configuring all routers.

4.1 Collecting and Disseminating Information for ROD

The input information for ROD (e.g., network topology and traffic matrix) can
be collected from routers. In OSPF, each router will periodically flood its Link
State Advertisements (LSAs) that contain all link state information. In par-
ticular, the Traffic Engineering Link State Advertisement (TE-LSA) defined in
RFC3630 [17] records link load information. Thus, the latest topology and traffic
matrix could be computed based on this information.

Algorithm 1. Computing the optimal link weights

Given optimal tolerance ε and initial weight w(0) (such as wij(0) = 1), k = 0;
for the given weight w(k) do

Solve ISP(w, φ, c) in (7) to achieve the traffic load fij(k) for link (i, j);
Solve MCF(w,dt) in (8) to achieve the routing variable ft(k) for destination t;
Each link (i, j) ∈ E updates its link weight

wij(k + 1) =
(
wij(k)− γk(

∑
t∈D f t

ij(k)− fij(k))
)
+
;

k ← k + 1;
Until gap(w(k), f(k), f(k)) < ε.

end for

The optimal link weights can be computed through Algorithm 1, which is de-
rived from the dual decomposition of TE(φ,G, c,D) defined in (5). Given the link
weight w in each iteration, the ISP’s problem in (7) and the MCF problem in (8)
will be solved to get their own optimal traffic distribution. Then the dual gap
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gap(w(k), f(k), f(k)) =
∑

(i,j)∈E
wij(k)(

∑
t∈D

f t
ij(k)− fij(k))

is applied as an optimality measure. Here γk is the step size and (z)+ = max(0, z).
If the dual gap is smaller than tolerance ε, the iteration will terminate with op-
timal link weights w∗ and traffic distribution f∗.

These link weights can be directly configured in routes as OSPF link weights.
Algorithm 1 is converged because we apply the classic sub-gradient projection
method [1] to the dual of TE(φ,G, c,D) in (5). Since the traffic matrix changes
over time, the frequency of periodically computation and configuration may have
an impact on network overhead and ROD performance. This is a major issue for
our further investigation.

4.2 Data Forwarding under ROD

The packet under RODmechanism is forwardedhop-by-hop along the destination-
based shortest paths, which is the same as in OSPF. The shortest paths are
constructed from the optimal link weights derived from Algorithm 1. In case
that there are multiple equal-cost shortest paths between the same OD pairs,
the flow splitting ratios over these paths can be computed from Algorithm 2.
Taking the optimal traffic distribution f∗ derived from Algorithm 1 as input
information, Algorithm 2 first topologically sorts all nodes that are involved in
data forwarding to a certain destination t, and then calculates the traffic splitting
ratio τ(s, p, t) for each candidate next-hop denoted by p. The computational
complexity of Algorithm 2 is O(N ∗ (N + E)).

We mentioned the unequal traffic splitting ratios over ECMPs in Section 2. In
hardware level, such traffic splitting scheme is usually realized through a hash-
based mechanism [9]. Therefore, we can configure the hash table with different
weights corresponding to the desired traffic splitting ratios.

Algorithm 2. Achieving the splitting ratios

Input the optimal traffic distribution f∗

for each t ∈ D do
Define an empty node set V and an empty link set L
V ← V ∪ {t}
for each link (i, j) ∈ E do

if i /∈ V and ft∗ij > 0 then
V ← V ∪ {i} and L ← L ∪ {(i, j)}

end if
end for
Do topological sorting on V to get the sorted node set V ′

for each node s ∈ V ′(s �= t) do
τ (s, p, t) = f∗t

sp/
∑

(s,p)∈L f∗t
sp

V ′ ← V ′\{s}
end for

end for
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Table 1. Topologies for evaluation

Network Category Nodes Links Flows

Abilene Backbone 11 28 110

Cernet2 Backbone 20 44 380

Random Random 50 230 50

Table 2. Power consumption of line-cards

Line-card Rate/Mbps Energy/W

1-Port OC3 155.52 60

8-Port OC3 1244.16 100

1-Port OC48 2488.32 140

1-Port OC192 9953.28 174
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Fig. 2. Trade-offs between MLU and Energy Consumption for Different Topologies

5 Evaluation

In this section, we evaluate ROD with real and synthetic networks to show its
effectiveness on achieving trade-offs between energy saving and performance.

5.1 Experimental Setup

We resort to ns2 simulator [21] to explore the effectiveness of ROD on small-
and large-scale topologies. For comparison, hereafter we refer to mechanisms
minimizing MLU and energy consumption as MMLU and MEC, respectively.

Topologies. The topologies used are summarized in Table 1. The router-level
topology of Abilene is available at [16]. For simplicity, we consider the two routers
at Atlanta as a single node, the entire network thus has 11 nodes altogether. The
Cernet2 is the worldwide largest pure IPv6 research network, which has 44 links
with 10 Gbps for 8 core links and 2.5 Gbps for the rest. The Random topology
is generated by GT-ITM [20], whose capacity is set to 1 Gbps for each link.

Traffic Matrices. For Abilene, we select a subclass of the online available matri-
ces [16], which are measured on March 1st, 2004. The traffic matrix for Cernet2
is generated by the gravity model [15] based on aggregated link load collected
from January 10th to 16th, 2010. We generate a sparse traffic matrix for Random
through gravity model to achieve a light traffic load scheme.
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Fig. 3. Simulation Results for Abilene on March 1st, 2004

Energy Saving Assumptions. Since line-cards are considered to account for
more than 40% of a router’s total budget [19], we thus focus on line-cards for
energy saving, whose consumption in our evaluation is summarized in TABLE
2. We assume that unloaded line-cards can be automatically put into sleep mode
and the time required to enter or wake up from sleep mode is negligible [10].

5.2 Performance versus Energy Saving

In this subsection, we explore trade-offs that exist between performance and
energy saving potential in ROD. MLU is usually a major concern for ISPs in
TE and thus employed here as an indicator of network performance. For energy
saving indicator, we compute the amount of power consumption of line-cards in
each simulation.

For each topology, we vary the green factor θ to investigate trade-offs between
MLU and power consumption, which are plotted in Figure 2. The x-axis rep-
resents power consumption of the entire network and the y-axis represents the
MLU. For ease of illustration, we use MEC as a benchmark and normalize the
value of energy consumption of ROD. We first asterisk discrete points for a set
of selected values of θ and then fit these points to achieve smooth curves.

The result for Abilene in Fig. 2(a) reveals that power consumption varies
consistently with θ, whereas MLU decreases as θ increases. We also notice that,
if the MLU threshold of Abilene network is relaxed a bit (e.g., from 16.8% to
17.5%), the power consumption will considerably lower down (e.g., from 1.25 to
1.05). Similar results also hold for Cernet2 and Random.

From the three sub-figures, we also notice two stages, 1) keeping θ increasing
when it is larger than 10 can slightly bring down MLU but dramatically raises
up the energy consumption, which we refer to as power-sensitive stage; 2)
continuing to turn θ down when it is smaller than 0.1 will make a small contri-
bution to energy saving at the cost of a sharp increase of MLU, which we regard
as performance-sensitive stage. As both power- and performance-sensitive
stages are undesirable for ISPs, we choose three typical values of θ between
these two stages for the following evaluation, namely 0.1, 1 and 10.
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Fig. 4. Sorted Link Utilization for Different Topologies
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Fig. 5. CDF of Packet Delay for Different Topologies

In Figure 3 (a), we show how the green factor θ affects the energy saving
potential of Abilene on March 1st, 2004. For each time interval, the power saving
ratio is computed with the total power consumption of MMLU as a benchmark.
The average energy saving ratio of ROD with θ = 0.1 is about 15%, which is
very close to that of MEC and higher than the other two cases with larger θ.
The curve with θ = 1 experiences severe oscillation since it can be easily affected
by the changes in traffic matrix when equally considering minimizing MLU and
power consumption.

5.3 Link Utilization

In this subsection, we evaluate the impact of ROD on link utilization that is
denoted by f in Section 3. Using the Abilene traffic matrices collected for 24
hours, we first explore changes of MLU under each routing mechanism. We
present the CDF of MLU of Abilene for a whole day in Figure 3 (b). Since the
traffic is light, MLU is always under 40% for all cases. The curves for MMLU
and MEC mechanisms act as a lower and higher bound, respectively. The three
variations of ROD mechanism with different θ have slight difference in terms of
MLU over temporal scale.

In Figure 4, we explore the utilization of all links for a single traffic matrix,
where the x-axis represents the link indices. For Abilene, the traffic of MMLU
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is more evenly distributed over all links, since nearly 64.3% of the total 28 links
achieve the largest utilization. However, MEC goes to the opposite side and
concentrates the traffic on fewer links, leaving the minority of the links with
much higher utilization. The curves under ROD mechanism with θ = 10 is
similar to that of MMLU, whereas the one with θ = 0.1 is close to MEC, leaving
the curve with θ = 1 taking the middle place. The cases for Cernet2 and Random
are similar, therefore, we do not present Random result due to space limitation.

5.4 Packet Delay

In this subsection, we evaluate the propagation delay under ROD. Figure 5
shows CDF of packet delay in different routing mechanisms for Abilene and
Cernet2 topologies. For Abilene, MMLU exhibits the higher bound of packet
delay, whereas MEC acts as the lower bound. The reason lies in that MMLU
may result in undesirable overlong paths in terms of hop counts in order to avoid
the highly utilized links. For this reason, the reciprocal of green factor in ROD
could be considered as a penalty on the unnecessarily long paths. Therefore, the
variation of ROD with a smaller θ should have a lower packet delay, which is
confirmed through the curves in Figure 5(a). Due to space limitation, we omit
the discussion on Cernet2 and the similar results to Random topology.

6 Related Work

Gupta et al. [8] firstly propose an energy saving approach by shifting network in-
terfaces or devices (e.g., routers) into sleep mode during idle periods. Nedevschi
et al. [10] investigate two approaches via sleep and rate adaption. The former
approach enables line-cards to sleep between packet bursts while the latter can
adjust devices to operate at low frequency when traffic load is light. Vasić et
al. [11] consider the above two approaches and present EATe to reduce energy
consumption at the expense of increasing massage overhead of routers. In con-
trast, ROD mechanism is compatible with the current OSPF protocol and thus
do not introduce unnecessary message cost.

Zhang et al. [7] have recently proposed an MPLS-based intra-domain traffic
engineering mechanism, GreenTE, to maximize the number of links that can
be put into sleep mode under given performance constrains. However, GreenTE
requires excessive management control to achieve its goal because MPLS tunnels
should be frequently set up and adjusted according to the elastic traffic. Panarello
et al. [12] put forward a trade-off approach for performance and energy saving
in access network. However, since devices in backbone networks consume the
large majority of energy [13], we thus focus on exploring trade-off that exists in
backbone networks.

7 Conclusion

This paper presents Routing On Demand (ROD), which is an OSPF-based rout-
ing mechanism that can achieve trade-off solutions to energy-aware TE problem.
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We theoretically prove that a set of link weights always exists for each trade-
off in energy-aware TE objective, under which solutions (i.e., routes) derived
from ROD can be converted into shortest paths and realized through OSPF.
Evaluation results show that ROD can achieve different trade-offs between en-
ergy saving and performance in terms of Maximum Link Utilization (MLU)
while maintaining better packet delay than that of energy-ignore TE. The com-
patibility of ROD with OSPF eases its deployment. Our future work includes
investigating the overhead to realize ROD mechanism as well as the impact of
link failures and traffic bursts.
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11. Vasić, N., Kostić, D.: Energy-Aware Traffic Engineering. In: The 1st International
Conference on Energy-Efficient Computing and Networking, pp. 169-178 (2010)

12. Panarello, C., Lombardo, A., Schembra, G., Chiaraviglio, L., Mellia, M.: Energy
Saving and Network Performance: a Trade-off Approach. In: The 1st International
Conference on Energy-Efficient Computing and Networking, pp. 41–50 (2010)

13. Tucker, R., Baliga, J., Ayre, R., Hinton, K., Sorin, W.: Energy Consumption in IP
Networks. In: ECOC Symposium on Green ICT, p. 1 (2008)

14. Applegate, D., Cohen, E.: Making Intra-domain Routing Robust to Changing and
Uncertain Traffic Demands: Understanding Fundamental Tradeoffs. In: ACM SIG-
COMM, pp. 313–324 (2003)

15. Roughan, M., Greenberg, A., Kalmanek, C., Rumsewicz, M., Yates, J., Zhang, Y.:
Experience in Measuring Backbone Traffic Variability: Models, Metrics, Measure-
ments and Meaning. In: ACM SIGCOMM Internet Measurement Workshop, pp.
91–92 (2002)



246 M. Shen et al.

16. Yin Zhang’s Abilene TM,
http://www.cs.utexas.edu/~yzhang/research/AbileneTM/

17. Katz, D., Kompella, K., Yeung, D.: RFC 3630: Traffic Engineering (TE) Extensions
to OSPF Version 2, http://www.ietf.org/rfc/rfc3630.txt

18. Moy, J.: RFC 2328 OSPF Version 2, http://tools.ietf.org/html/rfc2328.txt
19. Power Management for the Cisco 12000 Series Router,

http://www.cisco.com/en/US/docs/ios/12_0s/feature/guide/12spower.html

20. GT-ITM, http://www.cc.gatech.edu/projects/gtitm/
21. Network Simulator 2, http://www.isi.edu/nsnam/ns/

http://www.cs.utexas.edu/~yzhang/research/AbileneTM/
http://www.ietf.org/rfc/rfc3630.txt
http://tools.ietf.org/html/rfc2328.txt
http://www.cisco.com/en/US/docs/ios/12_0s/feature/guide/12spower.html
http://www.cc.gatech.edu/projects/gtitm/
http://www.isi.edu/nsnam/ns/


Minimization of Network Power Consumption

with Redundancy Elimination

Frédéric Giroire1, Joanna Moulierac1,
Truong Khoa Phan1, and Frédéric Roudaut2

1 Joint project MASCOTTE, I3S(CNRS-UNS), INRIA, Sophia-Antipolis, France
{frederic.giroire,joanna.moulierac,truong khoa.phan}@inria.fr

2 Orange Labs, Sophia Antipolis, France
frederic.roudaut@orange.com

Abstract. Recently, energy-aware routing has gained increasing popu-
larity in the networking research community. The idea is that traffic de-
mands are aggregated over a subset of the network links, allowing other
links to be turned off to save energy. In this paper, we propose GreenRE -
a new energy-aware routing model with the support of the new technique
of data redundancy elimination (RE). This technique, enabled within the
routers, can identify and remove repeated content from network trans-
fers. Hence, capacity of network links are virtually increased and more
traffic demands can be aggregated. Based on our real experiments on
Orange Labs platform, we show that performing RE consumes some en-
ergy. Thus, while preserving connectivity and QoS, it is important to
identify at which routers to enable RE and which links to turn off so
that the power consumption of the network is minimized. We model the
problem as an Integer Linear Program and propose a greedy heuristic al-
gorithm. Simulations on several network topologies show that GreenRE
can gain further 30% of energy savings in comparison with the traditional
energy-aware routing model.

Keywords: Green networking, Energy-efficient routing, Algorithm.

1 Introduction

Some recent studies [6][12] exhibit that the traffic load of routers only has small
influence on their energy consumption. Instead, the dominating factor is the
number of active elements on routers such as ports, line cards, base chassis, etc.
Therefore, in order to minimize energy consumption, fewer network elements
should be used while preserving connectivity and QoS. Intuitively, it is possible
to have multiple paths between a pair of source-destination on the network.
When traffic load on links is low, we can aggregate the traffic into fewer links so
that the other links do not need to carry any traffic. Routers then can turn off
idle links (or precisely, two ports on the two routers at the ends of the link) for
energy reduction. Although today’s routers cannot turn off the ports and bring
them back to active state quickly, we believe that this advance will come in near
future, especially if it offers big energy savings.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 247–258, 2012.
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In general, link capacity is the main constraint when aggregating traffic flows
to a subset of links. In this work, we use an assumption that routers can eliminate
redundant data traffic and hence virtually increase capacity of the links. As
a result, more traffic flows can be aggregated and more links can be turned
off to save energy. Although routers nowadays cannot remove repeated content
from network transfers, we notice that there is WAN Optimization Controller
(WOC) - a commercial device used in enterprises or small ISPs to eliminate
traffic redundancy [5][10][14]. In order to identify the power consumption directly
induced by RE, we perform real experiments on the WOCs. Because the principle
idea of routers performing RE is similar to that of the WOC (section 2.2), we
believe that when a router eliminates traffic redundancy, it also consumes more
energy than usual. Therefore, in order to evaluate the global power consumption
of the network, we should consider both the number of active links and the
number of routers that perform RE. In summary, the contributions of this work
are the following:

– We do real experiments to show power consumption of a WOC.
– We define and model the problem using Integer Linear Programing (ILP).
– We propose and evaluate a greedy heuristic algorithm that can be used for
large-scale networks.

– By simulation, we present energy savings on real network topologies. In
addition, we discuss the impact of GreenRE on route length (or delay also).

The rest of this paper is structured as follows. We summarize related works in
Section 2. In Section 3, we model GreenRE using ILP, then propose a greedy
heuristic algorithm. Simulation results are presented in Section 4. We have dis-
cussion in Section 5 and finally, we conclude the work in Section 6.

2 Related Works

2.1 Reduction of Energy Consumption

Measurement of Energy Consumptions. Several empirical measurements
showed that energy consumption of network devices is largely independent of
their load [6][12]. In addition, many experiments show that the power consump-
tion depends on the number of active ports on routers [12]. Hence, explicitly
turn off unused ports can reduce power consumption of routers.

Energy Minimization. The work on energy consumption of the Internet has
been first evoked as a hypothetical working direction in [11]. Recently (2008 -
present), researchers have started to massively invest their efforts in this research
area [4]. The authors in [7] modeled the problem using ILP and showed how much
energy can be saved on different network topologies. In [9], the authors proved
that there is no polynomial-time constant factor approximation algorithm for
this problem. Then they give theoretical bounds for specific network topologies
and present heuristics to find solution close to the optimal one.
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2.2 Reduction of Traffic Load

Internet traffic exhibits large amount of redundancy when different users access
the same or similar contents. Therefore, several works [1][2][3][10][16][17] have
explored how to eliminate traffic redundancy on the network. Spring et al. [17]
developed the first system to remove redundant bytes from any traffic flows.
Following this approach, several commercial vendors have introduced WAN Op-
timization Controller (WOC) - a device that can remove duplicate content from
network transfers [5][10][14]. WOCs are installed at individual sites of small ISPs
or enterprises to offer end-to-end RE between pairs of sites. As shown in Fig. 1,
the patterns of previously sent data are stored in database of the WOCs at both
sending and receiving sides. The technique used to synchronize the databases
at peering WOCs can be found in [10]. Whenever the WOC at the sending side
notices the same data pattern coming from the sending hosts, it sends a small
signature instead of the original data (called encoding process). The receiving
WOC then recovers the original data by looking up the signature in its database
(called decoding process). Because signatures are only a few bytes in size, sending
signatures instead of actual data gives significant bandwidth savings.

Recently, the success of WOC deployment has motivated researchers to ex-
plore the benefits of deploying RE in routers across the entire Internet [1][2][3][16].
The core techniques used here are similar to those used by the WOC: each router
on the network has a local cache to store previously sent data which then is
used to encode and decode data packets. Obviously, there are two key chal-
lenges that hinder the deployment of RE on routers. First, a significant number
of memory accesses and heavy computation are required during various stages
of RE. Second, a large amount of memory is required for the local cache at
routers. However, Anand et al. [3] have introduced SmartRE which considers
these challenges in the design. The authors show that on the desktop 2.4 GHz
CPU with 1 GB RAM used for storing caches, the prototype can work at 2.2
Gbps for encoding and at 10 Gbps for decoding packets. Moreover, they believe
that higher throughput can be attained if the prototype is implemented in hard-
ware. Hence, the key limitations can be overcome and this technology should
come in future’s routers, especially if it offers significant bandwidth savings.
Several real traffic traces have been collected from many networks such as at 11

WAN

` WOC

Synchronized compression database

Fig. 1. Reduction of end-to-end link load using WOC
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corporate enterprises in US [2], at a large university in US [1] and at 5 sites of a
large corporate network in North America [16]. The authors in [1][2][16] conclude
that up to 50% of the traffic load can be reduced with RE support.

In this work, we proposeGreenRE - the first model of energy-aware routingwith
RE support.We show that RE,whichwas initially designed for bandwidth savings,
is also a potential technique to reduce power consumption of the Internet.

3 Energy-Aware Routing with RE

Traditional energy-aware routing model (without RE) has been presented as
a multicommodity integral flow problem with the objective of minimizing the
number of links [9]. Our GreenRE model can be modeled in a similar way.
However, when performing RE, routers consume some additional energy (section
4.1). Thus both the active links and the RE-routers (routers that perform RE)
should be considered in the objective function. We model a network topology as
an undirected weighted graph G = (V,E), where the weight Cuv represents the
capacity of an edge (u, v) ∈ E. We represent a set of demands by D = {Dst >
0; (s, t) ∈ V × V, s �= t} where Dst denotes the amount of bandwidth required
for a demand from s to t. A feasible routing of the demands is an assignment for
each Dst ∈ D a path in G such that the total amount of demands through an
edge (u, v) ∈ E does not exceed the capacity Cuv. We present in Fig. 2 a simple
example to show the efficiency of using RE-routers in energy-aware routing. The
objective is to find a routing solution for the two demands D0,5 and D10,15

(both with traffic volume requirement of 10) so that it satisfies the link capacity
constraint and minimize power consumption of the network. As shown in Fig.
2a, the routing solution without RE-router requires 10 active links, then we can
turn off 7 links and save 41% of energy consumption of the network. Meanwhile,
when routers 6 and 9 are RE-routers, and assume that 50% of the traffic is
redundant, then we have a better solution in which 57% of energy is saved (Fig.
2b). Moreover, if the two demands increase traffic volume to 20, there is no
feasible routing solution without RE-router. But it is possible to find a solution
if we have RE-routers at 0, 5, 10 and 15.

Energy-aware routing problems are known to be NP-hard [7][9], hence we
first define and model the problem using Integer Linear Program (ILP), then we
present a greedy heuristic algorithm for large scale networks.
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Fig. 2. Feasible routing solution (a) without RE-router and (b) with RE-routers
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3.1 Optimal Solution - Integer Linear Program (ILP)

For each link (u, v) ∈ E , we use a binary variable xuv to determine if the link
is used or not. We consider a simplified architecture where each line card on
router has one network interface. Therefore, when a link (u, v) is used (xuv = 1),
the two network interfaces at router u and router v are enabled, and the power
consumption of this link (called PLuv) is the sum of power consumption of the
two interfaces at router u and router v. We note fst

uv be the flow on edge (u, v)
corresponding to the demand Dst flowing from u to v. We use an assumption
that all routers on the network can perform RE, however they can disable RE
when unused to save energy. Then, we define a binary variable wu which is equal
to 1 if router u perform RE (called RE-router and it consumes additional PNu

Watts). We also use a redundancy factor γ to represent amount of data that
can be eliminated by the RE-routers. We differentiate the usual flow fst

uv from
the RE-flow frstuv (the redundant data has been removed), on link (u, v) for
a demand (s, t) and frstuv = f st

uv/γ. When a flow enters a RE-router u, it can
happen:

– If the flow is RE-flow, the router u can decode it to usual flow or do nothing
(just forward the RE-flow).

– If the flow is usual flow, the router u can perform RE for this flow or just
forward it.

The Objective Function of the ILP is to find a routing solution that minimizes
the total power consumption of the network:

min
[
PLuv

∑
(uv)∈E

xuv + PNu

∑
u∈V

wu

]
subject to:

“Flow conservation constraint”: ∀u, v ∈ V , N(u) - neighbors of u

∑
v∈N(u)

f st
vu−

∑
v∈N(u)

f st
uv+γ

( ∑
v∈N(u)

frstvu−
∑

v∈N(u)

frstuv

)
=

⎧⎨⎩
−Dst if u = s,
Dst if u = t,
0 otherwise.

(1)

“Capacity constraint”: ∀(u, v) ∈ E, Cuv - capacity of link (u, v)∑
(s,t)∈D

(
f st
uv + f st

vu + frstuv + frstvu

)
≤ xuvCuv (2)

“RE-router”: ∀u, v ∈ V ,

M.wu ≥
∑

v∈N(u)

(
frstuv−frstvu

)
(3a)

M.wu ≥
∑

v∈N(u)

(
frstvu− frstuv

)
(3b)



252 F. Giroire et al.

Equation (1) states the flow conservation constraint and we differentiate between
RE-flows and usual flows. Constraint (2) forces the link load to be smaller than
the link capacity. Like some existing works [7][9], we consider a simplified model
where link load is the total volume of all the flows passing through this link. In
addition, to accommodate traffic bursts, we should limit the maximum utilization
over any links in the network. For instance, the capacity using in equation (2)
would be set to αCuv where α = 50%. The constraints (3a) and (3b) (where
M is a big constant number) are to make sure when the router u disables RE
(wu = 0), the difference between the sum of the RE-flows that enter and leave
router u is equal to zero.

3.2 Heuristic Solution

The heuristic algorithm, in the first step, tries to find a routing solution for all
demands so that it minimizes the number of active links. Because all routers on
the network are assumed to be RE-routers, we virtually decrease volume of all
the traffic demands to Drst = Dst/γ. Then for the second step, based on the
routing found in the previous step, we try to disable RE on as many routers as
possible to save energy.

Algorithm 1. Finding a feasible routing
Input: An undirected weighted graph G = (V,E) where each edge e has
a capacity Ce, a residual capacity Re, an initial metric we and a set of
demands Drst ∈ D.

∀e ∈ E,Re = Ce, we = total number of demands
Sort the demands in random order
while Drst has no assigned route do

compute the shortest path SPst with the metric (we)
assign the routing SPst to the demand Drst
∀e ∈ SPst, Re = Re −Drst, we = we − 1

end
return the routing (if it exists) assigned to the demands in D

Starting with the Algorithm 1, we compute a feasible routing for the RE-
demands. Initially, all links on the network are set up with the same metric we

which is equal to the total number of demands. We compute the shortest path
for each demand with the metric we on links. Then, the links that have carried
the shortest path is updated with metric: we = we − 1. Using this metric in the
shortest path, we implicitly set high priority to reuse links that have already
been selected. Then, the Algorithm 2 - Step 1 is used to remove in priority links
that are less loaded. Ce/Re is used as the load on a link where Re is the residual
capacity on link e when previous demands have been routed.

In Step 2, we use the routing solution found in the Step 1 as the input of
the algorithm. Then, we consider all the traffic demands as normal demands
without RE. Hence, some links can be congested because the total traffic volume
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Algorithm 2. Input: An undirected weighted graph G = (V,E) where
each edge e ∈ E has a capacity Ce and a residual capacity Re

Step 1 - Removing less loaded links:

while edges can be removed do
remove the edge e that has not been chosen and has smallest value Ce/Re

compute a feasible routing with the Algorithm 1
if no feasible routing exists, put e back to G

end
return the feasible routing if it exists.
Step 2 - Enabling set of RE-routers:
Consider normal demands (without RE) and routing solution in Step 1
while network is congested do

find demands to perform RE first (details later in part (a))
enable set of RE-routers using end points congestion (details later in part
(b))

end

of demands may exceed the link capacity. The heuristic we use in Step 2 is based
on following observations:

(a) Which Demand to Perform RE First? In Fig. 3a, we can see that when
performing RE for D0,11 on router 1 and 10, the amount of traffic passing all
the congested links (links (1, 3), (8, 9) and (9, 10)) is also reduced. Then, the
heuristic in step 2 decides to perform RE for this flow first. Assume that the
redundancy factor γ = 2, then the links (8, 9) and (9, 10) are still congested.
After removing Dr0,11, the available capacity of links (8, 9) and (9, 10) are 5
and 10, respectively. Applying the same rule, the next demand to perform RE
is D7,11. Then, there is no congested link on the network since the link (9, 10) is
also released from congestion. Finally, only the routers 1, 8 and 10 are needed to
enable RE. In summary, the algorithm will perform RE for the flows that passes
through most of the congested links first.

0 2 3 65 10 5 10

D0,4 = 10
congested link congested link

RE-router

1 4 510 10

RE-router
(b) 6 active links + 4 RE-routers
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Fig. 3. Congested links and RE-routers
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(b) End Points Congestion: in Fig. 3b and Fig. 3c, the demand (0,6) has
traffic volume of 10 and the number on links indicates link capacity. Therefore,
the two links (0, 1) and (4, 5) are congested. Hence, a naive solution is to enable
RE at the two end-point routers of each congested link as shown in Fig. 3b.
However, a better solution with less RE-routers should be to enable RE only
at the starting (router 0) and ending point (router 5) of all the congested links
(Fig. 3c). In summary, the algorithm will look for the longest congested part of
the flow to enable RE-routers.

4 Experiments and Simulation Results

4.1 Energy Consumption with WOC

Several results of bandwidth savings using WOC can be found in [10]. We have
also performed experiments on the network platform of the project Network
Boost at Orange Labs1. We installed two WOCs, each at the access links of
the two sites (let’s call site A and site B). These two sites are connected via a
backbone composed of 4 routers. We setup FTP connections for uploading files
from site A to site B. As shown in Fig. 4a, power consumption of the WOC
is increased (from 26 Watts to 34 Watts) with the number of concurrent FTP
sessions. For the next experiment, we keep only one FTP session and let the
WOC perform RE for 10 hours in which the size of uploaded files is increased.
The results show that the WOC consumes around 30 Watts on average (Fig. 4b).
Therefore, for sake of simplicity, we use an average value of power consumption
(30 Watts) to represent additional cost for the router to perform RE.

4.2 Simulation Results with GreenRE

We studied ten classical real network topologies extracted from SNDLib [15].
Because CPLEX [8] takes several hours to find an optimal solution even for the

Fig. 4a. With concurrent FTP sessions Fig. 4b. With increasing size of uploaded files
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1 The full figure of the test-bed can be found in [13].
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smallest network (Atlanta network), we force CPLEX to stop after two hours of
execution. According to the results of the works mentioned in Section 2.2, we use
a redundancy factor γ = 2 for all the simulations. We present in Fig. 5 results for
Atlanta network topology - optimal solutions without RE-routers (OPT-Green)
given by [9], ILP results (within two hours) with RE-routers (ILP-GreenRE),
heuristic with RE-routers (H-GreenRE) and shortest path routing with RE-
routers (SP-RE) given by [1]. For worst-case scenario and for comparison with
previous work [9], all links are set up with the same capacity C and the demands
are all-to-all (one router has to send traffic to all remaining routers on the net-
work) with the same traffic volume D for each demand. The x−axis in Fig. 5
represents the capacity/demand ratio (λ = C/D). Note that in the simulations, λ
has the same value and it represents the traffic load on the network. Large value
of λ means that the link capacity is much larger than the required bandwidth of
traffic demands or we can say the traffic load on the network is low. The power
consumption of a link and of a RE-router used in the simulations are 200 Watts
[7] and 30 Watts (section 4.1), respectively. Power consumption of a network
with RE-routers are calculated as [(the number of active links)�200+ (the num-
ber of RE-routers)�30]. Without considering energy-aware routing and without
RE-router, all the links on the network are used. Hence, the power consump-
tion is computed as [(the number of links)�200]. The difference between these
two values of power consumption represents how much energy can be saved. As
shown in Fig. 5, without RE-router (OPT-Green), there is no feasible routing
solution and hence, no energy is saved if λ < 38. When λ increases, links have
more bandwidth to aggregate traffic, hence the solutions with and without RE-
router converge to the same amount of energy savings. In general, the heuristic
with RE-routers works well and approximate to the results of ILP. In addition,
we also consider shortest path routing with RE-routers given by [1]. The results
show that: without considering energy-aware routing, there is no energy saving
even if all the routers have enabled RE. We present in Fig. 6a the number of
RE-routers used by the heuristic and by the ILP. When λ increases, it is not
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necessary to have many RE-routers because the links have enough capacity for
traffic aggregation. As shown in Fig. 6a, in general, the number of RE-routers
is reduced when λ increases. However, there are some points where the number
of RE-routers increases. It is because at these points, having more RE-routers
allows to turn off more links and hence, reducing the global power consumption
of the network.

We compare average route length (which also gives an idea of the delay)
between the heuristic algorithm (H-GreenRE) and the shortest path routing with
RE (SP-RE) in Fig. 6b. As we can see, when turning off links on the network,
we save energy but the traffic demands need to route on longer paths. When λ
increases, more traffic demands can be aggregated to a small number of links,
resulting in longer routing paths. However, when this ratio is large enough, the
routing solutions do not change much, and hence the average route length seems
to be unchanged. Because SP-RE does not aggregate traffic, the route length is
shorter than those in H-GreenRE.

We present in Table 1 energy gain for ten classical network topologies ex-
tracted from SNDLib [15]. Because these networks are too large to launch ILP,
we compare heuristic results of H-GreenRE and H-Green (the heuristic without
RE-router given by [9]). We use λmin be the smallest value of capacity/demand
ratio that allows to find a feasible route for all the demands without RE (found
in [9]). In the simulations, a range of λ = {λmin, 2λmin, 3λmin} is used to rep-
resent high, medium and low traffic load on the network. As shown in Table 1,
with RE-routers, it starts to save a large amount of energy (in average 32.77%)
even with λ = λmin. Recall that routing with RE-routers is possible even with
λ < λmin meanwhile no feasible solution is found without RE-router. When λ is
large enough, it is not necessary to have RE-routers on the network, hence both
the solutions (with and without RE-router) converge to almost the same value
of gaining in energy consumption.



Minimization of Network Power Consumption with Redundancy Elimination 257

Table 1. Gain of energy consumption (in %)

Traffic volume (capacity/demand ratio λ)
Network topologies | V | | E | λmin with RE-router without RE-router

λmin 2λmin 3λmin λmin 2λmin 3λmin

Atlanta 15 22 38 23.6% 30.1% 36.4% 0% 32% 36%

New York 16 49 15 52.2% 61.6% 65.2% 2% 59% 63%

Nobel Germany 17 26 44 23.9% 33.9% 36.8% 0% 35% 39%

France 25 45 67 33.8% 44% 45.4% 0% 42% 44%

Norway 27 51 75 36.2% 45% 47.5% 12% 43% 47%

Nobel EU 28 41 131 27.7% 30.9% 34.2% 12% 32% 34%

Cost266 37 57 175 25.3% 33.6% 35% 3.5% 32% 35%

Giul39 39 86 85 36.5% 48.4% 51.1% 0% 45% 50%

Pioro40 40 89 153 45.3% 53.2% 54.5% 0% 53% 54%

Zib54 54 80 294 23.2% 31.2% 32.7% 0% 30% 33%

5 Discussion

We propose in this paper the GreenRE model with an assumption that all routers
on the network can perform RE. However, this model can be extended to support
incremental deployment of RE on routers across the Internet. For instance, we
have presented in [13] the models that work for the two following cases:

– Only a subset of routers on the network can perform RE. Hence, the model
should utilize these RE-routers and find a routing solution so that power
consumption of the network is minimized.

– Given a network topology and a maximum number of RE-routers, the model
should find where to place these RE-routers and the corresponding routing
solution to minimize network power consumption.

6 Conclusion

To the best of our knowledge, GreenRE is the first work which considers RE as
a complementary help for energy aware routing. We formally define the model
using Integer Linear Programming and propose a greedy heuristic algorithm.
The simulations on several network topologies show a significant gain in en-
ergy savings. Moreover, in comparison with the traditional energy-aware routing,
GreenRE works better especially when the traffic load on the network is high.
We also prove by simulations that the heuristic algorithm works well and approx-
imates to the solutions given by the ILP. As part of future work, we will carry
on more simulations with real trace redundancy factor on links and real traffic
demands. We will also consider the impacts of GreenRE on the network such as
network fault tolerance. Moreover, we plan to develop a distributed algorithm
for GreenRE.
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Abstract. The inter-domain routing protocol, Border Gateway
Protocol (BGP), plays a critical role in the reliability of the Internet
routing system, but forged routes generated by malicious attacks or mis-
configurations may devastate the system. The security problem of BGP
has attracted considerable attention, and although several solutions have
been proposed, none of them have been widely deployed due to weak-
nesses such as high computational cost or potential security compromise.
This paper proposes Fast Secure BGP (FS-BGP), an efficient mechanism
for securing AS paths and preventing prefix hijacking by signing critical
AS path segments. We prove that FS-BGP can achieve a similar level
of security as S-BGP, but with much higher efficiency. Our experiments
use BGP UPDATE data collected from real backbone routers. Compared
with S-BGP, FS-BGP only requires a very small cache, and can reduce
the cost of signing and verification by orders of magnitude. Indeed, the
signing and verification can be accomplished as fast as the most bursty
BGP UPDATE arrivals, which implies that FS-BGP will hardly delay
the propagation of routing information.

Keywords: Inter-Domain Routing, BGP, Prefix Hijacking, Security.

1 Introduction

As BGP [13] controls the packet forwarding path between Autonomous Systems
(ASes), it plays a critical role in the reliability of the Internet. However, routing
information received from neighbors can not be validated. Forged routes may
cause packets being forwarded along wrong paths. Malicious attacks often use
BGP prefix hijacking to drop, intercept or tamper traffic towards specific pre-
fixes. In 2008, US DoD networks were hijacked at least 7 times [21]. Accidental
mis-configurations have also resulted in serious routing problems and economic
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Fig. 1. Decision process in BGP
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Fig. 2. Route Attestations (RAs) in S-BGP

loss. For instance, in 2008, Pakistan Telecom hijacked YouTube’s prefixes and
knocked it off the Internet for two hours [14].

Several extensions have been proposed to improve the security of BGP, includ-
ing S-BGP [9] and many others. However, S-BGP consumes significant resources
of computation and storage, and also faces the problem of replay attack. The
other solutions either compromise in the security [6,19,7], or bring in more com-
plexity on message size and certification distribution [10].

Towards these unsolved issues, we propose an efficient approach, FS-BGP
(Fast Secure BGP), to secure AS paths and prevent prefix hijacking. Through
signing critical AS path segments (i.e., adjacent AS triples), FS-BGP can achieve
a similar level of security as S-BGP. We evaluate the performance of FS-BGP by
BGP UPDATE collected from real backbone routers. Even using a small cache,
the signing and verification overhead of FS-BGP account for only 0.56% and
3.9% of that of S-BGP respectively. Indeed, signing and verification can always
be accomplished as fast as the most bursty BGP UPDATE arrivals.

This paper is organized as follows. Section 2 introduces backgrounds. Section
3 illustrates our key observation. Section 4 presents the design of FS-BGP and
proves its security guarantees. Section 5 reviews the security level of FS-BGP,
and section 6 evaluates its performance. Section 7 discusses further extensions
including multiple prefixes and complex policies. Finally section 8 concludes.

2 Backgrounds

2.1 BGP and S-BGP

We model the inter-domain routing system as an AS graph, where each AS
is denoted by its AS number (ASN). ASes sharing a common edge are called
neighbors. We are mostly concerned the AS path p = 〈an, · · · , a0〉 embedded in
a BGP UPDATE, where the last AS a0 is the origin AS of the path.

BGP is a policy-based routing protocol. An AS only exports a route1 to a
neighbor if it is willing to forward traffic to the corresponding prefix from that
neighbor. If an AS receives multiple routes to the same prefix, it chooses and
announces the best one according to the decision process as shown in Fig. 1.

In BGP, neither the origin AS nor the AS path is guaranteed to be correct.
Secure BGP (S-BGP) [9] is the dominant solution to this problem. S-BGP uses
Address Attestations (AAs) for origin authentication, and Route Attestations
(RAs) for path authentication. As shown in Fig. 2, an RA is a signature signed

1 We will use route and path interchangeably in this paper.
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by an AS to authenticate the existence and position of ASes in the path. We
define {msg}ai as the signature on msg generated with AS ai’s private key. In
Fig. 2, each AS ai signs the corresponding path 〈ai+1, ai, · · · , a0〉 and the prefix
f . The inclusion of the recipient AS ai+1 in each signature is necessary to prevent
cut-and-paste attacks.

S-BGP can protect the network against fabricated routing information, but not
against some inside attacks. For instances, a malicious AS can (1) re-announce
signed but outdated routes, (2) violate its routing policy and announces routes
received from one provider to other providers [5], (3) hijack a prefix through link-
cut [3], and (4) selectively drop updates or announce a false withdraw. However,
completely securing BGP from inside attacks is difficult. Although S-BGP is not
omnipotent, we regard it as currently the most secure scheme with enough capa-
bilities [5], and aim to provide as similar level of security guarantee as S-BGP.

2.2 Related Works

The main concerns about deploying S-BGP in practice include difficulties in
maintaining the Public Key Infrastructure (PKI), and the huge computational
cost for signing and verifying signatures. Some solutions try to replace PKI but
can not guarantee security [12], and some can not provide real-time protection
[8,16]. Since PKI has been adopted by the IETF, and regional registries have
already started offering related services [15], we believe PKI is an essential part
in the BGP security framework, and use it as our basic building block.

On the other hand, since the number of prefixes is much smaller than the
number of paths, and most prefix ownerships are quite stable, AAs can be signed
and verified out-of-band. Therefore, the dominating barrier for adopting S-BGP
is the overhead of processing RAs, that is to authenticate paths.

Toward this direction, there are a bunch of solutions for reducing the overhead
of path authentication. SoBGP [19] maintains all authenticated AS edges in a
database, but faces the problem of forged paths. IRV [6] builds an authentication
server in each AS, but brings the problem of maintaining and inter-connecting
these servers, and introduces query latencies. SPV [7] accelerates the signing
process by pre-generated one-time signatures based on a root value, but involves
a significant amount of state information, and its security can only be guaran-
teed probabilistically. Signature Amortization [10] uses a bit-vector to indicate
the allowed recipients of a route, such that only one signing is needed for all
neighbor recipients. However, each AS will need to pre-establish a neighbor list
corresponding to the bit vector, and to distribute it to all other ASes.

As we can see, existing methods for alternating S-BGP usually compromise
security, or only improve the performance of signing. However, verification hap-
pens more frequently, since one signature needs to be verified at multiple places.

Scope of This Paper. Accordingly, it is important to design an efficient
method to secure AS paths. Our solution, FS-BGP, builds on the assumption
that a PKI is ready for use, and focuses on AS path authentication. For origin
authentication, FS-BGP uses the same mechanism as S-BGP.
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3 Key Observations

Dilemma of S-BGP. S-BGP’s intention of signing every AS path is reason-
able, but it is not realistic because of the high computational cost. And more
importantly, it’s not worth the cost. BGP is a policy-based routing protocol.
An AS only exports a route to a neighbor if it is willing to forward traffic from
that neighbor. Under a stable AS-level topology, we call a path available when
the path satisfies the import and export policies of all ASes along the path. We
further divide all available paths into three categories, according to the decision
process of BGP as shown in Fig. 1:

• Optimal path: the best path that passes all the three decision steps.
• Sub-optimal path: paths with the same Local Preference as the optimal path,
but not chosen as the best one.
• Suppressed path: paths with lower LP than the optimal path. Expensive
paths (i.e., through a provider) are often suppressed by a low LP.

BGP only announces one available path for every prefix each time. However,
since failures occur quite frequently in the global routing system, sub-optimal
and suppressed path can be easily announced and propagated. For this reason,
S-BGP actually authenticates all announced available paths. In extreme cases,
S-BGP even authenticates almost all available paths. On the other hand, S-BGP
can not prevent replay of non-optimal paths. It can only use the expiration-date
(up to several days) to roughly control the window exposed to a replay attack.

NBIE. Although complex policies (i.e., route filters [2]) exist, an AS usually
does not differentiate those nonadjacent ASes. For example, in Fig. 3, when an
decides whether routes learned from an−1 can be exported to an+1, it only con-
siders its relation with the two neighbors (i.e., business partners), but does not
consider other ASes along the path (i.e., an−2, · · ·, a0). We call this phenomenon
Neighbor Based Importing and Exporting (NBIE).

Because of the dynamic nature of the inter-domain routing system, signing every
single path is worthless. We believe that even if a security schema only guarantees
that all authenticated paths are available path, the protocol also can achieve a sim-
ilar level of security as S-BGP. Inspired by the NBIE observation, we get rid of
blindly signing every single path. NBIE abstracts the basic functionality of BGP.
According to ourmeasurement using thewhois database, only a very small portion
of routing polices violates the NBIE rule. In deed, our proposal can flexibly support
complex routing polices, and we will discuss it in section 7.
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4 FS-BGP: Fast Secure BGP

4.1 Overview

Following our key observation above, we propose Fast Secure BGP (FS-BGP)
to secure AS paths. Given a available path p=〈an+1, an, ..., a0〉, we define its set
of critical path segments as {ci, 0 ≤ i ≤ n}, where

ci =

{
〈a1, a0〉 for i = 0
〈ai+1, ai, ai−1〉 for 0 < i ≤ n

and we call ai the owner of ci. Particularly, c0 is called the origin critical path
segment owned by a0. A critical path segment 〈ai+1, ai, ai−1〉 actually describes
a routing export policy of its owner ai, and implies that ai can export all routes
imported from ai−1 to ai+1.

More specifically, FS-BGP uses Critical Segment Attestations (CSAs) to au-
thenticate AS path. A CSA is simply the signature of the critical path segment
signed by its owner. In a path p=〈an+1, an, · · ·, a0〉, the CSA si signed by AS
ai is defined as:

si =

{
{a1 a0 f}a0 for i = 0
{ai+1 ai ai−1}ai for 0 < i ≤ n

The inclusion of the prefixes f in s0 is necessary, because a0 might be multi-
homing and only announces part of its prefixes to a1.

Fig. 4 and Fig. 2 compare the signatures in FS-BGP and S-BGP, where FS-
BGP and S-BGP recursively verify the path segments and path suffixes respec-
tively. It is obvious that the number of distinct critical path segments is far
less than the number of distinct paths. As a result, even using a small cache,
the number of signing and verification operations in FS-BGP can be greatly
reduced. In Fig. 3, an needs to sign each of the k paths individually in S-BGP.
However, in FS-BGP, all the k different paths can reuse one signature of the
common critical segment 〈an+1, an, an−1〉.

We argue that, under the NBIE rule, if every AS along a path signs the
corresponding critical segment it owns, then the path can be authenticated as a
available path. We will prove this claim in section 4.2. However, it is possible to
forge an available but unannounced path if the security mechanism relies on CSA
only, as shown in section 4.3. We will provide an effective solution, Suppressed
Path Padding (SPP), to solve this problem in section 4.4.

4.2 Path Authentication in FS-BGP

In this section, we introduce our main argument on CSA based path authenti-
cation. We first define some notations as follows. We denote the set of available
paths by PA, and the set of authenticated paths in S-BGP by PS . PS exactly
includes actually announced available paths.

We know PS ⊂ PA, i.e., S-BGP protects a subset of available paths. For FS-
BGP, we define the set of all authenticated critical segments as C, and use PFS
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to represent the set of paths that can be authenticated using CSAs of C. So PFS

is actually constructed by concatenating those path segments in C. Generally,
a constructed path pi−1 = 〈ai, ai−1, · · · , a0〉 in PFS must end with an origin
critical segment in the form of c0 = 〈a1, a0〉 ∈ C, and can be extended to a
longer path pi by prepending exactly one AS ai+1 such that 〈ai+1, ai, ai−1〉 ∈ C.
Formally, we represent the concatenating procedure by an operator � as

〈ai+1,ai,ai−1〉 � 〈ai,ai−1, · · · , a0〉 = 〈ai+1, ai, ai−1, · · · , a0〉

We also take for granted that all paths considered here are loop-free, since BGP
will drop such paths.

Theorem 1. Under the NBIE assumption, we have PS⊂PFS⊂PA. That is,
paths authenticated by S-BGP can also be authenticated by FS-BGP, and paths
authenticated by FS-BGP are guaranteed to be available.

Proof. The first part, PS⊂PFS , is straightforward. We will prove PFS⊂PA by
induction. Since the receiver of a path is always included in the signature, AS
paths have lengths of at least two.

1) The case for a path p = 〈a1, a0〉 ∈ PFS of length two is trivial.
2) Suppose all paths of length less than k + 1 that are authenticated by FS-

BGP are available. Given a path pk of length k+1 such that pk = 〈ak+1, ak, ak−1,
· · · , a0〉 ∈ PFS , pk can only be constructed by a path pk−1 = 〈ak, ak−1, · · · , a0〉 ∈
PFS of length k and a critical path segment 〈ak+1, ak, ak−1〉 ∈ C. Due to the
induction hypothesis, pk−1 is available, then pk is also available.

By induction, any path that is authenticated by FS-BGP is guaranteed to be
available. That is, PFS⊂PA.

The implication of Theorem 1 is that, ASes using FS-BGP can still implement
the basic BGP functionality in a secure way (PS⊂PFS), and can not arbitrarily
forge paths, since even if a path is forged, it is still available (PFS⊂PA).

4.3 Forged Paths in FS-BGP

This section analyzes the attack faced by FS-BGP, namely, an AS using FS-BGP
can construct paths that are not actually announced by others, but avoid CSA
based detection. According to Theorem 1, only paths in PFS−PS can be forged
and bypass the CSA based verification, and PFS−PS ⊂ PA−PS. That is, we
only need to consider paths in PA−PS, which are sub-optimal and suppressed
paths. Such paths can be constructed by concatenating critical segments.

In Fig. 5, pa and pb are two authenticated paths received by am, and they
share a mutual path segment 〈ai+1, ai〉. Using critical segments in these two
paths2, am can construct a path pd. According to Theorem 1, pd is available and
can pass the verification, but it may have never been announced before.

We use p(a, :) and p(:, a) to represent the suffix and prefix of the path p,
starting from or ending with a respectively. As shown in Fig. 5, consider a

2 Forging a path using critical segments in more than two paths is similar.
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general case where an intermediate ak receives two paths pd(ak, :) and pc(ak, :),
both of which can reach prefix f1. Although ak ranks pd(ak, :) lower than pc(ak, :)
and does not announce pd(ak, :), am can still forge the path pd and propagate it
successfully.

Such a forged path could be used for prefix hijacking, as demonstrated in Fig.
6.3 In this example, a3 prefers its customer path pc(a3, :) to its provider path
pd(a3, :), so it will not announce pd(a3, :) to a4. However, a4 receives two paths
pa and pb with a mutual path segment 〈a2, a1〉, and it can forge the path pd for
prefix f1 by concatenating pb(, : a2) and pa(a2, :). In normal circumstances, a5
will choose the six-hop path pe to reach prefix f1, thus its traffic to f1 should
be forwarded to a3. However, if a4 announces the forged five-hop path pf =
〈a5, a4, a3〉 � pd to a5, a5 will prefer the shorter path pf , and forward traffic to
a4 instead of to a3. As a result, a4 successfully pollutes the routing information
of a5, and effectively hijacks a5’s traffic to prefix f1.

Although forging paths is possible in FS-BGP, there are still many restrictions
on how paths can be forged. First, a path can only be forged by combining non-
forged paths which share mutual segments. Second, some part of a forged path
must be treated as sub-optimal or suppressed by some AS along the path. Third,
forged paths are still available, and can only be used for the right prefixes. Last,
forged paths can not be very short.

4.4 Prevent Effective Hijacking

Although there are limitations on forged paths, prefix hijacking is still possible.
In this section, we discuss solutions to prevent prefix hijacking. We only concern
effective hijacking, in a sense that, the recipient of a forged route indeed changes
its forwarding path. That is, if when there is no forged route, AS am announces
pm but AS av does not choose pm (or a path end with pm) as its optimal path;
and when am announces a forged path pf , av changes its optimal path and
chooses pf (or a path end with pf). In this case, av is effectively hijacked by am.
When av receives the forged path constructed by am, av’s decision process will

3 In this paper, we use p2p indicates edge connects two peer ASes, while c2p edge is
represented as an arrow from customer AS to provider AS.
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be triggered, as shown in Fig. 1. The necessary condition of an effective hijacking
is provided by the following theorem.

Theorem 2. Under the NBIE assumption, if a forged path is no shorter than the
non-forged path BGP should announce, it can not be used for effective hijacking.

Proof. We first consider the direct recipient of a forged path. As shown in Fig.
7, the manipulator am forges a new path pf = 〈av, am, · · · , p′i〉 when it wants to
hijack traffic from av. Notice that p′i is suppressed by ai, while pi is considered
as optimal by ai. The best route av originally chooses is po=〈av, ao, · · ·〉, where
ao �= am in an effective hijacking scenario.

Since both the LP and the rank of TB of pm and pf are the same,4 and the
Path Length of pf is no shorter than that of pm, pf is no better than pm in av’s
decision process. However, the original best route po is strictly better than pm,
so av will not prefer pf to po. As a result, am can not effectively hijack prefix f
from its neighbor av.

Actually, the analysis above does not depend on whether pf is forged by am,
or just part of it was previously forged by another AS and am just extends the
forged path innocently, so our theorem holds for any circumstance.

We know that only suppressed path can be shorter than the optimal path. Thus,
if there is a mechanism to guarantee that all suppressed paths are no shorter
than their corresponding optimal paths, the manipulator can no longer effectively
hijack a prefix either, according to Theorem 2. This idea can be implemented by
using AS Path Pre-pending (ASPP). ASPP is a method to artificially increase
the path length by padding multiple local ASNs in the front of an AS path [18].
We believe using ASPP to restrict the length of suppressed path will not bring
additional burden to routers, since it is already widely used for In-bound Traffic
Engineering (ITE).

We use the example in Figure 6 to explain how ASPP can be applied to
FS-BGP. If a3 intentionally increases the length of pb by padding itself in the
path, and only announces a route p′b = 〈a4, a3, a3, a3, a2, a1, a0〉, then a4 can no
longer forge a path short enough for effective hijacking. At the same time, when
singing its critical segment 〈a4, a3, a2〉, a3 just needs to include the number of
its occurrences in the corresponding CSA, i.e., {a4, a3, 3, a2}a3.
4 The rank of TB may differ under some rare conditions. However, this is not critical
for our theorem, and can be solved by just replacing “no shorter” with “longer”.
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Algorithm 1. Suppressed Path Padding

Input: local AS ai, neighbor AS ai−1

Output: ki: number of times that ai needs to be added in the paths import from ai−1

1: if ai−1 has the highest LP then
2: return 1
3: ki ← 1
4: for all path p imported from ai−1 do
5: opt(p) ← the optimal path corresponding to p
6: if PL(p)− PL(opt(p)) > ki then
7: ki ← PL(p)− PL(opt(p))
8: return ki

We call such a mechanism Suppressed Path Padding (SPP), and Algorithm 1
depicts the pseudo code for deciding how many times an AS ai should pad itself.
If a path is imported from ai−1 with the highest LP , ai only appears once (line
1–2). Otherwise, ki must be large enough such that no suppressed path can be
shorter than the corresponding optimal path (line 4–7).

When local preferences are determined by business relationships, paths obey
the valley-free rule: a path begins with zero or more c2p edges (uphill path),
followed by zero or one p2p edge, and finally ends with zero or more p2c edges
(downhill path) [4]. Fig. 8 compares SPP and ITE, both of which use ASPP.
SPP only happens on the uphill path, as shown on the left side. Suppose ai
exports a route pi which is imported from its provider (or peer), ai need to pad
itself in pi. On the other side, ITE only happens along the downhill path when
exporting routes to providers or peers. We can see that, SPP naturally expresses
its own interests on neighbors, and has no side effect to ITE. We also note that,
although using ASPP on suppressed paths for one prefix may affect routing for
another prefix, it is still in the interest of the AS itself, since the AS already
uses a lower preference to indicates its preference. As a conclusion, SPP is quite
general, natural and easy to implement.

5 Security Level

Table 1 compares the security level of FS-BGP, S-BGP, and soBGP. Ineffective
hijacks, such as false withdraw, selective dropping, or longer path announcing,
can not effectively hijack a prefix. There are two types of attack, policy violating
[5] and link-cut attack [3], which existing security schemes can not defend. As
an autonomy organization, AS can completely determine its behaviour, so it is
really hard to prevent it from violating its routing policy. For a link-cut attack, it
is mainly achieved by wild destroying (i.e., DDoS attack). So defending against
this kind of attack should be done through enhancing the robustness of BGP,
since this paper aims to secure the AS path, we will not discuss link-cut attack.

We call a path is a graph path if it exist in the AS graph, and denote the
set of graph paths by PG. We think that soBGP has a lower level of security
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Table 1. Security Level Comparison for FS-BGP, S-BGP, and soBGP

Type of Attack FS-BGP S-BGP FS-BGP (no SPP) soBGP

Ineffective hijack � � � �
False origin AS � � � �
Path not in the AS graph � � � �

PG

Unavailable path � � � ✘

PA

Potential path � � � ✘

Revealed path �* � ✘ ✘

Outdated path �* ✘ ✘ ✘

Policy violating [5] ✘ ✘ ✘ ✘

Link-cut attack [3] ✘ ✘ ✘ ✘

Current
Path

Outdated
Path

Revealed
Path

Potential
Path

time

(no SPP)PS PFS PA

Unavailable
Path

PG

Fig. 9. Categories of available path

compare with FS-BGP and S-BGP, since it can not defend against a cut-and-
paste attack. In soBGP, attacker can easily forge an unavailable path through
concatenating AS edges in the AS graph. However, we believe that FS-BGP can
achieve a similar level of security as S-BGP.

Firstly, we divide all available paths PA into four categories, as shown in Fig.
9: (1) outdated path, paths already announced but are temporary down; (2)
current path, the recently announced path; (3) revealed path, paths constructed
through concatenating authenticated critical segments; and (4) potential path,
paths may be announced at some point in the future but can not be constructed
even using received critical segments.

As failures occur in the global routing system, available paths are announced
one after another. S-BGP actually authenticates outdated path and current path
(PS). It can only use the expiration-date to roughly control the window which
is exposed to outdated path replaying. Besides, the expiration-date must be
long enough, otherwise there will be a UPDATE surge. According to Theorem
1, the light-weight version of FS-BGP (without SPP) can not defend against
outdated path and revealed path attack, but it can defend against potential
path attack. We claim that even without SPP, it is very difficult to launch an
effective hijacking, since the average path length is very short and keeps on
decreasing [20], and forged path can not be very short as it must be constructed
by overlapped critical path segments. Armed with SPP, the full version of FS-
BGP becomes more secure. It can defend against almost all revealed path and
outdated path attack. This is because optimal path always has the longest live-
time [11], and no path is shorter than optimal path after using SPP.

As a conclusion, we think that FS-BGP achieves a similar level of security as
S-BGP.
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6 Performance Evaluation

6.1 Methodology

We use real BGP UPDATE collected by RouterViews [1] to evaluate the per-
formance. We consider S-BGP as the only mechanism that provides enough
security guarantee as FS-BGP, and compare their cost on signing and verifica-
tion. Specifically, we use UPDATEs announced by the busiest monitor (a router
in AS7018, owned by AT&T) and all UPDATEs received by the biggest collector
(route-views2 ) during the whole month of August 2009 to evaluate how FS-BGP
performs on a backbone router.

We assume ECDSA is used for signing and verification, as suggested by the
IETF [17], and just count the number of signing/verification operations, since
the cost of other operations is negligible compared to cryptographic operations.
In the rest of this section, we consider two metrics as follows:

• INS: Instantaneous Number of Signings in each second.
• INV: Instantaneous Number of Verifications in each second.

Routers can use a cache to effectively improve the performance. Typically there
is a limit on the cache size, then the number of cache misses measures the
corresponding INS and INV .

6.2 Signing CSA

We use three different cache sizes for signing, i.e., 4K, 16K and 64K. If each sig-
nature occupies 256 bits [17], the memory cost will be around several megabytes,
and is affordable for a backbone router. Since a signature always includes the
corresponding recipient, one UPDATE message must be signed multiple times,
once for each recipient. As a rough estimate, we use m = 32 as the average
number of recipients for each UPDATE.5

Fig. 10 depicts the INS of FS-BGP and S-BGP in one month, under a mod-
erate 16K cache size. In most of the time, the INS of FS-BGP is less than 100,
while the INS of S-BGP often reaches up to tens of thousands. The maximum
peak values of S-BGP reaches 81,920, while the maximum INS of FS-BGP is
12,365, only 15% of that of S-BGP. We also plot the Complementary Cumulative
Distribution Function (CCDF) of INS in Fig. 11. In August 2009, there were
UPDATE messages announced in 976,043 seconds. Only in 0.28% of that time
does FS-BGP need to sign signatures, while the ratio in S-BGP is 44%.

6.3 Verifying CSA

Since there are much more signatures that need to be verified than to be signed,
we use larger cache sizes (256K, 512K and 1024K entries) for comparing the
verification performance. FS-BGP has another advantage that once a critical

5 As a scaling factor, the actual value of m is not important to our comparison.
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Fig. 10. INS (16K cache) Fig. 11. CCDF of INS (16K cache)

Fig. 12. INV (512K cache) Fig. 13. CCDF of INV (512K cache)

segment is authenticated, only the path segment needs to be cached, but not the
original signature.

Fig. 12 illustrates the INV of FS-BGP and S-BGP while using a moderate
cache size of 512K. In most cases, the INV of S-BGP is ten times higher than
that of FS-BGP, and sometimes even up to a hundred times. The maximum
INV of FS-BGP is 2,919, only 26.7% of that of S-BGP, which is 10,921. The
CCDF of INV in Fig. 13 shows that, only in 20% of the time when there are
UPDATE messages does FS-BGP need to verify signatures, while S-BGP needs
to verify signatures in 78% of the time.

Table 2 numerically compares the computational cost of FS-BGP and S-BGP.
Using a cache of 16K entries, FS-BGP only needs to sign 0.56% as many messages
as S-BGP. When using a moderate cache of 512K entries, the average verification
cost of FS-BGP is only 3.9% of that of S-BGP. A large INS or INV (> 100) will
delay the propagation of routing information, but it rarely happens in FS-BGP.
In conclusion, FS-BGP performs orders of magnitude better than S-BGP, in both
signing and verification. FS-BGP requires a very small cache, and can handle the
most bursty BGP UPDATE messages, so it is an efficient and practical solution.

7 Discussions

Multiple Prefixes. As noted before, when signing an origin critical segment,
the corresponding prefix f should be included. In practice, an AS may own a
large number of prefixes, and it is straightforward to extend the prefix f to a
prefix set F . Thus, s0 = {a1, a0, k0,F}a0, where k0 is calculated by SPP, and F
is the set of prefixes allowed to be announced to a1. In practice, most of ASes
announce all prefixes to their providers. Under these cases, FS-BGP can omit F
in s0 to represent no restriction on prefixes.
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Table 2. Performance Comparison for FS-BGP (FS) and S-BGP (S)

# Cache Average INS #(INS > 100) # Cache Average INV #(INV > 100)
Entries FS FS/S FS FS/S Entries FS FS/S FS FS/S
4K 0.99 0.55% 507 0.48% 256K 2.35 8.8% 8121 11.3%
16K 0.50 0.56% 457 0.61% 512K 0.88 3.9% 3281 5.50%
64K 0.11 0.37% 133 0.54% 1024K 0.34 1.8% 1128 2.32%

∞(>4M) 0.08 1.70% 43 1.12% ∞(>13M) 0.34 6.7% 1128 11.7%

Complex Policies. Our analysis till now are all based on the NIBE assumption
in section 3. However, more complex policies also exist. The Routing Policy
Specification Language (RPSL) [2] is commonly used by ASes. There are three
kinds of transitive route filters in RPSL: prefix filters, AS path filters, and origin
AS filters. We queried all ASes by whois and collected 758K import/export
expressions in total. Among all these expressions, 1.1% of them use prefix filters.
To support prefix filters, FS-BGP can sign the available prefixes together with
the critical segment. AS path filters occur in 0.3% of policy expressions, and
to support them, an AS can sign the full AS path. Since there is only a very
small portion, the influence on computational cost is negligible. About 60% of
policy expressions use origin AS filter. To support them, CSAs in FS-BGP can
be extended to include the available origin ASes. In most cases, the number of
available origin ASes is very small.

Nevertheless, the main purpose of route filters is to protect the routing system
against distribution of inaccurate routing information [2]. The use of route filters
is mainly due to security considerations rather than policy requirements. We
believe that under a security framework (such as FS-BGP), these filters are not
needed any more. Even if they do exist, FS-BGP can support them flexibly.

Privacy Concerns. Internet is a commercialized network, an AS may not
want to reveal its proprietary information (i.e., customer list) to its competitors.
FS-BGP does not require an AS to disclose its proprietary information, since
the critical segments are nothing new but already included in BGP UPDATE.
FS-BGP does not allow others to obtain the information more easily either, by
employing the existing distribution mechanism of BGP. No centralized or public
database such as in IRV, soBGP or IRR need to be maintained. In conclusion,
we believe FS-BGP preserves the privacy of a business entity.

8 Conclusion and Future Works

This paper introduces an efficient approach, FS-BGP (Fast Secure BGP), to
secure AS path and prevent prefix hijacking. Through signing critical AS path
segments, FS-BGP guarantees the authentication of all available paths. Through
padding suppressed path, FS-BGP prevents almost all replay attacks. We prove
that FS-BGP can achieve a similar level of security as S-BGP. In our evaluations
based on BGP UPDATE data collected from real backbone routers, FS-BGP
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performs orders of magnitude better than S-BGP. By using even a very small
cache, the signing and verification overhead of FS-BGP account for only 0.56%
and 3.9% of that of S-BGP respectively. Indeed, signing and verification can
always be accomplished as fast as the most bursty BGP UPDATE arrivals, which
implies that FS-BGP will hardly delay the propagation of routing information. In
addition, FS-BGP can flexibly support complex routing polices, and can preserve
the privacy of an AS.

We plan to design more efficient cache replacement algorithm, and evaluate
the influence on convergence time after deploying FS-BGP on a large scale.
Besides, we will also investigate the potential to use available paths constructed
by critical path segments as backup paths in route protection.
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Abstract. Network layer Internet topology consists of a set of routers
connected to each other through subnets. Recently, there has been a sig-
nificant interest in studying topological characteristics of subnets in ad-
dition to routers in the Internet. However, given the size of the Internet,
constructing complete subnet level topology maps is neither practical nor
economical. A viable solution, then, is to sample subnets in the target do-
main and estimate their global characteristics. In this study, we propose
a sampling framework for subnets; derive proper estimators for various
subnet characteristics including total number of subnets, subnet prefix
length distribution, mean subnet degree, and IP address utilization; and
analyze the theoretical and empirical aspects of these estimators.

Keywords: network, topology, sampling.

1 Introduction

At the network layer, Internet topology consists of a set of routers connected via
point-to-point or multi-access links or subnets. Most of the existing efforts on cap-
turing a network layer map of the Internet focus on router level maps [15,10,12].
These maps are then studied to understand various topological characteristics
of the Internet.

Router level maps typically do not consider the nature of the subnets (i.e.,
point-to-point or multi-access) connecting routers and simply use point-to-point
links to represent the connections. On the other hand, subnets are also important
building blocks of the Internet topology. An alternative graph representation of
the Internet at the network layer may depict subnets as the main entities repre-
sented as vertices and consider routers as links connecting those subnets/vertices
to each other (see Figure 1). Studying features of subnet level maps would im-
prove our understanding of the Internet topology. Among many practical uses
of subnet level Internet maps are estimating the IP address space utilization in
the Internet and developing more representative synthetic Internet graphs.

Despite the benefits of understanding topological properties and evolution
of the Internet, drawing complete topology maps turns out to be expensive in
terms of time, bandwidth, and computational resources [11,5]. Therefore, a viable
alternative for studying Internet topology is to employ statistical sampling and

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 274–288, 2012.
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Fig. 1. A network (left) represented as a router (center) and subnet (right) graph

estimate the parameters of the entire population by analyzing a small unbiased
sample of the population. This would naturally require to discover individual
subnets and define proper estimators to estimate subnet characteristics. In this
paper we present a scheme to achieve this for studying subnet level topological
characteristics of the Internet.

In general Internet topology sampling suffer from several practical limitations
due to the operational characteristics of the Internet [2,8]. As an example, in our
context we want to sample subnets randomly which requires a list of subnets to
be available a priori. Unfortunately, this information is considered confidential
by ISPs and therefore, is not available to us, researchers. On the other hand,
through active probing we can identify the list of alive IP addresses utilized in
these networks. Thus instead of randomly sampling subnets, we can randomly
sample IP addresses. In statistical sampling this phenomenon is referred as the
discrepancy between selection units (IP addresses) and observation units (sub-
nets) [13]. The problem induced by this discrepancy is that different subnets
may utilize different number of IP addresses. As a result random sampling of
IP addresses may not indicate random sampling of subnets. In other words, the
subnets hosting more IP addresses are more likely to be sampled compared to the
ones accommodating less IP addresses. Finally, unresponsive units, i.e., subnets
located behind firewalls, or located within rate limiting ISPs, might introduce
estimation error depending on whether they are random or not.

Following the above discussion our sampling frame in this study is IP ad-
dresses rather than subnets. Therefore, we develop proper estimators for various
subnet features using IP addresses of an ISP network as our sampling frame.
Specifically, we develop estimators for total number of subnets, subnet mask
distribution, mean subnet degree, and IP address space utilization. Our theoret-
ical and empirical evaluations conducted by collecting population characteristics
and samples from six geographically disperse Internet service providers demon-
strate that our estimators are fairly accurate and stable with small variances.
Note that, the scope of this paper is limited to (i) developing an approach for
sampling subnets in the Internet; (ii) defining proper estimators for various sub-
net characteristics; and (iii) demonstrating that these estimators work well in
estimating population parameters.

The rest of the paper is organized as follows. Section 2 discusses the challenges
of subnet level Internet topology sampling and develop a step-by-step sampling
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framework for estimating various features of subnets. Section 3 presents our
evaluation results on estimator accuracy. Section 4 discusses the related work
and Section 5 concludes the paper.

2 Subnet Sampling

In this section we first introduce exploreNET, a subnet inference tool that we
used in our sampling process. Then, we discuss the challenges of subnet level
topology sampling in the Internet and present how we handle these challenges in
our sampling framework. Finally, we define a set of subnet characteristics that
we are interested in and explain how we can achieve either unbiased or slightly
biased estimators with small variance for these characteristics.

2.1 Subnet Inference with ExploreNET

A subnet is a logically visible sub-section of Internet Protocol network (RFC
950) where the connected hosts can directly communicate with each other. At
the network layer, a subnet is independent from its implementation below layer-3
which could be an Ethernet network or an ATM or MPLS based virtual network.
For practical purposes we define a subnet S as a set of interfaces (or IP addresses)
accommodated by S in addition to a subnet mask (or common IP address prefix
length) referring to the IP address range of S.

ExploreNET is a network layer subnet inference tool [16]. Given a target IP
address t as input, exploreNET uses active probing to discover the subnet S that
contains t along with all other alive IP addresses on S. Furthermore, exploreNET
labels S with its observed subnet mask which corresponds to the minimum of
the subnet masks encompassing all observed IP addresses of S. To discover
the boundaries of a subnet, exploreNET employs a set of heuristics based on
hop distance of the subnet being explored, common IP address assignment prac-
tices, and routing. Our empirical results show that the proposed subnet inference
mechanism achieves 94.9% and 97.3% accuracy rates on Internet2 and GEANT,
respectively [14]. Moreover, its success rate is 93% against a ground truth dataset
collected by mrinfo in the global public Internet [16]. On the other hand, the
probing cost of the tool changes between 2|S| and 7|S|+7 depending on the con-
figuration of subnet S and its neighboring subnets, where |S| denotes the size of
S. Considering that exploreNET is based on a set of heuristics its accuracy rate
is subject to change in different network domains and achieving 100% accuracy
in every domain is difficult. Since the scope of this paper is limited to statistical
subnet sampling, we direct the readers who are interested in the details of subnet
discovery to our previous studies [14,16].

A sampling process has two types of errors, namely, sampling error and
nonsampling error [9]. Sampling errors occur because of chance whereas non-
sampling errors can be attributed to many sources including inability to obtain
information, errors made in processing data, and respondents providing incorrect
information. It is impossible to avoid sampling error, hence, the goal would be
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to minimize the sampling error by defining unbiased estimators with small vari-
ance. On the other hand, nonsampling errors could be eliminated by amending
data collection and processing phases. In this context, nonsampling error refers
to the error introduced by exploreNET the subnet inference tool that we used in
this study and sampling error refers to the error that occurs in our estimations.

Note that our aim in this study is to define good estimators that minimize
the sampling error in estimating various subnet features rather than improving
subnet inference to eliminate nonsampling error. On the other hand, the sam-
pling approach and estimators proposed in this study do not necessarily depend
on exploreNET. Any other future subnet inference tool that collects the subnet
accommodating a given IP address should work with our sampling framework.

2.2 Challenges in Subnet Sampling

In this sub-section, we briefly explain the challenges in subnet level Internet
topology sampling including the discrepancy between selection and observation
units, non-uniform unit sampling, and unresponsive units in sampling.

One challenging issue with sampling is the discrepancy between the selection
units and the observation units. Observation units are the main objects that we
want to sample and derive their statistical properties, whereas, selection units are
the objects in the sampling frame that we can draw from with some probability
distribution (preferably uniform). In most cases, selection units and observation
units are the same, in some other cases (including Internet topology sampling)
however, observation units are not directly available for sampling. To illustrate,
we do not have the entire list of the routers or subnets of an ISP to sample from.
The only information available to us is the IP address range of ISPs. As a result,
the only sampling frame available to us is the list of alive IP addresses.

A consequence of using IP addresses as sampling frame is non-uniform sam-
pling of subnets. In other words we can uniformly sample from the IP address
range of an ISP and give the selected IP addresses to exploreNET as input but the
collected subnets would not be sampled uniformly. Remember that exploreNET
discovers a subnet as long as one of the IP addresses of the subnet is given as
input. As a result subnets with larger degree, i.e., large number of alive IP ad-
dresses, appear more frequently in the sampling frame and are observed more
frequently compared to the ones having smaller degrees. Put another way, a
subnet is drawn with a probability proportional to its degree. Note that we use
the term degree to denote the number of interfaces of a subnet rather than the
number of neighboring subnets of a subnet. Figure 2 shows an example target
domain such that large circles depict the subnets and small circles filled in gray
denote the IP addresses hosted by the subnets. Considering subnets being sam-
pled through IP addresses, S3, in Figure 2, is twice as likely to be observed as
compared to S1 because the size of S1 is half of the size of S3. As a result, off-
the-shelf statistical estimators fail to estimate the characteristics of the subnets
due to the unequal drawn probabilities of subnets.

Finally, unresponsive units [13] in sampling is another challenge. Most of the
tools for collecting topology data in the Internet is based on active probing.
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Fig. 2. Subnets hosting more IP addresses are more likely to be sampled compared to
the ones with less IP addresses

However, autonomous systems, especially the ones at the Internet edge, are not
completely open to active probing because of security and operational concerns.
Some portions of their network are completely behind firewalls or they apply
rate limiting in the sense that a router remains silent to probe packets if it is
busy or drops probe packets if it suspected a security threat. The interior parts
(core) of an ISP network provides a reliable, robust, and efficient communica-
tion infrastructure to the other networks. Hence, in this paper we study ISP
core networks rather than the edge networks. ISP core networks are more com-
patible with active probing compared to the edge networks. We also introduce
artificial delays and multiple probing in our experiments to minimize the rate
limiting factor. Assuming that the unresponsive units in the core network are
unmethodical our results are not skewed by them.

2.3 Estimating Subnet Characteristics

In this sub-section we present a generic framework based on Hansen-Hurwitz
(HH) Estimator [13] for estimating various subnet features. HH-estimator is an
unbiased estimator of population total whenever the selection units are drawn
with different probabilities and the sampling is done with replacement. Let
{y1, y2,. . . , yj ,. . . , yn} be a sample of n independent observations from a pop-
ulation of size N . Let pi be the selection probability of the ith unit in the pop-
ulation such that

∑N
i=1 pi = 1. HH-estimator estimates the population total

τy =
∑N

i=1 yi and it is defined as follows:

τ̂y =
1

n

n∑
j=1

yj
pj

(1)

In Equation (1) dividing observation yj by its selection probability pj gives higher
weight to the units that are less likely to be selected. An unbiased estimator of
population mean is μ̂y = τ̂y/N .

In the context of subnet sampling, we define yi to be the response variable
measured on the ith subnet, Si, of an ISP. Response variables are any char-
acteristic of subnets that we are interested in such as degree, subnet mask, or
utilization. Response variables could take discrete values like degree or categori-
cal values like subnet masks. In the former case they are represented as discrete
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random variables and in the latter case they are represented as indicator random
variables. Additionally, the selection probability of a subnet is proportional to
its degree, pj ∝ dj , where pj and dj are the drawn probability and the degree of
subnet Sj , respectively. Then, the drawn probability, pj , of Sj can be defined in
terms of subnet degree as follows:

pj =
dj∑N
i=1 di

(2)

where dj is the degree of the jth subnet in the sample, di is the degree of the ith

subnet in the population, and N is the number of subnets in the population. In
Equation (2), we neither know the degree, di, of each subnet in the population
nor the number of subnets, N , in the population in advance. To address this
issue, we decided to build a set of alive IP addresses, Fa = {a1, a2, . . . , ak}, of
the target ISP that we want to estimate its subnet characteristics and utilize the
equality between the size of Fa, i.e. |Fa|, and the sum of degrees of the observable

subnets in the target ISP as |Fa| =
∑N

i=1 di. Fa can be obtained as a dataset
from LANDER project [5] at USC or be formed in linear probing overhead by
pinging each IP address of the target ISP.

Note that, we also use Fa as our sampling frame from which we randomly
select n IP addresses with replacement, give each IP address to exploreNET as
input and obtain the sample set of n subnets. Rearranging the general estimator
given in Equation (1) in the context of subnet sampling results in:

τ̂y =
|Fa|
n

n∑
j=1

yj
dj

(3)

Equation (3) does not have any unknown term; sampling frame, Fa, is formed
prior to sampling process and response variable, yj , and degree, dj , are obtained
by our subnet inference tool exploreNET.

As response variables of subnets, y, are independent from each other, sampling
distribution of the point estimator τ̂y is approximately normal by Central Limit
Theorem [6], i.e., τ̂y ∼ Normal(τy, σ

2
τ̂y
) where

σ2
τ̂y =

1

n|Fa|

N∑
i=1

di

(
|Fa|

yi
di
− τy

)2

(4)

Then we can define a confidence interval (CI) with confidence level (1−α)100%

as τ̂y ± zα
2

√
σ2
τ̂y

such that zα
2
is the upper α/2 point of the standard normal

distribution. Since τy is the parameter that we want to estimate and N is usually
unknown, an unbiased estimator of the variance of the sampling distribution of
τ̂y, i.e., σ

2
τ̂y

is defined as follows:

s2τ̂y =
1

n− 1

⎡⎣ |Fa|2
n

n∑
j=1

(
yj
dj

)2

− τ̂2y

⎤⎦ (5)

Here, we can replace σ2
τ̂y

with s2τ̂y in confidence interval construction.
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2.4 Important Subnet Characteristics

Although we have derived a general formula for estimating population total over
any subnet response variable y in Section 2.3, using Equation (3) requires further
arrangements and insights for different subnet features that we want to estimate.
In this part we define a set of most relevant subnet characteristics including
subnet population size, total subnets with a certain subnet mask, average subnet
degree, and IP address utilization percentage and show how to deduce their
proper point estimators. Note that this set is not complete and one may suggest
new subnet characteristics in the future.

Subnet Population Size (N). Subnet Population Size, N , refers to the num-
ber of distinct subnets in a particular ISP. Since τ̂y corresponds to the population
total over the response variable y, setting yj = 1 in Equation (3) gives us an

unbiased estimator, N̂ , of total number of subnets, N , in the population as:

N̂ =
|Fa|
n

n∑
j=1

1

dj
(6)

Total Subnets with Prefix Length /p (τp). Observable prefix length (subnet
mask) of a subnet refers to the the length of the initial block of bits common
to all IP addresses in the subnet. A subnet having prefix length p is said to
be a /p subnet. In order to estimate the total number of subnets of /p let the
the response variable measured on subnet Sj , i.e., yj be an indicator random
variable such that

yj =

{
1 if Sj is a /p subnet
0 otherwise

(7)

Then we can estimate the total number of subnets having /p prefix, τp, in an
ISP as follows:

τ̂p =
|Fa|
n

n∑
j=1

yj
dj

(8)

Note that, the variance of the estimator τp increases as the prefix gets larger
(subnet degree gets smaller). The implication of this raise is wider confidence
intervals for larger prefix lengths.

In case we want to estimate the prefix length distribution of the subnets we
can resort to the fact that rp = τp/N where rp is the ratio of subnets having
prefix length /p. IfN is known then r̂p = τ̂p/N would be an unbiased estimator of

rp. On the other hand, if N is unknown r̂p = τ̂p/N̂ would be a biased estimator
of rp. Nevertheless our experimental results show that the bias in the latter
case is small. One should note that, a slightly biased estimator having a small
variance of a population parameter is usually preferable compared to an unbiased
estimator having a large variance.
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Mean Subnet Degree (μd). Degree of subnet Sj , dj , corresponds to the
number IP addresses accommodated by Sj . To calculate the average degree
throughout an entire ISP we need to compute the total of all degrees divided
by the total number of subnets. An estimator of mean degree, μd, is defined as
μ̂d = |Fa|/N̂

Note that, although N̂ is an unbiased estimator of N , μ̂d is not an unbiased
estimator of μd because E[μ̂d] �= |Fa|/E[N̂ ]. However, our experimental results
show that the bias and variance of μ̂d is extremely small and we get very accurate
and stable estimations of μd.

IP Address Space Utilization (U). ExploreNET annotates the subnets with
their observed prefix lengths while discovering their in-use IP addresses. Prefix
length, p, of subnet Sj indicates the observable IP address capacity, cj , of Sj

while its degree dj indicates the number of IP addresses that have been utilized.
Capacity of subnet Sj is defined as

cj =

⎧⎨⎩
2 if Sj is a /31 subnet

232−p − 2 if Sj is a /p subnet
such that p ≤ 30

(9)

ISP utilization U is defined as the total number of alive IP addresses divided by
the total capacity. Again total number of alive IP addresses corresponds to our
sampling frame size, |Fa|. On the other hand, we estimate total capacity τc as
τ̂c =

∑
∀p cpτ̂p where cp is the capacity of a subnet having prefix length /p and

τ̂p is the estimation of the total number of subnets having prefix length /p. Since
E[τ̂c] = τc, τ̂c is an unbiased estimator of total capacity τc. Then we can define

ISP utilization as Û = |Fa|/τ̂c. Again, Û is not an unbiased estimator of U but
our experimental results demonstrate that it is a very good estimator with small
bias and variance.

3 Evaluations

In this section, we evaluate sampling errors introduced by our estimators. For
this, we need a sampling frame consisting of alive IP addresses clustered in a
number of subnets in a network. Such a network could be generated synthet-
ically; could be collected from the Internet using subnet inference techniques;
or could be a genuine network available on its web page or obtained from its
network operator. Synthetic networks may not be interesting and genuine topolo-
gies are available for a few small sized research networks including Internet2 and
GEANT which are not large enough for sampling [1]. Therefore, in our evalua-
tions we decided to work with collected topologies. To the best of our knowledge
there is no subnet level topology data available for a large sized network. Hence,
we use exploreNET to conduct a census of subnets over six geographically dis-
persed medium sized ISPs [16] including PCCW Global (ISP-1), nLayer (ISP-2),
France Telecom (ISP-3), Telecom Italia Sparkle (ISP-4), Interroute (ISP-5), and
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MZIMA (ISP-6). The collected population topology via census might posses non-
sampling error introduced by the employed subnet inference tool, i.e., collected
topology might slightly differ from the underlying genuine topology. In our sam-
pling we use the same subnet inference tool to conduct our survey of subnets,
thus, nonsampling error in the census propagates to the survey. Considering that
nonsampling error in census and survey cancel each out while calculating sam-
pling error of point estimates, our evaluations in this section are not affected by
nonsampling error. On the other hand, using our methodology for a survey in
the Internet will produce results that would contain both sampling and nonsam-
pling errors. The magnitude of those nonsampling errors would depend on the
accuracy of the subnet inference tool used in sampling (see Section 2.1).

First, we identified the IP address space for each ISP. Then, using an AS
relationship dataset provided by CAIDA, we removed the ranges of IP addresses
that are assigned to their customer domains. This pre-processing step enables
us to focus on the core of ISP networks excluding the topology information of
their customer domains which are managed and operated by others. Next, we
utilized active probing to identify alive IP addresses which form our sampling
frame, Fa. Table 1 shows the sampling frame sizes, |Fa|, of our target ISPs.

Table 1. Sampling Frame Sizes, |Fa|, for target ISPs

ISP-1 ISP-2 ISP-3 ISP-4 ISP-5 ISP-6 Σ

45,018 54,636 17,170 8,380 21,209 16,453 162,866

When we collected the entire subnet population for six ISPs having 162, 866
IP addresses in total, exploreNET successfully determined a subnet for 155, 309
of them. On the other hand, it failed to explore a proper subnet for 7, 557 of
these IP addresses and returned them as /32 subnets. In fact, none of the IP
addresses within /29 proximity of any of these 7, 557 IP addresses has responded
to the probes sent out by exploreNET.

We then randomly selected 10% of the IP addresses from the sampling frame
of each ISP and estimated population parameters including population size, N ,
prefix length distribution, τp, mean subnet degree, μd, and IP address space
utilization, U .

Note that, correcting the affect of singular IP addresses for which exploreNET

failed to return a subnet requires special care in our estimation process. For ex-
ample, including /32 samples into the estimation causes underestimated mean
subnet degree, μ̂d. On the other hand, excluding them causes underestimated
population size, N̂ . Specifically, we include /32 subnets in population size esti-

mation, N̂ , because each one represents a subnet and we exclude them from other
estimators because we assume that these /32 subnets distributed randomly, i.e.,
they could be any size subnet in the underlying topology and their omission
does not skew the results in any way. The exclusion of /32 subnets is not sim-
ply ignoring them in the estimation process but estimating the number of such
subnets and subtracting it from the estimated total number of subnets.

Remember that, the scope of this paper is confined to deriving proper esti-
mators for subnet properties in the Internet and validating them, hence, in the
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rest of this section, we present the estimations, compare them with population
parameters, and interpret the discrepancy between them. We plan to conduct
another study based on sampled data to analyze and interpret the motifs and
patterns of subnet characteristics in the Internet as a future work.

3.1 Subnet Population Size (N)

Remember that population size refers to total number of subnets appearing
in an ISP. Table 2 shows the population size, N , and the corresponding point
estimate, N̂ , for six ISPs. Third column of the table shows sampling error (SE ),

N̂ −N . The values in the table includes /32 singular IP addresses because these
IP addresses belong to some subnet that exploreNET could not discover.

Table 2. Population subnet sizes and estimations for all ISPs

N ̂N SE E

ISP-1 4171 4167.53 3.47 247.99
ISP-2 1688 1625.14 62.86 156.38
ISP-3 8809 8791.65 17.35 94.36
ISP-4 3172 3272.01 100.01 116.55
ISP-5 7687 7904.60 217.6 265.44
ISP-6 3119 3180.68 61.68 181.02

Note that the point estimates, N̂ , and sampling error, SE, would change for
each sample taken from the population. On the other hand, fourth column of
the table, E, shows the maximum error of the point estimate for N̂ with 90%
confidence level. E is calculated as z0.05s ̂N where s

̂N is the estimated standard

deviation of the sampling distribution of N̂ and z0.05 is the z-score of the 0.05
right tail probability of standard normal distribution and it demonstrates the
fact that 90% of the time the error of the point estimate, N̂ , would be less than
E. The high deviation of E for some ISPs is because of the variability of the
factor |Fa|/dj in Equation (5) where yj = 1. In other words, HH estimator will
have low variance as there is less variability among the values of yj/pj with the
extreme case yj/pj values are exactly proportional in Equation (1) [13].

3.2 Total Subnets with Prefix Length /p (τp)

Prefix length (subnet mask) observed by exploreNET is the longest prefix length
encompassing all alive IP addresses of a given subnet. Consequently, observed
prefix length distribution is a natural way of grouping subnet degrees into bins
where the range of the bins grow from larger prefix lengths to the smaller. In this
part, we evaluate how well the sample prefix length distribution conforms to the
population prefix length distribution for six ISPs. Table 3 presents total number
of subnets having /p prefix length, τp, its estimated value, τ̂p, the prefix length
probability mass function (p.m.f.), r, and its estimation, r̂, for PCCW Global
(ISP-1). In the estimation process we omitted IP addresses that exploreNET

failed to return a subnet, i.e., /32 subnets. Assuming that these /32 subnets are
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randomly distributed over the entire population, their exclusion does not affect
the accuracy of the estimated prefix length p.m.f, r̂.

In our data collection process, we encountered a small number of very large
subnets such as the ones having /20, /21, or /22 prefix lengths with at least one
thousand IP addresses. A close examination of randomly selected IP addresses
from these subnet ranges via DNS name resolution queries revealed the fact
that almost all of these large subnets belong to Akamai Technologies, an online
content distribution service provider with a global presence in the Internet. An
interesting detail in this case is that according to DNS records, those IP addresses
belonged to Akamai Technologies while the IP-to-AS mapping dataset that we
used mapped those IP addresses to their hosting ASes. Given that the main focus
of this work is on building statistical estimations, we leave the close analysis of
this type of interesting cases to our future study where we plan to study the
data to understand their implications.

Table 3. PCCW Global (ISP-1) prefix length distribution and its estimation

τp τ̂p rp r̂p

/20 3 2.94708 0.001266 0.001245
/21 3 2.83139 0.001266 0.001196
/22 7 7.3299 0.002954 0.003096
/23 3 2.62722 0.001266 0.001110
/24 24 24.8725 0.010127 0.010507
/25 25 24.9367 0.010549 0.010534
/26 123 130.435 0.051899 0.055101
/27 152 145.53 0.064135 0.061478
/28 262 284.222 0.110549 0.120066
/29 440 426.242 0.185654 0.180061
/30 899 930.165 0.379325 0.392938
/31 429 385.068 0.181013 0.162668

Although Table 3 demonstrates that the estimated values are close to the pop-
ulation parameters, we need to apply goodness-of-fit test [6] to validate whether
the estimated prefix length p.m.f. conforms to the population prefix length p.m.f..
The test statistic for goodness-of-fit test is χ2 and it is defined as:

χ2 =
∑
p

(τ̂p − Ep)
2

Ep
, ∀p (10)

where p is prefix length, τ̂p is estimated number of subnets having prefix length

/p, and Ep = rp
∑31

p=0 τ̂p is the expected number of subnets having prefix length
/p under the population distribution. Null hypothesis, H0, is the assertion that
the estimated and population prefix length distributions are the same, i.e., H0 :
{∀p, r̂p = rp}. Whereas, alternative hypothesis, H1, is the opposite of H0, i.e.,
H1 : {∃p, r̂p �= rp}.

Computing the χ2 statistic for PCCW Global results in X2 = 8.6591 with
degrees of freedom (df) 9 and its related p-value is 0.4693. Since p-value is
greater than the significance level α = 0.01 we conclude that there is not enough
evidence to reject the null hypothesis, i.e., estimated prefix length distribution
conforms to the population prefix length distribution.
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Table 4. X2 scores and p-values for all ISPs

df X2 p-value

ISP-1 9 8.659119 0.469317
ISP-2 8 11.53715 0.17308
ISP-3 4 5.513502 0.238545
ISP-4 6 2.1376 0.906618
ISP-5 8 2.02614 0.9802
ISP-6 7 4.97965 0.662447

Instead of tabulating population and estimated prefix length distributions for
other five ISPs we present goodness-of-fit test results in Table 4. Since the p-
values of all ISPs in Table 4 are greater than the significance level α = 0.01, we
again conclude that there is not enough evidence to reject the null hypothesis as-
serting that the estimated prefix length distribution conforms to the population
prefix length distribution for all ISPs. As a result, prefix length ratio estimator,
r̂p, estimates the population prefix length ratio rp well in all of our case studies.

3.3 Mean Subnet Degree (μd)

Remember that mean subnet degree estimator μ̂d is a biased estimator of the
population mean subnet degree μd. Even tough the first two columns of Table 5
show that the estimated value μ̂d is pretty close to the population value μd, we
need to make sure that the maximum error of the point estimator, μ̂d, is not
much and we can get good estimates of the mean subnet degree most of the time.
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Fig. 3. Mean subnet degree (μ̂d) sampling distribution for all ISPs obtained via 10000
instances of Monte Carlo simulation
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Table 5. Mean subnet degree figures for all ISPs

μd μ̂d Min Max E NE

ISP-1 18.235 18.257 15.956 20.975 1.128 1.685
ISP-2 44.904 46.112 36.025 57.12 4.536 1.716
ISP-3 2.063 2.066 2.034 2.095 0.013 1.7
ISP-4 2.849 2.797 2.647 3.079 0.098 1.672
ISP-5 3.997 4.049 3.696 4.39 0.144 1.691
ISP-6 6.742 6.224 5.846 7.986 0.437 1.74

Since variance of the sampling distribution of μ̂d has no closed form solution we
resorted to Monte Carlo simulation to determine a confidence interval for μd.

We took 10000 independent samples from the population database and esti-
mated mean subnet degree of the sample. Figure 3 shows the histograms demon-
strating the approximate sampling distribution of μ̂d. The third,Min, and fourth,
Max, columns of Table 5 present the minimum and the maximum of μ̂d point
estimations obtained over 10000 samples of the same size (10%), respectively.
Although the minimum and maximum estimates fall a little bit off the popula-
tion mean subnet degree, the bell shape of the distributions suggest that they
are outliers. To have a better idea we constructed a confidence interval with
confidence level 90% and computed maximum error of the point estimate. Col-
umn five, E shows the maximum error that could be obtained 90% of the time
while estimating the mean subnet degree. Since each ISP has a different mean
subnet degree and variance we normalized the maximum error of estimate for
μ̂d, E, by dividing it with the estimated standard deviation of μ̂d as shown in
the sixth column, NE. The NE values suggest that for an ISP, 90% of the time
the mean subnet degree estimation conveys a maximum error of approximately
1.7 of standard deviation.

Note that, the ISPs having large mean subnet degree are those ones that home
very large network layer subnets belonging to Akamai Technologies.

3.4 IP Address Space Utilization (U)

Similar to mean subnet degree, IP address space utilization estimator, Û , is a bi-
ased estimator of population IP address space utilization, U . The first and second
columns of Table 6 presents that the estimated utilization, Û , is not far from the
population utilization U . However, this is a single instance of sampling and to have
a better idea on whether our slightly biased estimator works well most of the time
we employedMonte Carlo simulation. Again we repeated sampling for 10000 times
from our population database and estimated the value of U for each sample.

Figure 4 shows the sampling distribution of Û obtained over 10000 samples of
the same size (10%) for six ISPs. Third and fourth columns of Table 6 present
the minimum and maximum utilization estimates obtained by Monte Carlo sim-
ulation. However, the bell shape of the distributions in Figure 4 suggests that
the minimum and maximum values are not likely to occur frequently. To have
an idea on the error of the estimator we constructed a confidence interval with
90% confidence level. Column six, E, demonstrates the maximum error of Û at
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Fig. 4. Utilization (Û) sampling distribution for all ISPs obtained via 10000 instances
of Monte Carlo simulation

Table 6. Utilization figures for all ISPs

U ̂U Min Max E NE

ISP-1 0.752 0.748 0.734 0.774 0.008 1.645
ISP-2 0.942 0.944 0.933 0.951 0.004 1.654
ISP-3 0.955 0.953 0.929 0.977 0.01 1.691
ISP-4 0.767 0.775 0.722 0.811 0.019 1.653
ISP-5 0.737 0.747 0.709 0.766 0.012 1.656
ISP-6 0.894 0.89 0.865 0.919 0.012 1.67

confidence level 90%. To put in other words, it says that 90% of the time the
maximum error of sample utilization, Û , is E. Again we normalized the maxi-
mum error of estimate for Û , E, by dividing it to the standard deviation of the
sampling distribution of Û . Column NE in Table 6 states that the maximum
error of estimate for utilization is about 1.67 of standard deviation for all ISPs.

4 Related Work

Most of the studies in the Internet topology measurement field is based on col-
lecting raw topology data from multiple vantage points by path sampling via
traceroute or traceNET. Then inferring routers and subnets using the raw
data [7,12,10]. Early studies in the area used path sampling based topologies
to derive conclusions about the topological characteristics of the Internet [3,4].
Later on researchers argued about the validity of those claims by pointing out
the limitations of path sampling due to source dependency and routing [8,2].

TraceNET [14] infers subnets on an end-to-end path. Although traceNET

substantially improves existing Internet topology maps by discovering subnet
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structures, it performs path sampling and hence suffers from above mentioned
problems. ExploreNET [16] used in this paper allows us to discover individual
subnets rather than subnets on an end-to-end path. In this study, we devised
a sampling framework for studying network layer subnet characteristics in the
Internet and introduced a set of unbiased and biased with small variance esti-
mators for a set of subnet features. To the best of our knowledge, this is the first
study investigating statistical sampling in the domain of subnet inference.

5 Conclusions

Given its large scale, drawing a complete subnet level topology of the Internet
is neither practical nor economical. Consequently, sampling becomes a viable
solution to derive the properties of subnets in the Internet. In this paper, we
have proposed a framework for sampling subnets in the Internet along with
either unbiased or slightly biased estimators with small variance for various
subnet characteristics including total number of subnets, subnet prefix length
distribution, mean subnet degree, and subnet IP address range utilization. Our
theoretical and empirical evaluations on the estimators show that they work well
in estimating population parameters.
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Abstract. We study network loss tomography based on observing av-
erage loss rates over a set of paths forming a tree – a severely under-
determined linear problem for the unknown link loss probabilities. We
examine in detail the role of sparsity as a regularising principle, point-
ing out that the problem is technically distinct from others in the com-
pressed sensing literature. While sparsity has been applied in the context
of tomography, key questions regarding uniqueness and recovery remain
unanswered. Our work exploits the tree structure of path measurements
to derive sufficient conditions for sparse solutions to be unique and the
condition that 
1 minimization recovers the true underlying solution.
We present a fast single-pass linear algorithm for 
1 minimization and
prove that a minimum 
1 solution is both unique and sparsest for tree
topologies. By considering the placement of lossy links within trees, we
show that sparse solutions remain unique more often than is commonly
supposed. We prove similar results for a noisy version of the problem.

Keywords: network monitoring, network tomography, loss inference,
tree topology, sparsity, 
1 regularization, compressed sensing.

1 Introduction

Network operators and end applications alike would like to localize abnormally
lossy links or loss hotspots, but how can this be achieved when internal access to
the network is limited? Consider a set of nodes instrumented as active probing
sources or receivers, generating flows of probes over a set of paths in the network
to measure loss. The intersections of these paths result in a set of relations for
mutual consistency of the measured path loss probabilities in terms of the con-
stituent link loss probabilities that one would like to recover. This is a network
tomography problem, defined over the measurement sub-network traversed by
the probes, which can be expressed as a linear system. This system is in general
severely under-determined: instead of a unique solution for the link loss rates,
an entire family of solutions is consistent with the observed path measurements.

One way to select a particular solution from the family, that is one regular-
ising principle, is sparsity: preferring the solution with the smallest number of
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Table 1. A comparison of problem statements and results for a typical CS problem
compared to loss tomography over a tree (with c children under each node)

Sparsity K Classical CS Results Tree Loss Tomography Results

Signal x �
n link loss vector �+n

m measurements m  n, variable m = n(1− 1/c) + o(1) , fixed

Matrix A m× n, aij ∼ N (0, 1/m) m × n binary matrix representing
the tree measurement topology

Uniqueness every 2K columns of A
independent

Every branch node has at least 2
lossless incident links (K ≤ m)

Efficient Recovery m = O(K log(n/k)), RIP
conditions on A

Every branch node has at least 1
lossless child link (K ≤ m)

lossy links. Sparsity is in keeping with Occam’s razor which seeks the simplest
explanation to a given set of observations, and is a natural fit to the assumption
that hotspots are rare. It also sits well with an operational need to provide a
short list of potential hotspots worthy of closer attention. This paper examines
in detail the role of sparsity in network loss tomography in the important special
case of a tree-like measurement topology or measurement matrix A. Trees have
been considered in a few prior works treating sparsity in loss tomography (see
section 2), but mostly in an implicit sense, as a default special case of general
networks. In this paper we show that the structure of trees can be exploited
to allow an essentially complete picture to be obtained including conditions for
uniqueness of sparse solutions, the relationship of sparse to �1 solutions, and the
condition that minimum �1 recovers the true underlying solution.

Tree measurement topologies arise in several practical contexts – for instance
unicast path measurements between a web server and its clients form a tree.
Thus information on locations of hotspots could be used to direct clients to
replica servers or have the hotspots resolved in cooperation with the concerned
ISP [1]. Moreover, since any general measurement infrastructure can be config-
ured for use as a tree, our results are relevant in practice. Furthermore, loss rates
inferred from multiple intersecting trees over the same infrastructure can also be
used to quickly obtain important partial information about general measurement
topologies/matrices. Exploiting tree solutions and insights to gain purchase on
the more general problem is a new direction and the subject of ongoing work.
An early result in this direction is Lemma 1 in section 4.3.

There are three main differences between our problem setting and that of
compressed sensing (CS), which has in recent years exploited sparsity for signal
recovery (see Table 1). First, network tomography deals with positive quantities
such as link loss probabilities and delays, whereas CS generally treats real valued
signals. Second, in CS one inquires after the nature of the measurement matrix
A, and its size (number of observations m) needed to recover a solution of given
sparsity K uniquely. In network tomography both the nature and size of A are
highly constrained by the availability of measurement nodes, and the lack of
control over the packet routing between them. In the case of a tree, adding a
new ‘measurement’ is non-trivial as it implies installing an active probe receiver
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in a new location. Finally, the measurement matrices studied in CS are designed
to satisfy strong technical conditions such as the restricted isometry property
(RIP [2, 3]). In contrast, for a tree the measurement matrix A is given rather
than designed, and has a specific dependence structure. Studying sparse solutions
over trees is quite different from ‘traditional CS’ approaches, however, the key
questions of interest are the same: hardness, uniqueness, and recovery.

Compared to prior CS work, our task is nontrivial in that we do not benefit
from properties such as RIP and must develop fresh techniques, but easier in
that the structure of trees is simple and powerful. As we see below, the net
result is that the tree context is more tractable, enabling detailed and complete
solutions with desirable properties. Our main contributions include:

Hardness (Complexity of Computing a Sparse Solution): Recovering
the sparsest or min �0 (pseudo) norm solution of under-determined systems is
in general NP-hard [4]. For a tree we show that the sparsest solution(s) may be
characterised precisely and found with a fast linear time algorithm.

Uniqueness (Conditions for Sparsest Solution to Be Unique): Provided
the number of lossy links at every internal/branch node with node degree g is
at most g− 2, the sparsest solution is unique. This result takes into account
the locations of loss within the tree, and shows that uniqueness may hold for
much higher values of sparsity K than the worst case analysis typically used
in CS would suggest. When solutions of a given sparsity are not unique, the
alternative solutions can be precisely localised and characterised.

Recovery (Conditions That Min �1 Solution is the True Solution): For
the general problem, the min �1 norm solution does not always have the min �0
norm and need not even be unique. For the tree problem, we show that min �1 so-
lution always has the min �0 norm and is unique. Provided every internal/branch
node has at least one lossless child link, the min �1 recovers the true underlying
solution. We define the ‘UpSparse’ algorithm, a fast single-pass linear-time al-
gorithm which outputs the min �1 solution. For the general problem, the min �1
solution is recovered through a linear program (cubic complexity).

Since in practice only a finite number of probes can be sent, the measured
path loss probabilities can only be known approximately. We formulate and
study a ‘noisy’ version of the problem that addresses this key practical concern.
As before, we exploit the nature of the tree, and characterise the minimal norm
solutions and present fast algorithms to recover them. The noisy problem is
briefly discussed in section 4.4 with results in the technical report [5].

We begin by discussing related work in section 2. Section 3 presents the general
solution for the hotspot localisation problem in trees. Section 4 characterises the
sparse and min �1 solutions and shows how to find them. Section 5 compares our
algorithms with CS optimization techniques. Section 6 presents experimental
results where we explore the relationship between the sparse and true solutions.
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2 Related Work

Several problems [1, 6–11], all related to inferring link parameters using either
unicast or multicast path measurements, have been studied under the purview
of Network Tomography. Whereas multicast measurements utilise observations
at the per-probe level, the unicast tomography problem works with average
observations of paths and reduces to an under-determined linear system in terms
of unknown link parameters. However the most common approach to solve an
underdetermined system, namely choosing the min �2 norm solution, may not
be suitable when the link quantity is concentrated at particular locations. For
example, for loss inference, it tends to spread the loss over all links in the network.

More recent work borrows techniques of recovering sparse solutions to under-
determined linear systems from compressed sensing (CS) [2,3,12]. In CS, a fixed
but randomly generated (generally Gaussian) matrix A is used to ‘measure’ an
unknown signal xxx as yyym×1 = Am×nxxxn×1; m� n so that x is underdetermined.
CS results show that a minimally sparse xxx can be recovered with high probabil-
ity (i.e. for most A) using �1 minimization [13]. As outlined above, network loss
tomography is quite different: yyy represents the path observations, xxx the unknown
link parameters, and A, which determines which paths traverse each link, cannot
be chosen freely and has unknown properties in general.

Despite these differences, �1 minimization has been used as a black box to
recover sparse solutions in tomography. In [9], Bayesian experimental design
is used to determine the set of paths to measure in a network and a variant
of �1 minimization is used to infer link parameters. In [10], variance in path
measurements across multiple measurement intervals is used to identify a prior,
and an �1 minimization formulation from [9] is used to find a sparse solution
close to it. In [1], path measurements between a server and its clients are used to
recover link loss rates by using sampling, Bayesian inference, and a variant of �1
minimization. None of these works provide insight into the nature of the sparse
or �1 solutions, how they interact, or their uniqueness, the central focii of our
work. In [6], locations of ’bad’ network links is inferred from path measurements
forming a tree. For this, each path is classified as ’good’ (0) or ’bad’ (1) and
the smallest set of bad tree links consistent with the binary path observations
is recovered. In section 6, we see that this two-step approach fails to recover the
true locations of hotspots more often than our approach that directly recovers
a minimally sparse link loss solution. In addition, we recover both the locations
and loss rates of lossy links. Given a measurement matrix, [14] uses expander
graphs [15] to determine conditions for recovering unique sparse solutions in
networks. However, for trees expander graphs do not bring any additional insight.

The work most closely related to our own is [16], which answers some of the
key questions for CS over graphs. The key difference is that we work with trees
instead of general networks. The simpler tree topology enables far greater insight
into the sparse and �1 solutions, and allows explicit solutions and fast algorithms
to be defined. In [16] the authors determine the number of random measure-
ments over underlying network paths needed to uniquely recover sparse link so-
lutions. Random measurements however are difficult to justify in the tomography
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context. Conversely, for a given measurement matrix they provide upper bounds
on the number of lossy links consistent with uniqueness of the sparsest solution.
These bounds are quite restrictive for trees. For example for any ternary tree,
irrespective of its size, the largest allowed number of lossy links is 2, and for a
binary tree the price of uniqueness guarantee is that only a single link may be
lossy. In section 6, we see that for a ternary tree with 25 links, even when 4 links
are lossy, the sparsest solution is still unique for 95% of feasible link loss vectors,
and the proportion grows with tree size. In section 4.3, we also show how the
recovery of a K-sparse vector relates to the degree of the measurement graph.

3 The Tree Hotspot Problem and Solution

In this section we describe how we model the loss process over a tree, and how
to formulate the resulting problem as a linear system. We then solve the system
formally, and make some preliminary observations.

Tree Model. Let T = (V, L) denote the logical tree consisting of a set of nodes
V and links L. Let O ∈ V denote the root node, R ⊂ V be the set of leaf
nodes, and I = V \ {O ∪R} the set of internal nodes. A link is an ordered pair
(j, k) ∈ {V × V } representing a logical link (one or more physical links) from
node j to node k. For each node except the root there is a unique node j = f(k),
the father of k, such that (j, k) ∈ L. The set of children of a node k is denoted
by c(k), thus c(k) = {j ∈ V : (j, k) ∈ L}. All nodes have at least two children,
except the root (just one) and the leaves (none). The depth of a node is the
number of links in the (unique) path of ancestors leading to the root. By level l
of a tree we mean the set of nodes of depth l, with the root being of depth zero.
We denote the height of the tree (the depth of the deepest leaves) by H . The
top link is the unique link adjacent to the root node.

For convenience, we refer to link (f(k), k) simply as link k, and similarly, we
also use I to refer to the set of internal links corresponding to the internal nodes,
R to refer to the leaf links as well as nodes, and so on. Let n denote the number
of links in the tree, m = |R| the number of leaves, and d = n −m the number
of internal links. From each leaf there is a unique path to the root, so m is also
the number of paths. Clearly n ≥ m + 1. It is convenient to label nodes/links
as follows: First, the leaf nodes are labelled by k = 1, 2 . . .m from left to right.
Then beginning with the child of the root the counting continues in a preorder
traversal of the internal nodes of the tree (recursively: node, left subtree right
subtree). With this convention, the labels of leaf nodes can double as convenient
path labels. In other words, path j terminates at leaf node j, with paths labelled
as j = 1, 2 . . .m from left to right. Examples are given in the figures.

The topology of tree is captured by the m× n measurement matrix A, where
the entry Ajk = 1 if link k forms part of the path j, 0 otherwise. Row j of the
matrix gives the links in path j, and column k gives the paths that cross link k.

Modelling Link Loss. The marginal probability of loss on link k is given by
bk ∈ [0, 1], and we denote the (n × 1) vector of loss probabilities over all links



294 V. Arya and D. Veitch

by b. We assume stationarity so that b is constant. As in all prior work, spatial
independence is assumed, i.e., all link loss processes are mutually independent.
It follows that the path loss probability is easily expressed via the product of
the link passage probabilities: pj = 1 −

∏
k:Ajk=1(1 − bk) where the product is

over the links on path j. We assume that we have access, through measurements
based on a large number of probes, to the exact path loss probability vector,
p = [p1, p2, . . . , pm]T .

3.1 System Solution

Define the addloss function as L(b) = − log(1 − b), b ∈ [0, 1). We write xk =
L(bk) and yj = L(pj). Since L is a monotonically increasing function, mapping
[0, 1) to [0,∞), the link loss vector b is replaced by the equivalent link addloss
vector xxx = [x1, x2, . . . , xn]

T , and similarly p is replaced by yyy = [y1, y2, . . . , ym]T .
The relation pj = 1 −

∏
k:Ajk=1(1 − bk) is now yj =

∑
k:Ajk=1 xk, and the

relationship between path and link loss takes the linear form

4

5 3

1 2

1 2 3

A =

⎡⎣ 1 0 0
0 1 0
0 0 1

∣∣∣∣∣∣
1 1
1 1
1 0

⎤⎦
=

[
Im AI

]

Fig. 1. A tree with 3 leaves (and
paths) and 2 internal links, with its
measurement matrix A. Receiver
links correspond to the identity
matrix Im.

yyy = Axxx, xk ≥ 0, yj ≥ 0. (1)

The term ‘addloss’ is justified by the additive
nature of link addloss, together with the fact
that values of xk and yj can still be interpreted
directly as loss for many purposes. In partic-
ular 0 addloss implies zero loss. Since we use
addloss exclusively in this paper, we will use
‘loss’ as a shorthand for addloss.

Consider the tree in figure 1 together with
its measurement matrix A, where the vertical
divider separates the m columns correspond-
ing to receiver links xxxR = [x1, x2, . . . , xm]T on
the left, from those of the internal links xxxI =
[xm+1, . . . , xn]

T on the right. The (m × m)
identity matrix Im in the left appears because
each leaf link belongs to just one path (and because of our link and path nam-
ing conventions). This is true in general for any tree, and we may partition any
measurement matrix into Im and the (m×d) matrix AI that shows how internal
links contribute to paths. We can now rewrite (1) as

yyy = Axxx =

[
Im AI

][
xxxR

xxxI

]
= xxxR +AIxxxI ⇒ xxx(xxxI ;yyy) =

[
xxxR

xxxI

]
=

[
yyy − AI xxxI

xxxI

]
(2)

It is clear that A has full rank m, as its column rank is clearly at least m due to
the embedded identity matrix, and row and column rank are equal. The general
solution will therefore have d = n −m free parameters. Since there are also d
internal links, it is convenient to select xxxI to span this space, in terms of which a
formal solution can be immediately written as above where the path observation
vector yyy appears as a parameter.
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Fig. 2. Example of ambiguity in the locations of lossy links (bold), each of loss x. In
each case, receiver vector yyy = [x, . . . , x]T , but the no. of lossy links varies - 1, 3, and 8.

The choice of xxxI as the independent variables has the advantage of making yyy
appear in a simple way in the solution. For e.g., setting xxx = 0, it is clear that
yyy = 0 is the corresponding observation. Setting xxxI = 0, we see that yyy = xxxR, which
also reveals that any set of (non-negative) observations is possible in general. We
call xxxI = 0,xxxR = yyy, the receiver solution.

4 Regularizing the Solution Using Sparsity

Equation (2) is a d-dimensional family of loss solutions all equally consistent
with a single observed yyy. From the point of view of an observer whose end
goal is to identify a unique set of candidate loss hotspots, this represents a
significant and problematic ambiguity. Our main regularising principle is that
of sparseness, i.e. minimizing the number K of lossy links which are consistent
with any observed yyy. A smaller number is preferred because it is more likely
under a priori assumption that loss is rare, and focusses attention on a smaller
number of candidate problem links, which has practical advantages. If in fact
solutions are sparse, i.e. given a bound on the sparsity K, we wish to determine
the conditions under which a sparsest solution is the unique solution consistent
with observed yyy.

Consider figure 2 which gives three (of several) possible solutions consistent
with the observations yyy = [x, . . . , x]T , x > 0. Figure 2(a) shows the solution
xxxI = [x, 0, . . . , 0],xxxR = 0 where only the top link is lossy while figure 2(c) shows
the receiver solution xxxI = 0,xxxR = yyy. If sparsity K ≤ 1, then 2(a) is the unique
sparsest solution consistent with yyy.

Finding the sparsest solution is equivalent to minimizing the �0 (pseudo) norm
of xxx: K = ||xxx||0 =

∑n
i=1 |xi|0 =

∑
i:xi>0 1. Results from CS have shown that

minimizing with respect to �1 norm often identifies solutions with min �0 norm
but at a lower computational cost. We therefore also explore �1 below, both
in its own right, and as a secondary principle which can be used to further
reduce ambiguity. Whilst a priori information on the likely locations of lossy links
within the topology may be available in some contexts, this is not always so. In
this paper we treat the case where there is no such information, corresponding
informally to a uniform prior over all links.



296 V. Arya and D. Veitch

4.1 Local Regularisation

It is useful to understand ambiguity in a local complex. This is a ‘building block’
consisting of an internal/branch node and its adjacent links. We will explore
it using the two level tree of figure 3(a), where link and path labels have been
dropped in favor of their loss values. The general solution corresponding to the
observed yyy is xxx′ = [y1−x, y2−x, . . . , ym−x, x]T , parameterised by x ∈ [0, ymin],
where ymin = minj yj is the smallest path loss. We examine sparsity in the local
complex as a function of the parameter x ∈ [0, ymin].

ymin = 0: the family collapses to a unique solution, x = 0.

ymin > 0: x is not uniquely determined by yyy and we speak of an ambiguous
complex. At x = 0 the internal link is lossless and the child link losses are
maximized. We call this the downstate, and it has sparsityK = m. As x increases
over the range x ∈ (0, ymin) loss is ‘pulled up’ equally and in parallel from each
child link to the internal link. In thesemixed states all links are lossy and sparsity
is K = m + 1, the largest possible. This upward transfer of loss ceases at the
upstate when x = ymin, where suddenly the loss on all mmin links sharing the
minimum value ymin becomes zero, and K drops to K = m−mmin + 1.

To summarise, requiring sparsity excludes the mixed states, singling out the
downstate (x = 0) and upstate (x = ymin). If ymin is not unique (mmin > 1)
then the upstate solution is the unique sparsest solution. For example when
moving from figure 2(b) to figure 2(a), K drops locally around the top internal
node from 3 to 1 as the complex moves from the downstate to the upstate. If
instead mmin = 1, then both the upstate and downstate have sparsity K = m,
so ambiguity, though greatly reduced, remains.

If instead of sparsity we consider �1 the conclusions are similar but ambiguity
vanishes. The �1 norm of the local complex illustrated in figure 3(a) is given by
||xxx′||1 =

∑n
k=1 |xk| =

∑m
j=1 yj−x(m− 1). It is clearly minimized by setting x as

large as possible, namely x = ymin, i.e. the upstate. Hence for the �1 norm upstate
is always both optimal and unique, whereas for �0 it is always optimal but not
always unique. A simple example with yyy = [2, 3, 4] is shown in Figure 3(b).

4.2 Global Regularisation

The local ambiguity above can occur centered on any internal node in the tree.
A natural question is whether global effects may resolve local ambiguities, or
alternatively result in new forms of global ambiguities. Consider the scenario of
figure 3(c) where the original sparsity is K. The lower complex is initially in a
downstate (left) with mmin = 1 and the upper complex is in the upstate. After
the lower complex moves to the upstate, the sparsity remains at K (middle),
however the upper complex is no longer minimally sparse. Let xmin denote the
minimum loss of the child links in the upper complex after the move, and m′

min

its associated multiplicity. Since xmin > 0 and m′
min = 2 > 1 sparsity can be

reduced to K +1−m′
min = K − 1 by moving the upper complex to the upstate.

There are two important observations to make from the above example. First,
choosing the upstate always achieves minimal local sparsity. Second, choosing the
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Fig. 3. (a) Ambiguity at a local complex, which could be centered on any internal
node, illustrated by a simple tree. Links and paths are annotated with their loss values,
obeying the general solution parameterized by x. Loss can be moved up or down subject
to x ∈ [0, ymin]. (b) 
0 and 
1 norms of solutions shown for a 3-receiver complex with
observations yyy = [2, 3, 4]. Loss can be moved up or down subject to x ∈ [0, ymin = 2].
Both downstate and upstate solutions at x = 0 and x = 2 have the equal sparsity
K = m = 3, but upstate achieves minimal 
1. (c) An example of the coupling of two
local complexes resulting in lower global ambiguity (link thickness proportion to loss,
dashed links lossless). Left: initial configuration: lower complex in downstate, upper in
upstate. Middle: system remains K-sparse when the lower complex changes state, but
upper complex is no longer minimally sparse. Right: moving the upper complex into
the upstate yields lower sparsity.

upstate locally may also enable sparser states to be found in complexes higher
in the tree. Together these motivate the following algorithm which defines a
global solution based on the systematic exploitation of local sparsity with a
preference for the upstate solution in case of local non-uniqueness. Recall that
local complexes are centered on internal nodes at levels l = 1, 2 . . . H − 1.

UpSparse Algorithm
Begin with an arbitrary feasible solution xxx. For all ambiguous local complexes at
the deepest level select the up sparse state. Move up to the next level and repeat.
Terminate at level 1.

Function UpSparse(xxx)
% arbitrary initial solution xxx

1: for � = H − 1 downto 1 do
2: for all nodes i at level � do
3: xxx← PutInUpState(i,xxx)
4: end for
5: end for
6: return xxx % UpSparse Solution

Function PutInUpState(i,xxx)
% Put node i in upstate

1: δ ← minj∈c(i){xj}
2: xi ← xi + δ
3: for all nodes j ∈ c(i) do
4: xj ← xj − δ
5: end for
6: return xxx % Link i & children updated

We call the state of the loss vector tree after the application of the algorithm
the UpSparse solution. An example of initial solution is the receiver solution
xxxI = 0,xxxR = yyy. Reading figure 2 from right to left provides an example of the
algorithm in action. We now give its main properties. These are proved in [5].



298 V. Arya and D. Veitch

UpSparse Properties

Let xxx∗ be the output of UpSparse with input xxx, then

Property 1. Each local complex in xxx∗ is in upstate (by construction).

Property 2. UpSparse uniqueness : For fixed yyy and any feasible input xxx, Up-
Sparse outputs the same xxx∗(yyy), defined ∀i ∈ V \{O} by:

x∗
i = γi if f(i) = O, else x∗

i = γi − γf(i), where γi = min { yyyR(i) } (3)

yyyR(i) denotes the observations in subtree rooted at node i.

Property 3. UpSparse solution has minimal �0 and �1 norms : For any solution
xxx, ‖xxx∗‖0 ≤ ‖xxx‖0 and ‖xxx∗‖1 ≤ ‖xxx‖1.
Property 4. ‖xxx∗‖0 ≤ m = |R|.
Property 5.min �1uniqueness : UpSparse solution xxx

∗ is the unique solution with
min �1 norm.

Property 6. min �0 uniqueness : If each local complex in xxx∗ is uniquely sparse,
then xxx∗ is the unique sparsest solution, otherwise not.
Corollary: When the number of lossy links at internal node i with degree gi is
at most gi − 2 ∀i, then the sparsest solution is unique. This degree condition
ensures that no internal node can be moved from upstate without increasing
sparsity, and hence xxx∗ = UpSparse(xxx) = xxx.

Property 7. min �1/UpSparse solution = true solution? : If there exists at least
one lossless child link at every internal node, UpSparse solution = true solution.

4.3 A Sufficiency Condition for Non-uniqueness in Graphs

Consider a measurement matrix A that defines a graph (instead of a tree) using
paths from an underlying general network. Each column vector in A corresponds
to a link in the graph. For any branch or internal node, let gin (resp. gout)
denote its in-degree (resp. out-degree), that is the number of links covered by
its incoming (resp. outgoing) paths. Then:

Lemma 1. Let K ≥ max{gin, gout} for some branch node. Then there exists
a K-sparse non-negative vector xxx that is not the unique sparsest solution to
yyy(xxx) = Axxx. (The proof is given in [5])

Lemma 1 gives a worst case bound relating the degree of networks and their
amenability to sparse recovery. If networks have small degree, then sparsity min-
imization can fail even for small K if lossy links are concentrated at a branch
point. For a binary tree, the bound for non-uniqueness given by lemma 1 is
K ≥ 2 since all branch nodes have gin = 1 and gout = 2. However property 6
above shows that sparsity minimization will still succeed for a binary tree for
higher K provided the number of lossy links at each branch point is < 2.
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4.4 The Noisy Problem

We briefly describe the noisy problem for completeness with details in [5]. The
model defined in section 3 is based on knowing the mean loss observed at each
receiver exactly. This assumption may fail in a number of ways, the most impor-
tant of which is that, in practice, loss is estimated based on a finite number of
observations, resulting in receivers seeing only an estimate ŷyy of the true path loss
observation vector yyy. We model this by associating a confidence interval [y�j , y

u
j ]

for each receiver j with any yyy ∈ [yyy�, yyyu] (i.e. ∀j, yj ∈ [y�j, y
u
j ]) an equally possible

observation vector. As before, we characterise the min �0 and min �1 solutions
locally and globally within the tree. We observe that, unlike the noiseless case,
the min �1 solution is no longer unique and need not always have the min �0
norm. We define UpSparse+, a fast single-pass algorithm, which retrieves the
min �1 solution out of all solutions with min �0.

5 Comparisons with CS Algorithms

Noiseless Noisy

min
x
||xxx||0 : Axxx = yyy, xi > 0 ∀i (4)

min
x
||xxx||1 : Axxx = yyy, xi > 0 ∀i (5)

min
xxx

1

2
‖yyy −Axxx‖22 + λ‖xxx‖1 (6)

min
xxx
‖yyy −Axxx‖1 + λ‖xxx‖1 (7)

min
xxx
‖yyy −Axxx‖1 + λ‖xxx− μμμ‖1 (8)

We now compare UpSparse to other optimisation methods from CS, of higher
computational complexity, which can also find min �0/�1 solutions in trees.

In the noiseless case, the optimal sparsity optimisation problem is (4) which is
non-convex. In general such problems are NP-hard. In contrast, UpSparse pro-
vides a low cost single pass algorithm, which achieves global optimality through
only O(n) local operations, the number of links in the tree. In the �1 case, the op-
timisation problem is (5) which is not only convex but a linear program. Known
as the basis pursuit formulation [13], it is used as a substitute for (4). Although
its solution is straightforward using linear programming, UpSparse offers a low
cost direct alternative which fully exploits the underlying tree topology.

The noisy problem has been tackled using the approaches (6-8). Eq.(6) is the
basis pursuit denoising formulation and the unconstrained Lasso [17] formula-
tion. Eq. (7) is used as an alternative to (6) as it is a linear program. It is used
in [9]. Eq. (8) is proposed in [9] and used in [10] to choose a solution close to
a prior μμμ. Compared to these approaches which require the introduction of a
penalty term which is traded off with the �1 norm (used to approach �0) as well
as a tradeoff parameter, UpSparse+ uses �0 directly, supplemented by �1 when
needed. A relevant special feature here of the tree problem is that any noisy
observation ŷyy has a feasible solution (for e.g. the receiver solution). There is no
need for regularisation in the sense of finding the closest feasible solution to ŷyy.
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6 Experiments
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Fig. 4. Top to bottom: (a) Prob-
abilities of uniqueness and recov-
ery of true solutions. (b-d): Effect
of measurement noise for trees as
a function of K/n(sparsity/number
of links). Top curves show the suc-
cess rate e0 and bottom curves show
relative error e2 (b, c): Results for
UpSparse and UpSparse+ solutions
respectively for a ternary tree with
n = 13 links, and (d): Results for
realistic trees from AT&T network.

Uniqueness of min �0 and effectiveness of �1
recovery in trees : Figure 4(a) plots different
probabilities of interest as a function of spar-
sity K by exhaustively looking at all

(
n
K

)
links in trees. These are shown using two
ternary trees with n = 13 (m = 9 leaves) and
n = 25 (m = 17 leaves) links for 1 ≤ K ≤ m.
The red curves show the probability that the
sparsest solution is unique. The blue curves
show the probability that the min �1 solution
is the true underlying solution. Property 6 of
section 4.2 gives the condition for uniqueness
of sparsest solution and 7 gives the condi-
tion that min �1 solution = true solution. For
K ≤ 2, min �0 is guaranteed to be unique
since for all internal nodes, the node degree
g = 4 (3 children, 1 parent) and K ≤ g − 2
holds. For K > 2, the probabilities gradually
decay with increasing number of lossy links.
For K > 2, a vector of sparsity K need not
be unique in general (lemma 1). It is unique
however if corollary of property 6 is satisfied.
We see that �1 minimization can recover the
true solution even when the sparsest solution
is not unique. Since �1 picks one of the spars-
est solutions that is in upstate, when the true
solution is the upstate solution, �1 minimiza-
tion recovers it. It is clear that UpSparse or
any �1 minimization algorithm effectively re-
covers the true loss hotspots in a tree, pro-
vided that only few of them exist. Next, we
compare UpSparse to SCFS (smallest consis-
tent failure set) algorithm [6], which recov-
ers the sparsest link binary vector (each link
either good/lossless or bad/lossy) given the
path binary vector (each path either good or
bad). The black curves show the probability
that SCFS recovers the true link binary vec-
tor i.e. the locations of all bad/lossy links.
We see that SCFS has a lower success rate
than UpSparse (blue curves) even though Up-
Sparse recovers both the locations as well as
loss rates of all lossy links. The binary ap-
proach yields higher ambiguity than the loss
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approach. For example, at a branch node, if one of the child links and the par-
ent link are both bad/lossy, SCFS will report only the parent as bad. However
UpSparse will report both links as lossy.
Effect of measurement noise: Next we conduct probing experiments where in-
stead of the true path probabilities only an estimate is available, based on a fixed
number of probes. We compute the minimal norm solutions and plot errors as a
function of both sparsity and increasing number of probes. We assume a scenario
where we have no prior knowledge of where the lossy links may lie. Thus we pick
K links uniformly at random. For each of these, loss is set uniformly at random
from 1 − 10%. For the remaining links, loss is set to 0. Using xxx, we simulate
the passage of probes on each path and derive the noisy observation ŷyy and its
confidence intervals ŷyy�, and ŷyyu. These are used by UpSparse and UpSparse+ to
yield x̂xx. Finally we recover the true loss estimates b̂ = L−1(x̂xx).

We compute two quantities: (i) relative �2 error e2 = ‖b − b̂‖2/‖b‖2 and
(ii) Success rate e0 which is the number of common lossy links between b and

b̂ normalised by ‖b‖0. e0 attempts to measure the effectiveness of UpSparse in
identifying the correct locations of lossy links.
1) UpSparse Solutions : Figure 4(b) shows benchmark results using a ternary
tree with n = 13 links and height 3. The top curves show the success rate e0
and bottom ones show the error e2 averaged over 100 repetitions for 1k and 10k
probes when UpSparse is given the noisy ŷyy in each repetition. We see that even
with 1k probes (blue curve), UpSparse identifies the correct locations of majority
of the lossy links. As probes increase, ŷyy approaches yyy and e2 decreases.
2) UpSparse+ Solutions : Figure 4(c) shows results for UpSparse+ using 1k
probes for intervals of small and large sizes. In each repetition, UpSparse+ is
given intervals ŷyy

�
, and ŷyy

u
that contain the true yyy. When interval sizes are large,

UpSparse+ can find solutions which are even sparser than xxx resulting in higher
error. As intervals get narrower, UpSparse+ gives better results. The curve in
the centre shows results when the actual noisy observation is used by UpSparse.
3) Large Realistic trees : Finally 4(d) shows results for real tree topologies cut
out from the publicly available router level map of the AT&T network obtained
by Rocketfuel [18], with about 48 links on average per tree. The figure shows

results for solutions computed using UpSparse+ for 1k and 10k probes when ŷyy
�
,

and ŷyyu are t-distributed intervals for 90% confidence, centered around ŷyy. We see
that e2 increases as expected as large trees will need more probes to get accurate
path probabilities. However success rate e0 remains high implying that minimal
norm solutions identify the correct locations of majority of the lossy links.

7 Conclusion

The sparsity principle has been mostly used as a black box in loss tomography
without detailed characterization of conditions under which minimal norm so-
lutions are unique or recover the true underlying solution. These conditions are
important in practice as network operators wish to know when sparsity could be
used to accurately localise hotspots using few monitoring points.
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In this work, we study the problem of loss hotspot localization in tree topologies
(e.g. server-basedmeasurements) using the principle of sparsity.We derive explicit
solutions and fast algorithms for both min �0 and min �1 norms that give deep in-
sight into the nature of sparsity in trees. We provide conditions under which mini-
mal norm solutions are unique and when they recover the true underlying solution.
We show that when lossy links are well separated, sparse solutions remain unique
in many cases. We conduct experiments to measure the ability of the minimally
sparse solution to approach the actual sparse solutions in practice. We see that
minimal norm solutions can identify the locations of most lossy links, however as
their number increases it becomes much harder to identify true loss rates. We also
observe that minimally sparse link loss solutions can localize hotspots better than
minimally sparse link binary solutions used in prior work.

Future work will extend our work to graphs, study recovery conditions for the
binary performance problem, and test our results with real measurements.
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Abstract. The size of a Peer-to-Peer (P2P) network is an important
parameter for performance tuning of P2P routing algorithms. This pa-
per introduces and evaluates a new efficient method for participants in
an unstructured P2P network to establish the size of the overall network.
The presented method is highly efficient, propagating information about
the current size of the network to all participants using O(|E|) opera-
tions where |E| is the number of edges in the network. Afterwards, all
nodes have the same network size estimate, which can be made arbitrar-
ily accurate by averaging results from multiple rounds of the protocol.
Security measures are included which make it prohibitively expensive for
a typical active participating adversary to significantly manipulate the
estimates. This paper includes experimental results that demonstrate the
viability, efficiency and accuracy of the protocol.

Keywords: Peer-to-Peer, protocol design, network security.

1 Introduction

Individual peers participating in unstructured networks, such as Peer-to-Peer
(P2P) networks, ad-hoc wireless networks and sensor networks, can benefit from
knowing the size (total number of participants) of the network. Peers in unstruc-
tured P2P networks which know the network size can make intelligent decisions
with respect to content replication, message routing and forwarding and the
overall cost of operations. Additionally, nodes in a sensor network can use such
data to gauge the health of the overall network, calculate on/off time to save
energy, selectively route messages, and generate alerts.

This paper describes the design, implementation and experimental results of
a protocol that provides all peers in a structured or unstructured P2P network
with an accurate estimate of the total number of peers in the network. The
primary motivation for our work are the requirements of various P2P routing
protocols [4,6,12]; these protocols explicitly require a network size estimate to
tune parameters responsible for routing, path selection and content replication.
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The focus of our design is to provide security in the context of an open and
completely decentralized network architecture. While it would be possible to
strengthen the security of our design with trusted centralized services — for
example by preventing a Sybil-attack with a centralized registration requirement
— our design does not require a centralized authority and is intended to provide
security in the presence of actively participating adversaries. A key difference to
existing proposals is that in our design there are no peers with special roles in
the process; this eliminates the possibility of malicious peers abusing such roles.

A central goal of our design — which is generally not satisfied by many other
network size estimation algorithms [1,11,14] — is that all peers are supposed to
participate in calculating a network size estimate at roughly the same time and
obtain the same result. This is achieved by a controlled flood of the network
with the size estimation information, costing O(|E|) messages per round. In
practice, the constant factor is typically between one and two; in other words,
the algorithm can be expected to only generate |E| messages per round.

The basic idea behind our algorithm is to flood the network with the identity
of the peer whose identity is closest to a particular key T . Each peer’s identity
is generated when the peer starts the first time. The key T is not chosen by
any peer but instead is generated from the start time S of the current round.
Despite using time, we specifically do not assume that the clocks in the network
are closely synchronized; our protocol ensures that in the worst case individual
peers with significant clock skew only cause a bounded amount of additional
network traffic.

Our protocol considers many other important networking issues as well. The
protocol is very efficient as it requires only O(1) state per peer and does not
require peers to establish new connections (we assume the network graph is
connected). The amount of work required by each node is based only on the
number of edges of the node, so the load between peers is typically balanced.
Given that our protocol floods the network with size estimation information,
peers randomly delay messages to avoid spikes in network traffic. Finally, our
design handles network churn well, and allows the system designer to trade-off
computational efficiency for security and bandwidth for accuracy.

The remainder of the paper is structured as follows. In Section 2, we present
related work on methods for network size estimation for P2P networks. Section 3
then presents our protocol. In Section 4 we analyze the security aspects of the
protocol. Experimental results obtained using large-scale emulation are given in
Section 5.

2 Related Work

Algorithms for estimating the size of a P2P network can be categorized into al-
gorithms for structured overlays, which typically exploit statistical properties of
an existing routing table from a DHT, and algorithms for unstructured overlays,
which make no assumptions about the structure of the underlying network.
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2.1 Network Size Estimation for Structured Overlays

Structured overlays construct routing tables at each peer according to particular
rules that enable efficient routing of messages to the peer with the “closest”
identifier with respect to a given key [15,18]. In these structured overlays, the
distance to the nearest neighbors in the routing table can be used as a first
network size estimate as it correlates with the network size [17].

As node identifiers are often not perfectly uniform, searching the structured
overlay for the closest node to various randomly selected keys can be used to
get accurate network size estimates [17]. Given a DHT routing algorithm with a
typical cost of O(log n), network size estimation for all nodes using this method
would be O(n logn). When compared to the method presented in this paper, a
key disadvantage of existing methods for structured networks is that they rely on
the security of the underlying routing algorithm; actively participating malicious
nodes have thus the potential to significantly skew the network size estimate.
Furthermore, for any of the structured methods that we are aware of, different
nodes will virtually always compute somewhat different network size estimates.

2.2 Network Size Estimation for Unstructured Overlays

Several algorithms for unstructured overlays are based on sampling. Examples
include Sample & Collide, Random Tour and Hops Sampling. In Sample & Col-
lide [14], each peer starts bounded random walks to sample random peers in the
network and uses the collision information and the birthday paradox to estimate
the size of the network. In Random Tours [14], a message tours the network
until it reaches the initiator; the size estimate is then computed based on a
counter in the message that was incremented by each peer on the tour. Hops
Sampling [11] works by flooding the network with a message containing a hop
count. Peers report back to the initiator with a probability inverse to the hop
count they received. The network size estimate is then the sum over all dis-
tances of the number of replies received for a particular distance divided by the
reply-probability for that distance.

As described, these methods generate results for just one peer in the net-
work, resulting in a high amount of bandwidth used overall (assuming each peer
requires an estimate). Also, different peers will have potentially significantly dif-
ferent network size estimates. While these approaches do not assume a particular
network structure for routing, they do still make implicit assumptions about the
structure of the overlay topology and may significantly underestimate the net-
work size if the overlay topology happens to have a structure that is unfavorable
to the algorithm. For example, a circular topology would result in a network size
estimate of n2 for Sample & Collide.

Other algorithms, such as Gossip-based Aggregation [8], achieve a somewhat
more uniform estimate for all participating nodes at the cost of sensitivity to
node failures. Gossip-based Aggregation starts with one peer setting a local state
to 1 while all other peers set their local state to 0. Peers continuously connect to
randomly selected peers, and exchange states in pairs. Each peer then replaces
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its state with the average of both values. After a predefined number of iterations,
all peers are supposed to end up with a value close to 1/n where n is the size
of the network. A method that addresses the problem of who should set the
state to 1 has been proposed [20], but only works in certain structured networks
and retains other shortcomings of this approach, including high vulnerability to
malicious peers.

A special case is the method proposed in [1] which attempts to produce a
network size estimate using only “local” information. The idea behind this al-
gorithm is to observe the number of new neighbors discovered in a breadth-first
search of the network and estimate the network size based on the growth of this
function. The authors claim to obtain accurate results with a breadth-first search
of depth three, which makes this a “local” method. However, the way they con-
structed the topologies for their experiments does not seem to properly model
the structure of actual networks. We were unable to reproduce their results on
other network topologies.

The accuracy and performance of various size estimation methods for unstruc-
tured networks are compared in [16] using simulation. The authors identify the
Sample & Collide method as the strongest algorithm and state that it requires
about 50 million messages in a random-graph topology of 100,000 nodes for an
accuracy of ±4%. It should be noted that this is the overhead for an individual
node to obtain an estimate; if each of the 100,000 nodes were to run the Sample
& Collide protocol, it would take 5 trillion messages to achieve this degree of
accuracy.

None of these papers mention concrete implementations or discuss security
concerns. Furthermore, all of them are clearly vulnerable to malicious partici-
pants. For example, in the case of sampling-based algorithms, malicious
participants can manipulate walks that pass through them (allowing virtually
unbounded manipulation of the network size estimates) or achieve a significant
multiplier (O(

√
n)) to their network bandwidth in a denial-of-service attack by

continuously initiating size estimation requests. Similarly, an active adversary
can manipulate the exchanged values in gossip-based methods to change the
size estimate in any direction.

3 Our Approach

We generate node identifiers by hashing the public key of the respective node.
Node identifiers for benign nodes should therefore be statistically equivalent to
random numbers from a uniform distribution. Furthermore, nodes are able to
cryptographically sign messages using their respective private key.

Similar to the network size estimation algorithms for structured overlays, our
network size estimation approach is based on the largest number of leading
overlapping bits between any node identifier and a random key:

Theorem 1. Let p be the expected maximum number of leading overlapping bits
between all n random node identifiers in the network and a random key. Then
the network size n is approximately 2p−0.332747.
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Proof. Let X be the random variable for all n identifiers and let Xi be the
number of overlapping bits for an individual random node identifier i.

The probability that a single random node identifier i overlaps with at least
α bits with a random key is

P (Xi ≥ α) = 2−α. (1)

Then, the probability that a single random node identifier overlaps with less
than α bits with a random key is

P (Xi < α) = 1− 2−α. (2)

The probability that the maximum number of leading overlapping bits for all n
random nodes is strictly less than α is

Pn(X < α) :=: P

(∧
i

Xi < α

)
= (P (Xi < α))n =

(
1− 2−α

)n
. (3)

Then En(X), the expected maximum number of leading overlapping bits between
n random node identifiers in the network is:

En(X) :=:
∞∑

α=0

α · Pn(X = α) =
∞∑

α=1

Pn(X ≥ α)

=

∞∑
α=1

(1− Pn(X < α)) =

∞∑
α=1

(
1−

(
1− 2−α

)n)
=

log2 n∑
α=1

(
1−

(
1− 2−α

)n)
+

∞∑
α=log2 n+1

(
1−

(
1− 2−α

)n)
Suppose n is sufficiently large such that we can use limn→∞(1− x

n )
n = e−x. By

substituting β := α− log2 n and γ := log2 n− α we then get:

En(X) = log2 n−
log2 n−1∑

γ=0

(
1− 2γ−log2 n

)n
+

∞∑
β=1

(
1−

(
1− 2−(β+log2 n)

)n)

= log2 n−
log2 n−1∑

γ=0

(
1− 2γ

n

)n

+

∞∑
β=1

(
1−

(
1− 2−β

n

)n)

≈ log2 n−
log2 n−1∑

γ=0

e−2γ +

∞∑
β=1

(
1− e2

−β
)

≈ log2 n− 0.521865+ 0.854613 = log2 n+ 0.332747

Thus, for sufficiently large values of n,

En(X) ≈ log2 n+ 0.332747. (4)

��
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Given Theorem 1, the key remaining challenge is thus to efficiently and securely
find a closest node identifier (with distance measured in terms of leading over-
lapping bits) to a random key in an unstructured network.

In our design, all nodes in the network periodically participate in a global
network size estimation operation at a frequency of f . Each round results in
all peers learning a discrete approximation p (the number of overlapping lead-
ing bits for a particular random key) for p (the theoretically expected number
of overlapping leading bits). The specific frequency f is chosen based on the
expected level of network churn and the desired accuracy. f is a design param-
eter and fixed in the implementation. The results from the last k iterations are
averaged locally by each peer to obtain an approximation p̃ for p. A standard
deviation can also be computed if an estimate for the error of the size estimate is
desired. Furthermore, the current p value is used by the protocol as a parameter
to (slightly) improve the performance for the next round. We will refer to the
number of overlapping leading bits from the previous round as p′.

3.1 Generating a Random “Key”

Given a frequency f , the random target key T for each round is generated by
hashing the start time S, which is the absolute UTC time at times that are zero
modulo f . For example, if f = 1h, then a fresh key could be generated every
hour by hashing “DD-MM-YYYY HH:00:00”. Using this method, all peers will
generate exactly the same key at (roughly) the same time. Generating the key
this way has the advantage that it will be known to all peers without commu-
nication and that malicious participants cannot influence the process. However,
it should be noted that while the keys satisfy the statistical properties of being
random and uniform, it is trivial to compute them in advance.

Our method requires all peers to calculate the current key T at the respective
start time S. The network size estimation protocol’s goal is to communicate to
all peers an identity IT of a peer with the largest proximity p with respect to T .
More specifically, all peers are supposed to learn one of the closest peer identities
IT between time S and time S+f . Given IT , each peer can then calculate p, the
average p̃ of the p-values from the last k rounds and finally the current network
size estimate 2p̃−0.332747.

Note that p is a discrete value representing the number of leading matching
bits between the key T and a peer’s identity. As such, it is quite likely that many
peers have identities with the same number of leading matching bits and hence
the same proximity p. Our protocol deliberately ignores all bits after the first
mismatch to improve performance; if multiple peers have the same proximity
score, it does not matter which of these equivalent identities is propagated as
they will all ultimately result in the same proximity estimate p.

3.2 Starting the Flood

Our protocol essentially floods the network with the identity of a closest peer IT .
If only the identities of closest peers are propagated, this operation would create
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less than 2|E| messages (up to two per edge in the network). The challenge is to
avoid creating significantly more than 2|E|messages, which is difficult since in an
unstructured network a peer with the closest identity IT cannot be certain that
there is no other peer that is closer to T . We address this problem by delaying
the flood based on proximity.

First, each peer evaluates its own proximity x with respect to T . How close
the peer is to T is then used to determine how soon the peer will initiate the
flood of the network with a message claiming that he is the closest peer. We use
the previous network size estimate as a guide to time the release. Specifically,
given a proximity of x leading overlapping bits and a network size estimate p′

from the previous round, we use the following function to determine the time
when a peer starts to flood the network:

r(x) := S +
f

2
− f

π
· arctan (x− p′) (5)

Using this function, if the peers proximity x is equal to the proximity of the last
iteration, the peer floods the network at time S + f

2 . If the peer’s proximity is
0 bits, the peer floods the network close to time S + f , which is at the end of
the time interval for the current round; if the peer’s proximity is significantly
higher than p′, the peer floods at the beginning of the round, which is close to
time S. It should be noted that since limx→p′ ∂r

∂x (x) = 1, Equation 5 maximizes
the difference between release times for nodes with proximities that are close to
the previous number of overlapping bits p′ and as such minimizes the chance of
two peers releasing floods for different network size estimates around the same
time — assuming the network size estimate did not change significantly.

3.3 Processing the Flood

Peers that receive the resulting network size estimation messages first perform
a series of validation steps before continuing to forward the message. First, each
peer checks if a notification from a closer peer has already been received for round
S. Messages with proximity scores equal to the currently known best score for
the current round are simply discarded. Messages with lower proximity scores
should only occur if there is significant clock skew, and are answered immediately
with a message indicating the higher proximity score. If the message contains
a higher proximity than what was previously known for the current round, the
peer checks if the proximity p of the given message justifies receiving it at the
current time. If not, further processing is delayed until the local peer’s time is
past r(p). Finally, before forwarding and further processing, the format of the
message is validated (this is discussed in more detail in Section 3.5).

Assuming the message validates, the peer then proceeds to forward it to all of
its neighbors. For each neighbour, the message is forwarded with a peer-specific
random delay. If a peer receives a message with an equivalent proximity score
during the delay, the transmission is canceled. As a consequence, the delay helps
to both avoid an explosion of messages on the network in a tiny amount of time,
and to improve the chances of traversing each edge in only one direction per link



Efficient and Secure Decentralized Network Size Estimation 311

(as it decreases the chances of equivalent messages being sent in both directions
at the same time).

The permissible delay L is calculated using the time difference between r(p)
and r(p − 1) divided by an estimate of the network’s diameter. The network
diameter D is estimated using the maximum of the hop counters in the network
size estimation messages from the previous k iterations. For each neighbor, the
peer then applies a delay chosen uniformly at random from the interval [0, L)
where L is defined as

L :=
r(p− 1)− r(p)

D
. (6)

As a result, each peer in the network is expected to receive a proximity notifi-
cation with proximity p before any peer with notifications for proximity p − 1
would even begin to flood the network. Naturally, there are various causes that
could increase the number of messages above |E| in a real-world network; for ex-
ample, different system times between peers, high network latencies, and peers
with unusually high distances to IT can increase the total number of messages.
However, all benign peers that form a connected component are guaranteed to
eventually receive IT . Furthermore, given that the number of bits in the key
is a small constant, the total number of messages can never exceed O(|E|) per
round.

3.4 Joining the Network

A peer that is freshly joining the network lacks results from previous rounds
for network size estimation. In order to bootstrap the protocol, each peer starts
with a network size estimate based on its own key in relation to the key T
from the previous round, and a network diameter estimate of one. Whenever
a connection between two peers is established, they exchange the network size
estimation result from the previous round (and the current round if their local
time is past f(p)). As a result, all nodes can always be expected to use the same
value for p′ in Equation (5).

3.5 Proof of Work

The presented design is vulnerable to an adversary that creates fake identities
(Sybil attack [2]). Such an adversary could create identities that are “close”
to the respective key for each time S + Zr. By flooding the network with the
respective messages at the right time, the adversary can then make the network
appear to be larger than it is.

Our design defends against this attack by requiring a proof of work [19] for the
identity of the peer as part of the network size estimation message. Specifically,
we require the originator to produce a value with a W -bit hash collision with the
peer’s identifier, and a cryptographic signature to demonstrate that the identifier
was derived from a valid public-private key pair.

The complete message format for the network size estimation messages is
described in our technical report [7].
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4 Security Analysis

For our security analysis, we assume that an active adversary is participating
in the P2P network. The adversary is allowed to control a certain percentage
of colluding malicious nodes in the network. Individual malicious and benign
nodes are assumed to have the same amount of computational resources; all
nodes are assumed to have sufficient bandwidth to participate in the protocol in
the absence of an attack.

We can imagine three different high-level goals an adversary may pursue with
an attack. First, an adversary may try to cause nodes to significantly underes-
timate the size of the network. Second, an adversary may try to cause nodes
to significantly overestimate the size of the network. Finally, an adversary may
want to use the protocol for a denial-of-service attack where the P2P network
uses significantly more traffic for network size estimation, possibly causing other
components of the system to be left with insufficient bandwidth.

The best method for an adversary to cause peers to underestimate the size of
the network is to not participate in the protocol. If the adversary controls X% of
the network, that will cause the protocol to underestimate the size of the network
by X%. Furthermore, if the adversary is able to control an ε-separator of the
network graph [9,10,13] (removing an ε-separator from a graph reduces the size
of the largest remaining connected component to εn), then the overall network
size estimate would be reduced to less than εn for all nodes in the network.
Given that in all of these cases the network size estimate would correspond to
the size of the network after the removal of the adversaries’ nodes, this attack
is not particularly disruptive in relation to the strength of the adversary. Thus,
an adversary cannot make the network appear significantly smaller than it is.

If the adversary wants to make the network look larger by M nodes, it needs
to first compute (and store) M public-private key pairs. Then, at every time
interval f , the adversary needs to compute collisions costing an additionalO(2W )
to generate the required W -bit collision. Actually joining the network with M
“fake” peers is not required. If W is chosen so large that the adversary cannot
solve the problem at frequency f , it is still possible for the adversary to cause an
increase in the network size estimate by solving the problem every c · f (for an
appropriate choice of c based on the adversaries computational resources), which
would still affect the computed medium-term averages computed for subsequent
intervals. Using such an attack, an adversary can make the network appear
significantly larger than it is, as long as the adversary has access to sufficient
computational resources.

Finally, for a denial-of-service attack, an adversary would first generate ad-
ditional identities and generally perform the same steps as for increasing the
estimated network size. Now, suppose the adversary has created m identities
that are closer to the current key than the closest actual peer in the network
by 1 . . .m-bits respectively. Then, just after the identity of the peer that is ac-
tually closest to the key has been broadcast to the network, the adversary can
cause m additional broadcasts by transmitting its m “fake” identities in order
of increasing proximity to the key. Each time, the network will presume that
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a closer peer was “late” with its transmission (for example, due to clock-skew
or network latency) and broadcast the update. If the network is already of size
n, the expected one-time cost for the adversary to create m such identities is
O(n2m); the attack then requires an additional O(m2W ) operations for the hash
collisions at frequency f . Therefore, if we neglect the high one-time cost of com-
puting identities, the adversary can cause |E| traffic on the network at the cost
of O(2W ) computations.

Analytical Worst-Case Analysis

The following scenario describes the theoretical worst case in terms of bandwidth
consumption by the protocol. Without loss of generality, suppose a 512-bit hash
function is being used. Then, the worst-case network would for μ ∈ [1, 512] have
exactly one peer with μ matching bits with the target key T (in each round); all
other peers in the network would have zero matching bits. The peers that do have
matching bits should be connected to the main network via a long chain (with
larger distances for peers with larger μ), causing the network diameter D to be
large. (As a result, the algorithm will calculate L ≈ 0.) Peers with μ matching
bits should furthermore have (or pretend to have) a late system time that causes
them to transmit effectively at time S+με; all other peers have fast clocks that
cause them to accept any message at any time, causing 512 network-wide floods
per round. Furthermore, in the worst case, network delays in the main network
would be so large that each of the 512 messages would traverse each link in both
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Fig. 1. Network size estimates as actually observed by a node in relation to the (chang-
ing) total network size over time for a random graph topology. All nodes arrive at the
same estimate, except for nodes that recently joined the network.
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directions, creating a total of 1024 · |E| ∈ O(|E|) transmissions. Note that this
scenario covers the worst-case and includes an adversary with infinite computing
power and full control over the network topology.

5 Experimental Results

We have implemented the presented protocol in the GNUnet P2P framework1,
and evaluated the behavior of the proposed protocol using large-scale
emulation [5].

To evaluate the network size estimation quality, we show the network size
estimate based on the average of the previous 64 rounds. Figure 1 shows the
evolution of the network size estimate for a random graph topology [3,5] with a
minimum node degree of 5 and an average node degree of 10 for the 4,000 node
network. It should be noted that the shape of the network topology has no impact
on the size estimate. The experiment was started with an initial network size of
4,000 nodes for 640 rounds. Then, we decreased the network size to 1,000 nodes
for 640 rounds (the remaining peers stayed connected) and finally increased it
to 2,000 nodes for another 640 rounds.

The number of rounds used to calculate the result has an impact on the preci-
sion of the estimate. The trade-off between more measurements and the resulting
precision is plotted in Figure 2. Precision is measured as |p̃− p|. Averaging over
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Fig. 2. Trade-off between the precision of the network size estimate vs the number of
rounds used to calculate p̃. Naturally, this plot assumes that the network size does not
change during the measurement.

1 https://gnunet.org/svn/gnunet/src/nse/

https://gnunet.org/svn/gnunet/src/nse/
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four rounds gives results with a standard deviation of one. As the network size
is calculated as 2p−0.332747 (Theorem 1), a standard deviation of one means that
the network size estimate is in an interval between half and double the actual
network size 68% of the time and between a quarter and four times the actual
network size 95% of the time. The 64 rounds we used for Figure 1 correspond to
a standard deviation of under 0.3. This means that 95% of the time the network
size estimate is accurate up to a factor of ≈ 1.5.

In the proof for Theorem 1 we made an approximation that is valid if “n is
sufficiently large”. However, what constitutes a sufficiently large n in practice is
not obvious. Figure 3 shows the results of a simulation that determined p̃ from
50,000 rounds for networks of size n ∈ [1, 224]. The difference p̃− log2 n quickly
converges to the constant calculated in Theorem 1 (0.332747). It should be noted
that even with 50,000 rounds the values for p̃ still exhibit some visible fluctuation.
Figure 3 shows that for a reasonable number of rounds of measurement (≤
50, 000), the “sufficiently large values of n“ are values larger than 25.

Additional experimental results, such as an analysis of the impact of the
network topology and clock skew on bandwidth consumption, can be found in our
technical report [7]. The key result from those experiments is that the protocol

Fig. 3. Differences observed between log2 n and the average observed value for p over
50,000 iterations in relation to the network size. The average difference was 0.33 ≈ 1/3.
Since peer-to-peer networks smaller than 25 = 32 peers are not really relevant for
network size estimation techniques, we use a uniform correction of 1/3 to compensate
for the observed difference when estimating n from p.
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works for any topology, tolerates clock skew and under realistic conditions uses
fewer than 2|E| messages per round.

6 Conclusion

We have presented the first protocol for securely and efficiently estimating the
size of a P2P network. Our protocol combines proximity to a deterministic
sequence of (pseudo-)random values, staggered triggering of messages and a
proof-of-work component. The scheme works for structured and unstructured
networks, is inexpensive in terms of bandwidth, perfectly distributed imposing
equal requirements in terms of computation and bandwidth on all nodes, and
is quite accurate even for networks under churn. The protocol is secure against
adversaries trying to make the network appear smaller and makes it computa-
tionally expensive (based on a parameter W ) to make the network appear larger
or to flood the network with unwarranted traffic.

Acknowledgments. This work was funded by the Deutsche Forschungsgemein-
schaft (DFG) under ENP GR 3688/1-1. We thank Mikhail Atallah for his help
proving Theorem 1 and Christopher Wolf for an insightful discussion on an ear-
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3. Erdős, P., Rényi, A.: On random graphs. I. Publ. Math. Debrecen 6, 290–297 (1959)
4. Eugster, P.T., Guerraoui, R., Handurukande, S.B., Kouznetsov, P., Kermarrec,

A.-M.: Lightweight probabilistic broadcast. ACM Trans. Comput. Syst. 21, 341–
374 (2003)

5. Evans, N., Grothoff, C.: Beyond simulation: Large-scale distributed emulation of
p2p protocols. In: 4th Workshop on Cyber Security Experimentation and Test
(CSET 2011). USENIX Association (2011)

6. Evans, N., Grothoff, C.: R5n: Randomized recursive routing for restricted-route
networks. In: 5th International Conference on Network and System Security. IEEE,
Milan (2011)

7. Evans, N., Grothoff, C., Polot, B.: Efficient and secure decentralized network size
estimation. Technical report, Technische Universität München (2011)

8. Jelasity, M., Montresor, A., Babaoglu, O.: Gossip-based aggregation in large dy-
namic networks. ACM Trans. Comput. Syst. 23, 219–252 (2005)

9. Kernighan, B.W., Lin, S.: An Efficient Heuristic Procedure for Partitioning Graphs.
The Bell System Technical Journal 49(1), 291–307 (1970)

10. Kleinberg, J., Sandler, M., Slivkins, A.: Network failure detection and graph con-
nectivity. SIAM J. Comput. 38, 1330–1346 (2008)



Efficient and Secure Decentralized Network Size Estimation 317

11. Kostoulas, D., Psaltoulis, D., Gupta, I., Birman, K., Demers, A.: Decentralized
schemes for size estimation in large and dynamic groups. In: Proceedings of the
Fourth IEEE International Symposium on Network Computing and Applications,
pp. 41–48. IEEE Computer Society, Washington, DC (2005)

12. Malkhi, D., Naor, M., Ratajczak, D.: Viceroy: a scalable and dynamic emulation of
the butterfly. In: PODC 2002: Proceedings of the Twenty-First Annual Symposium
on Principles of Distributed Computing, pp. 183–192. ACM, New York (2002)

13. Marx, D.: Parameterized graph separation problems. Theor. Comput. Sci. 351,
394–406 (2006)
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Abstract. Users can access the Internet via 3G/4G cellular data networks us-
ing various types of user devices (e.g., smartphones, tablets, datacards). We con-
duct a detailed measurement study on the impact of different device types on the
data/control-plane performance of a commercial, city-wide 3G cellular data net-
work in China. We present a methodology that correlates different data/control-
plane datasets collected at different points in the network core, and identify more
than 60K devices of different types per day on average. For the devices we iden-
tify, we investigate how their commonly used Internet applications and internal
heartbeat mechanisms lead to distinct data/control-plane behaviors. For exam-
ple, we observe that datacard devices contribute a large volume of IP traffic in
the data plane, while smartphones introduce significant resource overhead in the
signaling control plane. Our measurement study provides insights for network
operators to strategize pricing and resource allocation for the data/control planes
of their cellular data networks with regard to the market penetrations of various
device types.

Keywords: mobile device traffic, data/control-plane, 3G networks,
measurement.

1 Introduction

With the wide deployment of 3G/4G wide-area cellular data networks, we have wit-
nessed the tremendous growth of mobile Internet access worldwide. There are many
types of devices that enable mobile Internet access, such as smartphones, tablet com-
puters, or datacards attached to laptops/PCs. There have been studies (e.g., [1]) in fore-
casting the explosive growth of mobile data traffic from these devices. Compared to
traditional wireline networks, cellular networks not only have relatively limited data-
plane link capacity, but also have higher control-plane overhead that increases the load-
ing of the network core [16] and power consumption of mobile devices [19]. From
the perspectives of network operators, it is necessary to understand how the traffic pat-
terns of different device types influence the performance of cellular data networks in
both data and control planes. Understanding this influence can shed light on how to
provision network resources, and if necessary, how to provide differentiated pricing or
priority services across different device types or applications.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 318–330, 2012.
c© IFIP International Federation for Information Processing 2012
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In this paper, we conduct an in-depth measurement study on the impact of different
device types on the data/control-plane performance of a commercial 3G UMTS network
deployed in a metropolitan city in China. We analyze several large-scale datasets, in-
cluding IP packets with complete payload, UMTS-compliant signaling messages, and
radio resource control (RRC) logs. We identify more than 60K devices of different
types per day on average, as well as different IP applications. The extensive scales of
our datasets allow us to conduct comprehensive analysis. In summary, the contributions
of this paper are two-fold:

– We first present a methodology that correlates all these datasets, so that we can
study the interactions of data and control traffic of each device type. We also char-
acterize the IP applications commonly used by different device types. Note that the
formats of our datasets follow the standard 3G specifications. Thus, our method-
ology is also applicable for general 3G networks, and will be useful for network
operators of interest to carry out network planning by collecting the same datasets
within their own managed networks.

– We conduct an extensive measurement study mainly based on a 24-hour span of
data/control-plane traces. We make the following observations. Even when there
are only 7.5% of datacard devices, they contribute disproportionately about 46% of
IP data traffic; for smartphone or tablet devices, they contribute less data traffic than
datacard devices, but consume significantly high radio resource usage due to the
frequent RRC connection setups/releases. Furthermore, we identify that iPhone/iPad
devices have some internal heartbeat mechanisms that trigger a substantial number
of RRC connection setups/releases, even though they generate minimal data traffic.
Our study shows the importance of how mobile devices interact with the control
plane and what kind of behavior can be expected.

The remainder of the paper proceeds as follows. Section 2 reviews related work on 3G
traffic measurement. Section 3 describes how we correlate different datasets collected
at different points of a 3G network. Section 4 presents our findings from the datasets.
Finally, Section 5 summarizes the lessons learned from our study.

2 Related Work

There have been measurement studies focusing on in-network data traffic collected in-
side 3G networks. Kilpi and Lassila [14] analyze the round-trip times of TCP flow data
collected at a GPRS/UMTS network. Ridoux et al. [22] collect data from a CDMA2000
network, and compare the similarities and differences with wireline data traffic. The
DARWIN+ group [3] collects IP packets at a GPRS/UMTS network, and analyzes var-
ious issues such as TCP performance [21] and traffic anomalies [2]. The above studies
mainly analyze the data-plane performance of 3G networks.

Some recent studies analyze the control-plane performance of 3G networks. Lee et
al. [16] study the signaling overhead from the security perspective. They show that if
an attacker generates data traffic following specific patterns, then a small amount of
data traffic can sufficiently trigger heavy signaling overhead in the network core. On
the other hand, they only analyze synthetic traces. Qian et al. [19] infer and analyze
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the RRC state transitions of user sessions using data-plane traces, and mainly focus
on power consumptions of mobiles. Paul et al. [18] collect data packet headers and
various signaling messages in a national 3G network, and analyze their temporal and
spatial variations. Our work differs from [18] in two aspects. First, our work focuses
on distinguishing different device types and analyzing each of their data/control-plane
performance. Also, our datasets contain full IP payload information that enables us to
accurately identify more user applications and infer their impact to the network.

Several studies analyze the data traffic behavior of different types of handheld de-
vices. Maier et al. [17] analyze the mobile data traffic of handheld devices inside a
residential DSL network, and Gember et al. [8] compare handheld and non-handheld
devices in a campus WiFi network. In the context of 3G cellular data networks, Falaki
et al. [6,7] study the smartphone traffic and identify the differences of user behavior
based on the traces collected from a number of individual devices. Huang et al. [10]
propose a tool called 3GTest, which runs on thousands of smartphones over a wide ge-
ographic coverage. Each 3GTest-enabled device generates probe traffic to measure the
network performance. Instead of collecting data from smartphone devices, Xu et al. [23]
analyze the IP data traffic collected inside a tier-1 network core, and study the usage be-
havior of a variety of smartphone applications from the operator’s perspective. Note that
the above studies mainly focus on the data-plane performance. Our work complements
the prior studies by also analyzing the control-plane performance. Specifically, we play
the role of a network operator and look into the interactions of both data-plane and
control-plane traffic traces collected within a 3G network.

3 Datasets and Preprocessing

We first describe several datasets that are used for our measurement study of a 3G
UMTS network. We then explain how we correlate these datasets to obtain the infor-
mation needed for our analysis. Finally, we address the limitations of our datasets.

3.1 Datasets

Data/Control Traffic. We capture traffic in both data and control planes from a com-
mercial, city-wide 3G UMTS network in China. Fig. 1 shows the simplified topology of
the 3G network we consider. The data path between a user equipment (UE) and the In-
ternet traverses a base station (NodeB), a Radio Network Controller (RNC), and the core
network (CN), all of which are defined in the 3GPP UMTS standard. Here, we focus on
packet-switched domain of the CN, which comprises the Serving GPRS Support Node
(SGSN) and the Gateway GPRS Support Node (GGSN). In a high level, the CN can be
viewed as the central point that relays all UE-Internet data traffic as well as UE-UE data
traffic. A 3G data network typically has a hierarchical architecture, i.e., multiple UEs
communicate with a NodeB, multiple NodeBs communicate with an RNC, and multiple
RNCs communicate with the CN.

We capture traffic in the integrated interface (a.k.a. Iu-PS) that connects 16 RNCs
and the CN. We collect a 7-day span of traces from November 25, 2010 to December 1,
2010. The traces have a total size of around 13TB with about 27.6 billion packets and
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Fig. 1. A simplified architectural view of a 3G UMTS network

Table 1. Summary of categories of applications

Category Description
Web browsing HTTP-based web browsing activities
IM instant messaging applications such as Yahoo Messenger, MSN, Tencent

QQ, etc.
File access audio/video files, software download/updates, FTP, etc.
Streaming online video services such as YouTube, PPLive, QQLive, Tudou, etc.
Email email services such as IMAP, POP3, SMTP, etc.
P2P file sharing via P2P software such as BitTorrent, Thunder, etc.
Network Admin network protocols such as DHCP, DNS, MDNS, NetBios, NTP, etc.
Tunneling tunneling protocols such as Socks4, Socks5, SSL
Others other successfully identified applications

383 million 5-tuple flows, including IP data packets with headers and full payloads and
the Radio Access Network Application Part (RANAP) signaling messages. RANAP is
the UMTS signaling protocol for the radio connection between a UE and the CN.

As shown in Section 4.1, we note that the data traffic patterns are very similar across
each day over the 7-day span. Thus, in this paper, we focus on the 24-hour span of traces
collected on November 28, 2010. The 24-hour traces have a total size of around 1.9TB
with about 4.10 billion packets and 56.5 million 5-tuple flows.

Given that our captured data packets contain full payloads, we apply a deep packet
inspection (DPI) module to identify the application protocols. The DPI module has been
available as part of a commercial product [11]. It maintains a database of signatures of
hundreds of applications, and maps each 5-tuple flow to an IP application based on the
pre-defined payload signatures. Table 1 summarizes the top application categories that
we focus on in our analysis.

RRC Connection Record Logs. A UE sends (receives) data to (from) the Internet via
a Radio Resource Control (RRC) connection. An RNC keeps the information for every
RRC connection that we refer to as an RRC record. We collect the log files of the RRC
records from all the 16 RNCs in the network (see Fig. 1). The log files span the same pe-
riod as our data/control traffic trace, and account for a total of 168 million records with
total size around 28GB from November 25, 2010 to December 1, 2010. From the RRC
records, we then extract the useful fields including: (i) International Mobile Subscriber
Identity (IMSI), the unique identification associated with each GSM- or UMTS-based
UE, (ii) type allocation code (TAC), the code that uniquely identifies the UE device
type and is composed of the initial 8-digit portion of the 15-digit International Mobile
Equipment Identity (IMEI) code, (iii) RNC-ID, which uniquely identifies an RNC, and



322 X. He et al.

Table 2. Summary of device types

Device type Description
iPhone smartphones developed by Apple
Symbian smartphones using Symbian as the operating system
Windows mobile smartphones using Windows mobile as the operating system
Blackberry e-mail and smartphone devices developed by RIM
Android smartphones using Android as the operating system
Bada smartphones developed by Samsung
Linux smartphones using Linux as the operating system
Feature phone modern low-end mobile phones
iPad tablet computers developed by Apple
Datacard laptops or PCs using datacards to access 3G services

UE

RANAP: Initial UE message

RNC CN

SCCP: CC (Success/Failure)

RANAP: Common ID

RAB Assignment Request

RAB Assignment Response

RRC connection setup

RAB setup

Fig. 2. Signaling message flow of the RRC
connection setup

SCCP CC

Common ID

RAB assignment
request

RAB assignment
response

Timestamp RNC-LR SGSN-LR

Timestamp RNC-LR IMSI

Timestamp RNC-LR SGSN IP SGSN TEID

Timestamp SGSN-LR RNC IP RNC TEID

Fig. 3. Signaling message format (LR denotes
local reference)

(iv) setup/release times of the RRC connection, which enable us to keep track of the
connection duration.

Device Type Mappings. For each TAC, we identify the corresponding device type,
including the hardware model and operating system of a UE. We then establish the
device type mappings. Such mappings can be obtained from different public sources
such as [13,20]. Table 2 shows the device types considered in our analysis.

3.2 Correlating Datasets

We now describe how we correlate the datasets that cover both data-plane and control-
plane information. Our correlation seeks to identify the control-plane behaviors of the
corresponding data-plane packets generated by different device types and different IP
applications.

Extracting Signaling Messages. We first extract the RANAP signaling messages that
are later used for correlation with RRC records. Fig. 2 depicts the signaling message
flow of the RRC connection setup. When the UE wants to send or receive data, the
RNC first makes a Signaling Connection Control Part (SCCP) connection request with
the CN, which replies a SCCP Connection Confirm (SCCP CC) message. SCCP can
be viewed as the transport protocol for RANAP. The CN also replies a Common ID
message, which contains the IMSI of the UE. The RNC associates the IMSI with the
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RRC connection for the UE and keeps this association throughout the RRC connection.
Note that a single RRC connection may consist of one or multiple Radio Access Bearers
(RABs) assigned for data communications. Each RAB assignment defines the actual
radio resources for transmitting data traffic between the UE and the CN. The CN sends
a RAB Assignment Request message to the RNC, which then executes the RAB setup
protocol with the UE. Finally, the RNC replies a RAB Assignment Response message
to the CN. From this onwards, the UE can send or receive data.

Based on the above signaling message flow, we can identify four signaling messages
that are important for our correlation: SCCP CC, Common ID, RAB Assignment Re-
quest, and RAB Assignment Response. Fig. 3 summarizes the fields of the signaling
messages that we use for our correlation.

Correlating Data/Control Traffic and RRC Record Logs. The goal of our correlation
is to identify the data/control traffic for each RRC connection. One major challenge is
that the data/control traffic and the record logs are obtained at different capture points
that have loosely synchronized system clocks with around 60-150 second difference.
Thus, we need to allow tolerance of such capture time differences in our correlation.

The basic idea of our correlation process is similar to the relational join operation by
correlating the common fields in different datasets. We elaborate the details as follows:

1. We join the four signaling messages that have identical RNC-LR and SGSN-LR
values and are seen within 15 seconds. RNC-LR and SGSN-LR are the local refer-
ences of the RNC and SGSN associated with the RRC connection, respectively.

2. We join the output record in Step 1 with the RRC record that has the same IMSI
field and is logged within 150 second difference. The time difference accommo-
dates the imperfect synchronization among different captured points.

3. We then join the output record in Step 2 with the data packets. The correlation
is based on the Tunnel Endpoint Identifier (TEID) field, which identifies the data
communication tunnel. Each correlated data packet must have the same RNC IP,
SGSN IP, and TEID fields as in the RRC record. Also, its timestamp must either be
within the duration of the RRC connection, or differ from the setup/release times
by no more than 150 seconds. If a data packet matches more than one RRC record,
then we correlate it with the RRC record that has the closest setup/release time with
the packet timestamp.

4. Finally, we obtain the device information of each packet with the device type map-
pings based on the TAC field.

The final output is that each data packet is associated with its corresponding RRC record
and the device type. We then parse the data packets and perform the analysis.

Implementation. Our correlation is implemented as a MapReduce [4] program and
run on a Hadoop [9] platform. This allows us to parallelize the correlation analysis. We
utilize the repartitioned sort-merge join provided by Hadoop to realize the correlation.
Our Hadoop platform consists of one namenode and seven datanodes that are connected
by Gigabit switches. The platform has 112 CPU cores and 112GB memory in total, and
it takes around 10 hours to complete the correlation process for one day of traces.
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3.3 Limitations

One limitation of our work is that our datasets were collected in November 2010 (about
a year ago from the time of this writing). Given the dramatic expansion of the smart-
phone market worldwide [12], we expect that there is a dramatic growth of the vol-
ume of data/control-plane traffic in 3G networks as of today. Also, there have been
continuing version upgrades for smartphone operating systems (e.g., in Android and
iPhone/iPad), and such upgrades may change the underlying data transmission behav-
iors. Nevertheless, since our correlation methodology is based on the standard 3G spec-
ifications, it remains applicable for today’s 3G networks in general, provided that the
same datasets are available. One important future work is to validate the findings of our
measurement study with the latest datasets.

Another limitation is that we cannot validate the accuracy of the DPI tool used in
our flow-based application identification, given that the tool is part of a commercial
product and is closed-source. Nevertheless, we expect that the identification process is
sufficiently accurate for our analysis due to the commercial nature of the tool. Some
of our findings (see Section 4) also conform to our intuition. Note that our flow-based
application identification can also be substituted by other approaches, such as port-
based analysis [6] or dynamic protocol detection [5].

4 Measurement Results

4.1 Overview

We first give a general overview of our captured data traffic. After pre-processing, we
identify more than 80% of traffic (out of ∼13TB) that can be successfully associated
with the corresponding signaling traffic. Fig. 4 plots the IP traffic volume (per minute)
over time in our 7-day traces, and Fig. 5 shows the number of devices identified on each
day. We observe that the distributions of each day are fairly stable. In particular, the
distributions do not indicate significant differences across weekdays and weekends.

In the following analysis, we only focus on the 1-day traces on November 28, 2010.
Given the regularity of the traffic, we expect that our observations are consistent for
other days of traffic.

Fig. 6 illustrates the number of devices for different types listed in Table 2. There
are 64,398 devices in total, in which iPhone leads all devices with a proportion of 32%.
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Mobile hand-held phones (including smartphones or low-end feature phones) dominate
the majority of devices, while iPad and Datacard only account for 7.9% and 7.5% of de-
vices, respectively. We point that over 99% of the devices can be successfully identified
with the corresponding device types.

Fig. 7 shows the total traffic volume for each traffic type. Datacard devices contribute
46% of the total traffic, although they only account for 7.5% of devices. We will explore
possible reasons for this phenomenon later in Section 4.2.
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Fig. 7. Total traffic volume of each device type

We now evaluate the control-plane performance of different device types, based on
our RRC record logs. Fig. 8 shows the average number of RRC connections per device
for each device type. As shown, iPhone triggers the most RRC connections per device
(237 times), followed by iPad (174 times). Even datacard devices dominate the largest
portion of IP traffic, each datacard device triggers a relatively small number of RRC
connections (68 times) compared to smartphones (e.g., Android, Windows Mobile).
Note that each RRC connection setup/release triggers a number of signaling messages
between a UE and an RNC, and such signaling messages consume radio resources of
the cellular network [16]. With the frequent RRC connection setups/releases, we can see
that iPhone/iPad devices can bring large signaling overhead of an RNC and consume
substantial radio resources of the whole cellular network.

Fig. 9 shows the average RRC connection duration per device for each device type.
Note that iPhone has the smallest duration among all (30 seconds). Since iPhone trig-
gers more RRC connections and each RRC connection has a short duration, it implies
that iPhone devices inject a high intensity of signaling workload into the network. In
contrast, Datacard has the longest RRC connection duration, so we expect that Datacard
devices tend to run long-lived data transfer applications that keep an RRC connection
active for a long time.

We thus far observe that different device types have distinct data/control-plane per-
formance. In the following subsections, we explore the possible reasons behind.

4.2 Application Characteristics

Let us examine the application usage patterns of different device types, and explore
how the traffic compositions of the device types lead to the distinct data/control-plane
behaviors that we observe. We first analyze the overall traffic distributions of different
IP applications listed in Table 1. Fig. 10 shows the traffic volume distribution of dif-
ferent IP applications, where web browsing (38%), streaming (21%), P2P (10%) and
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file access (10%) are ranked the top four. IM and Email applications contribute 2% and
1% of the total traffic, respectively. The traffic that cannot be identified, i.e., labeled as
“Unknown” in Fig. 10, only contributes 9% of the traffic. In other words, over 90% of
total traffic can be successfully identified by our DPI tool.

Fig. 11 shows the total number of RRC connections triggered by each application.
In this work, we define that an application triggers an RRC connection if the first data
packet transmitted in the RRC connection belongs to the application. We see that Tun-
neling triggers the most RRC connections among all applications. The reason is that a
tunneling session is first established for providing a secure path for any other applica-
tion protocols, or supporting the roaming service. IM triggers 21% of RRC connections,
while generating only 2% of the total traffic (Fig. 10). On the other hand, P2P triggers
only 0.1% of the total number of RRC connections, while contributing 11% of the total
traffic. This is an important observation because it clearly shows that different applica-
tions have inherently different data/control-plane behaviors.

Let us investigate the application usage patterns of different device types. Fig. 12
illustrates the total traffic volume of applications for each device type, in which we
only look at the top device types that contribute the most traffic. We make two key
observations. First, datacard devices contribute 85% and 48% of all P2P and streaming
traffic, respectively. Since most datacards are attached to static terminals such as PCs or
laptops, these static terminals tend to run long-lived applications. Thus, they contribute
a large volume of data-plane traffic even the population of datacard devices is small.
Also, P2P and streaming applications trigger very few but long-lived RRC connections,
and this validates our previous observations in Figs. 8 and 9. Second, web browsing,
streaming, and file access are the top three applications that account for the most traffic
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Fig. 12. Traffic volume distribution of applications for each device type (note that the y-axis scale
is different for each device type for clear presentation)

volume on smartphones (i.e., iPhone, Android, Symbian, Windows Mobile), and they
altogether contribute over 80% of the smartphone traffic.

4.3 Active Devices

We now explore the behaviors of active devices and see their impact on the data/control-
plane performance. We say that a device is active within time [t1, t2] if it starts and
releases an RRC connection at times t1 and t2, respectively. Figs. 13 and 14 plot the
distributions of the traffic volume and the number of active devices (per minute) for
different device types over a 24-hour period (on Nov. 28), respectively. As expected,
Fig. 13 shows that the traffic volume peak appears in day time, and the traffic trough
appears at late night. While the number of active devices in Fig. 14 shows a similar
pattern, the peak-trough difference is significantly different. We find that the traffic
volume at the trough is 93% less than the peak traffic volume in Fig. 13, while the
number of active devices at the trough is only 52% less than the peak value in Fig. 14.

After further investigation, we find that iPhone and iPad have a very similar pattern
that is distinct from other device types, i.e., the numbers of active devices of iPhone
and iPad remain quite stable during the 24-hour period. On the other hand, other de-
vice types exhibit obvious troughs and peaks in the number of active devices, with the
troughs also appearing at late night.

We find that the internal heartbeat mechanism of iPhone/iPad keeps the devices ac-
tive, even there is no data traffic initiated by user applications. To demonstrate, Fig. 15
shows the probability density of the inter-arrival times of RRC connection setups of
iPhone. The inter-arrival times of RRC connections of iPhone occur more often at two
values: 64 seconds (18.1%) and 589 seconds (4.9%). Similar observations are also made
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for iPad. We investigate and find that iPhone/iPad devices are “always-on” and generate
heartbeat packets around every 60 seconds, and such packets are sent to Apple servers.
Each heartbeat packet triggers an RRC connection, which will be released if there is
no data traffic for an idle period that is less than 60 seconds. On the other hand, we do
not observe any explicit heartbeat patterns in Android (not shown in the figure), pos-
sibly because there are many variants of Android devices and their heartbeat designs
are different. In short, the heartbeat packets that we observe in the iPhone/iPad devices
introduce many RRC connection setups/releases, which could lead to high signaling
overhead in the network core.

Note that there are a few upgrades of iOS (Apple’s mobile operating system) in 2011.
In iOS 4.2 (which was launched in late November 2010), a technology that enables
mobile devices and the network core to collaboratively minimize network congestion
and mobile battery consumption [15]. This may change the heartbeat behavior that we
observe in our datasets. One future work is to validate such a heartbeat behavior with the
latest datasets, based on the same correlation methodology as described in Section 3.2.

5 Summary, Implications, and Conclusions

We now summarize the key observations and potential challenges through the analysis
of our massive data traces.

– In the data plane, datacard devices contribute almost 50% of the total traffic, while
accounting for only 7% of the device population. Network operators may devise
special resource allocation schemes for datacard users. Also, iPhone/iPad devices
altogether account for around 40% of devices, and contribute nearly 40% of the
total traffic due to their large market shares.

– Our application-based analysis clearly shows that different user groups (distin-
guished by device types) have distinct user behaviors with specific preferences of
choosing applications. For example, in all Apple devices (iPhone and iPad), the
dominant applications are web browsing, streaming, and file access, and they al-
together contribute more than 90% of iPhone/iPad traffic. From the network oper-
ators’ perspectives, there are challenging issues of providing QoS guarantees and
QoE improvement for different user groups.
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– In the signaling control plane, among all device types, iPhone has the highest aver-
age number of RRC connections per device. Meanwhile, iPhone/iPad devices have
a very similar heartbeat behavior that triggers significantly more RRC connections
than any other device types. Recall that each RRC connection setup/release involve
a number of signaling messages exchanged between a UE and an RNC [16]. These
results reveal that specific device types can increase the signaling overhead to the
network.

This paper analyzes the data/control-plane performance of different device types using
massive traces collected from the core of a 3G UMTS city-wide network. We describe
a correlation methodology that studies the interactions of different data/control-plane
datasets, and make several key observations from our analysis that could be of interest
to network operators and researchers. Our measurement study motivates the importance
of characterizing the data/control-plane workloads of a 3G network and designing ade-
quate strategies for network planning, resource allocation, and pricing. Since our mea-
surement study is based on the datasets that are compliant with the 3G standard, our
analysis methodology can be generalized for other 3G operational networks.
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Abstract. Network Coordinate System (NCS) is an efficient and scal-
able mechanism to predict latency between any two network hosts based
on historical measurements. Most NCS models, such as metric space em-
bedding based, like Vivaldi, and matrix factorization based, like DMF
and Phoenix, use squared error measure in training which suffers from
the erroneous records, i.e. the records with large noise. To overcome this
drawback, we introduce an elegant error measure, the Huber norm to
network latency prediction. The Huber norm shows its robustness to
the large data noise while remaining efficiency of optimization. Based on
that, we upgrade the traditional NCS models into more robust versions,
namely Robust Vivaldi model and Robust Matrix Factorization model.
We conduct extensive experiments to compare the proposed models with
traditional ones and the results show that our approaches significantly
increase the accuracy of network latency prediction.

Keywords: Network Coordinate Systems, Robust Error Measure, Met-
ric Space Embedding, Matrix Factorization.

1 Introduction

The prediction of network latency, e.g. Round-Trip Time(RTT), has been a hot
research topic over the last few years. Predicting network latencies between two
network hosts without involving physical measurements may benefit many net-
working applications, like geometric routing[14], large scale online game systems
[4], locality-aware data center selection[6], and P2P file sharing.

One way to predict network latency is via a Network Coordinate System
(NCS)[9,17,15,8]. NCS tries to assign each network host some coordinates rep-
resenting its virtual location in the network and the latency between two hosts
is computed using a prediction function over the coordinates. To learn the coor-
dinates for each host, we only need to measure a small fraction of all the pairs
of the hosts and adjust the coordinates in order to minimize the prediction error
on these records. Since the coordinates of one host are just a constant number of
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values, from Valiant’s learning theory [18] we could learn the coordinates with
just O(N) measurements and predict the N2 latencies between all host pairs,
which makes the system scalable.

NCS approaches could be categorized into two classes: metric space embed-
ding models and matrix factorization models. One of the most representative
metric space embedding based approach is Vivaldi [9], which maps the network
hosts into a Euclidean space and approximates network latencies with the Eu-
clidean distances between the image points. In matrix factorization models, such
as Phoenix [8] and DMF [15], the pairwise latency matrix is approximated by
the factorization of two low-rank matrices, one for the source hosts and the other
for the destination hosts. Most of these traditional NCS’s use the �2-norm1 as
the measure of the prediction error, due to its simplicity in model learning.
However, the complexity of the Internet may cause extremely large noise in the
measurement of the latency between hosts, and the quadratic �2-norm shows
high sensitivity to such erroneous data records. In this paper, we address the
issue of large data noise based on an elaborately designed error measure—the
Huber norm, which is more robust for the erroneous data records while remain-
ing simplicity of learning the model. Based on the Huber norm, we propose a
robust framework of NCS and further increase the accuracy of network latency
prediction. The key contributions of this paper are threefold:

1. To the best of our knowledge, we are the first to introduce and study the
Huber norm for network latency prediction, based on which we upgrade the
traditional Vivaldi and matrix factorization models to more robust versions.

2. We derive two algorithms to learn the robust models—stochastic gradient
descent and alternative damped-Newton method. The former has simple
implementation and runs faster in terms of CPU time, while the latter takes
fewer iterations for convergence.

3. We conduct extensive experiments to demonstrate that our robust models
significantly outperform the traditional ones. Specifically, we find the robust
version of Vivaldi shows much higher accuracy than other methods when
neighbors of one host are fewer than 32 and may be the preferred model in
many applications.

1.1 Preliminaries

Before we introduce the NCS approaches, let’s formally define the problem of
network coordinating. Assume that we haveN network hosts. We may use anN×
N matrix Y to denote the pairwise latency matrix, and let W denote the indices
set of known entries, i.e., Yi,j is known(measured) for (i, j) ∈ W and generally
|W | � N ×N . For each entry in the latency matrix Y , whether or not known,
we may predict its value using Ŷi,j = predC(i, j), where predC(i, j) is a universal
representation of the prediction function and the prediction is made based on
the virtual coordinates assigned to the hosts, noted as C. The problem is now
how to assign and adjust the coordinates for each network host in order to make

1 The 
2-norm of an error vector e = (e1, e2, ..., en) is defined as ‖e‖2 =
√∑n

i=1(ei)
2.
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the predicted latency matrix Ŷ as close to the matrix of true measurements Y as
possible. We use the prediction error measure function φ(Ŷ , Y ) to characterize
the closeness between the Ŷ and Y . Then in a NCS, we generally aim to solve
the following optimization problem

C∗ = argmin
C

φ(Ŷ , Y ) (1)

Both the prediction function predC(i, j) and the error measure function φ(Ŷ , Y )
should be specified for a NCS.

2 Related Work

2.1 Metric Space Embedding Models

In metric space embedding models, each host is associated with a position in
a metric space, such as Euclidean space [9] and hyperbolic space [16], etc. The
latency between two hosts is then estimated as the distance between their po-
sitions in the space. Vivaldi [9] is the most representative metric space embed-
ding based approach, whose variants have been employed in real-world systems,
such as Htrae [4]. In this model, the network hosts are embedded into a D-
dimensional Euclidean space. Assume that two nodes i, j have embedded coor-
dinates Xi = (Xi,1, ..., Xi,D) and Xj = (Xj,1, ..., Xj,D). We may calculate the
Euclidean distance between i, j as ‖Xi −Xj‖2.

In Vivaldi, the authors also define quantities of heights H = (h1, h2, ..., hN)
(hi ≥ 0) for each host to characterize the host’s intrinsic contribution to the
latency, say the latency from a host to the nearest ISP. The prediction function
is then defined as

predX,H(i, j) := ‖Xi −Xj‖2 + hi + hj , (2)

so we have Ŷi,j = ‖Xi −Xj‖2 + hi + hj . The coordinates are learned by opti-
mization algorithms so as to minimize the summation of prediction errors over
the known entries in Y . Formally, in Vivaldi, we achieve the coordinates X and
H by solving the the following optimization problem with an �2-norm objective
function

X∗, H∗ = argmin
X,H

φ(Ŷ , Y ) = argmin
X,H

∥∥∥Ŷ − Y
∥∥∥
2

(3)

= argmin
X,H

∑
(i,j)∈W

[‖Xi −Xj‖2 + hi + hj − Yi,j ]
2 (4)

The above problem could be solved using stochastic gradient descent [5] and due
to the space limitation, we refer to [9] for details.
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2.2 Matrix Factorization Models

The representative matrix factorization NCS approaches include IDES [17],
Phoenix [8] and DMF [15] etc. In this kind of models, we generally seek the
following approximation for the latency matrix Y .

Y ≈ UV T

The two factor matrices U, V represent the out-coordinates and the
in-coordinates of the hosts. Specifically, the i-th row of U is the out-coordinate
of host i and the jth row of V is the in-coordinate of node j. Let Ŷ = UV T , so
Ŷi,j =

∑K
k=1 Ui,kVj,k. The prediction function here is specified as

predU,V (i, j) :=

K∑
k=1

Ui,kVj,k = (UV T )i,j . (5)

Similar to Vivaldi, we may find U and V by minimizing the prediction error
φ(Ŷ , Y ) over the known entries, and formally we have

U∗, V ∗ = argmin
U,V

φ(Ŷ , Y ) = argmin
U,V

∥∥∥Ŷ − Y
∥∥∥
2

(6)

= argmin
U,V

∑
(i,j)∈W

[(UV T )i,j − Yi,j ]
2 (7)

From (6) and (3), we may see that traditional NCS’s mostly use l2-norm in their
objective function. This choice of prediction error measure has its easiness for
optimization. In the next subsection, we’ll discuss whether this is a proper choice
for network latency prediction.

2.3 Issue of Data Noise

We must also, however, recognize the inherent complexity of network latencies.
Because of the existence of inefficient routing rule, network congestions, mali-
cious attack etc., many of data records we get and use to build the NCS may
contain extremely large noise. If the NCS tries to fit these data records, it may
deviate from the true distance model behind the whole network. Many people
have recognized this phenomenon, and try to overcome it by introducing a “faith”
factor on the host or the records. For example, Vivaldi introduced a weight in
[0, 1] on each host to indicate how reliable its coordinates are. Similarly, Phoenix
introduced a weight on each record indicating how reliable it is. Hosts or records
with smaller weights will have less impact on the NCS. While such weight based
approach can improve the stability and accuracy of NCS, it is very heuristic and
often involves several parameters in the model that make tuning difficult.

We attack the issue of data noise from another direction by leveraging a noise
robust error measure—the Huber norm, based on which we propose the robust
versions of Vivaldi and matrix factorization models as described in the next
section.
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3 Algorithm Design

3.1 Huber Norm

A simple choice of robust measure is the �1-norm2, which has shown consid-
erably less sensitivity to large measurement errors than �2-norm measures[13].
However, �1-norm is not continuously differentiable so its numerical minimiza-
tion is difficult. In [12], Huber presents an elegant error-measure defined as (8)
and illustrated in Figure 1.

Mε(r) =

{
r2

2ε , |r| ≤ ε

|r| − ε
2 , |r| ≥ ε

(8)

The Huber norm is a combination of �1/�2 norm (see in Figure 1). The tradeoff of
�1 or �2 is controlled by the parameter ε : for small errors |r| ≤ ε, it assumes the
�2 norm, while for large errors |r| > ε, it assumes the �1 norm. We’ll empirically
investigate the role of parameter ε in our models in Section 4.3. Compared to �2

norm, the Huber norm is more robust since large errors only has a linear impact.
On the other hand, it is easier to optimize than �1 norm in some sense because
it is continuously differentiable.

M
ε
(r)

r

�
1 norm

�
2 norm

ε
−ε

Fig. 1. The Huber norm

By leveraging the Huber norm, the learning objective of NCS (1) becomes

C∗ = argmin
C

∑
(i,j)∈W

Mε(predC(i, j)− Yi,j) (9)

In the next two subsections we will describe how we specify and solve (9) for the
robust versions of Vivaldi and matrix factorization models, respectively.

3.2 Robust Vivaldi

Substituting (2) into (9), we may train the model to learn the coordinates in the
Euclidean space X and the heights H via optimizing

X∗, H∗ = argmin
X,H

∑
(i,j)∈W

Mε[‖Xi −Xj‖2 + hi + hj − Yi,j ] (10)

2 The 
1-norm of an error vector e = (e1, e2, ..., en) is defined as ‖e‖1 =
∑n

i=1 |ei|.
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We leverage two alternative methods, stochastic gradient descent and alternative
damped-Newton to solve the above problem.

Stochastic Gradient Descent: One way to solve the problem is by stochastic
gradient descent [5]. For each measurement record Yi,j , we do the following
update on the coordinates Xi and heights hi:

Fi,j = Mε(‖Xi −Xj‖+ hi + hj − Yi,j) (11)

Xi,d ← Xi,d − δ
∂

∂Xi,d
Fi,j (d = 1 · · ·D) (12)

hi ← max(0, hi − δ
∂

∂hi
Fi,j) (13)

where δ is the learning rate. In each round, we first randomly shuffle the training
data, and then do the updates as (11), (12), (13).

Alternative Damped-Newton:We then utilize another optimization scheme–
alternative damped-Newton method [7].

Instead of considering one sample at a time, alternative damped-Newton
method considers all neighbors3 of one host at the same time. Specifically, for
one host i, fixing the coordinates of other hosts, it tries to optimize the sum of
prediction errors from i to all its neighbors:

Fi =
∑

j:(i,j)∈W

Mε(‖Xi −Xj‖2 + hi + hj − Yi,j) (14)

To achieve this efficiently, we first consider Newton’s method. Let G = ∇XiFi

be the gradient, H = HXiFi be the Hessian. Then Newton’s Method updates
Xi ← Xi−G\H4. However, since M ′′

ε (x) = 0 for |x| < ε, H can often be singular
and G\H undefined. To overcome this problem, we use Damped-Newton Method.
Specifically, we introduce the damping factor λ and modify the update rule to:

Xi ← Xi − G\(H + λI) (15)

Note that when λ is small, the update rule approximates a Newton update, but
when λ grows larger, the update becomes similar to a gradient descent with
learning rate 1/λ. We use an adaptive scheme to choose a proper λ—starting
with λ = 1, try λ ← 2λ until Fi decreases or λ becomes too large, and this
finishes one update.

3.3 Robust Matrix Factorization

By instituting (5) into (9), we get the objective of our Robust Matrix Factoriza-
tion model.

U∗, V ∗ = argmin
U,V

∑
(i,j)∈W

Mε[(UV T )i,j − Yi,j ] (16)

3 The neighbors of one host i are the hosts j s.t. Yi,j is known, noted as j : (i, j) ∈ W .
4 X = A\B is the solution of A×X = B.
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Both stochastic gradient descent and alternative damped-Newton method can
be applied in similar ways. Note that we only give the update rules for the
out-coordinates U and the rules for V are symmetric.

Stochastic Gradient Descent: Let Fi,j denote the prediction error of record
Yi,j (17). We may minimize it using gradient descent on Ui.

Fi,j = Mε(
D∑

d=1

Ui,dVj,d − Yi,j) (17)

Ui,d ← Ui,d − δ
∂

∂Ui,d
Fi,j (d = 1 · · ·D) (18)

Alternative Damped-Newton: Let Fi denote the sum of prediction error from
i to all its neighbors (19). We try to minimize Fi by updating Ui with alternative
damped-Newton method (15). Again, assuming G = ∇UiFi and H = HUiFi, we
have

Fi =
∑

j:(i,j)∈W

Mε(
D∑

d=1

Ui,dVj,d − Yij) (19)

Ui ← Ui − G\(H + λI) (20)

3.4 Discussion

As can be seen, stochastic gradient descent and alternative damped-Newton ac-
tually work in two fashions. The former considers one measurement record at
a time while the latter update the coordinate of one host based on the current
coordinates of all its neighbors. Intuitively, methods that consider the coordi-
nates of all neighbors of one node converges faster, i.e., requiring fewer iterations
to reach a optimal value. This property is especially desirable when each node
maintain its own coordinates and communicates with its neighbors to adjust the
coordinates. Faster convergence, in this case, means that it takes less time for
the dynamic system to become stable.

However, stochastic gradient descent also has its merits. Since it has no need to
compute the Hessian, and do the matrix inversion, the computational cost of one
iteration is extremely cheap. Therefore, although it may take more iterations,
it is still considerably faster than alternative damped-Newton method when
running on one computer. In Section 4.4, we’ll further investigate the convergence
property of these two methods.

4 Experiments

In this section we empirically compare performance of our models: Robust Vi-
valdi and Robust MF, with traditional models: Vivaldi, DMF, IDES and Phoenix.
We use three large public data sets for our experiments: Meridian [2], P2PSim
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[3], Harvard [1], which are all collected with King method[11]. The data sets are
preprocessed by removing some hosts to guarantee that all the hosts have at
least 32 neighbors. In addition, we are predicting the RTT between hosts, which
should be symmetric (not considering factors such as network congestion), so
for the original latency matrix Y , we transform it to (Y + Y T )/2. After these
preprocessing steps, the three data sets have 2,500, 1740 and 1818 hosts and
average latency of 91.8ms, 75.8ms, 85.7ms, respectively.

4.1 Overview of the Experiments

We have three parameters to be specified in the experiments: K − the number
of measured neighbors of a host, D − the dimension of the coordinates and ε
− the tradeoff parameter between �1 and �2 norm in the Huber norm (8). Note
that in all experiments, the K neighbors of any host are chosen randomly. In
the experiments, we consider the cases when K = 16, 32, 64 and the choice of
D are chosen by experiments to let the algorithms to achieve best accuracy.
We found that Robust-Vivaldi always works best when D = 2. (This coincides
the finding of [9] that increasing the dimension can’t significantly improve the
prediction accuracy in Vivaldi model.) The matrix factorization methods should
have a slightly lower dimension when K are small in order to avoid overfitting,
but a higher dimension when K are large in order to improve accuracy. So we
set D = 5 when K = 16, D = 6 when K = 32 and D = 7 when K = 64. In
Robust Vivaldi and Robust-MF, we set ε = 7 and in Section 4.3 we will conduct
further investigation on the choice of ε.

In Section 4.2, we give the results on the distribution of absolute error. We
then used other two evaluation criteria for later experiments, Mean Absolute
Error (MAE) and Rooted Mean Squared Error (RMSE), defined as follows

MAE = average
(i,j)∈W∗

(∣∣∣Ŷi,j − Yi,j

∣∣∣) RMSE =

√
average
(i,j)∈W∗

[
(Ŷi,j − Yi,j)2

]
(21)

where, W ∗ denotes the indices of a held out test set. For both of the two criteria,
smaller values mean better performance.

4.2 Comparison on Prediction Accuracy

In this subsection, we compare the prediction accuracy of our algorithms with
Phoenix, DMF, IDES and Vivaldi. The comparison results of error distributions
are given in Figure 2(a)-(i) and we also specify the comparison of the 80-percentile
error in Figure 2(j). From these results, we see that robust methods significantly
outperform their non-robust counterparts.This observation verifies the robustness
of the Huber norm in the application of network latency prediction.

It is also remarkable that although Vivaldi does poorly in all our test cases
(which coincides with the conclusion of Phoenix [8] and DMF [15] that matrix
factorization supersedes (non-robust) Vivaldi), Robust Vivaldi achieves much
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(a) P2PSim, K=16
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(b) P2PSim, K=32
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(c) P2PSim, K=64
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(d) Meridian, K=16
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(e) Meridian, K=32
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(f) Meridian, K=64
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(h) Harvard, K=32
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(i) Harvard, K=64

K = 16 K = 32 K = 64

R-Vivaldi R-MF Others R-Vivaldi R-MF Others R-Vivaldi R-MF Others

P2PSim 10.38 15.62 18.24 9.46 11.35 12.35 8.91 9.36 10.31

Meridian 18.57 27.10 24.43 15.82 16.76 18.97 15.20 14.95 15.52

Harvard 15.49 20.18 30.67 14.32 13.89 19.74 14.94 11.83 14.53

(j) 80-percentile error (ms)

Fig. 2. Results of error distribution shown in (a)-(i). The x-axis is the cumulative
fraction of records (in percentiles), and the y-axis is the corresponding prediction error
(in milliseconds). In Table (j), we compare the 80-percentile error, where R-Vivaldi
stands for Robust Vivaldi, R-MF stands for Robust MF and Others stands for the
best result of IDES, Phoenix, DMF and Vivaldi in each test case.
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higher accuracy than other methods when K is small. When K = 16, it super-
sedes all other methods by 25%–30% in terms of 80-percentile error in all 3 data
sets (see in Figure 2(j)). When K is smaller, the advantage is even more obvious.
So Robust Vivaldi may be the preferred model in many applications.

The advantage of Robust Vivaldi may profit from that the number of pa-
rameters utilized by Vivaldi like models (three for each host) is much smaller
than that of matrix factorization based models (2D for each host). According
to the principle of Occam’s razor, when there is no sufficient training data, a
model with fewer parameters faces lower risk of the issue of overfitting and may
perform better. On the other hand, performance of the methods based on ma-
trix factorization improves gradually as K increases, taking lead when K = 64.
When we have sufficient training data, matrix factorization may capture more
information with more parameters and achieve higher prediction accuracy. In
summary, Vivaldi like model is preferred when we have fewer than 32 neighbors
for each host, but when we really know much information about the system
(say, an online P2P game system), matrix factorization based methods has the
potential to provide better accuracy.

4.3 The Choice of ε

In Figure 3, we vary ε, the threshold between �1 norm and �2 norm, and give
the results of both MAE and RMSE on the P2PSim data set. According to the
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Fig. 3. Effect of ε on the prediction error on the P2PSim data-set, K = 32
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definition in (21), MAE and RMSE actually corresponds to the �1 and �2 error
measures respectively. So one would expect that if we minimize the �1 error (set
ε = 0), MAE would be minimized; and if we use the �2 error (set a large ε),
RMSE would be minimized.

Interestingly, this is not the case (see in Figure 3). Neither MAE is best opti-
mized at ε = 0, or is RMSE optimized when we increasing ε. For Robust Vivaldi,
RMSE is best optimized when ε = 40. For Robust MF, RMSE is best optimized
when ε = 7. As ε grows beyond this threshold, the performance deteriorates
greatly. On the other hand, when ε is relatively small (ε < 10), the MAE re-
mains stable for Robust Vivaldi. For Robust MF, MAE drops a little when ε
increases as long as ε < 7.

Theoretically speaking, ε is the threshold between small errors and large er-
rors. As a rule of thumb, we recommend to use the 80-percentile error as ε,
so a value between 5–15 is recommended (choose a percentile error as ε was
recommended in [10]).

4.4 Convergence Analysis

In this section we investigate the convergence of the two optimization schemes,
stochastic gradient descent and alternative damped-Newton. Figure 4 shows how
the MAE criteria of the two algorithms (on p2psim, K = 32) evolve as the
number of iterations increases on both Robust Vivaldi and Robust MF models.
Eventually the two methods converge to almost the same value. Apparently,
alternative damped-Newton converges much faster, reaching a stationary point
within 20 iterations. Stochastic gradient descent, on the other hand, taking more
(about 80) iterations for convergence. However, due to its efficiency in each
round, it still runs much faster than alternative damped-Newton. On a typical
2.4GHz machine, Stochastic Gradient Descent takes less than 10 seconds to
compute a coordinate for any data sets we have used while Alternative Newton
can take about 2 minutes. These empirical results coincide the discussion in
Section 3.4.
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Fig. 4. Convergence investigation
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5 Conclusion and Future Works

In this paper, we argue that the �2-norm widely used in traditional NCS ap-
proaches is not robust for the noisy network latency data. We therefore introduce
an elegant error measure, the Huber norm to network latency prediction, based
on which we upgrade the traditional Vivaldi and matrix factorization NCS ap-
proaches into more robust versions. We conduct extensive experiments and verify
the robustness of the upgraded models. According to the results, we recommend
Robust Vivaldi as the first choice. However, when there are sufficient historical
data, Robust MF is also considerable. We also provide two different learning
methods for the models: the alternative damped-Newton method which takes
fewer iterations to converge, and the stochastic gradient descent method which
is slower in convergence but faster in terms of CPU time. As our future work, we
hope to find factors that could capture the noise and further boost the accuracy
of NCS.
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Abstract. We present, BSense, a flexible broadband mapping system
for broadband coverage and quality assessment of broadband connections
in a given geographic region. For coverage related analysis, it relies on
data that is either obtained from ISPs or generated based on technology
models and information about infrastructure sites. Broadband quality
assessment in BSense is via host-based measurements using our multi-
platform and technology-adaptive software client which periodically runs
as a background process on users’ computers. The host-based software
measurement approach employed in BSense is not only cost-effective but
is also flexible and reduces measurement bias. BSense also incorporates
a flexible broadband quality index for summarizing the collective effect
of various underlying attributes such as download/upload speeds and la-
tency. BSense system has been implemented based on open-source soft-
ware components. The usefulness of the BSense system is demonstrated
using two real world case studies, one on identifying notspots in Scot-
land and the other on broadband quality assessment in a rural part of
Scotland through pilot deployment.

Keywords: Broadband mapping, performance measurement,
broadband quality index, broadband access technologies.

1 Introduction

Broadband mapping is the process of assessing broadband coverage, quality and
market for a given geographical region (e.g., country, province, city). Broadband
coverage assessment is aimed at identifying “notspots”, i.e., locations not ser-
viced by any broadband access technology. For areas that are covered, assessing
broadband quality in those areas is more interesting. Quality is measured using
a set of performance metrics such as download/upload speeds, latency, jitter and
packet loss rate. Several technology-specific and network provisioning factors af-
fect quality in practice (e.g., line length, number of concurrent users, contention
ratio, backhaul capacity). Choice and cost associated with broadband subscrip-
tion are additional aspects that are of interest for broadband mapping, especially
to consumers and regulators. In order to determine the amount of choice that a
consumer has, one needs to find out various access technologies and Internet Ser-
vice Providers (ISPs) available at the consumer’s location. Greater choice usually
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also implies lower cost (per Mbps) for the consumer. Moreover, choice and cost
both tend to depend on the coverage and quality aspects — poor broadband
coverage or quality in a region correlates well with lack of choice and/or higher
costs for consumers in that region. Note that all these four aspects – coverage,
quality, choice and cost – vary with time though timescales of change may differ
widely between them.

Interest in broadband mapping has been growing recently in tune with in-
crease in consumer awareness and recognition by governments on the importance
of high-speed Internet access for all citizens. Different countries have launched
national broadband mapping programs (e.g., [1,2,3,4]) to quantify the existing
state of broadband delivery and to track the progress towards achieving targets
set forth in national broadband plans, especially in view of the on-going de-
bate on the role of public funding and regulation in enabling fast and universal
broadband access. Beyond these government-initiated efforts, other broadband
mapping examples include [5,6]. Despite these various efforts, we identify the
lack of an open and flexible broadband mapping framework, key to effective and
consistent mapping exercises. Open specification of assessment methodology and
metrics is important for audit, whereas the use of open-source software results in
lower cost implementations which in turn enable broadband mapping efforts in
developing regions. Flexibility is also important to accommodate the wide range
of broadband access technologies and to factor in latest advances and best prac-
tice in terms of measurement techniques. Moreover, these efforts take one of two
different approaches we refer to as model based (e.g., [7,8,9]) and measurement
based (e.g., [10,11,5,12,6,13,14]) even though neither is enough — model based
approaches fail to capture the discrepancy between expected and actual broad-
band quality experienced by consumers, whereas measurement based approaches
are clearly not useful for identifying notspots. We further discuss these different
broadband mapping approaches in §2.

In this paper, we present an open and flexible broadband mapping framework
called BSense (Fig. 1(a)) along with its implementation based on open-source
software components (§3).
– BSense incorporates both model based and measurement based approaches

keeping in mind the observation that each is useful for a different purpose.
For coverage related analysis, it relies on data that is either obtained from
ISPs or generated based on technology models and information about in-
frastructure sites. Broadband quality assessment in BSense is based on host-
based continuous measurement stream obtained using our multi-platform
and technology-adaptive software client, which periodically runs as a back-
ground process on users’ computers. As elaborated in §2, the measurement
paradigm employed in BSense results in a lower-cost and flexible alternative
to [10,11], and reduces measurement bias compared to [5,12,14].

– Unique to BSense is a flexible broadband quality index for summarizing the
collective effect of various underlying attributes such as download/upload
speeds and latency. Specifically, we propose to separately model user prefer-
ence concerning various performance attributes through a specific
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Fig. 1. (a) BSense broadband mapping framework illustrated. (b) BSense software
architecture.

instantiation from a flexible family of utility functions and then combine
them to produce an overall index by leveraging the general framework of
multi-attribute utility theory [15].

To demonstrate the usefulness of the BSense system, we use two real world case
studies — one on identifying notspots in Scotland and the other on broadband
quality assessment in a rural part of Scotland through pilot deployment involv-
ing 60 real users over a three month period (§4). Also, evaluation of our mea-
surement methodology shows that it compares favorably to the hardware based
measurement approach [10] as well as with a recently proposed sophisticated
measurement technique [16]; see [17] for these results. We should, however, clar-
ify that our focus is not on measurement techniques. Though we use D-ITG [18],
an open-source measurement technique we have access to, in our current BSense
implementation, our design is flexible enough to allow the use of other measure-
ment techniques such as [16,19]. We regard the BSense framework, its realization
using open-source components and the two real-world case studies demonstrating
its utility as our key contributions in this paper.

2 Related Work

Broadband mapping approaches can be broadly classified into two categories:
(1) model based and (2) measurement based. With the model based approach,
broadband coverage and speeds are estimated based on theoretical or empirically
derived models of access technologies, knowledge of network infrastructure (e.g.,
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locations of phone exchanges, mobile network base stations) and configurations
(e.g., contention ratio, radio parameters). For ADSL, see [7,8] for examples of
such models and their use in estimating broadband coverage. Similar approaches
can be followed to estimate 3G mobile broadband coverage [9]. Such data is
inherently optimistic as it does not consider various practical impediments (e.g.,
line quality, contention). Nevertheless, it is useful for coverage analysis in the
absence of any measurement data. Note that this is the approach followed in
[1,2,3] using the data obtained from ISPs.

Measurement based approaches involve actual measurement of broadband
connections, a necessity for assessing broadband quality in a region. None of
the existing measurement approaches we are aware of rely on measurement data
from ISPs. Measurement based approaches can be further divided into hardware-
based and software-based approaches.

The hardware-based measurement approach (also called gateway-based ap-
proach) involves deploying a customized hardware box that directly connects
to home broadband router for a representative sample of users, and using the
gathered statistics across all such boxes to estimate statistics for the whole pop-
ulation. It is pioneered by SamKnows [10] for UK Ofcom and US FCC sponsored
broadband speed studies, and is also considered recently in the academic com-
munity [11]. This approach can be expensive than an equivalent software based
measurement approach. Moreover, it is also limited in terms of flexibility — un-
viable for mobile/wireless broadband quality assessment and for analysis at a
fine-grained geographic granularity (e.g., city) when planned at national level.

Software-based measurement approaches broadly come in three varieties:

– Web based: Using web-based speed tests such as [5,12] can only gather spo-
radic and geographically non-uniform measurement data and also suffer from
measurement biases (e.g., users taking speed tests may have poor broadband
connections or may not belong to a representative sample).

– Host daemon based: This approach relies on a measurement agent running
in the background on user computers and can overcome the limitations of the
web-based approach. However, existing systems following this approach [13,6]
lack openness and flexibility expected from a broadband mapping system.

– Consumer and ISP independent: Dischinger et al. [14] present an interest-
ing approach that does not require cooperation from either the consumers
or the ISPs. This approach relies instead on certain specific but standard
functionality from routers (e.g., responding with TCP RST packets upon
receiving unsolicited ACKs). Such functionality may be disabled due to se-
curity concerns. If a particular ISP does not support this functionality on all
its broadband routers, then that ISP is effectively ignored by this approach,
introducing a measurement bias and thus undesirable from a broadband
mapping perspective.

BSense uses a model based approach as well as a host daemon based software
measurement approach, each for a different use case.
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3 BSense Broadband Mapping Framework

As shown in Fig. 1(a), BSense framework views broadband mapping as a cooper-
ative exercise involving various stakeholders — consumers, ISPs, policy makers
and regulators. In [17], we elaborate on the incentives that can be provided to
different stakeholders to continually contribute to the exercise. BSense brings
together different types of data. Estimated broadband data from ISPs is fed into
the BSense database via webservice API calls. Broadband users (consumers) are
the key source of continuous measurement data for the mapping system. This
is enabled by a lightweight software agent termed BSense Agent that runs in
the background on a user computer and periodically communicates with BSense

Test Servers to measure technical attributes of user’s broadband characteristics
such as download speed, upload speed and latency. Digital geographic data from
country-specific sources and demographic data from population census are addi-
tionally used as layers underneath estimated or measured broadband statistics
to generate broadband coverage or quality maps, respectively.

3.1 Design and Implementation

Fig. 1(b) depicts the BSense software architecture, which is described in the rest
of this section.

BSense Server. The BSense server side includes a web server for hosting a
public website that users can access for registering and downloading the BSense
agent software and subsequently to retrieve their broadband connection statis-
tics. The web server also supports a set of web service API calls over SOAP
for interaction between the BSense system and various stakeholders. The cur-
rent API consists of the following calls: BroadbandTestRecord, AddPackage,
EditPackage, DeletePackage, AddEstimatedData, EditEstimatedData,
DeleteEstimatedData and LookUpMappingData. The purpose of these calls is
evident from their names; for further elaboration, see [17]. These API calls are
handled by a server side component that enforces security and access control,
validating the input and checking whether an API call is made by a party with
the required permissions.

In addition to SOAP based web services, BSense provides external access via
the Open Geospatial Consortium’s standard WMS (Web Map Service) and WFS
(Web Feature Service) to obtain raster and vector geo-referenced images, respec-
tively, of a geographical area of interest; most open-source and commercial GIS
software products can directly use WMS and WFS services. BSense also provides
an in-built web application based on WMS, developed using open-source GeoExt
(http://www.geoext.org/) and OpenLayers (http://openlayers.org/)
frameworks, to further ease access to broadband maps and their visualization.

Coming to data management, our implementation uses the open source Post-
greSQL (http://www.postgresql.org/) database management system
augmented with the PostGIS (http://postgis.refractions.net/) extensions

http://www.geoext.org/
http://openlayers.org/
http://www.postgresql.org/
http://postgis.refractions.net/
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to handle spatial data. See [17] for further details (database schema, etc.). Ac-
cess to the BSense database via WMS and WFS is enabled by the well known
open-source GeoServer (http://www.geoserver.org), a Java software that al-
lows users to view and edit geospatial data. Besides broadband mapping data,
BSense allows the storage of additional geospatial layers with geographic and
demographic data that are useful when generating maps.

BSense Agent. Each broadband user participating in the BSense based map-
ping exercise runs a software agent (BSense Agent) that facilitates continuous
and cost-effective measurement of the user’s broadband connection. As such, the
agent is a key element of the BSense framework for gleaning the quality of broad-
band provisioning in a given region. Given the diversity of operating system (OS)
platforms used by consumers in the real world, the agent should function on dif-
ferent commonly used platforms to avoid measurement bias. The BSense agent
was designed explicitly keeping in mind this requirement for multi-platform sup-
port. Specifically, it has been developed using Qt (http://qt.nokia.com), an
open-source and cross-platform application/UI framework; Qt is available for
Windows, Linux and Mac OS X.

We first give a high-level overview of the measurement process. A participat-
ing broadband user would download the agent from a public website like the
one we developed (http://broadbandforall.net) and install it on the user’s
home computer. The agent runs in the background and periodically wakes up
to perform a measurement test of the user’s broadband connection1. Each mea-
surement test consists of the following sequence of steps (Fig. 2(a)):

1. The agent queries BSense server to get the details of the measurement test
to be performed.

2. BSense server replies with an “experiment definition” (elaborated below) as
well as details for a test server to be used (e.g., IP address, port number).

3. BSense server also simultaneously notifies the test server about the impend-
ing measurement test from the user’s agent.

4. The agent interprets and follows the experiment definition received, gener-
ating the traffic flow requested and/or receiving the incoming traffic to/from
the specified test server.

5. Upon test completion, the agent summarizes the traffic traces from the test
and uploads it to the BSense server.

Since the effectiveness of the mapping framework improves with a larger number
of participating users, the mapping system should be scalable and robust to
server failures. In the case of BSense server, this can be achieved through the
use of a server farm (the current approach) or by installing the BSense server on a
cloud-based hosting. The use of multiple test servers as in our current design also
contributes towards scalability and fault tolerance. As regards to the location of

1 The time interval between measurements (i.e., measurement frequency) is a
customizable parameter whose setting is a tradeoff between gathering fine-grained
measurement samples over time and measurement overhead. The value is set to 15
minutes in the current implementation.

http://www.geoserver.org
http://qt.nokia.com
http://broadbandforall.net
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Fig. 2. (a) The sequence of steps making up a measurement test initiated by an instance
of the BSense agent. (b) The sigmoid utility function can be seen as a transfer function
between a given attribute f and the perceived utility associated with specific values of
f . In fact, the function shown is a modified sigmoid function given in equation (1) to
realize zero utility when the value of f is zero.

test servers, we advocate their deployment at neutral Internet exchange points
(IXPs) (e.g., the ones listed at http://www.euro-ix.net/) to avoid introducing
bias against users of some ISPs. In the current implementation, however, test
servers are co-located with the BSense server farm.

BSense agent could in principle use any multi-platform network performance
measurement tool. In our implementation, we choose a widely used traffic gen-
erator called D-ITG [18] with BSense Agent acting as a wrapper application.
While D-ITG can be seen just as a placeholder in the current implementation,
it also has several attractive features that have influenced our choice such as the
following: open source; can be made to work on different platforms and behind
most common types of NATs with minimal effort; and provides a high degree of
flexibility when it comes to traffic generation.

We now briefly describe the experiment specified to the agent every time it
is about to do a measurement test. An experiment is defined as a set of traffic
session specifications with each session potentially consisting of multiple concur-
rent or partially overlapping flows. Specifically, each experiment in our context
is a sequence of three traffic sessions: initial ping-like UDP session with short
packets to measure latency, jitter and packet loss rate, followed by an upstream
traffic session and then a downstream traffic session. See [17] for detailed pa-
rameter settings. Note that in a host-based software measurement approach like
ours, it is possible to have in-home wireless network use and other active use of
the broadband connection from other devices within the home concurrently with
broadband connection measurement traffic. However, the problem of cross-traffic
on the network path is unavoidable with end-to-end performance measurement

http://www.euro-ix.net/
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even with hardware-based measurement approach. We believe it is best dealt
with via statistical filtering.

3.2 Broadband Quality Index

As noted at the outset, coverage and quality are the two key aspects of interest for
broadband mapping. While broadband coverage in a particular location can be
quantified as a binary variable, the same is not true for broadband quality as the
latter is dependent on several underlying technical attributes such as download
speed, upload speed and round-trip latency. Due to the lack of standard ways
to summarize the collective impact of those several attributes, the focus is often
solely on download speeds even though it is widely recognized that upload speeds
and latency also have to be considered at the very least.

Defining an index is a common approach to deal with problems of the above
nature. Only work we are aware of that tries to address the issue of developing a
broadband quality index is surprisingly a sociological study [20] relying on expert
surveys to determine the relative importance of various technical attributes.
More importantly, the work in [20] only provides a very specific approach to
defining the broadband quality index while we are interested in defining a more
flexible and general framework.

Our main idea in addressing this issue is to model each attribute impacting
broadband quality as a utility function and then draw upon the multi-attribute
utility theory (MAUT) [15] to define the broadband quality index (BQI) as a
composite function of utility function values for the individual attributes.

In our model, denote F = [f1, ..., fn] for the set of network attributes (fea-
tures) to be included in the BQI, covering important attributes characterizing a
broadband connection. For the sake of concreteness, we focus on three key per-
formance attributes in this paper: download speed (d, in Mbps), upload speed
(u, in Mbps) and round-trip latency (l, in milliseconds).

We first aim to identify a suitable family of realistic single-attribute util-
ity (SAU) functions for modeling user preferences about individual attributes,
and then consider their composition into a multi-attribute function. For the at-
tributes under consideration (i.e., download speed, upload speed and latency),
we observe that sigmoid functions, whose graphs are “S-shaped” curves (see
Fig. 2(b)), better reflect user satisfaction. This is because improvement in util-
ity from improving any of these attributes beyond a point is marginal. Equally,
when these attributes are below a certain threshold (for speeds) and above a cer-
tain threshold (for latency), the change in utility is again marginal. In between
these extremes, the improvement in utility with improvement for any of these
attributes is noticeable and substantial.

Thus, we define a set of utility functions uf(f), each defined on a given at-
tribute f ∈ F as:

uf (f) =
ea+bf − ea

1 + ea+bf
(1)

where parameters a and b determine the nature of each utility function curve.
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A pragmatic approach to specify a utility function for each attribute would
be to have the BSense administrator pick two strategic values of each attribute
f and provide their corresponding utility u values:

(fo, uo) and (f∗, u∗) s. t. uo = uf (f
o) < u∗ = uf(f

∗) (2)

These two points can be carefully picked so that they represent the utility of low-
end and high-end broadband connections (e.g., with uo = 0.2 and u∗ = 0.8 or
uo = 0.1 and u∗ = 0.9). Intuitively, the lower knee in the curve represent the
value of the attribute which is deemed as insufficient, and the upper knee describes
the attribute value which is good enough for the service. As a consequence, “poor”
broadband connections that are only able to offer attribute values (e.g., download
speeds) below the lower point offer only marginal utility to the users. Similarly,
the incremental utility above the upper threshold is only marginal. The low and
high values can, for example, be based on current policies and regulations (e.g., the
“Universal Service Obligation” to set the bottom bar that ISPs have to provide
and the policy maker must enforce) or current state-of-the-art (e.g., the fastest
commercially available service to set the top bar).

The parameters a and b for each of our SAU functions can then be derived
from their two specified corresponding ‘knobs’ by solving the following pair of
equations obtained by substituting values from (2) in equation (1).

To provide a quality index for each broadband connection, we first need to
generate a summary statistic from all the measurements that have been gathered
by BSense for that connection. In the current implementation, we use the median
values of download speed, upload speed and latency. These values along with
their respective a and b parameter values as input to equation (1) determine the
utilities of the broadband connection in question with respect to each of those
three attributes.

Multi-attribute utility theory assists us in combining the various SAU func-
tions in a single equation, whose form depends upon the particular independence
conditions fulfilled by the different SAU functions. For simplicity, we assume
mutual additive independence in this paper. Then the resulting multi-attribute
utility function can be represented as:

u(f) =
∑
f∈F

kfuf s.t.
∑
f∈F

kf = 1 and kf > 0, ∀f ∈ F (3)

A further simplifying assumption would be to have all scaling constants (weights)
kf to be equal. This is reasonable given that our main purpose is to demonstrate
the value of multi-attribute utility theory and utility functions in providing a
flexible framework for defining broadband quality index.

4 Case Studies

4.1 Broadband Coverage Analysis for Scotland

In this case study we show the benefit of BSense for understanding broadband
coverage, using Scotland as the setting. Such studies would rely upon estimated
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Fig. 3. BSense generated broadband map for various access technologies and ISPs
based on their estimated data: (a) ADSL — BT Wholesale; (b) Cable — Virgin and
Smallworld; (c) 3G mobile broadband — Orange. In each of these maps, postcode areas
with the corresponding service are colored with darker colors indicating faster expected
speeds or better mobile coverage.

coverage and speed data from ISPs whenever available. For this study, we mim-
icked the way ISPs would contribute to the BSense mapping system by trawling
through the public websites of different ISPs to determine whether an ISP covers
a particular postcode and if so, the estimated download speeds from the ISP’s
viewpoint, for each of the 152,000 postcodes in Scotland. This information is
then fed into the BSense estimated database via the web service API calls.

Fig. 3 shows the broadband coverage in Scotland for different access technolo-
gies based on the estimated data from ISPs collected as described above. For the
3Gmobile broadband case, we show data for only one network operator for clarity
but the coverage for other mobile network operators is similar. From these maps,
we observe that ADSL is the dominant access technology with cable and mobile
confined mainly to population centers in the central belt and north east.

Now focusing on ADSL alone, we estimate the notspots in Scotland with
respect to a threshold download speed. Specifically, a postcode area is consid-
ered to be a notspot if ADSL service with estimated download speed above the
specified threshold cannot be supported within that area. This may be because
residences in the postcode area are too far away from their nearest phone ex-
changes, for example. We consider three different threshold values (512Kbps,
2Mbps, 8Mbps). Resulting notspot maps produced using BSense are shown in
Fig. 4. It can be clearly seen that most postcode areas outside of the central belt
of Scotland (with the two main cities of Edinburgh and Glasgow and having the
largest population concentration) become notspots as the threshold is increased.
While it is true that satellite based broadband covers virtually the whole of
Scotland, the large round-trip latencies associated with the satellite technology
(as shown using measurements in the next case study) makes it less attractive.
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(a) Threshold=0.5Mbps (b) Threshold=2Mbps (c) Threshold=8Mbps

Fig. 4. BSense generated map of notspots in Scotland that lack an ADSL broadband
service supporting download speed greater than the indicated threshold. Notspot post-
code areas are shaded in red.

4.2 Broadband Quality Measurement: A Pilot Study

In this case study, we assess the broadband quality in a rural part of Scotland.
Specifically, we focus on the area around the Isle of Skye located in the north-
west of Scotland. We also consider the neighboring archipelago of the ‘Small
Isles’ and the mainland rural areas of Glenelg and Knoydart peninsulas. This
region is quite diverse in terms of demographics, terrain and broadband service
provisioning, making it a well suited region for our broadband performance mea-
surement study. It has a population of around 10 thousand people spread across
a handful of small towns, several small villages and scores of isolated dwellers
in the farming lands. Several different access technologies used for broadband
provisioning. In total, 15 phone exchanges are located in the area. Although ev-
ery resident has access to a landline, broadband connection types vary. A few
phone exchanges are enabled for ADSL2/ADSL2+, which is available only from
the telecom incumbent (BT). Other exchanges offer ADSL (8Mbps download
speed) service, and a few are enabled only for “Exchange Activate” (512Kbps)
ADSL service. There are no FTTH deployments in the area, and cable and 3G
coverage are non-existent. Due to a recent broadband reach initiative from the
Scottish government, some of the users in rural and remote areas in previously
notspot areas in Scotland, including those in our study area, now connect via
subsidized yet relatively expensive satellite connections. In addition, residents in
a small part of this area connect via Tegola, an experimental/community long
distance WiFi network we have deployed four years ago [21].

Through publicity of our pilot broadband quality assessment initiative via
email, local press and word of mouth, we managed to find 60 volunteers in the
area who were willing to install and run our BSense agent software. Half of
these users are connected to the Internet via ADSL lines to different exchanges
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and differing line lengths, whereas 18 users connected via our Tegola network;
remaining volunteers used satellite connections. Over a 3-month period, we mea-
sured the broadband connections of each of the volunteer users, keeping track
of median values of download/upload speeds and latency measurements for each
user. We collected around 40,000 measurements in total. To study the broadband
quality index across users and access technologies, we used the following param-
eter settings for the individual utility functions (see Section 3.2), all reasonable
given the type of broadband connections in the study area:

– Download speeds. Low-end: 2Mbps with a utility of 0.1. High-end: 24Mbps
with a utility of 0.9.

– Upload speeds. Low-end: 1Mbps with a utility of 0.1. High-end: 5Mbps with
a utility of 0.9.

– Latency speeds. Low-end: 200ms with a utility of 0.1. High-end: 20ms with
a utility of 0.9.

Fig. 5(a) shows the results. The top graphs show the utility function values
for each of the three performance attributes. Each data point in the plots corre-
sponds to a user with the color of the data points indicating the access technology
used. Clearly and as expected, satellite users have poor utility values and are
clustered together at the worst extreme. Wireless users on the Tegola network,
on the other hand, not only experience high speeds exceeding 20Mbps but also
are subject to greater variability in speeds because of the shared nature of ac-
cess. ADSL users also exhibit greater variability in speeds like wireless users but
because of different reasons — due to differences in broadband capabilities of
the associated phone exchanges and differences in line lengths; most ADSL users
fall in between satellite users and wireless users in this area. The bottom graph
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Fig. 5. (a) Pilot study results. Top graphs showing the utilities for different attributes,
different users and different access technologies. Bottom graph summarizes the broad-
band quality index values for users of different access technologies as CDFs. (b) Map
generated using the results from the pilot study aggregating users belonging to a ward
together and colors representing different ranges for broadband quality index values.
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shows the combined effect of the three attributes. For ease of interpretation, we
scale up each user’s index value to a percentage value between 0% and 100%.
Results for different access technologies shown as CDFs follow directly from the
top graphs given our choice for the multi-attribute utility function (an equal
weighted sum of individual attribute utilities). When index values for different
users are geographically rendered on a map, however, the result is quite reveal-
ing (see Fig. 5(b)). Here coloring is done at the ward level — all users belong
to a ward (an area with about 50 residents and 20 households) are aggregated
together. We observe that remote parts of Knoydart and the Small Isles (colored
in red) fare poorly, whereas adjacent ward above Knoydart has the best index
as a result of high-speed wireless connections from the Tegola network. Wards
on the Isle of Skye have intermediate index values as it mainly consists of ADSL
users.

5 Conclusions

In this paper, we have developed a flexible framework for broadband mapping
called BSense that incorporates both model based broadband coverage data
and broadband performance measurement data from users. BSense framework
also incorporates a flexible specification of broadband quality index based on
utility functions and multi-attribute utility theory. We implemented BSense us-
ing open-source tools and use it demonstrate the value of BSense approach for
broadband coverage and quality assessment with two real-world case studies.
Our future work will focus on enhanced measurement techniques that are robust
to various sources of variability. We would like to also enhance the broadband
quality index by considering additional attributes, variability of each attribute
and relationships among various attributes. Finally, we would like to extend
BSense for mobile broadband mapping.
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Abstract. In order to obtain close-to-reality Internet maps, IP aliases
resolution allows identifying IP addresses belonging to the same router.
Mainly, active probing is used for IP aliases resolution following direct
and indirect schemes. Also, different types of probe packets are used
(ICMP, UDP, etc.) focusing on different header fields and characteristics
of IP and higher layers. Responsiveness of routers is different not only
in the number of response packets received, but also in the validity of
those packets to be used in IP aliases identification. Therefore, specific
behavior of routers generating those response packets can decide the
success or failure of specific IP aliases resolution methods. In this paper,
an in-depth analysis of router behaviors is provided considering not only
router responsiveness, but also the validity of those responses to be used
in IP aliases resolution. Our results show that although responsiveness
is better for indirect probing, direct probing with ICMP Echo probe
packets and IPID-based behavior provide the best identification ratio
for IP aliases resolution.

Keywords: IP aliases resolution, router responsiveness, active probing,
direct and indirect probing.

1 Introduction

Several attempts have been put forward over the last decade to obtain an Internet
map, like ARK [1], iPlane [2], Skitter [3] and DIMES [4]. They are mostly based
on the traceroute tool, launched periodically between a high number of vantage
points (controllable nodes that generate probe packets). This generates a graph
composed by nodes (IP addresses) and links between nodes (adjacencies obtained
from traceroute paths).

A special case of Internet map is the one in which the nodes in the graph
are routers instead of IP addresses. This is a router-level Internet map where
the graph links represent the connectivity between interfaces of different routers.
Those router-level Internet maps are useful in network simulation, P2P protocol
optimization, improvement of routing protocols, geolocation of IP addresses and
many other applications.

This topology information is not provided by almost any Internet carrier or
Autonomous System. The reasons are related to security and reluctance to share
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network information with competing ISPs. This means that router-level Internet
maps have to be inferred from passive or active monitoring schemes. In passive
monitoring, traffic at specific network points is captured and analyzed looking
for some specific information. In active monitoring, probe packets are sent to
the network infrastructure, and the responses are analyzed to discover network
characteristics. In topology discovery, mainly active monitoring is used because
it allows discovering remote networks from a limited number of vantage points.

The traceroute tool discovers the IP addresses of the routers in the path to
the target IP address. When probing a high number of target IP addresses from
different vantage points, an approximation of an Internet map can be provided.
To construct a router-level Internet map, IP addresses of the same router have
to be aggregated. Those IP addresses are called IP aliases and the process of
aggregation is called IP aliases resolution [5]. Therefore, two phases have to be
performed: IP addresses discovery and IP aliases resolution. Some projects like
Rocketfuel [5] and, more recently, MIDAR [6] perform IP aliases resolution at
large scale.

IP aliases resolution techniques are also based mainly on active probing and,
therefore, it is important to select the right type of probe packet and measure-
ment procedure to obtain the highest number of responses possible. The percent-
age of response packets over the number of probe packets is called responsiveness
[7]. However, the responses, depending on their characteristics, could be useless
to perform IP aliases resolution and, therefore, the responsiveness indicator is not
enough to determine the final results from the IP aliases resolution procedure.
Router responsiveness to active probing was analyzed in [7] and an evaluation of
performance for several IP aliases resolution schemes is available in [8]. However,
there are not studies about the validity of this responsiveness: this means the
ratio of responses that really are useful to apply IP aliases resolution techniques.
Validity of responses will depend on the great variety of router implementations
and configurations in Internet. This paper focuses on this router behavior and
it will identify those active monitoring schemes that provide the best ratios of
valid responses in IP aliases resolution. In fact, it will be shown that strategies
with more responsiveness will not always provide the best identification ratios
in IP aliases resolution.

The rest of the paper is organized as follows. Section 2 presents different
schemes of IP aliases resolution techniques in the state of the art that will be
evaluated in the paper. In section 3, the network scenario used in the evaluation
is presented. Router behaviors related to IP aliases resolution are presented in
section 4. Section 5 presents the evaluation of IP aliases resolution based on the
types of routers behaviors. Finally, conclusions are presented.

2 Related Work

There are different possibilities of probing schemes that can be used by IP aliases
resolution techniques. These schemes can be classified depending on multiple
aspects: the need of probe traffic, the directiveness of the measurement, the type
of probe packets and the type of router behavior.
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First, depending on the necessity of sending probe packets, IP aliases reso-
lutions schemes can be classified in active and inference-based. Active probing
techniques are based on sending probing packets to the routers and analyzing
the responses. They provide the best performance in IP aliases resolution [9], but
they are intrusive and they need to be controlled in order not to get confused
with network scanning or attacks. Inference techniques are the other possibility.
They try to deduce aliases information by analyzing data extracted from tracer-
oute paths or from out-of-band measurements such as checking similarities of
DNS names in router interfaces. We will focus in active probing techniques.

Second, looking at the measurement directiveness, indirect methods send the
probe packet to different IP addresses than the target IP addresses of the aliases
resolution technique. Traceroute tool is an example of indirect method for net-
work discovery. In direct methods, the probe packet is addressed at the target
IP interface of the aliases resolution technique. Sending ICMP Echo Request
packets is an example of direct method. As stated in [7], router responsiveness
is greater in indirect methods than in direct ones. However, the validity of those
responses to be used in IP aliases techniques was not evaluated in that work.
We will perform an analysis of validity of probe responses in section 4.

Third, several types of probe packets are used in IP aliases resolution tech-
niques: UDP, TCP, ICMP Echo Request and ICMP Timestamp Request. As
stated in [7], ICMP Echo Request provides the best responsiveness results. The
validity of those responses is analyzed in section 4.

Finally, IP aliases resolution techniques are based on different peculiarities
of router behaviors. Routers fill up some fields of response packets following
specific patterns that can be used to identify aliases. The main behaviors used
in IP aliases resolution techniques are IPID-based, Timestamp-based and Source
IP-based.

The IPID is the identifier field in the IP header. This IPID is originally used in
the procedures of fragmentation and reassembly of IP packets. Typical TCP/IP
implementations use a counter which is incremented by one for each packet
generated (not forwarded) by the router, independently of destination, protocol
or service. Therefore, several packets received from the same router and near
in time will have close IPID values, following an incremental pattern. Probing
different IP addresses of the same router simultaneously, an incremental sequence
of IPIDs is obtained. This behavior was used first by the Ally technique [5], with 3
UDP probe packets being sent and allowing an IPID offset of 200 IPIDs between
the first and the third response in order to consider both IP addresses to belong
to the same router.

Timestamp-based behavior uses the prespecified timestamp option in the IP
header that allows selecting up to four IP addresses and receiving the times-
tamps from those IP addresses. Typical implementations provide milliseconds
timestamps that allow checking if two IP addresses are aliases (they will have
the same timestamp). It was used for the first time in the Prespecified Times-
tamp technique with direct ICMP probe packets [10].
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Source IP-based behavior uses special probe packets to generate ICMP Error
response packets from the target routers. Probe packets are usually UDP packets
sent to a random port at the target IP address. The corresponding router answers
with an ICMP Error Port Unreachable packet whose IP address can be different
from the destination IP address of the probe packet. In fact, the source IP
address of the response is usually chosen from the interface with shortest path to
the destination. Therefore, probing different IP addresses from the same vantage
point, they will be aliases if the response packets have the same source IP address.
This behavior was used for the first time in the Mercator technique [11], using
UDP probe packets.

Some of the most commonly used techniques for IP aliases resolution, be-
sides those previously described, are presented below. TraceNet [12] uses di-
rect/indirect probing, source-IP based behavior and ICMP/UDP probe packets.
It infers the subnetworks, and it tries to obtain aliases at the same time that
the traceroute is performed. It is based on distance to provoke ICMP Error TTL
exceeded responses.

Palmtree [13] uses direct probing, source-IP based behavior and ICMP/UDP
probe packets sent to inferred /30 and /31 subnetworks. Those probe packets
have bounded TTL in order to obtain ICMP Error TTL exceeded responses with
the desired source IP addresses.

In [14], Ally-based techniques are proposed extending the types of probe pack-
ets (ICMP, TCP) and the number of probe packets compared with the standard
Ally. The rate at which probe packets are generated is also controlled with 0.3
secs inter-packet delay.

Radargun [15] uses direct probing, IPID-based behavior and UDP/TCP probe
packets to apply a velocity modeling to characterize IPID evolution per router. It
allows to check for IPID evolution in thousands of IP addresses simultaneously.
Also, Midar [6] proposal argues to identify aliases with an improved variation
of IPID-based behavior, but the current version (September 2011) is limited to
200 IP addresses and its identification results are not as good as expected.

Focusing in active probing, the following sections analyze the validity of the
responses obtained as a funtion of the directiveness of the measurement, the
type of probe packets and the type of router behavior. Finally, a performance
comparison for previous IP aliases resolution techniques will be presented.

3 Network Scenario

In order to compare the IP aliases resolution techniques over the same network
scenario, specific requirements are needed for this scenario. Some techniques, like
TraceNet, need a large set of vantage points to perform indirect probing between
them. We have used vantage points belonging to the Planetlab measurement
infrastructure [16]: 25 Planetlab nodes have been used as vantage points to
perform IP aliases resolution for IP addresses of the routers in between. Those
IP addresses have been discovered using paris-traceroutes [17] between each pair
of vantage points, resulting in 2037 different IP addresses discovered, some of
them belonging to the same router (aliases).
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As the underlying topology is unknown, the quality of IP aliases resolution
techniques can not be checked for the existence of false positives and false neg-
atives. There are some NRENs (National Research and Educational Networks)
that provide public information about their network topologies, but they are
small and they are composed by similar router behaviors (same manufacturer
and even router models in many cases). Some examples of those networks are
Geant [18], Canet4 [19] and GlobalNOC [20], but they do not provide more than
500 IP addresses at most. Besides, we do not have enough nodes in the border
of those networks to be used as vantage points (needed for indirect methods).

Planetlab provides a bigger topology with a great variability of router behav-
iors as different Internet service providers are traversed. Networks are not only
academic because several Planetlab nodes are connected to commercial Internet
trunks or these commercial Internet trunks are traversed in the interconnection.
However, the main reason to use Planetlab has been the necessity of having
distributed vantage points around the network topology that would enable to
perform indirect probing. We did not have access to similar vantage points for
the above-mentioned NRENs.

IP addresses of the Planetlab topology between vantage points have been
obtained by indirect probing (paris-traceroute) and there is no knowledge of
real IP addresses. Therefore, direct probing will be performed over those IP
addresses, and responsiveness in that case will correspond to the subset of IP
addresses that are the intersection between direct probing responsiveness and
indirect probing responsiveness. As our analysis focuses on the validity of the
responses, the set of IP addresses will not imply any limitation.

4 Analysis of Router Behaviors

Unresponsiveness, as stated in [7], can be due to several reasons. The main one
is the configuration of routers to ignore or filter certain types of probe packets,
mainly for security reasons but also in order to avoid extra processing load.
Rate limiting of ICMP responses at the target router is another reason for not
receiving response packets. This rate limiting can depend on the internal router
congestion and be applied in order to reduce the impact of this low priority
traffic on the router. Finally, the routers can have private or duplicated public
IP addresses and, therefore, not be reachable from the public Internet.

Besides router responsiveness, finding the expected header fields with the right
content in returned packets is imperative to apply specific IP aliases resolution
techniques. The different alternatives that can be found in router behavior are
explained in the following subsections depending on the IP aliases resolution
technique: IPID-based, Timestamp-based and SourceIP-based. Not all responses
to packet probes will be useful for IP aliases resolution. Those useful will be called
valid responses.
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4.1 IPID-Based Router Behaviors

In IPID-based techniques, the routers are expected to increase their internal
IPID counter for each IP packet they generated. The probe packets sent to some
routers will originate response packets with IPID fields following an incremental
sequence, useful for IPID-based techniques. This behavior is called Incremental,
but several others have been detected in Internet routers. In Zero behavior, the
IPID field is always filled up with zero value. In Random behavior, the IPID field
is filled up with a random value for each packet. Finally, in Copy behavior, the
IPID field is a copy of the IPID field in the probe packet received by the router.

All these four behaviors are present in direct probing, but only Incremental,
Zero and Random behaviors have been found in indirect probing. Only the In-
cremental behavior can provide positive aliases in IPID-based techniques. The
other behaviors can be used only to identify negative aliases because different
behaviors can not be present simultaneously in the same router depending on the
network interface or the network path followed by the probe request/response
packets.

Experimental measurements have been performed over the 2037 IP addresses
in the Planetlab scenario. Series of 20 probe packets of different types (ICMP
Echo/Tstamp, UDP, TCP) have been sent to each IP address (direct probing) or
to IP addresses in the border nodes (indirect probing), and responses have been
analyzed looking for the IPID behavior. In indirect probing, TTL-limited probes
are used to scan intermediate IP addresses in the path to each target IP address.
In tables 1 and 2, percentages for each type of IPID behavior are presented in
indirect and direct probing cases respectively. They show the percentage of each
IPID behavior obtained in responses for different types of probe packets. As IP
addresses have been obtained from indirect probing (paris-traceroutes), respon-
siveness is total for indirect probing and partial for direct probing as expected.
However, validity of the responses is quite different as only Incremental behavior
is useful to proceed with positive IP aliases resolution. In general, Incremental
behavior appears in a bigger percentage in direct probing. Specifically, for ICMP
Echo probes, the responses following Incremental behavior in the experiments
are 35.87 % in indirect probing and 48.40% in direct probing. With UDP probes,
indirect probing provides better results, but with TCP probes it is direct probing
that gives the best results (33.08% compared to 26.53% for the indirect alter-
native). The column called valid responsiveness in tables 1 and 2 represents the
percentage of responses by pair of IP addresses that contributes with positive
or negative aliases identification results. It includes responses in which both IP
addresses are incremental (positive or negative aliases) and responses in which
each IP address has different behavior (negative aliases). In indirect probing
with ICMP Echo, with 100% responsiveness, only 61.65% is useful responsive-
ness. The valid responsiveness increases to 70.51% in direct probing keeping the
same type of probe packet (ICMP Echo).

UDP probes provide almost a negligible percentage of responses in direct
probing. This makes unusable that kind of probe packets for direct probing.
This happens because routers are usually configured to not respond with ICMP



364 S. Garcia-Jimenez et al.

Table 1. IPID-based behaviors in indirect probing

Type of Zero Incremental Random Copy Unresponsive Valid
probe packet (%) (%) (%) (%) (%) responsiveness(%)

ICMP Echo 37.94 35.87 26.17 0 0 61.65
UDP 41.23 20.77 37.98 0 0 53.09
TCP 41.21 26.53 32.24 0 0 57.17

Table 2. IPID-based behaviors in direct probing

Type of Zero Incremental Random Copy Unresponsive Valid
probe packet (%) (%) (%) (%) (%) responsiveness(%)

ICMP Echo 0 48.40 13.59 35.00 2.99 70.51
ICMP Tstamp 0 25.92 6.67 16.54 50.85 18.74

UDP 0.78 0.04 0.29 6.23 92.63 0
TCP 3.04 33.08 63.81 0.04 0 55.26

Error port unreachable packets. On the other hand, IPID-based aliases resolu-
tion methods will obtain better identification results using ICMP Echo as probe
packets, for both direct and indirect probing.

Another interesting finding is that router responsiveness is different depending
on whether the router is in an access or core network (close or not to the network
border). In figure 1, response ratio of routers located at different hop distances
from the vantage points is plotted. In the left-one figure, responsiveness for
ICMP Echo probes depends clearly on the distance from the vantage point,
being more responsiveness access routers compared to core routers. However,
the important parameter to IP aliases resolution is the valid responsiveness,
that is related to the incremental behavior plotted in the right-one figure. In
ICMP Echo responses, incremental behavior (related with valid responsiveness)
is reduced for access routers and greater for core routers. The differentiation in
valid responsiveness for access and core routers will need a specific future work.

4.2 Timestamp-Based Router Behaviors

In timestamp-based techniques, IP prespecified timestamp option is used in
probe packets. Those timestamps can be accounted in milliseconds since mid-
night UTC (standard) but if the time is not available in milliseconds or cannot
be provided with respect to midnight UTC, then any time may be inserted as
timestamp (non-standard).

Timestamp-based techniques need routers that fill up the timestamp for their
interfaces if they are requested. However, several behaviors are obtained in re-
sponse to those probe packets:

– N-tstamp: the router is able to fill up N timestamps in the IP option, with
4 ≥ N ≥ 1

– Always: the router always fills up the timestamps even for IP addresses not
belonging to it. This behavior is undesirable.
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Fig. 1. Per-hop response ratio for each type of probe packet (left) and ICMP Echo
behaviors (right) in direct probing

– None: the router does not answer with the IP prespecified timestamp option
enabled.

Timestamp-based techniques canbe applied only if at least 2 timestamps belonging
to the target router are filled up (valid responsiveness). Therefore, only N-tstamp
behaviors with 4 ≥ N ≥ 2 can be used for Timestamp-based techniques.

The 2037 IP addresses in the Planetlab scenario have been checked for valid
responsiveness with timestamp-based router behaviors. Table 3 presents the re-
sults obtained in responses to probes with IP prespecified timestamp option in
direct and indirect probing. Percentages of responsive and unresponsive routers
are shown. Again, for this technique, direct probing provides better values of
valid responsiveness: 42.87% compared to 21.10% for indirect probing.

Table 3. Timestamp-based behaviors in direct and indirect probing

Type of 1-tstamp 2-tstamp 3-tstamp 4-tstamp Always None Unresp. Valid
probe packet (%) (%) (%) (%) (%) (%) (%) resp.(%)

ICMP Echo 9.51 6.08 0.09 36.70 1.47 0.09 45.94 42.87
(direct)

ICMP Echo 8.00 0.19 0.0 20.91 0.00 0.09 71.13 21.10
(indirect)

4.3 SourceIP-Based Router Behaviors

Source IP address in response packets is the base of IP aliases resolution tech-
niques such as Mercator. In this case, there are two expected behaviors:

– Same-interface: source IP address of response packet matches always target
IP address of probe packet.

– Different-interface: source IP address of response packet does not always
match target IP address of probe packet.
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In this case, only UDP probes make sense because they produce ICMP Error
responses. Those ICMP Error response packets can be generated from a different
interface (and therefore IP address) than the incoming probe packet. In ICMP
or TCP, the response packets are always generated from the same IP address
that was the target IP address of the probe packet. Also, direct probing is the
only way to perform this type of IP aliases resolution.

In the case of UDP probe packets, the behavior needed to apply IP aliases
resolution is Different-interface behavior and, therefore, it will be considered to
identify the valid responsiveness. If a response packet is received from a different
source IP address than the original target IP address of the probe packet, both
IP addresses are considered aliases.

Experimental results have been performed over the Planetlab scenario, with
series of 20 packets sent to each one of the 2037 IP addresses in direct probing.
In table 4, percentages of occurrences for each SourceIP-based behavior are pre-
sented. As stated in [14], very low values of responsiveness are present in this
method with direct UDP probing. Besides, valid responsiveness has also very
low values: 7.26% of routers answer with Different-interface behavior usable to
apply this technique for IP aliases resolution.

Table 4. SourceIP-based behavior in direct probing

Type of Same-interface Different-interface Unresponsive Valid
probe packet (%) (%) (%) responsiveness(%)

UDP 0.09 7.26 92.63 7.26

5 Behaviors Applied to IP Aliases Resolution

The identification ratio for each type of IP aliases resolution scheme depends on
the responsiveness and valid responsiveness ratios presented in previous sections.
Table 5 shows the identification ratios obtained using the most frequent IP aliases
resolution techniques for the Planetlab scenario described in section 3. The exper-
iments were run using the original software provided by the creators of each tech-
nique (Palmtree, Tracenet, Radargun, Ally-based) or with custom software where
the original software was not available (Mercator, Ally, Prespecified timestamps).
All software and data files used in this paper are available online at [21].

Table 5 shows the percentage of positives, negatives, error and unknown iden-
tifications over the total number of pairs of IP addresses presented. “Positives”
indicate the pairs of IP addresses identified as aliases by each technique. “Neg-
atives” identify those not aliases. “Errors” are those pairs of IP addresses with
some error in the technique like not responding with the desired header field
(they did not provide any information at all). “Unknown” are those pairs of
IP addresses that have not provided enough information to identify the aliasing
(they provided some but not enough information). Take note that the percent-
age of false positives and false negatives can not be provided because the real
network topology is unknown (those ratios can be found in studies like [14]).
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The column called Identified is the sum of positives and negatives, indicat-
ing the total pairs of IP addresses identified as being aliases or not. This is the
main column in order to compare the different techniques. Also, a column with
the number of resulting nodes in the network graph after applying the tech-
nique is shown. The column called “X-based” indicates the type of technique:
IPID-based, Timestamp-based and SourceIP-based. It will indicate whether a
technique will be affected by some router behavior or another. Finally, there is
a column indicating if the specific technique uses direct or indirect probing.

As expected, IPID-based techniques provide better identification results,
mainly Radargun and Ally-based techniques. Both use ICMP Echo with direct
probing that provided the best valid responsiveness in previous sections. In fact,
valid responsiveness reviewed in previous sections is the most important factor
in determining results of IP aliases resolution techniques. However, results are
not as good as expected by the valid responsiveness in Prespecified Timestamps
technique. The reason is that the number of negatives is very low. To check for
negative aliases both routers whose IP addresses are being checked must be in
the same path from the vantage point. This is not feasible with a reduced num-
ber of vantage points compared with the number of IP addresses to check for
aliases that would be the most common case.

The technique called “All” is a merge of the results coming from all the
techniques, representing the expected results if all methods could be used simul-
taneously to verify IP aliases in a certain network topology. It is very expensive
in terms of time and amount of probing traffic, but it provides the best results
in the identification.

Table 5. IP aliases resolution results for more important methods

Technique Positives Negatives Identified Error Unknown Resulting X-based Direct/
(%) (%) (%) (%) (%) nodes Indirect

Mercator 0.00 0.00 0.00 0.00 99.99 2029 SourceIP Direct
Palmtree 0.03 - 0.03 99.97 - 1343 SourceIP Direct
Tracenet 0.10 - 0.10 99.9 - 857 SourceIP Indirect

Ally 0.00 0.04 0.04 99.96 0.00 2025 IPID Direct
Radargun 0.11 20.27 20.39 79.49 0.11 1625 IPID Direct
Ally-based 0.07 19.72 19.80 7.65 72.55 1212 IPID Direct
(6 packets)
Ally-based 0.12 62.66 62.79 0.33 36.85 1129 IPID Direct
(20 packets)
Prespecified 0.06 0.24 0.31 99.68 - 1523 Timestamp Indirect
timestamps

All 0.34 73.85 74.19 0.03 25.77 492 All Both

6 Conclusions

This paper has analyzed the impact of different router behaviors in answering
to probing schemes for IP aliases resolution techniques. Schemes that provide a
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high percentage of response are not enough. It has been discussed how important
is the quality of the responses. Only part of the responses can be used in an IP
aliases process, and this subset comprises the so-called valid responsiveness.

Although routers are more responsive to indirect probing, valid responsiveness
is greater in direct probing. Therefore, direct probing provides better results in
IP aliases resolution. Besides, the type of probe packet is very important. If
possible, ICMP Echo probe packets should be used as they provide the best
results in valid responsiveness, reaching ratios of almost 70% of valid responses.
Indirect probing makes sense to be used in network topology discovery. Direct
probing will be the best alternative in IP aliases resolution.

The percentage of identification in IP aliases resolution follows the same cri-
teria as with valid responsiveness. In this case, techniques with direct probing
and ICMP Echo probe packets provide the best identification results. For exam-
ple, Ally-based techniques reach almost 62% of identification with respect to the
total number of pairs of IP addresses in the network scenario.

In order to propose new IP aliases resolution techniques, as a rule of design,
it is recommended to consider a direct probing scheme combined with ICMP
Echo probe packets in order to get the best ratios of valid responsiveness in
IPID-behavior schemes that provide the best identification ratios.

References

1. CAIDA. ARK, Archipelago Measurement Infrastructure (2002),
http://www.caida.org/projects/ark/

2. Madhyastha, H.V., Isdal, T., Piatek, M., Dixon, C., Anderson, T., Krishnamurthy,
A., Venkataramani, A.: iPlane: An information Plane for Distributed Services.
In: 7th USENIX Symposium on Operating Systems Desing and Implementation,
Seattle, WA, pp. 367–380 (November 2006)

3. McRobb, D., Claffy, K., Monk, T.: Skitter: CAIDA’s macroscopic Internet topology
discovery and tracking tool (1999),
http://www.caida.org/tools/measurement/skitter/

4. Shavitt, Y., Shir, E.: DIMES: Let the Internet Measure Itself. ACM SIGCOMM
Computer Communication Review 35(5), 71–74 (2005)

5. Spring, N., Mahajan, R., Wetherall, D.: Measuring ISP topologies with Rocketfuel.
In: Proc. ACM SIGCOMM, Pittsburgh, pp. 133–145 (August 2002)

6. Keys, K., Hyun, Y., Luckie, M., Claffy, K.: Internet-Scale IPv4 Alias Resolution
with MIDAR: System Architecture. Technical report, Cooperative Association for
Internet Data Analysis (CAIDA) (May 2011)

7. Gunes, M.H., Sarac, K.: Analyzing Router Responsiveness to Active Measurement
Probes. In: Moon, S.B., Teixeira, R., Uhlig, S. (eds.) PAM 2009. LNCS, vol. 5448,
pp. 23–32. Springer, Heidelberg (2009)

8. Keys, K.: Internet-Scale IP Alias Resolution Techniques. ACM SIGCOMM Com-
puter Communication Review (CCR) 40(1), 50–55 (2010)

9. Gunes, M.H., Sarac, K.: Resolving IP aliases in building traceroute-based Internet
maps. IEEE/ACM Transactions on Networking 17, 1738–1751 (2009)

http://www.caida.org/projects/ark/
http://www.caida.org/tools/measurement/skitter/


Validity of Router Responses for IP Aliases Resolution 369

10. Sherry, J., Katz-Bassett, E., Pimenova, M., Madhyastha, H.V., Anderson, T.,
Krishnamurthy, A.: Resolving ip aliases with prespecified timestamps. In:
Proceedings of the 10th Annual Conference on Internet Measurement, IMC 2010,
pp. 172–178. ACM, New York (2010)

11. Govindan, R., Tangmunarunkit, H.: Heuristics for internet map discovery. In: Proc.
IEEE INFOCOM (March 2000)

12. Kamil Sarac, Engin Tozal, M.: Tracenet: An internet topology data collector. In:
Internet Measurement Conference IMC, pp. 356–368 (November 2010)

13. Kamil Sarac, Engin Tozal, M.: Palmtree: An ip alias resolution algorithm with
linear probing complexity. Computer Communications 34(5), 658–669 (2011)

14. Garcia-Jimenez, S., Magaña, E., Morató, D., Izal, M.: On the performance and
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Abstract. The DNS structure discloses useful information about the
organization and the operation of an enterprise network, which can be
used for designing attacks as well as monitoring domains supporting
malicious activities. Thus, this paper introduces a new method for ex-
ploring the DNS domains. Although our previous work described a tool
to generate existing DNS names accurately in order to probe a domain
automatically, the approach is extended by leveraging semantic analysis
of domain names. In particular, the semantic distributional similarity
and relatedness of sub-domains are considered as well as sequential pat-
terns. The evaluation shows that the discovery is highly improved while
the overhead remains low, comparing with non semantic DNS probing
tools including ours and others.

1 Introduction

DNS (Domain Name System) [15] is critical for the well functioning of Internet
as it is mainly used for locating a host in the Internet based on a human read-
able name. Service availability is improved by dynamic reallocation to another
machine without changing the DNS name. However, this mechanism is also em-
ployed by attackers to improve the robustness and the efficiency of the attacks
[18]. Hence, DNS has recently gained interest from the security community and
especially the naming scheme for discovering malware hosting domains [18].

This paper focuses on DNS probing, i.e. guessing domains that are in use.
This is an alternative to IP address scanning, which is fastidious and quite vis-
ible whereas DNS requests go through intermediate DNS servers, which hide
the attackers. An attacker commonly uses dictionaries to probe existing domain
names and aims to discover the networking organization, as well as potential vul-
nerable hosts. A common example is to check the hostnames of common services
like FTP (File Transfer Protocol) or SSH (Secure Shell) by probing domains
such as ftp.example.com. In [10], the authors show that DNS scanning allow
to identify potentially vulnerable IPv6 addresses quicker than with a classical
random IP scanning due to the large address space, they apply this technique
to ease the spread of worms in IPv6 Internet.

Thus, penetration testing and security assessment are based on an initial recon
by discovering subdomains and hosts. With a proper DNS configuration, this
cannot be gathered directly and therefore requires brute-forcing. In this paper,
the DNS brute forcing tool is semantically extended since we have observed that
human based names usually follow semantic schemes. This includes the word
semantic as well as numerical semantics (series of numbers) of DNS names.

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 370–384, 2012.
c© IFIP International Federation for Information Processing 2012
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The paper is organized as follows. Section 2 presents DNS. An overview of
the semantic exploration system and SDBF (Smart DNS Brute-Forcer) [21] is
given in section 3. Semantic extensions are covered in section 4. Our approach
is assessed in section 5. Related work is presented in section 6 and conclusions
are drawn in section 7.

2 DNS Background

To keep the paper self-contained, this is a short overview of DNS, but the reader
may read [16,15,17] for further explanation.

The main objective of DNS is to provide a map between human readable and
remainable names to IP addresses. The organization of DNS is hierarchical with
a root server at the top and dedicated authoritative servers for each subdomain.
Assuming the domain name www.uni.lu, lu is the top level domain (TLD) which
is the parent of all .lu subdomains (second level domain) including uni.lu. The
third level domain iswww.uni.lu.Whenauser needs the IPaddress ofwww.uni.lu,
the first step is to query a recursiveDNS server, usuallymaintained by his operator.
This server is responsible to find the host by iteratively querying the authoritative
servers of the subdomains. So, it starts by asking a root server which replies back
with the DNS server in charge of the lu domain. The recursive DNS server of the
client can also contact it to know,which server is in charge of uni.lu. Finally, when
uni.lu is queried, it returns the IP address of www.uni.lu, which is then forwarded
to the client by the recursive server.

DNS messages are mainly composed of Resource Records (RRs), which refers
to different types of resolution. For the most common one the type is A or AAAA
for getting the IPv4 or IPv6 address corresponding to a domain name. PTR are
defined to enable inverse resolution (IP address to name).

A DNS name uses a dotted format to separate several components, i.e. a
sequence of labels. In this paper, labeli refers to the ith component, starting
from the right. Thus, the top level domain is defined by label0. For example,
www.uni.lu has three labels: label0 = lu, label1 = uni, label2 = www. Even if
a recent extension allows non-ASCII characters [7], this paper doesn’t consider
them, as most of domains are still composed only of ASCII characters.

3 Exploration of DNS

3.1 System Overview

Our approach aims to automatically discover DNS names, and in particular,
some subdomains of a domain by generating labels. Assuming a domain d, most
of the current techniques rely on testing labels sequentially, l, stored in a dictio-
nary (www, ns, ftp, smtp, etc. but also atlanta, boston, host, etc.) by concate-
nating the label l with the domain d to form a new subdomain l.d. In this paper,
our prior tool SDBF [21] is used to generate new names after a learning stage.
Samples are required to learn how valid labels of domain names look like. They
are collected through a passive DNS platform [22], which consists in monitoring
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Fig. 1. System overview

and storing requests sent and replies received by a recursive DNS server. In our
case, only valid names i.e. with valid DNS replies, are stored in a database.

Two key ideas have emerged from observations we made during our personal
experience, as well as by mining the passive DNS database:

– subdomains of the same domain are semantically related, in particular end
hosts. For example, using planets, cities, countries, or character names of
cartoons is a frequent habit of network administrators,

– a domain may present sequential patterns. For example, enumeration is a
standard naming convention within a company or a university that leads to
hostnames like room1-pc1, room1-pc2, room2-pc1, ns1, ns2, etc.

As shown in figure 1, the two main steps for discovering the DNS names are:

– the construction of an initial list of names using SDBF [21] (2) or a dictionary
based-approach (3’)

– the extension of that list by exploiting the semantics of names (5)-(8)

3.2 SDBF

Features. The main features in SDBF are based on linguistic parameters. We
assume an input list (1) of DNS names N = {n1, ..., nP }, a set of DNS label
levels L = {l1, ..., lS}, a set of used characters C = {c1, ..., cM} and a set of
n-grams, Gx = {x1, ..., xT }.

The statistical features include: #wlenn - the number of DNS names with
n labels, #wleni,j - the number of labels of the ith level (with i ∈ L) having
j characters, #firstchari,j - the number of labels at the ith level (with i ∈ L)
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starting with character j ∈ C and #ngrami,j,k - the number of times that a
character j ∈ C is succeeded by k ∈ C at the ith level with i ∈ L.

These features are transformed into distributions as follows ((2) in figure 1):

– the distribution for domain lengths (in label levels):

distwlen(X = j) =
#wlenj∑
k #wlenk

(1)

– the distribution of the lengths of labels (in number of characters) for a given
level l:

distwlenl(X = j) =
#wlenl,j∑
k #wlenl,k

(2)

– the distribution of the first characters of labels for a given level l:

distfirstcharl(X = j) =
#firstcharl,j∑
k #firstcharl,k

(3)

– the N-gram distribution for a certain level l and a character c is given by:

ngraml,c(X = i) =
#ngraml,c,i∑
k ngraml,c,k

(4)

N-gram Model: N-grams [14] are successive character sequences of length n
∈ N, extracted from a string. For example, an n-gram with n = 2 is called
bigram. Consider the following DNS name, test.uni.lu, bigrams can be: te,
es, st, un, ni, lu... For generating the names of labels, the different esti-
mated distributions are applied to a Markov chain. A Markov chain is defined
for each label level, l, as a set of states S={s1,s2,...,sr} representing the char-
acters that have been observed at this level. The probability of the transition
between the two nodes representing by the two characters ci and cj is equivalent
to ngraml,ci(X = cj). By applying k steps, this model allows to generate a label
of k characters.

An example for the n-gram model Markov chain is given in figure 2. This
means, the probability that a character ‘u‘ is followed by character ‘n‘ is 0.4 and
the probability that an ‘i‘ is followed by another ‘i‘ is only 0.2.

Name Generation: Once the system is trained, SDBF can generate new names
to probe, by first defining how long the new name should be in terms of number of
labels. To achieve this, a random number following the distribution of number of
labels, (distwlen), is generated. As SDBF is designed to be highly customizable,
this value can also be set by the user. The same process is applied to determine
the length of labels in characters for each label l to generate: distwlenl. Again,
the user can set the value. Finally, for a label with a length k, the first character
will be generated following the distribution of the first characters corresponding
to the label level, distfirstcharl, and the remaining k−1 characters are generated
by applying the Markov Chain.
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Fig. 3. Example semantic exploration from surf.apple.com

As the Markov chain is limited to a fixed set of transition, some transitions
are not possible. For instance, if the bigram “sn” was never observed, the word
“snt” could not be generated. To strengthen the discovery, we consider that a
transition between any two pairs of characters is possible with a probility ε. For
this, the other tansitions probabilities are slightly decreased to keep the sum of
probabilities for outgoing transitions equal to one.

Because it is common usage to scan a domain, the user can set fixed parts
for a domain. For example, the objective may be fixed to discover all domains
following the *.uni.lu or ns.*.lu or www.*.*.

Once names are generated, (3) in figure 1, their existence is checked by the
name checker (4), which makes a DNS query. This formally corresponds to a
function valid(D) returning the valid domains of a set D.

4 Semantic Extension

As illustrated in figure 1, the semantic module takes as input a list of names,
where the validity has been checked (5). The goal is to extend this list of dis-
covered names by analyzing individual labels. There are two modules, DISCO
and the incremental module that can be used individually or combined together,
whereas the splitter module is an optional preprocessing step.

4.1 Similar Names

The first semantic extension aims to discover names that are similar or related.
These are distinct notions[4]. Similarity refers to words having a close meaning
(for example, notebook and laptop). Semantic relatedness refers to words shar-
ing the same semantic field like mars and venus, which are different planets.
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As claimed by Kilgraff et. al [11], these usual notions impliy a manual analy-
sis to establish relationships between words that limits its applicability and its
extension to further language or semantic domain.

In this paper, we leverage DISCO (extracting DIStributionally related words
using CO-occurrences) [12], which is based on an efficient and accurate method
for approximating automatically (based on leanring samples) these two notions
within one metric, called the similarity afterwards. DISCO considers the dis-
tance between two words within a window by defining ||w, r, w′||, the number of
times the word w′ occur after r words after the word w, where −3 ≤ r ≤ 3. For
example, table 1 represents windows centered on services. The window is mov-
ing along all the database samples to compute the counting that is transformed
into frequencies, i.e. f(w, r, w′), by dividing by the total number of counted
co-occurences for any ||w, r, w′||.

Intuitively, two words w1 and w2 are considered similar, if both of them have
many co-occurrences with the same words, in particular, if the positions the
latter regarding w1 and w2 are similar. DISCO uses the following definition,
initially proposed in [13]:

sim(w1, w2) =

∑
(r,w)∈T (w1)∩T (w2)

I(w1, r, w) + I(w2, r, w)∑
(r,w)∈T (w1)

I(w1, r, w) +
∑

(r,w)∈T (w2)
I(w2, r, w)

(5)

where I(w, r, w′) is the mutual information between w and w′ [9] and T (w) all
the pairs (r, w′) where I(w, r, w′) is positive.

Assuming a domain d including the label l, the objective is to find similar
labels l′. The exploration goes into two directions. The first one is the horizon-
tal exploration, which may be adjusted by limh. This corresponds to select the
most limh similar words from DISCO. This result is set into a new set of labels
ExplH(l, limh) which are tested by the Name Checker (figure 1) by concatenat-
ing with unmodified labels (other levels). By this, a new set is obtained, denoted
by V alid(ExplH(l, limh)).

The second exploration examines the vertical dimension by looking for
additional similar names starting from this new set. The limit of the vertical

Table 1. Example of co-occurrence counting (2 windows centered on services)

position -3 -2 -1 0 +1 +2 +3

sample 1 a client uses services of the platform

sample 2 the platform provides services to the client

||services,−3, a|| = 1 ||services,−3, the|| = 1
||services,−2, client|| = 1 ||services,−2, platform|| = 1
||services,−1, uses|| = 1 ||services,−1, provides|| = 1
||services, 1, of || = 1 ||services, 1, to|| = 1
||services,2,the|| = 2 ||services, 3, client|| = 1
||services, 3, platform|| = 1
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exploration is set by limv and is defined by repeating the previous process limv

times with new discovered valid names:

ExplV (l, limv) =

⎧⎨⎩
∅ if limv = 0⋃

l′∈ExplH(l,limh)
V alid(ExplH(l′, limH)) if limv = 1⋃

l′∈ExplV (l,limv−1) V alid(ExplH(l′, limH)) otherwise

(6)
In order to reduce the search space only validated labels are considered for
further extensions, as noticed by the use of V alid in the equation (6). The
vertical exploration stops once no new correct labels are found. So, limv does
not need to be manually set, which improves the easy use of our tool.

The vertical exploration is actually recursive and highlighted in figure 1 by the
loop (5)-(6)-(7)-(8). Figure 3 represents a subset of a real probing by starting
from the label surf, the horizontal exploration reveals unsuccessful (surfing,
skate) and successful (rugby, soccer...) labels. Then, the vertical exploration
entails a horizontal extension for each of the latter.

4.2 Incremental Discovery

In many cases, machines and services are replicated and/or respect a systematic
naming scheme as for example pc1, pc2, etc. Assuming that one of them has been
discovered, the others can be generated by finding out the numerical components
and using the following heuristic: test all possible values (including #) for each
individual digit. This limits the exploration to a number of the same or of smaller
power of ten (0 to 9 will in the previous example). Preliminary experiments have
shown that increasing the search range to bigger numbers does not improve the
results while, the overhead highly increases.

4.3 Splitter

Labels of DNS names can be composed of several words like linuxserver or
linux-server. Applying DISCO on such names cannot provide any results since
it performs over single words. Therefore, the labels have to be divided automat-
ically in advance. Using a list of separating characters, as for instance “-” is too
restricted and our tools refer to the word segmentation method described in [20].
The process is recursive by successively dividing the label in 2 parts, to find the
best combination, i.e. with the maximum probability, of the first word and the
remaining part. Therefore, a label l is divided in 2 parts for each position i and
the probability is computed:

P (l, i) = Pword(pre(l, i))P (post(l, i)) (7)

where pre(l, i) returns the substring of l composed of the first i characters and
sub(l, i) of the remaining part. Pword(w) returns the probability of having the
word W equivalent to its frequency in a database of text samples.
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Additionally, the splitter modules can also discover the incremental part of a
domain. A label like computer23 is split as computer and 23 which is helpful
for the first step of the incremental process (see previous subsection). This may
also detect non numerical increments, as observed in our database (servera,
serverb, etc.), which can be incremented afterwards using ASCII codes.

5 Evaluation

5.1 Methodology

Assuming a domain d, dictionary based techniques probe by iterating over a
set of labels, l, to form the hostname l.d. In the current evaluation, SDBF is
configured similarly and two dictionary-based tools are also tested: Fierce1 and
DNSenum2. Both are included in Backtrack [1], a Linux distribution designed
for digital forensics and penetration testing. The dictionary from Fierce includes
only 1 895 words, whereas the one from DNSenum includes 266 930 entries.
Hence, SDBF was configured to generate as many labels as DNSenum. The
reader should refer to [21] for an evaluation of these tools without semantic
extension. The main result is that SDBF and Fierce provide the best results,
but all of them are complementary, i.e. they do not find the same names.

Based on the discovered names, new ones are probed using the semantic ex-
tensions with one of the following strategies:

– Similar names (DISCO)
– Similar names (DISCO) + Splitter
– Similar names (DISCO) + Splitter + Incremental discovery

Except if mentioned, the last one is applied. The original databases provided
with the semantic tools [12,20], like Wikipedia3, are used to train them.

The targeted domains in our experiment are extracted from the top 50
websites ranked by Alexa (www.alexa.com), where only 19 domains have been
selected such as google.com, ebay.com, baidu.com... This selection discards
domains performing wildcarding i.e. these domains will always respond posi-
tively to DNS requests regardless of the query. Furthermore, similar domains
with different TLD have also been discarded, since hostname results are similar
in this case. For example, google has no less than twelve domain names with
different TLDs in the top 50 Alexa. We also choose five popular domains from
Luxembourg including the one of our university (uni.lu) which is probed from
internal network. All these domains are presented in figure 5.

5.2 Main Metrics

In our experimental evaluation we consider Initi with i ∈
{SDBF,DNSenum,F ierce}, the initial list of discovered domains for each tool
and we also define:
1 http://ha.ckers.org/fierce/
2 http://code.google.com/p/dnsenum/
3 http://www.wikipedia.org
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(a) Horizontal exploration (b) Vertical exploration

Fig. 4. Vertical and horizontal depth analysis (average overall domain)

Initoverall = InitSDBF ∪ InitDNSenum ∪ InitFierce (8)

For theevaluation,wepresentNewiwith i ∈ {SDBF,DNSenum,F ierce, overall}
the set of new discovered domains thanks to every initial dataset Initi. Assuming
|S| as the cardinality of a set S, the improvement is defined as:

%Impi =
|Newi|
|Initi|

, i ∈ {SDBF,DNSenum,F ierce, overall} (9)

It represents the percentage of new discovered names regarding to the initial
dataset. A significant value of %Impi shows that our method is able to find
new hostnames which previous methods have not found, even when they are
combined.

5.3 Exploration Parameters

Horizontal Search: The horizontal search may be configured by adjusting
limh, which limits the exploration to the top limh similar words, as noticed
in section 4. On the one hand, we can assume that the more words we have
and test, the more hostnames we find. On the other hand, each DNS request
is expensive in time and this may lead to the detection of the DNS probe.
Figure 4(a) represents the evolution of the hostname discovery regarding limh,
which varies between 1 and 200. The plotted metric, ImpHi,h represents the
proportion of new discovered names when limh = h compared to limh − 1.
Assuming %Impi,h, the value of %Impi when limh = h, we define:

ImpHi,h =

{
%Impi,h if h = 1
%Impi,h −%Impi,h−1 otherwise

(10)

Figure 4(a) shows that having an exploration limit higher than 40 words does
not significantly improve the results. That is why we set limh to 40 but, in case
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(a) Percentage (%Impi) of newly discov-
ered hostnames

(b) Number (|Newi|) of newly discovered
hostnames

Fig. 5. Efficiency of semantic exploration

a deep domain investigation is required, by increasing it, it can still discover
new names, as the curves are still positive. Besides, performances are equivalent,
whatever the initial tool is.

Vertical Search: As our probing method is based on previous discovered host-
names, we can launch it over new hostnames, gathered by the different process
iterations. This number of performed probes is called the vertical depth and
fixed through limv. The process also stops once no new generated names are
valid (see section 4). In our case, this leads to a maximal number of 5 iterations.
Figure 4(b) represents the ratio of discovered names compared to the maximum
(limV = 5). Between 55 and 80 % of the domain names are found in the first
iteration and more than 95 % before the fourth one, so we can reasonably limit
the probe to three iterations.

5.4 Gain Evaluation

Figure 5 shows the result of our probe, made on 24 domain names using DISCO
with the previously tuned parameters. Regarding the individual improvements,
in many cases the number of discovered hostnames is doubled (%imp > 100)
or even more. For instance with the original dataset from SDBF, the number
of names related to domains, as go.com, msn.com or google.com, is increased
by more than 100 %, moreover for ebay.com, we reach an improvement of more
than 200 % for both, SDBF- and Fierce-based intialization. Similar results can
be observed for DNSenum and the mean improvement over the 24 domains is
between 84% and 102% as shown in Table 2.

Furthermore, this tool provides a real solution to discover new hostnames
that existing solutions are unable to find, even if all the three other tools are
combined (overall in table 2). For instance, a global improvement of 55% for
ebay.com, 51% for google.com or 30% on the overall domains set is observed.
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Table 2. Probing results – top 10 and over all domains

SDBF Fierce DNSenum Overall

Domains |Init| |New| %Imp |Init| |New| %Imp |Init| |New| %Imp |Init| |New| %Imp

livejasmin.com 24 39 162 20 14 70 18 14 77 37 33 89

ebay.com 123 284 230 115 257 223 185 225 121 284 158 55

google.com 69 125 181 84 87 103 83 108 130 149 77 51

vdl.lu 15 15 100 11 13 118 16 12 75 23 11 47

amazon.com 78 82 105 55 72 130 75 75 100 132 52 39

msn.com 207 281 135 196 246 125 236 223 94 372 140 37

baidu.com 369 243 65 178 280 157 238 253 106 478 157 32

microsoft.com 115 121 105 91 90 98 97 98 101 189 56 29

apple.com 141 128 90 65 116 178 130 106 81 241 70 29

ask.com 88 82 93 78 65 83 79 71 89 135 40 29

all domains 2057 1739 84 1520 1558 102 1788 1565 87 3170 954 30

Fig. 6. Efficiency of the different semantic
extension when initialized with SDBF

Fig. 7. Number of probes per domain to
discover |Newi|

This proves the usefulness and accuracy of semantic exploration as the most
common hostnames have already been discovered by one of the initial tools
(SDBF, Fierce or DNSenum). From a domain name such as mars.pt.lu,
merkur.pt.lu and jupiter.pt.lu have been found or from kangaroo.apple.

com, we discover camel.apple.com, porcupine.apple.com and piglet.apple.

com. Our first assumption deduced from observations that hostnames are at-
tributed by human and by this, a semantic relation exists between hostnames,
proves correct.

5.5 Strategy Evaluation

As introduced in section 5.1, different strategies are tested by combing DISCO
(SN - similar names), the splitter and the incremental modules. Figure 6 shows
the efficiency of each startegy initialized with SDBF. We clearly see that
Similar Names leads to discover the main part of new DNS names, as curves
of other strategies mainly coincide with the one from Similar Names.
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(a) Number of probes made per domain in
the initial dataset

(b) Number of newly discovered host-
names per probe

Fig. 8. Ratio of probes due to each individual module

The second observation is that Splitter provides few signs of improvement to
Similar Names and Incremental Discovery (ID) brings some results, especially
for the domain livejasmin.com. In fact through this method, the hostname
news10. livejasmin.com leads to discover 31 new hosts (newsX with X ∈
{1; 9} ∪ {11; 32}).

Therefore, the strategy has to be carefully chosen. For fast probing of many
domains, only the DISCO based extension should be used, but if the objective
is to probe deeply one domain, all of them have to be combined, since each of
them may improve the results.

5.6 Overhead

The overhead is defined as the number of additional DNS requests (#probes).
As previously mentioned, SDBF and DNSenum require more than 250 000 DNS
probes to produce their results. In Figure 7, we can observe that our method
always needs to perform less than 100 000 DNS requests, but this discovery is
based on a list established by a prior tool. The biggest probes are made for
the biggest initial datasets (ebay.com, msn.com, baidu.com) but, half of the
domains require less than 20 000 probes. Figure 8(a) shows that the Similar
names module has a quite steady ratio of probes per initial name (between
200 and 500 requests). The efficiency of this module, as we can see in figure
8(b), is also steady, it discovers around 1 domain name for 200 probes. Other
modules perform less requests than the previous one, as we can see in figure 8(a),
but figure 8(b) shows that applying Splitter is less efficient than Similar names,
whereas Incremental discovery needs to perform very few probes to discover new
domains.
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These results show that our method is far less expensive than initial ones (at
least 4 times for SDBF or DNSenum) for approximatively discovering the same
number of domain names (section 5.4). As a basis the Similar names module
should be used, which provides the steadiest results although, the efficiency of
the other tools is dependent of the targeted domain.

6 Related Work

In DNS research, major works deal with the detection of DNS attacks as for
example, fast-flux, spamming, anomalies in DNS traces,... and present mots var-
ious defensive measures for these threats. Statistical evaluation is used in [2],
respectively whitelists and classifiers are referred to, to detect anomalous pat-
terns in RR data for rervealing poisoning attacks. The authors in [3] describe a
large-scale passive DNS tool, where features are used to detect anomalies, as for
example euclidean distances between entries to identify changes in the lifetimes
of domains, etc. In [18], suspicious flux networks are detected by passively cap-
turing DNS traffic. The data evaluation is based on the Jaccard index, similar to
[8]. To classify the services, the authors refer to supervised learning, where the
C4.5 algorithm is used to separate malicious flux and benign services. In [19],
the authors perform analysis and visualization of DNS traffic in different modes,
off-line, near-real-time and real-time by combining aggregation to clustering. In
[6], the authors show that regular expressions improve filtering capabilities for
malicious domain detection and provide more accurate results than black-lists.

In this paper, a more semantic approach is used to explore domains in the Net.
Natural language processing (NLP) techniques emerged in the research areas of
forensics and security. In [5], an automatic domain name generator is constructed
by combining different NLP techniques, as for example by using a syllable to
construct new passwords or usernames. A major difference to this work is, in [5]
full words are generated. By using different statistical tools, as Kulback-Leibler
divergence or Levenshtein edit distances, domain names related to botnets can
be detected [24]. In the same context of generating new passwords is the work
presented in [23]. Here, a new approach relying on probabilistic context-free
grammar is used to generate rules in order to crack passwords.

7 Conclusion

In this paper, DNS brute forcing tools are enhanced by using semantics, i.e. the
average improvement is higher than 80%. When combined with SDBF, the tool
only needs a passive DNS database and a set of text samples like Wikipedia.
Hence, it may easily be applied and it can be continuously reinforced since the
previous databases are continuously evolving. Depending on the context, this
paper has assessed the benefit of different strategies, as well as the implied
overhead. Future work will deal with distributed probing.
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Abstract. In the Internet, IP addresses play the dual role of identifying
the hosts and locating them on the topology. This design choice limits
the way a network can control its traffic and causes scalability issues.
To overcome this limitation, the Locator/Identifier Separation Protocol
(LISP) has been introduced. In LISP, the addresses used to identify end
hosts (i.e., identifiers) are independent of the addresses used to locate
them (i.e., locators). LISP maps identifiers into a list of locators and
provides a mean to transport the packets with the appropriate locator.
A key feature of this separation is that several locators can be associated
to a given identifier, leading to more control for an end-site on the path
selection to reach a given destination.

In this paper, we show that the choice of the locator can have an
impact on the performance and the reliability of the communication in a
LISP environment. To this aim, we build a mapping between identifiers
and locators as if LISP were deployed today. In addition, we extensively
collect delay data between locators and demonstrate that the locator
selection for a given identifier prefix impacts the performance of the LISP
path in 25% of the cases. Finally, we measure the locators availability
over time and demonstrate that it remains quite stable.

1 Introduction

During the last decade, the Internet has strongly evolved. Its natural growth
combined with factors such as multihoming and interdomain traffic engineering
has lead to an increase of the BGP routing tables [1, 2] and the BGP churn [3].

To cope with these problems, several solutions have been proposed. Most of
them assume two different types of addresses: identifiers and locators. An iden-
tifier is used on an host to identify a connection endpoint while a locator refers
to a node attachment point in the Internet topology. The proposals are divided
in two categories: those attaching locators directly to hosts (HIP, SHIM6,. . . [4])
and those attaching locators to routers (see for instance LISP [5, 6]). It is worth
to notice that, in the current Internet, an host address is at the same time its
identifier and its locator.

A key advantage of the addresses separation is to offer the possibility of as-
sociating several locators to a given identifier. This implies the availability of
multiple paths between two identifiers and, as shown by several studies, those
paths often offer different characteristics in terms of delay, jitter, bandwidth,
etc [7–10].

R. Bestak et al. (Eds.): NETWORKING 2012, Part I, LNCS 7289, pp. 385–396, 2012.
c© IFIP International Federation for Information Processing 2012
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Fig. 1. LISP general behavior

In this paper, we quantify the effects of controlling paths between locators in
the Locator/Identifier Separation Protocol (LISP). A key feature of LISP is the
mapping between locators and identifiers. As LISP is not yet globally deployed1,
we cannot rely on an existing solution for this mapping. Therefore, in this paper,
we propose our own mapping as if LISP were deployed today. We generate our
mapping based on BGP prefixes and Archipelago dataset [11]. Our mapping
considers more than 14,000 locators associated to more than 1,800 identifiers.

We next evaluate the performance of each locator by extensively measuring
the delay to each locator from a point located in Belgium. Based on this dataset,
we demonstrate that the locator selection, for a given identifier, has an impact
on the communication performance in 25% of the cases. We further evaluate the
selected locators availability over time and show that it remains quite stable.

The remainder of this paper is organized as follows: Sec. 2 introduces how
LISP works; Sec. 3 explains how we build a mapping between locators and
identifiers as if LISP were deployed today and how we collected our dataset;
Sec. 4 discusses the impact of the locator selection on the delay; Sec. 5 discusses
reachability issues; finally, Sec. 6 concludes this paper by summarizing its main
contributions.

2 LISP Background

The Locator/Identifier Separation Protocol (LISP) [5, 6] has been introduced to
separate the identifier and the locator roles of IP addresses. LISP considers two
independent address spaces: the Routing Locator Space (RLOC), that is globally
routable, and the Endpoint Identifier Space (EID), that is only locally routable.
With LISP, routers in the core of Internet are handling RLOCs like today and
routes are maintained so that packets can be forwarded between any router.

1 A LISP testbed is available. See http://www.lisp4.net/

http://www.lisp4.net/
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On the contrary, endpoints (typically hosts) receive EIDs. As an EID is only
locally routable, it means that routers in the core of the Internet do not maintain
routes towards EIDs.

LISP is used when packets are exchanged between two endpoints located in
different sites. First, the source endpoint generates a regular IP packet to the
destination endpoint and forwards it. When the packet arrives at the edge of
the source endpoint site, it is processed by a LISP router called Ingress Tunnel
Router (ITR). As the destination is an EID, it cannot be forwarded on the Inter-
net. The ITR must first query the mapping system [6, 12, 13], a global database
associating EIDs to RLOCs.2 Note that several RLOCs might be associated to
a given EID. Once the ITR has received the mapping for the destination EID,
it selects one RLOC and encapsulates the original message in a LISP packet.
The source address of the LISP packet is the ITR RLOC and the destination
address is the selected RLOC. As the source and destination addresses of this
LISP packet are RLOCs, it can be forwarded over the Internet. The router with
the destination RLOC is at the destination EID site and is called Egress Tunnel
Router (ETR). ETRs are responsible of decapsulating LISP packets so that the
original packet can be forwarded to its final EID destination. This behavior is
illustrated in Fig. 1.

The mapping system is a key element of LISP. A mapping associates an EID
prefix to a list of < RLOC, priority, weight > tuples. The priority and weight
associated to each RLOC help the ITR in preferring an RLOC for reaching a
given EID. RLOCs with the lowest priority are always preferred. When RLOCs
share the same lowest priority, the weight is used for load balancing among
themselves. One of the key feature of LISP mapping systems is that the mappings
can be specific to each ITR. For instance, it is possible to return a different
mapping to a site attacking you than the mapping returned to valid sources of
traffic. Such incoming traffic engineering is not possible today with BGP.

The flexibility and control offered by LISP come at the cost of increasing the
reachability detection complexity. Indeed, identifiers are not directly routable
and have to be mapped to locators, themselves being assigned to the border
routers. Therefore, it is no longer possible for the routing layer to move traffic
to another border router in case of a router failure. The ITRs are thus in charge
of checking the reachability of the selected ETR. To test the reachability, the
ITRs can periodically probe the ETRs or monitor the traffic. Unfortunately,
both solution provide poor detection times.

Reachability tests can be made in an active or passive way [5]. Active test-
ing consists of sending probes to the ETR to ensure that it is reachable. This
technique is implemented with the RLOC Probing Algorithm but does not scale
for short time failure detection. On the contrary, passive reachability tests can
be used when a short time scale detection is required. This is done by tagging a
LISP packet with a nonce and the targeted RLOC has to tag the packets back to
the source RLOC with the same nonce. The locator is considered as unreachable

2 To avoid requesting for mapping all the time, ITRs enable a mapping cache.
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Fig. 2. Comparison between the number of locators per mapping as discovered with
BGP AS paths and traceroutes analysis

if the nonce is not echoed within a given time frame. This technique is called
the Echo Nonce Algorithm [5].

3 Methodology

Our work, in this paper, is based on LISP. However, except in the lisp4.net pilot
network3, LISP is not yet deployed and, there is no clear clue on how to build
the mapping between identifiers and locators. In Sec. 3.1, we explain how we
construct the mapping as if LISP were deployed today. Next, in Sec. 3.2, we
explain our delay measurement campaign.

3.1 Building a LISP Mapping

As LISP is not yet deployed, we have to build, on our own, the mapping between
EIDs and RLOCs. In this section, we envision two ways for creating the mapping:
the first one is based on BGP information and active measurements, while the
second one only takes into account BGP.

For the first technique, we rely on three assumptions to determine how the
mappings could look like: (i) as contiguous addresses tend to be used simi-
larly [14], EID prefixes follow the current BGP prefixes decomposition; (ii) EIDs
are used only at the stubs, not in the Internet core; (iii) ITRs and ETRs are de-
ployed at the edge between the stubs and the providers, while locator addresses
are allocated in a Provider Aggregetable (PA) mode.

We base our evaluation on several datasets. First, the BGP prefixes and their
stub nature are extracted from the Route Views Project dataset [15] (labeled
as Route Views in the remainder of this paper), we use BGP dump from the
Oregon-IX collected on August, 12th 2010. Second, the mapping between BGP
prefixes and locators is done with the Archipelago dataset [11] (labeled as Ark
in the following) collected on July, 24th 2010.

3 See http://www.lisp4.net

http://www.lisp4.net
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Following the first two assumptions (see above), we filter the prefixes from
Route Views to extract the stub prefixes using the AS ranking provided by
Caida [16]. We further take only into account the most specific prefixes. Less
specific prefixes, typically used for resiliency, are thus filtered. By doing so, we
have an upper bound on the number of EID prefixes to be supported by the
mapping system. Indeed, filtering the less specific prefixes does not filter the
prefixes deaggregated for load balancing reasons. After filtering out the Route
Views dataset, 41.21% of the prefixes (i.e., 138,123 prefixes) can be considered
as EID prefixes.

To determine the active locators for each EID prefix, we rely on the Ark dataset
and the third assumption. In this paper, we consider the edge from a IP routing
point of view: the router at the edge of a stub is the first router whose address it not
inside the EID prefix. For each destination address in the Ark dataset, we deter-
mine its most specific BGP prefix, i.e., its EID prefix, and backtrack the traceroute
until a hop address that does not belong to this BGP prefix. The hop address is
then considered as one RLOC of the EID prefix. Computing this on all the com-
pleted traceroutes from the Ark dataset gives the list of RLOCs associated to a
given EID prefix. As EID prefixes determined with Route Views are not always
traceroutable, we were only able to extract 15,337 EIDs.

The second mapping construction technique is based only on BGP. We simply
count the number of different neighbor ASes for each stub prefix. This gives us
an approximation of the stub prefixes multi-homing degree. Neighboring ASes
can be seen as the prefix locator from an AS-level point of view.

Fig. 2 provides the distribution, as a cumulative mass, of the number of lo-
cators (horizontal axis, in log-scale) associated to each EID for both mapping
construction techniques described above in this section. The plain line labeled
“BGP” has been obtained with the second technique, while the dashed line la-
beled “traceroute” exhibits results for the first one.

We first observe that, whatever the mapping construction technique consid-
ered, we face a large proportion of EID having a single locator: 61% for BGP
and 75% for traceroute. This difference can be explained by the fact that some
routers do not reply to traceroute probes while some others are not on the path
to the EID during the traceroutes as they can be backup routers. However, the
maximum number of locators associated to an EID is more important when
traceroutes are considered: 13 for BGP and 194 for traceroute with an outlier
network offering satellite broadcasting measured with 1,465 locators. This can
be explain by the fact that some sites have many points of presence but these
points of presence are all connected to the same providers.

In this paper, we are interested to see the impact of the locator selection
on the performance and availability. We thus focus our study on prefixes that
appear to have at least two locators in the traceroute evaluation. It is therefore
important to observe that 68% of multihomed EIDs have either 2 or 3 locators.
This small number of locators limits the choices of locators for the EIDs. In the
remainder of this paper, we will only consider mapping obtained with the first
mapping construction technique (i.e., traceroute).
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3.2 Delay Data Collection

In this paper, the RLOC selection is evaluated based on the round-trip time
(RTT). We built our delay dataset by pinging each locator identified as explained
above every five minutes from a vantage point located in Louvain-la-Neuve Uni-
versity campus in Belgium. The campus is single connected to the Internet and
the provider is the national research network. It means that without LISP, the
campus cannot do traffic engineering (neither incoming nor outgoing). If LISP
was deployed, the campus could do performance based outgoing traffic engineer-
ing by selecting the preferred destination locators. The measurement campaign
started on September, 3rd 2010 and lasted until September, 24th 2010.4 Measure-
ments have been done in cycles, i.e., all locators are measured during a cycle and
a new cycle started every five minutes leading to a total of 6,048 measurement
cycles. As the measurements towards the whole set of locators lasted, at worst,
five minutes, cycles never overlapped. We consider a locator as not reachable if
its RTT is higher than one second. The decision of a five minutes sampling period
is a tradeoff between the scalability of our measurements and operational real-
ity where a five minutes granularity is often observed for billing and accounting
purposes [17].

4 Impact of RLOC Selection

In this section, we investigate how the RLOC selection can impact the perfor-
mance of the communications between two distant EIDs.

Fig. 3 shows the average distance between the locators and the best locator
(i.e., the locator with the lowest delay), for each of the 1419 EID-RLOCmapping.
This average distance has been computed as follows: for each EID prefix, at
time t, we take the set of associated RLOCs, measure the distance (i.e., the
delay) to each locator and, finally, consider the locator with the lowest delay as
being the best locator at time t for the current mapping. The distance is then
computed between the best locator and the remainder locators of the given EID
as delayr−delayb, where delayr is the delay of the considered RLOC and delayb
the delay to the best locator. We next compute the average distance and the
95% confidence interval for all distances over the whole measurement campaign,
for all EIDs. The EID prefixes are ordered by average distance in Fig. 3.

We observe two trends in Fig. 3. First, for 90% of the EIDs, the average
distance to the best locator is lower than 20ms and 77% are not distant by more
than 10ms. This is an important result because, on average, for most of the EID
prefixes, the traffic can be balanced between all the locators without the risk of
dramatically degrading traffic performance. Second, for 7% of the prefixes, the
average distance is higher than 50ms and can reach more than 100ms. A so high
average distance implies that performance can be degraded considerably if the
locator has been badly selected.

4 Our dataset is freely available at
http://inl.info.ucl.ac.be/content/locator-reachability-dataset

http://inl.info.ucl.ac.be/content/locator-reachability-dataset
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Fig. 3 only gives an overview of the locator dynamics. The confidence in-
tervals are close around the mean, suggesting that the delay is rather stable.
This stability is confirmed by Fig. 4. It shows the cumulative distribution of
the signal-to-noise (SNR) ratio (in dB) for the delay measured for each locator
during the measurement campaign. The SNR is computed as snr = μ

σ , where μ
is the average delay and σ the standard deviation. Looking at Fig. 4, we see that
a very few locators (i.e., 1.5%) present a negative SNR, meaning that they are
completely unstable. On the contrary, 80% have an SNR above 20dB and are
thus considered as stable. Said differently, those 80% of locators have a 10:1 ratio
between the average and the standard deviation. Finally, 12% of the locators are
very stable as they show an SNR over 32.04dB (i.e., a 40:1 ratio).

To refine our observations of the locators dynamics, we compute the preferred
sets for each EID prefix at every measurement cycle, i.e., the set of locators for
which the distance is at most τ percent higher than the locator with the lowest
delay. We vary τ between 0%, 5%, 10%, and 100%. A value τ = 0% would mean
that only the best locator is considered while a value τ = 100% would mean
that locators with a delay up to twice the lowest one are considered as providing
equivalent performance.

Fig. 5 shows the preferred set dynamics. The horizontal axis gives the number
of times the preferred set has changed during the measurement campaign and
the vertical axis gives the cumulative distribution of this number of changes.
A first interesting observation is that, even for a high tolerance of 100%, the
preferred set changes over time. This implies that, even if delays are stable
and locators relatively close to each others regarding delay, it is likely to find
locators for an EID that are more than twice farer (in term of delay) than
the best locator. However, for 75% of the EIDs, the number of changes is be-
tween 162 and 2,714, depending on the tolerance. It thus means that when only
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considering the best locator, the preferred set does not change 55% of the time.
For a reasonable tolerance of 10%, the preferred set was unchanged 81% of the
time. Therefore, when a network decides to potentially use several locators simul-
taneously, a tradeoff has to be achieved between the delay difference acceptable
for the preferred locators and the frequency of the changes in the preferred set.
This tradeoff can be observed with the tolerance.

Fig. 6 refines the understanding of the preferred set dynamics. Fig. 6 provides
indeed the cumulative distribution of the dissimilarity. The dissimilarity, or the
Jaccard distance, is a metric of the similarity of two sets. The dissimilarity of
sets A and B is given by

dissimilarity(A,B) = 1− |A ∩B|
|A ∪B| . (1)

A dissimilarity of zero means that the two set are similar, i.e., both sets are made
of the same locators. On the contrary, a value of one indicates that no element
in the set is present in the other set, i.e., both sets do not share any locators.
Fig. 6 shows the distribution of the dissimilarity between a preferred set at time
t and the preferred set at time t− 1, for all the EID prefixes and all the cycles,
for a tolerance of 10%.

We see that, in 85% of the cases, the preferred set does not change between a
cycle and the next cycle. In addition, the preferred set was completely different
from the previous preferred set in less than 1% of the observations. In other
words, the preferred set tend to remain identical from one cycle to another and
even if there is a change, this change is only partial. It is worth noticing a small
peak for the 0.5 dissimilarity. This peak can be explained by the fact that the
majority of the EIDs in our dataset has two locators.

The median value for the time a preferred set is kept is 22 hours and the 95th

percentile is 5 days and a half. A low preferred set change rate means that the
load of the mapping system because of preferred set remains limited.

5 Availability Issues

Dealing with router failures in LISP is fundamentally different than dealing
with router failures in the current Internet. Currently, the path followed by a
packet to reach an end-host only depends on the destination IP address. On
the contrary, in LISP, the source network determines the ETR through which
the packet must transit by selecting a destination locator. In other words, the
source network (via the ITR) decides by which border router a packet enters
the destination network. Without LISP, when a border router breaks down, the
prefix of the network remains reachable as the network prefix is not bound to any
specific router. In addition, as every router announces the same prefix, failure
recovery is performed locally. Recovery can however not be performed locally
with LISP. Indeed, the EIDs are hidden from the network and packets are sent
to a particular router. As a consequence, failure recovery is performed by the ITR
in LISP. First, the ITR must detect that it cannot reach anymore the desired
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locator. Once the failure has been detected, the ITR can bypass the failure by
selecting another locator (when available). Failures are detected by the mean
of active probing. For scalability issue, active probing can only be performed
at a low frequency (i.e., a few times per minute). In this section, we evaluate
the duration and frequency of locator failures to determine if end-to-end failure
detection is acceptable in general.

Fig. 7 gives an insight of failures impacts. For each EID prefixes, we count the
number of locator failures as well as the number of preferred set changes. Fig. 7
shows the cumulative distribution of the ratio of the number of locator failures
to the number of preferred set changes. A value lower than 100% indicates that
the preferred set changed more often than the number of observed failures. On
the contrary, a value higher than 100% indicates that the preferred set changed
less frequently than the failure occurrence. The plain line is obtained by only
considering the failures of a locator that was in the preferred set at the time of
its failure. On the contrary, the dashed line curve is obtained by only considering
the failure of locators that were not in the preferred set at the time of the failure.

Looking at Fig. 7, it is interesting to see that, in nearly 80% of the cases, no
more than 10% of the changes in the preferred set are due to the failure of a
locator in the preferred set. This thus means that, most of the time, the preferred
set changes because of performance reasons and not because of a locator failure.
On the contrary, the dashed line curve shows that failures that do not impact the
preferred set are more frequent than failures impacting the locator set. In 10% of
the cases, it is even observed that the number of failures that does not impact the
preferred set was higher than the number of preferred set changes, potentially
by several orders of magnitude. In other words, a potentially important number
of failure can have no impact on the forwarding of packets.
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Fig. 8 gives the distribution of failures duration (in minutes) observed for
the EIDs (curve labeled EID) and RLOCs (curve labeled RLOC ). As we are
measuring the availability once every five minutes (see Sec. 3.2), the minimum
unavailability of a given EID (or RLOC) is five minutes. In addition, it is worth
to notice that Fig. 8 considers in row unavailability.

Fig. 8 shows that in 68% of the cases, the EID has never been considered
unavailable by more than one measurement cycle. This unavailability can come
from network failure of less than five minutes but also because of the loss of
the probe. It also means that 32% of the EIDs have been unavailable for ten
minutes or more. Beside, 5% of the EIDs have been unavailable for at least one
hour. If we compare this EID maximum consecutive unavailabilities with those
from RLOCs, we can see that multiconnected EID sites reduce the unavailability
duration.

In this section, we have seen that the failure of a locator is seldom and rarely
lasts more that 10 minutes. This result is promising as it suggests that doing
end-to-end failure detection with low frequency probes will be effective. However,
as we measured the network at low frequency, we might have miss short living
failures. Understanding these short lived failures is left for future work.

6 Conclusion

The Internet is facing scalability issues. For that reason, LISP has been proposed.
LISP improves the Internet scalability by separating the identifier and the lo-
cator role of IP addresses. In LISP, the core Internet is addressed with routing
locators bound to the topology. On the contrary, end-hosts receive stable identi-
fiers, independent of the topology. While the locators are globally routable, the
identifiers are not. LISP then provides an encapsulation mechanism to transmit
packets between identifiers. The association between the identifiers and their lo-
cators is provided by a mapping. A key feature of this separation is that several
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locators can be attached to a given identifier. This means that an end-site has
more control on the path selection to reach a given destination by controlling
the locators. However, paths are not of equal quality and the selected locator
can have an impact on the traffic performance.

In this paper, we performed a three weeks delay measurement campaign to
determine the impact of the locator choice on the traffic. Our first result is that
for 75% percent of the stub networks, the traffic is not impacted by the locator
selection as the measured delay does not vary by more than 10%. Hence, the
traffic can be load balanced between the locators without severely impacting
the communication performance. However, we also observed that for 25% of the
network, a bad locator choice can severely impact the delay. The delay cannot
thus be ignored when a locator must be chosen. Our measurement campaign
also shows that locators presenting a short delay tend to keep this short delay
for long periods. We are currently working on techniques to allow a network to
efficiently determine if it can perform load balancing among the locators or if
some locators must be avoided.

The ability for a network to control the paths it is using comes at the cost
of a robustness loss. Indeed, LISP relies on encapsulation. Hence if a locator
is not available, the network cannot recover the failure until the network that
encapsulates the packets detects that failure. In LISP, failures are discovered
with low frequency active probing. With our dataset, we showed that failures
are seldom meaning that probing at low frequency can be effective. However,
active probing will never be able to protect against short lived failures. For that
reason, we are currently working on a local failure recovery techniques that do
not require active probing but that can be applied directly to LISP.
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Abstract. LISP (Locator/ID Separation Protocol) has been proposed
as a future Internet architecture in order to solve the scalability issues
the current architecture is facing. LISP tunnels packets between border
routers, which are the locators of the non-globally routable identifiers as-
sociated to end-hosts. In this context, the encapsulating routers, which
are called Ingress Tunnel Routers (ITR) and learn dynamically identifier-
to-locators mappings needed for the encapsulation, can cause severe and
long lasting traffic disruption upon failure. In this paper, thanks to real
traffic traces, we first explore the impact of ITR failures on ongoing traf-
fic. Our measurements confirm that the failure of an ITR can have severe
impact on traffic. We then propose and evaluate an ITR synchroniza-
tion mechanism to locally protect ITRs, achieving disruptionless traffic
redirection. We finally explore how to minimize the number of ITRs to
synchronize in large networks.

Keywords: Locator/ID Separation, Next Generation Internet,
Addressing and Routing Architectures, Measurements, Emulations.

1 Introduction

It is widely recognized that the current Internet architecture is a victim of its
own success and is facing unforeseen scalability issues, in terms of increasing
routing tables, multi-homing, and inter-domain traffic engineering ([1], [2], [3]).
Both academic researchers and industrial companies concur that the locator/ID
separation paradigm, i.e., separating the semantic of end-systems’ identifier and
location (currently merged in the IP address), will provide the needed scalability
improvement. Among the several recently proposed protocols leveraging on this
principle, the Locator/ID Separation Protocol (LISP [4]) has encountered the
wider success and is being developed in the IETF (Internet Engineering Task
Force [5]). LISP assigns Endpoint IDentifiers (EIDs) to end-hosts and Routing
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Fig. 1. LISP deployment example

LOCators (RLOCs) to tunnel routers. In the core Internet only RLOCs are glob-
ally routable and used to tunnel packets between end-systems, which use EIDs
that are globally unique but not globally routable (hence the use of tunnels).

Like the current Internet, LISP is affected by temporary link or node failures
that may disrupt end-to-end reachability. More specifically, when an encapsulat-
ing router – the so called Ingress Tunnel Router (ITR) – fails, alternate/backup
ITRs are not readily able to take over traffic encapsulation because they do not
have the necessary identifier-to-locator mappings, resulting in prolonged packet
drops and traffic disruption. Some aspects of the performance of LISP have been
previously explored in other works, either focusing on the scalability of specific
LISP elements, like the LISP cache ([6], [7], [8]) or on the mapping system used
to distribute the mappings binding the locators with the identifiers ([9], [10],
[11]). However, how LISP reacts to link and node failures has been largely ne-
glected. The only document briefly discussing reachability issues is the draft by
Meyer et al. [12], which focuses on the general implications of having an Internet
architecture based on the locator/ID separation paradigm. To the best of our
knowledge, the present paper is the first analyzing failures in LISP, and, from a
more general perspective, the failure of encapsulating routers in the context of
a locator/ID separated architecture.

In this paper, we first provide all the relevant information for a complete
understanding of the problem, overviewing LISP in Sec. 2. In Sec. 3 we formalize
the failure problem, followed by our proposal (Sec. 4) and its evaluation (Sec. 5).
Then in Sec. 6 we tackle the recovery problem, showing how it can be solved as
well with our approach. Sec. 7 and Sec. 8 explore the synchronization issue in
large networks. Finally, Sec. 9 concludes the paper.

2 LISP Basics

LISP is typically implemented on customer-edge border routers, whose upstream
IP address (i.e., the one facing the Internet), which is a part of the Border
Gateway Protocol (BGP) routing space, is the Routing LOCator (RLOC) used
to locate end-systems of the local domain. The end-systems in the local domain
use globally unique but not globally routable (hence not injected in the BGP
routing infrastructure) IP addresses (or End-point IDentifiers – EID). Then, as
shown in Fig. 1, LISP tunnels packets in the core Internet from one RLOC of
the source EID to one RLOC of the destination EID. The Ingress Tunnel Router
(ITR) prepends a LISP header to each packet using the ITR’s RLOC as a source
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address and the Egress Tunnel Router’s (ETR’s) RLOC as a destination address,
while the ETR strips this header and forwards the packet to its final destination.

The use of different addressing spaces, namely the EIDs and RLOCs, implies
that there is the need of bindings between EIDs and RLOCs. These bindings
specify which RLOC to use when encapsulating packets towards a given EID.
These bindings are called mappings, hence the reason why LISP is called a map-
and-encap approach. For scalability reasons mappings are obtained by ITRs on-
demand and kept in a dedicated cache [8]. When, no suitable entry is present, a
cache-miss is triggered, causing a query to a Map-Resolver (MR [13]), which is
the entry point of the Mapping System. The query consists in a Map-Request
message to which eventually the MR (or directly the destination ETR) will
return a Map-Reply message with the requested mapping.1 Mapping retrieval is
a key point performance wise since a cache-miss causes signaling traffic, increases
communication setup latency, and decreases the throughput. Such an impact is
due to the fact that current implementations drop packets causing a cache-miss.2

In a normal IP network, such as the enterprise network shown in the right part
of Fig. 1, the Interior Gateway Protocol (IGP) handles link and node failures.
Consider for example that ITR1 and ITR2 advertise a default route in the IGP, a
very common deployment. In this case, if (the link attached to) ITR1 fails, then
the other local routers will detect the failure and update their routing tables
to forward the packets to ITR2 so that they can reach the Internet through it.
During the last years, various techniques have been developed to enable routers
to quickly react upon such failures [14]. With LISP, the situation is different. If
ITR1 fails, the IGP will quickly redirect the packets to ITR2. However, ITR2

will be able to forward these packets only if it already knows the corresponding
mappings. Otherwise, ITR2 will have to drop packets while querying the mapping
system, an operation that can take tens of milliseconds or more per mapping [11].

3 The ITR Failure Problem

In order to estimate how important the ITRs’ failure problem is, the first step is
to evaluate the level of redundancy present in enterprise and campus networks.
Indeed, in today’s Internet, these networks often contain several redundant bor-
der routers to preserve connectivity in case of failures.

To evaluate such an aspect, we analyze Internet topology information from
the Archipelago project [15] and BGP tables of the Routeviews project [16]. We
first extract the stub prefixes from the BGP table of Oregon-IX collected on
August 12th 2010 [16]. The BGP curve in Fig. 2 shows the number of neighbor
ASes for each prefix. This is an approximation of the multi-homing degree. We
obtain the traceroute curve in Fig. 2 by filtering an Archipelago trace captured

1 The proposed solution does not rely on any mapping system, hence their description
is out of scope. Jakab et al. [11] propose a comparison of different mapping systems.

2 LISP does not specify any action for packets causing misses, which cannot be encap-
sulated due to the missing mappings. Current implementations, similarly to the case
of missing MAC address in the ARP table, for scalability reasons drop the packet.
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July 24th 2010 [15]. Archipelago traces are a collection of traceroutes performed
from several vantage points to any possible /24 prefix. We consider that the
last router that does not belong to the stub BGP prefix is a border router for
that prefix, providing an approximation of the number of active routers of the
multi-homed stub prefixes.

The curves in Fig. 2 show that when a stub prefix is multi-homed, most of
the time it has only two border routers. Nevertheless, the long tail of the distri-
bution indicates that for some prefixes, the number of ITRs can be potentially
high. For this reason, to assess to what extent ITRs’ failures are a problem, we
can analyze the impact on traffic for the simple scenario of 2 ITRs, by using
trace-driven emulations and the topology presented in Fig. 1. Our emulations
use the software and the methodology used in previous works ([6], [8]), assum-
ing a mapping granularity equivalent to the current BGP table [8]. With this
granularity, previous works ([6], [8]), have shown that cache size is pretty small,
allowing to neglect cache overflow problems, which are unlikely to happen.

We use two different 24h-long traces collected in 2010. A first trace, collected
in September 1st with a NetFlow collector without sampling, is from a middle
sized Campus network (∼9,000 active users), connected via a 1 Gbps link to its
ISP and 122.35 Mbps average traffic. The second trace has been collected within
a large European ISP (∼20,000 active DSL customers). We split the network of
the captured traces into two subnetworks (served by ITR1 and ITR2) in order
to implement the multi-homing scenario as in Fig. 1. Since ISP’s topology was
unknown, we attach half of the address space to ITR1 and the other half to ITR2.
On the contrary, the Campus network has two border routers, which we assigned
the role of ITR1 and ITR2, hence attaching the traffic to the ITRs according to
the real topology. From the traces, we selected the busiest hour (i.e., the worst
case) and emulated the failure of one ITR in the middle of the selected hour.

Fig. 3 shows the impact of the failure on the number of cache-misses on the
alternate ITR, for the ISP and the Campus networks, which have a similar
behavior. The figure shows the normal behavior without any failure (solid lines),
as well as the two cases where one of the ITRs fails (dashed lines). During the
first minute after the failure there are up to 5,000 additional cache-misses per
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minute (more than three times the normal rate) due to the traffic redirection
on the alternate ITR. This failure can affect established TCP flows and cause
packet drops for seconds or more. Fig. 3 shows as well that the transient state
lasts around 5 minutes.

It has to be pointed out that we are underestimating the impact since we
do not consider mapping delay, i.e., we assume that the mapping is retrieved
immediately after the cache-miss. In reality, failure-induced cache-misses have
much more severe impact because they affect established high traffic volume
flows. While a normal cache-miss causes the loss of a few packets at flow setup
time [17], a failure-induced cache-miss could cause more losses because disrupting
high throughput flows on high bandwidth links. Moreover, the peak of cache-miss
causes a load peak on the mapping system to retrieve the missing mappings.

4 Local ITR Failure Protection

To solve the problem presented in the previous section, we propose to synchronize
the caches of a group of ITRs of the same site. The set of ITRs belonging to
the same group is called the Synchronization Set. Replicating the LISP cache
on the ITRs ensures that in case of failure and traffic re-routing, the packets
of an existing flow will never be dropped because of a cache-miss, whatever the
alternate ITR of the set is used.

There are two ways to synchronize ITR caches: either the mappings are pushed
to the ITRs of the Synchronization Set, or the latter are notified that a new
mapping has to be retrieved. We discuss both approaches in further details
in Sec. 8. Here we just assume that the mapping requested by one ITR of a
Synchronization Set is immediately replicated on all ITRs of the set. To ensure
that mapping caches remain synchronized, the ITRs should keep it for the same
amount of time. This implies that synchronized ITRs cannot anymore use a
simple inactivity timeout [6] to purge unused entries from their cache. Indeed,
doing so would lead to a loss of synchronization, since the same mapping can
expire on one ITR, because it has not been used, while it is kept on the other
ITR that forwarded packets towards this EID prefix.

To avoid such loss of synchronization, we propose to use a different policy,
namely to keep each mapping in the cache during the TTL (Time-To-Live) that
LISP associates to this mapping. When the mapping TTL expires the ITR must
check the entry usage during the last minute. If the entry has not been used, it
is purged. Otherwise, the mapping entry is renewed by sending a Map-Request.
This last action triggers the synchronization mechanism, again replicating the
mapping to all ITRs of the Synchronization Set. Such approach guarantees that,
if no ITR has used the mapping during the last minute before TTL expiration,
all replicas on the different ITRs will be purged. Otherwise, if at least one ITR
used the mapping, the mapping will be replicated on all ITRs, renewing it for
another TTL time. In both cases there is a consistent state on all ITRs of the
Synchronization Set.
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5 ITR Failure Protection Evaluation

To evaluate the cache synchronization technique we follow the same method-
ology and the same traces used in Sec. 3. On the one hand, we emulate the
asynchronous cache strategy, i.e., where each ITR manages its own cache inde-
pendently. On the other hand, we emulate the synchronous cache strategy, i.e.,
where ITR1 and ITR2 belong to the same Synchronization Set. In all of our sim-
ulations, we set the TTL to 5 minutes, which we consider as a reasonable worst
case. Indeed, a lower value would generate too much overhead [6]. In practice, it
is likely that the TTL will be longer than 5 minutes (the default in current LISP
implementations being 24h), reducing the number of cache-misses, but increas-
ing the number of entries that are stored in the cache [8]. However, it is worth
noticing that the cost of slightly increasing the cache is very small compared to
the cost of adding a redundant link. The figures in the remainder of this section
show the cache behavior of ITRs in the normal case (i.e., without failures) using
solid lines, while dashed lines correspond to scenarios with failures.

In Fig. 3, the observed peak of cache-misses indicates that the traffic behind
the two ITRs is not identical and not balanced; hence some mappings are in one
ITR but not in the other. This is confirmed by Fig. 4, showing the evolution of
the cache size for the ISP network (Campus network showing the same behavior),
reinforcing the motivation for cache synchronization. Indeed, it can be observed
that the ITRs have in general different cache sizes and when one of the ITRs
fails the diverted traffic makes the size of the remaining ITR to grow.

Fig. 5 and Fig. 6 show the evolution of both cache size and cache-misses when
our synchronization approach is used. The curves labeled ITR1 and ITR2 show the
evolution on the ITRs when they are not synchronized and none fails. The curve
labeled MAX shows the maximum obtained when ITRs are synchronized but the
content of their cache is assumed to be completely disjoint (i.e., the worst case).
Finally, the curve labeled ITR1 (ITR2 failure) (resp. ITR2 (ITR1 failure))
corresponds to the actual values obtained with our synchronization approach if
ITR2 (resp. ITR1) fails. Fig. 5 is interesting for two reasons. First, no peak is
observed when the ITR fails, rather, the miss rate corresponds to the miss rate
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that would have been observed if the network only had one ITR. As one could
expect, the miss rate measured in steady state after the failure is identical to
the miss rate observed in Fig. 3 once the steady state has been reached. Second,
comparing Fig. 3 and Fig. 5, it turns out that the miss rate when no failure
occurs is lower when the ITRs are synchronized than when they are not. This
difference can be explained by the fact that some form of locality occurs between
the traffic of the two ITRs.

In summary, our emulations on the 2 ITRs scenario clearly show that ITRs’
cache synchronization brings two main advantages: (i) it avoids a miss storm
(hence induced packet drops) upon ITR failure; (ii) reduces the number of misses
(hence packet drops) in the normal case. These benefits come at a small cost of
increased cache size. Indeed, Fig. 6 confirms that the ITRs have naturally some
entries in common, which makes the burden of synchronization acceptable.

6 ITR Recovery: Problem, Protection, and Evaluation

The cache-miss storm in case of failure, as investigated so far, can also be ob-
served when an ITR boots (or comes back online after failure). Indeed, in this
case, its cache is empty, hence the traffic attracted for encapsulation will cause
misses and will be dropped. Our synchronization mechanism can be used also
in this scenario. In case of synchronization, the time needed for an ITR to be
synchronized with the other ITRs of the Synchronization Set is at most equal
to the TTL. In this situation, when the ITR starts, it could begin the synchro-
nization process and wait TTL time before announcing itself as an ITR able to
encapsulate packets. With this approach the miss rate is not different than if the
ITR had always encapsulated traffic.

This naive approach is very simple but has a major drawback. The TTL can
be set to a high value, refraining the ITR from being used for a long period of
time. To overcome this issue, we suggest allowing the ITR to receive a copy of
the cache from another ITRs in the Synchronization Set. The transfer of the
cache’s information must be done reliably, e.g., using TCP. In this way the ITR
can announce itself right after the cache transfer, shortening the start up time
to a minimum, while preserving the benefits of the synchronization approach.

To better understand the impact on the traffic in the recovery case, we perform
emulations in the two ITRs scenario, with ITR2 recovering after ITR1 runs alone
for the last 30 minutes (using the ISP trace). Once back online, ITR2 starts
synchronizing with ITR1, i.e., it receives mapping information, but the traffic
is still all routed toward ITR1. After 5 minutes (i.e., the TTL value we are
using throughout all emulations), when the cache is synchronized with ITR1,
the original setup is restored, sending traffic again to ITR2.

Fig. 7 shows the miss rate observed at the ITRs for both the synchronized
and the non-synchronized cases. The curve ITR1 (ITR2 failure) gives the miss
rate observed on ITR1 before the recovery of ITR2, while ITR1 (sync) (resp.
ITR2 (sync)) shows the miss rate as observed on ITR1 (resp. ITR2) after ITR2

has recovered when synchronization is used. For comparison, the curve ITR1
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Table 1. Increase of cache size and misses
due to ITR failure

Failure Increase Increase∗Network

E
n
tr
ie
s
(a
v
g
.)

ITR1 55.54% 46.59%Campus

ITR1 20.57% 20.30% ISP

ITR2 68.54% 56.98%Campus

ITR2 63.93% 56.54% ISP

M
is
se
s
(a
v
g
.)

ITR1 40.32% 55.25%Campus

ITR1 17.02% 28.22% ISP

ITR2 52.46% 72.95%Campus

ITR2 67.14% 96.34% ISP

∗ Increase without counting the 5 min.
transient period right after failure

(async) (resp. ITR2 (async)) shows the miss rate when no synchronization is
used, with a peak of 10,000 cache-misses confirming that waiting TTL instants
to lazily synchronize the cache avoids cache-miss storm. For completeness, Fig. 8
shows the evolution of the cache size before and after recovery. In all cases, the
cache smoothly moves towards its new steady state TTL time after the recovery.
This smooth convergence motivates the use a fast cache synchronization method
(i.e., explicit cache copy request) to speed-up the recovering of an ITR.

7 Synchronization Set in Large-Scale Networks

As shown in Sec. 3, in case of failure, when no synchronization is used, both
the cache size and the cache-misses increase, as summarized in Tab. 1. While
relatively similar increases can be observed comparing the results of the Campus
and the ISP traces, the difference of the increases between ITR1 and ITR2 may
be significant. Indeed, the average miss rate can be as low as 28% when ITR1

fails, but as high as 96%, for the same trace, when ITR2 fails. This result suggests
that the Synchronization Set is a key point and should be carefully computed.
The issue is exacerbated in large networks containing potentially many ITRs,
which cannot all be synchronized.

For the above-mentioned reasons, it is important to have an idea of how large
the Synchronization Set can be. To this end, we exhaustively calculated the Syn-
chronization Set of 8 different real large-scale network topologies. Each of these
topologies belong to one of the three following categories: (i) TIER1 grouping
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Table 2. Topologies char-
acteristics

Name Routers Links

TIER1a 500+ 2,000+

TIER1b 200+ 800+

ISPa 50+ 200+

ISPb 20+ 60+

UCL 11 41
NREN 30+ 70+

Internet2 11 30
Géant 22 72
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ITRs per EID routers

 0

 10

 20

 30

 40

 50

 60

 70

TIER1a TIER1b ISPa ISPb UCL NREN Internet2 Geant

N
um

be
r 

of
 r

ou
te

rs

Toplogy

quartiles
median

Fig. 10. Number of routers
behind an ITR

Tier 1 ISPs; (ii) ISP grouping national ISPs; (iii) Research grouping univer-
sity campuses or research networks. A summary of these topologies is shown
in Tab. 2. We model the networks as a directed acyclic graph where the nodes
are the routers and the edges are the links. Then we differentiate the routers
in three different types: the ITRs, the EID routers, and the backbone routers.
For the topologies where we had enough information, we considered the routers
connected to another ISP as ITRs; the routers connected to the customers or to
LANs with end-hosts are considered the EID routers; all the other routers are
classified as backbone routers. For the topologies where no enough information
was available, we classified the routers based on their connectivity degree. All
the routers with a connectivity degree higher or equal to the 90th percentile
of the connectivity degree are considered ITRs. The routers with a connectiv-
ity degree lower or equal to the 80th percentile of the connectivity degree are
EID routers. All the other routers are classified as backbone routers. Applying
this heuristic provides results similar to the topologies where information was
available. To construct the Synchronization Set, we exhaustively enumerate the
topology changes for any possible single failure (i.e., router or link).

Fig. 9 gives the quartiles (including min., max., and median) computed for
the number of ITRs potentially used by each EID router. For this evaluation,
we consider that only one EID router serves an EID prefix. This is a reasonable
assumption since for the transit networks we evaluated (i.e., TIER1a, TIER1b,
NREN, Internet2, and Géant) the EID prefixes belong to the customers, which
have only one router toward their ISP (but are multi-homed with several ISPs).
The figure shows that the number of ITRs potentially used by the EID routers is
relatively independent of the type of topology and is between 1 and 2. Meaning
that only a small portion of the ITRs are serving the same EIDs, due to the fact
that large networks are segmented in relatively independent points of presence.
This result clearly shows that synchronizing all the ITRs of a large network
would be inefficient, while in our case the burden will be reasonable as an ITR
will synchronize only with few other ITRs.

Fig. 10 goes the other way around, showing the number of routers that are
potentially behind a single ITR, using again quartiles. The figure shows that in
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general an ITR has about half a dozen of routers behind it, going up to few tens
for large networks. Therefore, the failure of an ITR can potentially impact on
an important portion of traffic, which has to be shifted to the other ITRs. If
the caches are not synchronized, the ITRs to which the traffic is diverted might
experience a very important miss rate, with high packet drops. Synchronizing
the ITRs’ caches avoids such drops, as we demonstrate in Sec. 5.

In summary, protecting the ITRs is important as the failure of one of them can
impact a large portion of the network. Fortunately, topologies of real networks
seem to be segmented so to facilitate grouping the ITRs in small Synchronization
Sets.

8 Synchronization Techniques

Even if, as discussed above, the Synchronization Set is in practice small also for
large-scale networks, it is important to implement a mechanism to achieve such
synchronization without introducing excessive overhead or management com-
plexity. There are two possible ways to synchronize ITRs: either, the mappings
are pushed to the ITRs, or the ITRs are notified of the presence of a new mapping
and they retrieve the mapping on their own.

In both cases, the synchronization can be implemented either by leveraging on
a routing protocol extension, by using a specific existing protocol (e.g., [18], [19],
[20], [21]), or by creating a brand new protocol. Extending a routing protocol
to synchronize ITRs implies that they must be in the same routing protocol
instance (e.g., the same IGP). However, this assumption is too restrictive as
it might exist cases where the ITRs are in different networks (e.g., the ITRs
are operated by the ISPs and the LISP site is multi-homed). Hence, we do
not consider the extension of the routing protocol as an acceptable solution.
Fortunately, LISP already proposes features that are handy to implement a
synchronization mechanism. Indeed, LISP specifies the Included Map-Reply [4]
feature to push mappings in ITR caches. An included Map-Reply is a special
Map-Request, which piggybacks a mapping. LISP also specifies the Solicit Map-
Request (SMR) bit in Map-Requests to force ITRs to refresh their cache [4].
When an ITR receives a Map-Request with the SMR bit set, it sends a Map-
Request to retrieve a mapping for the EID indicated in the SMRed Map-Request.

Since both ITRs and MRs are involved in the mapping resolution, these are
good candidates to trigger cache synchronization. However, ITRs are data-plane
devices that need to forward packets at line rate. Therefore, imposing them to
actively manage the synchronization protocol might cause excessive overhead
with consequences on the data-plane performance. On the contrary, Map Re-
solvers are purely control-plane devices that are not intended to forward packet
at line rate. Hence, MRs look like the best candidates to manage the synchro-
nization protocol. To implement the cache synchronization based on notification
messages, the MR only has to send an SMRed Map-Request to all the ITRs,
when it receives a Map-Request. However, if the mappings are pushed to the
caches, then the MR has to proxy the Map-Requests. The MR performs two
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operation when it receives a Map-Reply. First, it forwards the Map-Reply to
the ITR that requested the mapping. Second, it sends the mapping to the other
ITRs by using an included Map-Reply.

As discussed above, the Synchronization Set is in practice small and can be
statically configured in the MR. However, for large or very dynamic networks,
the configuration burden might still become cumbersome and a dynamic ITR
discovery protocol coupled with an automatic Synchronization Set computation
algorithm should be considered. It is out of the scope of this paper to propose
any specific solution for these two mechanisms. Furthermore, there is still the
open question of what is the best trade-off between tight synchronization and
signaling overhead. Depending on the importance accorded by the operator to
the accuracy of the cache synchronization, the mapping distribution between
to the ITRs can be performed with a reliable protocol (i.e., TCP) or not. In
addition, batching of synchronization messages can be used to reduce the number
of exchanged synchronization messages. Moreover, when the network allows it,
the mappings can be distributed by using IP multicast.

9 Conclusion and Further Work

In this paper, we propose a thorough study of failure protection and recovery in
the context of the Locator/Identifier Separation Protocol (LISP) and propose a
local failure protection mechanism for Ingress Tunnel Routers (ITRs). We first
showed that ITR failures can indeed have large disruptive impact on ongoing
traffic. Then, we explored how to minimize packet losses due to cache-misses
caused by the redirected traffic on the alternate ITRs. Our proposal synchronizes
the cache of set of ITRs in order to avoid such a phenomena. We thoroughly
evaluate our proposal, showing that the load increase due to the synchronization
is acceptable and suppresses the loss of packets upon ITRs failure/recovery.

Our ongoing work is aiming at extending the synchronization mechanism to
ETRs and developing detailed specifications for implementation and experimen-
tation in the lisp4.net testbed.
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Abstract. Concerns regarding the scalability of the inter-domain rout-
ing have encouraged researchers to start elaborating a more robust In-
ternet architecture. While consensus on the exact form of the solution
is yet to be found, the need for a semantic decoupling of a node’s loca-
tion and identity is generally accepted as the only way forward. One of
the most successful proposals to follow this guideline is LISP (Loc/ID
Separation Protocol). Design wise, its aim is to insulate the Internet’s
core routing state from the dynamics of edge networks. However, this
requires the introduction of a mapping system, a distributed database,
that should provide the binding of the two resulting namespaces. In or-
der to avoid frequent lookups and not to penalize the speed of packet
forwarding, map-caches that store temporal bindings are provisioned in
routers. In this paper, we rely on the working-set theory to build a model
that accurately predicts a map-cache’s performance for traffic with time
translation invariance of the working-set size. We validate our model
empirically using four different packet traces collected in two different
campus networks.

Keywords: LISP, Internet architecture, cache modeling, working set.

1 Introduction

The fast paced growth [8] of the global inter-domain routing table and infras-
tructure has recently raised a series of concerns and spurred debate regarding the
Internet’s architectural inability to scale. Reasons for the growth are partly or-
ganic in nature, as new domains are continuously added to the topology, but also
related to operational practices that defeat provider-based aggregation of pre-
fixes. In this sense, multihoming, traffic engineering and allocations of provider-
independent prefixes are the main drivers behind prefix de-aggregation [16].

In a recent Internet Advisory Board workshop [16] participants deemed the
routing table growth as one of the Internet’s most important problems and
tracked down its origins to the semantic overloading of the IP addresses with
both location and identity information. As a result, a set of architectures inspired
by the loc/id split paradigm have been proposed [14] to overcome the limitation.
Most notably, LISP [5] aims to alleviate the routing state pressure exerted by
edge networks on core networks by means of an identity-location separation at
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network level. It is designed for an incremental deployment and it relies on a
pilot network [1] for experimentation.

For the binding of identifiers and locators, LISP introduces a distributed
database called the mapping-system. As LISP routers are typically domain bor-
der routers, the identifier resolution delays through the mapping system (hun-
dreds of ms [11]) are several orders of magnitude higher than packet inter-arrival
times (ns). Therefore, to speed up intra-router packet forwarding and to protect
the mapping system from floods of resolution requests, the LISP routers are
provisioned with mapping caches (map-caches) that temporarily store in use
mappings. Given the map-cache’s primordial role in assuring LISP’s data-plane
(packet forwarding) and control-plane (mapping-system) scalability, a better un-
derstanding of its behavior is crucial.

In this paper we aim to improve the understanding of the map-cache’s per-
formance by developing an analytical model that links miss rate with cache size.
Specifically, we rely on the working-set theory [3] to build a model that accu-
rately predicts the performance based on simple and measurable parameters of
packet traces that possess time translation invariance of the working-set curves.
We validate our model empirically using four different packet traces collected in
two different campus networks. Our findings show that the miss rate decreases at
an accelerated pace with the cache’s size, and that even for a relative small size
(5% of the Internet’s aggregated routing table) the performance is acceptable
(below 0.6% miss-rate).

2 LISP Overview

LISP [5] is one [14] of the recently emerged architectural solutions to the In-
ternet’s scalability problem [16]. Its main goal is that of splitting the semantics
of IP addresses with the aim of forming two namespaces that unambiguously
identify core (locators) and edge (identifiers) network objects. To facilitate tran-
sition from the current Internet infrastructure, both of the resulting namespaces
use the existing IP addressing scheme. As a result, the split does not affect
routing within existing stub or transit networks. Nevertheless, as identifiers and
locators bear relevance only within their respective namespaces, a form of con-
version, from one to the other, has to be performed at border points between
core and edge networks. Traditionally, the two techniques that may be employed
for a fast translation are address rewriting [17] and map-and-encap [7]. Unfor-
tunately, besides their need for data plane modifications, both also require the
introduction of a new control-plane mapping function able to provide bindings
that link identifiers to locators. Out of the two, LISP enabled border routers
make use of the latter. Therefore, prior to forwarding a host generated packet,
a LISP router maps the destination address, or Endpoint IDentifier (EID), to
a corresponding destination Routing LOCator (RLOC) by means of a LISP
specific distributed database, called the mapping system [2,19,11,15]. Once a
mapping is obtained, the border router tunnels the packet from source edge to
corresponding destination edge network by means of an encapsulation with a
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Fig. 1. Example LISP Architecture

LISP-UDP-IP header. The outer IP header addresses are the RLOCs pertaining
to the corresponding border routers (see Fig. 1). At the receiving router, the
packet is decapsulated and forwarded to its intended destination. In LISP par-
lance, the source router, that performs the encapsulation, is called an Ingress
Tunnel Router (ITR) whereas the one performing the decapsulation is named
the Egress Tunnel Router (ETR). One that performs both functions is referred
to as an xTR.

Because all packets need to be encapsulated, the packet throughput of an ITR
is highly dependent on the time needed to obtain a mapping. In consequence,
all ITRs are provisioned with a cache, called map-cache, that stores the recently
used EID-prefix-to-RLOC mappings to avoid frequent EID resolutions through
the mapping system. Stale entries are avoided with the help of validity periods
(timeouts) that mappings carry as attributes. One can easily observe that the
map-cache is most efficient in situations when destination EIDs present high
temporal and/or spatial locality and that its size depends on the diversity of
the visited destinations. As a result, a cache’s performance depends entirely on
its provisioned size and on traffic characteristics. Given the map-cache’s critical
role in the LISP architecture, a good understanding of the properties linking its
size and performance with the traffic’s characteristics is fundamental.

3 LISP Cache Modeling

This section presents the theoretical background and methodology used to model
the LISP map-cache’s performance. After a brief presentation of the working-set
model we perform an analysis of the traffic pertaining to several network traffic
traces. The observed traffic properties enable us to analytically link cache size
and miss rate.

3.1 Working-Set Theory

As our goal is to determine suitable caching strategies and to better model their
performance for LISP routers, we leverage previous resource allocation and cache



412 F. Coras, A. Cabellos-Aparicio, and J. Domingo-Pascual

����� � ���

���	�


�����	���


���

�����

Fig. 2. The Working Set Model

performance research carried out in the field of operating systems. Consequently,
in order to unify language, we are forced to draw parallels between concepts
pertaining to our two disciplines. We associate to what systems understand by a
program a network traffic trace, and in a similar vein, to a page an address prefix.
Although seemingly unrelated, from an abstract point of view, the properties of
the above pairs of objects influence in similar ways a cache’s performance. We
depict this point further in what follows.

For operating systems, a general resource allocation treatment was possible
after it was observed that programs more or less obey the so called principle of
locality. In such situations, a program’s past referenced pages may be used as
a good predictor for near future, to be re-referenced pages. We speculate that
network traffic traces might roughly obey the same principle mainly because of
flow burstiness in time but also due to traffic aggregation. Consequently, we try
to evaluate the feasibility of in-router prefix caching by first building and then
using a working-set model for network traffic.

In what follows, in order to avoid repetitive text, we shall be using the term
unit of reference as a substitute for both pages and prefixes; and reference set
to represent the set of all referenced pages or prefixes. Further, given a reference
set N, we define a reference string as the sequence ρ = r1r2 . . . ri . . . where each
unit ri belongs to N.

As explained by Denning in [4], a working-set analysis in this context may be
performed only if based on three constraints that provide for a more rigorous
definition for locality of reference:

1. Reference strings are unending
2. The stochastic mechanism underlying the generation of a reference string is

stationary, i.e. independent of absolute time origin.
3. For all t > 0, rt and rt+x become uncorrelated as x→∞
The first of the constraints, though obviously not fulfillable, introduces an in-
significant error because the reference strings generated by practical programs
or traces are long from a statistical standpoint. The third of the assumptions
requires that the references become uncorrelated as the distance (in units) goes
to infinity. This can usually be asserted as being true in practice. The most
restrictive of the three is the second assumption which limits the analysis to a
locality where all three constraints, including stationarity are satisfied.

If all of the above requirements are satisfied, and t is a measure of time in
units, then we can formally define the working-set W (t, T ), as: the set of distinct
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units that have been referenced among the T most recent references, or in the
time interval [t − T + 1, t] (see Fig. 2). In accordance with [4] we shall refer to
T as the window size. Also, we will be using the term working-set curve when
referring to W (t, T ) as a function of T , when t is constant.

We exploit the above definition to present some of the working-set’s properties
of further use in our analysis. For a broader scope discussion of the subject and
complete proofs, the interested reader is referred to [4]. The first of the properties
we are interested in is the average working-set size, s(T). It measures the growth
of the working-set with respect to the size of the window T, extending in the
past, but independent of absolute time t. If w(t,T) measures the number of units
in W(t,T) then, considering the first locality property, one can compute s(T) as
the averaged working-set size over an infinite number of windows:

s (T ) = lim
k→∞

1

k

k∑
t=1

w(t, T ) (1)

It is also shown in [4] that the the miss rate, m(T), which measures the number
of units of reference per unit time returning to the working-set, is the derivative
of the previous function:

m(T ) = s(T + 1)− s(T ) (2)

In other words, if both s(T ) and m(T ) are viewed as functions of T, the miss
rate can be regarded as the slope of the average working-set size. Finally, the
sign inverted slope of the miss rate function, the second slope of s(T ), represents
the average interreference density function.

−f(T + 1) = m(T + 1)−m(T ) (3)

3.2 Traffic Properties

In order to ascertain the practical feasibility of using the working-set model to
evaluate a LISP cache’s performance we applied the theory presented in Sec-
tion 3.1 to several network traffic traces. Details regarding the network captures
can be found in Section 4.1.

Foremost, we were interested in discovering if our traces satisfy the three con-
straints introduced in Section 3.1. As previously explained, the first and third
introduce negligible errors and thus present no practical limitations. In order
to verify the second, and therefore determine the trace segments generated by
distinct stationary processes, we devised a simple experiment. For each trace
we computed multiple empirical destination prefix working-set curves with start
times spanning one day and spaced by half an hour. Intuitively, we were expect-
ing to discover that curves with close start times have a similar growth shape
(cluster), whereas those separated by larger time gaps behave differently.

By necessity [4], if working-set curves are generated by the same stationary
process then, they will tend to cluster. For a certain window size the working-set
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Fig. 3. Empirical working-set curves. Closeness of color nuance reflects closeness of
start time.

size should be normally distributed. In other words, one may use the clusters
of the working-set curves to discriminate between trace segments with different
underlying generating processes. Figure 3 presents the results obtained in log-log
plots. Surprisingly, all traces exhibit a strong clustering and sublinear growth,
due to locality, of the working-set curves. We also tested and confirmed (not
shown here) that the interreference interval and the relative frequency of refer-
ence distributions for our traces are approximately time translation invariant.
Only upc 09 presents a subtle time-of-day behavior with two perceptible clusters
while upc 11b and auck 08 each have one discordant curve that seems to be due
to localized scanning attacks. Nevertheless, the results suggest that one could
approximate the traces as being generated by a stationary process and as an
implication, that any conclusions drawn after analyzing the average working set
size function would characterize the whole trace. Similarly, Kim et al. observed
in [12] that the working-set size for prefixes tends to be highly stable with time
for traffic pertaining to a large ISP. It’s worth noting that we do not assume that
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all Internet traffic possesses this approximate time translation invariance of the
working-set curves. And in fact, we require that the model we develop further
be applied only to traces that have it.

3.3 Analytical Model

Considering that the working-set, W (t, T ), always contains the w(t, T ) most
recently referenced units then, the time translation invariance of w(t, T ) for a
constant T implies that the working-set actually models a cache of fixed size.
Similarly, a cache of size c that uses the Least Recently Used (LRU) eviction
policy will always store the c most recently referenced units. Therefore, if s(T ) =
c, the working-set simulates a LRU eviction policy. In other words, due to the
time translation invariance of the working-set curves the working-set can be seen
as modeling a LRU cache.

With hindsight, one can recognize that the empirical working-set curves from
Fig. 3 are piecewise linear when depicted in log-log scale. The observation enabled
us to compute for each trace the average working-set size function by means of
a piecewise linear fit of the log-log scale plot. As a result, we obtained estimates
of both the slope α and the y-intercept β for all of a working-set’s segments. We
limited the number of knots to just three, however if better fits are desired more
knots can be used. Figure 4 presents the goodness of fit for two of our traces.
Next, through conversion to linear scale the equations become piecewise power
law of the type:

sfit(u) = exp(β(u))uα(u) (4)

Where u represents the number of referenced destination prefixes, sfit(u) is
the fitted working-set size function and α(u) and β(u) are piecewise constant
functions obtained through fitting. With the help of (2) one can estimate the
miss rate for a trace by computing the derivative of sfit like:

mest(u) = exp(β(u))α(u)uα(u)−1 (5)

Combing the last two equations one obtains an analytical relation that links the
cache size and the estimated miss rate.

mest(c) = exp

(
β∗(c)
α∗(c)

)
α∗(c) c1−

1
α∗(c) (6)

Where, c represents the cache size in number of entries and α∗(c) and β∗(c)
are piecewise constant functions with knees dependent on c. We put to test the
accuracy of the above equation in Section 4.3.

4 Evaluation

In this section, we present the four data sets used to build and evaluate the
map-cache model. We then describe the simulator employed in the empirical
evaluation of the cache and we finish by comparing the theoretical and empirical
cache performance results.
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(a) upc 09 (b) upc 11a

Fig. 4. Fit of empirical working-set curves

4.1 Traces and IP Aggregation

Four one-day packet traces were used for the purpose of our experiments. Three
of them have been captured at the 2Gbps link connecting several of our Univer-
sity’s campus networks to the Catalan Research Network (CESCA) and consist
only of egress traffic. UPC Campus has more than 36k users. One dates back
to May 2009 while the other two are from October 2011. The fourth trace be-
longs to the University of Auckland and has been downloaded from a public
trace repository [20]. Its capture date is March 2008 and it consists of University
egressing traffic. Further, the addresses have been anonymized and one hour’s
worth of midday traffic, from 12 to 13, is missing. We shall further refer to these
four traces as upc 09, upc 11a, upc 11b and auck 08 respectively.

Both for the evaluation of the working-set in Section 3.3 and for the cache
performance evaluation to be presented in Section 4.3, IP addresses had to be
mapped to their corresponding prefixes. We considered EID-prefixes to be of
BGP-prefix granularity. In the case of UPC traces, we used BGP routing tables
downloaded from the RouteViews archive [18] that matched the exact capture
date of the traffic traces. The only preprocessing we performed was to filter out
more specific prefixes. Generally, such prefixes are used for traffic engineering
purposes however, the LISP protocol provides mechanisms for a more efficient
management of these functions that do not require EID-prefix de-aggregation.
In the case of auck 08, the anonymized traffic is prefix preserving but the lack
of an anonymized routing table made it impossible for us to determine the ex-
act clustering of anonymized IPs into prefixes. Consequently, we constructed a
virtual routing table made up of all prefixes with a 24 bit netmask. We chose
the 24 bit limit as it is the longest netmask (corresponding to the most specific
prefix) currently accepted for BGP announcements in the Internet’s DFZ.
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4.2 Simulator

We indirectly assess the effectiveness of the working-set model as a tool for
LISP cache performance evaluation by practically testing the soundness of equa-
tion (6). For this we implemented a packet trace based simulator that mimics
a subset of a LISP ITR’s functionality. In short, for each processed packet,
the simulator maps the destination IP address to a prefix in accordance with
the methodology presented in Section 4.1. If this prefix is already stored in the
ITR’s cache, no further processing is done and the simulation continues with the
next packet. Should the prefix not yet be stored in the cache, two possibilities
arise. First, if the cache is not full, the destination prefix is stored in and the
processing proceeds to the next packet. Second, if the cache is full, an entry is
evicted, the new prefix is stored in and then the simulator moves to the next
packet. The entry to be evicted is chosen according to the LRU eviction policy.
We use LRU because, as mentioned in Section 3.3, its performance should be
appropriately described by equation (6) for our traffic.

4.3 Results

We ran simulations with several cache sizes for all traces. Figure 5 presents
the results for just two, upc 09 and upc 11a, of our traffic captures as they
are representative for all four. Cache size is normalized with routing table size.
It can be noticed that the absolute error of the estimation is negligible when
compared to simulation results. Even in the case of upc 09, the only trace to
present a more pronounced time-of-day behavior, the absolute error is of small
proportions. Further, the model appropriately predicts that even for small LISP
cache sizes the performance still stays acceptable, fact also observed by [9,13,11].
This is even more remarkable as we do not consider TTL, a timeout after which
stale entries are removed, in our simulation.

Because of its proven good performance, we can now recommend the use of the
LRU eviction policy in LISP caches, at least for traces that present an approx-
imate time translation invariance of the working-set curves. Still, the diversity
of our data sets and previous results from Kim [12] suggest that this property
is not due to an isolated event. In this situation, equation (6) may be used to
dimension the cache size according to the desired miss rate. Further, the pre-
diction of its mathematical expression, due to discontinuity at the knots, is that
miss rate decreases at an accelerated pace with cache size and finally settles to
a power law decrease. However, the speed of the decrease depends on the degree
of locality present in the trace. This leads us to conclude that cache sizes need
not be very large for obtaining good performance. For instance, in the case of
upc 11a, for a cache having 8.4k entries (0.05% of the Internet’s aggregated DFZ
routing table) the miss rate is around 0.6%.
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Fig. 5. Comparison of empirical and estimated miss rates

5 Related Work

Feldmeier [6] and Jain [10] were among the first to evaluate the possibility of
performing destination address caching by exploiting the locality of the reference
strings in network environments. Feldmeier analyzed traffic on a gateway router
and showed that caching of both flat and prefix addresses can significantly reduce
routing table lookup times. Jain however performed his analysis in an Ethernet
environment. He was forced to concede that despite the locality observed in
the traffic, small cache performance was struggling due to traffic generated by
protocols with deterministic behavior. Both works were fundamental to the field
however their results were empirical and date back to the beginning of the 1990s,
years when the Internet was still in its infancy. Recently, Kim et al. [12] showed
the feasibility of route caching after performing a measurement study within
the operational confinement of an ISP’s network. They show by means of an
experimental evaluation that LRU performs close to an optimal eviction policy
and that working-set size is generally stable with time. We also observe the
stability of the working-set for our data sets but we further leverage it to build
a LRU model instead of just empirically evaluating its performance.

Iannone et al. [9] performed an initial trace driven study of the LISP map-
cache performance. Instead of limiting the cache size by using an eviction policy,
their cache implementation evicted stale entries after a configurable timeout
value. Further, Kim et al. [13] have both extended and confirmed the previous
results with the help of a larger, ISP trace and by considering LISP security
aspects in their evaluation. Ignoring security concerns, which we did not con-
sider, and despite differences regarding the cache eviction policy, the results
of these last two works seem to be in agreement with ours. Zhang et al. [21]
performed a trace based Loc/ID mapping cache performance analysis assum-
ing a LRU eviction policy. They used two 24-hour traffic traces captured at two
egressing links of the China Education and Research Network backbone network.
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They concluded that a small cache can offer good results. Finally, using trace
upc 09, Jakab et al. [11] analyzed the performance of several LISP mapping sys-
tems and, without focusing on a cache analysis, also observed very low miss rates
for a cache model similar to that used in [9]. Our work confirms previous LISP
cache analysis results however, it also tries to provide a better understanding of
the reasons behind the relatively good performance of the LISP cache. In this
sense it introduces a cache model that could be used to theoretically evaluate or
dimension for operational needs the caching performance.

6 Conclusions

The location/identity split paradigm has been recently recommended as the
solution to Internet’s scalability problems. Out of the proposals to follow its
guidelines, LISP seems to be the one to have drawn the largest amounts of
attention and support. In the set of newly introduced architectural components,
the map-cache is one of the most important to LISP’s own scalability and also
the subject of our analysis. Given that caches have their performance driven
by the characteristics of the traffic they serve, we proposed an evaluation that
links the LISP map-cache performance with measurable, intrinsic properties of
the traffic processed by a LISP router. In this sense, we advanced the use of
the working-set model [3] as a tool to capture the mentioned traffic properties
but also as a performance predictor. Accordingly, we also noted that the time-
translation invariance of the working-set curves is a constraint that traffic traces
need to observe for the theory to be applicable. After we established that our data
sets are amenable to working-set modeling we deduced an analytical link between
the cache size and miss rate. Finally, we validated our theoretical result by means
of simulation and with the help of traffic traces collected in two different campus
networks.

We note that the predictions of our model fit with previous observations
however, we also remark the versatility of our result. Besides the possibility of
using it as a cache dimensioning tool in operational environments it may also
be used in more complex models that evaluate the scalability of LISP or other
loc/id architectures. Another interesting application could be to evaluate the
effects of trashing attacks on the LISP map-cache.
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Abstract. Carrier-grade networks have often multiple layers of
protocols. To tackle this heterogeneity, the Pseudo-Wire architecture
provides encapsulation and decapsulation functions of protocols over
Packet-Switched Networks. At the scale of multi-domain networks, com-
puting a path to support an end-to-end service requires various encap-
sulations and decapsulations that can be nested but for which manual
configurations are needed. Graph models are not expressive enough for
this problem. In this paper, we propose an approach using graphs and
Push-Down Automata (PDA) to capture the compatibility among en-
capsulations and decapsulations along an inter-domain path. They are
respectively modeled as pushes and pops on a PDA’s stacks. We provide
polynomial algorithms that compute either the shortest path in hops, or
in the number of encapsulations and decapsulations to optimize inter-
faces’ configuration.

Keywords: Multi-layer networks, Pseudo-Wire, Push-Down Automata.

1 Introduction

Most carrier-grade networks are composed of multiple layers of protocols
(e.g. Ethernet, IP, etc.). Such layers are administrated by different control and
management plane instances. The Pseudo-Wire (PWE3) architecture [2] is a
standard which aims to unify control plane functions in such heterogeneous en-
vironments allowing multi-layer services (e.g. Layer 2 VPN). It describes encap-
sulation (a protocol is encapsulated in another one) and decapsulation functions,
also called “adaptation functions”, emulating services (e.g. Frame Relay, SDH,
Ethernet, etc.) over Packet-Switched Networks (PSN, e.g. IP or MPLS).

The management of these functions is achieved within each carrier’s network
domain: when an encapsulation function is used, its corresponding decapsulation
function is applied within the domain boundaries. In large-scale carrier-grade
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networks or in multi-carrier networks, restricting the management of adapta-
tion functions to network boundaries might lead to ignore feasible end-to-end
paths and thus to refuse service demands. Hence, the path computation process
that precludes the signaling phase must encompass the notion of encapsula-
tion/decapsulation compatibility: when a protocol is encapsulated into another
at one node, it must be decapsulated at another, and the possibility to nest such
functions (e.g. Ethernet over MPLS over SDH). Furthermore, as such function
are manually configured on routers’ interfaces, minimizing their number would
simplify the signaling phase.

The authors of [8,4] focused on the problem of computing a path in a multi-
layer network under bandwidth constraints. In [10], we demonstrated that the
problem under multiple Quality of Service constraints is NP-Complete. As a first
step in our research, we focus on the problem of finding a path across multiple
domains involving compatible - possibly nested - adaptation functions.

In this paper, we demonstrate that this reduced problem can be solved by
a polynomial-time algorithm. We consider as an objective function, either the
number of adaptation functions to simplify the signaling or the number of nodes
to minimize the cost of a path. The proposed approach combines both graph and
automata theory: the encapsulation and decapsulation functions are designed as
pushes and pops in a Push-Down Automaton (PDA) respectively. To determine
the shortest path in adaptation functions, such a PDA is transformed to bypass
path segments without such functions. The PDA or transformed PDA is then
converted into a Context-Free Grammar (CFG) using the method of [7]. A short-
est word, either corresponding to the shortest path in nodes or in adaptation
functions, is generated from this CFG.

This paper is organized as follows: sec. 2 recalls the context of multi-layer
multi-domain networks and the related work on path computation; sec. 3 pro-
vides a formal definition of the problem; sec 4 explains the transformation from
a network to a PDA; finally, sec. 5 details the different algorithms computing
the shortest path in nodes or in encapsulations/decapsulations.

2 Path Computation in Pseudo-Wire Networks

In order to mitigate multi-layer issues, some standards define the emulation of
lower layer connection-oriented protocols over a PSN (e.g. Ethernet over MPLS,
[12]). For instance, the layer 2 frames are encapsulated in layer 3 packets at one
network node and decapsulated at another, bursting the OSI model.

The PWE3 architecture [2] assumes an exhaustive knowledge of the network
states. This assumption is also used in the multi-layer networking description of
[13] and is not valid in amulti-domain context. This issue has been identified by the
IETFPWE3working group. The authors of [1] defined themulti-segment Pseudo-
Wire architecture for multi-domain networks. The authors of [3] mention the prob-
lem of path determination and suggest the use of the Path Computation Element
architecture (PCE) [5], which is adapted to the multi-domain context, to figure it
out. It could be a control plane container for the approach described in this paper,
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requiring some protocol extensions to add encapsulation/decapsulation capabili-
ties in the coding of the data model used by PCEs.

Related Work on Path Computation. In [4], the authors addressed the
problem of computing the shortest path in the context of the ITU-T G.805 rec-
ommendations on adaptation functions. They stress the lack of solutions on path
selection and the limitations of graph theory to handle this problem. In [8], the
authors addressed the same problem in a multi-layer network qualifying it as an
NP-Complete problem. The NP-Completeness comes from the problem defini-
tion as they allow loops across layers but under a limited bandwidth. They aim
to select the shortest path in nodes and provide an exponential-time algorithm
accordingly. The model used in [8] is close to a PDA.

In the problem we consider, we exclude bandwidth constraints as the PCE ar-
chitecture handles them already and propose a solution for minimizing the num-
ber of encapsulations and decapsulations. Our algorithm does not allow loops
without adaptation functions, the only loops that may exist involve encapsula-
tions or decapsulations. Thus, minimizing the number of adaptation functions
in the path also leads to minimize the number of loops - and to avoid them if
a loop-free feasible path with less encapsulations exists. Our contribution is a
generalization based on graph and automata theory providing further theoretical
assets and a different modeling leading to a polynomial-time algorithm.

Proposed Approach. To the best of our knowledge no previous work has con-
sidered this problem at the multi-domain scale. It induces to go further domain
boundaries allowing multi-domain compatibility to determine a feasible inter-
domain path: when an encapsulation for a given protocol is realized in one do-
main its corresponding decapsulation must be done in another. Furthermore, we
consider two kind of objectives: either the well-known objective of minimizing
the number of nodes or the objective of minimizing the number of adaptation
functions. This latter is motivated by the fact that it is equivalent to minimize
the number of configuration operations, which are often done manually and can
be quite complex. To express encapsulations and decapsulations, the network
model is converted into a PDA as the stack allows memorizing encapsulations.
Hence, our approach encompasses the two shortest path problems either in nodes
or in adaptation functions:

1. Convert a multi-domain Pseudo-Wire network into a PDA,
(a) If the goal is to minimize the number of adaptation functions, transform

the PDA to bypass the “passive” functions (i.e. no protocol adaptation),
(b) else let the PDA as is,

2. Derive a CFG from the PDA or the transformed PDA,
3. Determine the “shortest” word generated by the CFG and
4. Identify the shortest path from the shortest word.

3 Heterogeneous Multi-domain Network Model

A multi-domain network having routers with encapsulation/decapsulation capa-
bilities can be defined as a 3-tuple: a directed graph G = (V , E) modeling the
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routers of a multi-domain network, we consider a pair of vertices (S,D) in G
corresponding to the source and the destination of the path we focus on; a finite
alphabet A = {a, b, c, . . .} in which each letter is a protocol; an encapsulation
or a decapsulation function is a pair of different letters in the alphabet A:

– Figure 1(a) illustrates the encapsulation of the protocol x by the node U in
the protocol y;

– Figure 1(b) illustrates that the protocol x is unwrapped by the node U from
the protocol y;

– Figure 1(c) illustrates that the protocol x transparently crosses the node
U (no encapsulation or decapsulation function is applied). Such pairs are
referred as passive further in this paper.

We denote by ED and by ED the set of all possible encapsulation functions and
decapsulation functions respectively, (i.e., ED ⊆ A2). A subset P (U) of ED∪ED
indicates the set of encapsulation, passive and decapsulation functions supported
by vertex U ∈ V . We define In(U) = {a ∈ A s.t. ∃b ∈ A s.t. (a, b) or (b, a) ∈
P (U)} and Out(U) = {b ∈ A s.t. ∃a ∈ A s.t. (a, b) or (b, a) ∈ P (U)}. The set
A(U) = {(a, a) ∈ P (U)} is the set of protocols that can passively cross node U .

(a) Encapsulation of
protocol x in proto-
col y, (x, y) ∈ P (U)

(b) Decapsulation of pro-
tocol x from protocol y,
(x, y) ∈ P (U)

(c) Passive
crossing,
(x, x) ∈ P (U)

Fig. 1. Different transitions when a protocol crosses a node U

Considering a network N = (G = (V , E),A, P ), a source S ∈ V , a destination
D ∈ V and a path C = S, x1, U1, x

2, . . . , Un−1, x
n, D where each Ui is a vertex

in V and each xi ∈ A ∪A (where A = {a : a ∈ A}).

– TC = x1 . . . xn represents the sequence of protocols which is used over the
path C. It is called the trace of C. For each xi:

• xi = a and xi+1 = b or b, means that Ui encapsulates protocol a in b (
a, b, b ∈ A ∪ A)
• xi = a and xi+1 = b or b means that Ui unwraps protocol b from a
• xi = a and xi+1 = a or a means that Ui passively transports a

– We denote HC the sequence β1, . . . , βn obtained from C s.t. for i = 1..n:

• if xi = a ∈ A and xi+1 = b ∈ A or xi+1 = b ∈ A then βi = (a, b)
• if xi = b ∈ A and xi+1 = a ∈ A\{b} or xi+1 = a ∈ A\{b} then βi = (a, b)
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– We also denote MC = β′
1, . . . , β

′
m obtained from HC by deleting each passive

transition βi s.t. βi = (a, a) and a ∈ A

Example. Consider the path C = S, a, U, b, V, b,W, a,D in the network illus-
trated by Fig. 2(a). The sequence corresponding to C is HC = (a, b), (b, b), (a, b)
and its trace is TC = abba. Finally, the well parenthesized sequence from C is
MC = (a, b), (a, b).

Let ε denotes the empty word, and HC a sequence obtained from a path C as
explained above. The following definitions give a formal characterization of the
feasible paths.

Definition 1. A sequence MC from HC is valid if and only if MC ∈ L where L
is the formal language recursively defined by: L = ε ∪ ((a, b).L.(a, b)).L for each
(a, b) ∈ A2.

Definition 2. A path C is a feasible path in N from S to D if:

– U1, . . . , Un−1 is a path in G
– the sequence MC from C is valid
– for each i = 1..n:
• if xi = a and xi+1 = b or b then (a, b) ∈ P (Ui)
• if xi = a and xi+1 = b or b then (a, b) ∈ P (Ui)
• if xi = a and xi+1 = a or a then a ∈ A(Ui)

The language L of valid sequences is known as the generalized Dyck language
[11]. It is well-known that this language is context free but not regular. Thus,
push-down automata are naturally adapted to model this problem.
Example. The multi-domain network illustrated by Fig. 2(a) has 6 routers and
two protocols labeled a and b. Adaptation function capabilities are indicated
below each node. In this multi-domain network, the only feasible path between
S and D is S, a, U, b, V, b̄,W, a,D and involves functions (a, b) on U , (b, b) on V ,
and (a, b) on node W .
Problem definition. As explained above, our goal is to find a feasible multi-
domain path. Furthermore, we set as an objective function either the size of the
sequence of adaptation functions or the size of the path in number of nodes.
Hence, the problem we aim to solve can be defined as follows,

minC |HC | or |MC | s.t. C is a feasible path

4 From the Network Model to a PDA

In this section, we address the conversion from a network to a PDA. The algo-
rithm 1 takes as input a network N = (G = (V , E),A, P ) and converts it to a
PDA AN = (Q, Σ, Γ, δ, S, ∅, {D}), where Q is the set of states of the PDA, Σ the
input alphabet, Γ the stack alphabet, δ the transition relation, S the start state,
Z0 the initial stack symbol and D the accepting state, ε is the empty string. The
automaton AN from N is obtained as follows:
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– Create a state Ux of the automaton for each U ∈ V and each x ∈ In(U),
except for S for which create only one state,

– An encapsulation of a protocol x in a protocol y by a node Ux is modeled as
a push of the character x in the stack between the state Ux and its successor
Vy. It is denoted (Ux, < x, α, xα >, Vy)

1 ,
– A decapsulation of y from x by the node Ux is modeled as a pop of the

protocol y from the stack. it is denoted (Ux, < x, y, ∅ >, Vy),
– The top of the stack is the last encapsulated protocol,
– If the current state is Ux then the current protocol is x.

Example. Figure 2(b) is an example of output of the algorithm 1. The algorithm
transforms the network illustrated by Fig. 2(a) into a PDA of Fig 2(b). For
instance, the link (U, V ) is transformed into the transitions (Ua, < a, Z0, aZ0 >
, Vb) and (Ua, < a, b, ab >, Vb) w.r.t. adaptation capabilities of U and V .

Algorithm 1. Convert a network to a PDA

Input: a network N = (G = (V, E),A, P ), a source S and a destination D
Output: push-down automaton AN = (Q, Σ, Γ, δ, S, ∅, {D})
(1) Σ ← A∪A ; Γ ← A∪ {Z0}
(2) Create a single state for the node S
(3) For each node U �= S and each protocol x ∈ IN(U), create a state Ux

(4) For each state Ux s.t. (S,U) ∈ E and x ∈ Out(S)
Create a transition (S,< ε, Z0, Z0 >,Ux)

(5) For each link (U,V )∈E s.t. U �=S and for each (x, y)∈P (U) and each α∈Γ\{x}
(5.1) If x ∈ A(U)∩ In(V ) Create a transition (Ux, < x,α, α >, Vx){passive trans.}

(5.2) If x �= y and y ∈ In(V ) Create a transition (Ux, < x,α, xα >, Vx){encap.}
(6) For each link (U, V ) ∈ E s.t. U �= S and for each (x, y) ∈ P (U)

(6.1) If x ∈ In(V ) Create a transition (Uy , < y, x, ∅ >,Vx){decap.}
(7) Create a fictitious final state D.
(8) For each x ∈ In(D) and each α ∈ Γ\{x} Create a transition (Dx, < x, Z0, ∅ >,D)

Complexity. Each node U from the graph generates |In(U)| states, except
the source node S. A fictitious final state is added. Thus, the number of states
is at worst 2 + (|V| − 1) × |A| so in O(|V| × |A|). The worst case complexity
of algorithm 1 is in O(max((|V| × |A|), (|E| × ((|A| × |ED|) + |ED|))))). We
assume that the network is connected, so |E| ≥ |V| − 1. Since ED is a subset of
A2, then |ED| < |A|2 and |ED| < |A|2. Thus, the upper bound complexity is in
O(|E| × |A|3), which is also an upper bound for the number of transitions.

Proposition 1. Considering a network N = (G = (V , E),A, P ), a source S ∈
V and a destination D ∈ V, the language recognized by AN is the set of traces
of the feasible paths from S to D in N .

1 Note that, even if x = a ∈ A, the transition has the form (Ua, < a, α, aα >, Vy).
Characters in A are only used as input characters. Characters indexing states and
pushed characters in the stack are their equivalent in A.
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Sketch of Proof. The main idea is to show that a path C is feasible if and only
if its trace TC is accepted by the PDA. Thus, for each feasible path there is a
sequence of transitions in the PDA that accepts its trace. And for each accepted
word, the sequence of transitions, which accepts this word, corresponds to a
feasible path. The complete proof is available in the Appendix online [9].

5 The Shortest Feasible Path

In sec. 4, we provided the method to build a PDA allowing to determine the
feasible paths. The next step is to minimize either the number of nodes or the
number of adaptation functions. The method to minimize the number of nodes
uses directly the PDA as described in sec. 5.1. But, to minimize the number of
adaptation functions, as detailed in sec. 5.2, the PDA is transformed in order
to bypass the sub-paths without any adaptation function. Then, a CFG derived
from the PDA (or the transformed PDA) generates words whose length is equiv-
alent to the number of nodes (or to the number of adaptations). An algorithm
browses the CFG to determine the shortest word. Finally, another algorithm
identifies the multi-domain path corresponding to this shortest word.

5.1 Minimizing the Number of Nodes

The number of characters in a word accepted by the automaton AN is the
number of links in the corresponding feasible path (each character is a protocol
used on a link). Thus the step of automaton transformation (sec. 5.2) should
be skipped. The automaton AN is directly transformed into a CFG, then the
shortest word is generated as described in sec. 5.3. The corresponding feasible
path is computed by the algorithm 4 described in sec. 5.3.

5.2 Minimizing the Number of Adaptation Functions

To enumerate only encapsulations and decapsulations in the length of each word
(and thus minimize adaptation functions by finding the shortest word accepted),
a transformed automaton A′

N in which all sequences involving passive transitions
are bypassed must be determined. The length of the shortest word accepted by
A′

N is the number of adaptation functions plus a fixed constant.
Let define Qa (a ∈ A) as Qa = {Vx ∈ Q|x = a}, and let Aa

N be the sub-
automaton induced by Qa. By analogy with an induced subgraph, an induced
sub-automaton is a multigraph with labeled edges such that the set of vertex
is Qa and the set of edges is the set of transitions between elements of Qa.
Since there are only passive transitions between two states in Qa, all paths in
the sub-automaton are passive. Let define P (Ux, Vx) as the shortest path length
between Ux and Vx. This length can be computed by any well-known Shortest
Path Algorithm. Let Succ(Vx) be the set of successors of Vx in the original
automaton AN , i.e., Succ(Vx) = {Wy ∈ Q|∃(Vx, < x, α, β >,Wy) ∈ δ}.
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The algorithm 2 takes as input AN and computes the transformed automaton
A′

N = (Q′, Σ′, Γ ′, δ′, S′, ∅, {D′}). A′
N is initialized with the values of AN . Then,

the algorithm computes the sub-automaton for each character x ∈ A (step (1))
and the length values P (Ux, Vx) for each pair of states in the sub-automaton (step
(2.1)). Each path between a pair of states is a sequence of passive transitions.
If such a path exists (step (2.2)), the algorithm adds transitions to δ′ from Ux

to each state in Succ(Vx) (steps (2.2.2) and (2.2.3)). These added transitions
are the same that those which connect Vx to its successors Wy, but with an
input character indexed by the number of passive transitions between Ux and
Vx, (i.e., P (Ux, Vx)) plus one (indicating that there is a transition sequence
which matches with a sequence of protocols xx . . . x of length P (Ux, Vx) + 1).
The indexed character is added to the input alphabet Σ′ (step (2.2.1)).

Example. The algorithm 2 transforms the PDA in Fig. 2(b) into the PDA in
Fig. 2(c). the transition (Vb, < b2, a, ∅ >,Da) is added to bypass the sequence of
transitions (Vb, < b, a, a >,Wb) (Wb, < b, a, ∅ >,Da).

Algorithm 2. Transform automaton AN

Input: push-down automaton AN = (Q,Σ, Γ, δ, S, ∅, {D})
Output: transformed push-down automaton A′

N = (Q′, Σ′, Γ ′, δ′, S′, ∅, {D′})
Q′ ← Q, Σ′ ← Σ, Γ ′ ← Γ , δ′ ← δ, S′ ← S, D′ ← D
For each x ∈ A

(1) Compute Ax
N

(2) For each Ux ∈ Qx and each Vx ∈ Qx s.t. Ux �= Vx

(2.1) Compute P (Ux, Vx)
(2.2) If P (Ux, Vx) < ∞ {there is a path between Ux and Vx}

(2.2.1) Add xP (Ux,Vx)+1 and xP (Ux,Vx)+1 to Σ
(2.2.2) For each Wy ∈ Succ(Vx)\{Ux} and each (Vx, < x,α, β >,Wy) ∈ δ

Add the transition (Ux, < xP (Ux,Vx)+1, α, β >,Wy) to δ′

(2.2.3) For each Wy ∈ Succ(Vx)\{Ux} and each (Vx, < x, α, β >,Wy) ∈ δ
Add the transition (Ux, < xP (Ux,Vx)+1, α, β >,Wy) to δ′

Complexity. Steps (2.2.2) and (2.2.3) are bounded by O(|Q| × |δ|). Step (2.1)
(computing the shortest path) is bounded by O(|Qx|2). Since the automaton
is connected, |Qx| ≤ |Q| ≤ |δ| + 1. Thus, the complexity of each iteration in
the loop For (step (2)) is bounded by O(|Q| × |δ|). The number of iterations
of step (2) is in O(|Qx|2). However, a state cannot belong to two different sub-
automata. The complexity of the algorithm 2 is in O(

∑
x∈A |Qx|2 × |Q| × |δ|),

which is maximized when ∃x ∈ A s.t. |Qx| = |Q| and |Qx′ | = 0 for each x′ �= x.
Thus, the complexity of algorithm 2 is in O(|Q|3 × |δ|). In the network model,
this is equivalent to O(|A|6 × |V|3 × |E|).

Let L(AN ) be the set of words accepted by AN , and let L(A′
N ) be the set of

words accepted by A′
N . Let f : Σ′ → Σ∗ be a function s.t.:

– if xi = ai ∈ A′ then f(xi) = aa . . . aa︸ ︷︷ ︸
i occurrences
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– if xi = ai ∈ A′ then f(xi) = aa . . . aa︸ ︷︷ ︸
i occurrences

The domain of f is extended to (Σ′)∗:

f : (Σ′)∗ → Σ∗ s.t. w′ = x1
i x

2
j . . . x

n
k → f(w′) = f(x1

i )f(x
2
j ) . . . f(x

n
k )

For simplicity, we consider that x and x1 are the same character. f(L(A′
N ))

denotes the set of words accepted by A′
N transformed by f (i.e. f(L(A′

N )) =
{f(w′) s.t. w′ ∈ L(A′

N )}).
It is clear that f is not a bijection (f(xixj) = f(xi+j)). So to operate the

transformation between L(AN ) and L(A′
N ), we define g : Σ∗ → (Σ′)∗ s.t. :

for each w = xx . . . x︸ ︷︷ ︸
i occurrences

yy . . . y︸ ︷︷ ︸
j occurrences

. . . zz . . . z︸ ︷︷ ︸
k occurrences

∈ Σ∗, g(w) = xiyj . . . zk.

In other words, w′ = g(w) is the shortest word in (Σ′)∗ s.t. f(w′) = w.

The following proposition shows the relation between the number of encapsu-
lations in AN and the size of a word accepted by A′

N .

Proposition 2. The word accepted by AN which minimizes the number of pushes
is f(w′), where w′ is the shortest word (i.e., with minimal number of characters)
accepted by A′

N .

Sketch of Proof. There is a linear relation between the length of a word accepted
by L(A′

N ) and the number of pushes and pops involved to accept it, and the
same number of pushes and pops is involved to accept w′ (in A′

N ) and f(w′) (in
AN ). The complete proof is available in [9].

5.3 The Shortest Path as a Shortest Word

In order to find the shortest word accepted by AN (resp. A′
N ), the CFG GN such

that L(GN ) = L(AN ) (resp. L(A′
N )) is computed. Backtracking from terminals

to the start symbol, the shortest sequence of derivations is then computed. From
the PDA to the CFG. The transformation of a PDA into a CFG is well-
known. We adapted a general method described in [7] to transform AN (resp.
A′

N ) into a CFG GN = (N , Σ, SG,P) (resp.(N , Σ′, SG,P)) where N is the set
of nonterminals (variables), Σ (resp. Σ′) is the input alphabet, SG is the initial
symbol (initial nonterminal) and P is the set of production rules. Nonterminals
are in the form [UXV ] where U, V ∈ Q (resp. Q′) and X ∈ Γ (resp. Γ ′).The
worst case complexity of this algorithm is in O(|δ|× |Q|2) (resp. O(|δ′|× |Q′|2)).
W.r.t. the definition of the network, the upper bound is in O(|A|5 × |V|2 × |E|)
and the number of production rules in the wost case is 1+ |Q|+(|δ|×|Q|2) (resp.
O(|A|8 × |V|5 × |E|2) and 1 + |Q′|+ (|δ′| × |Q′|2)). The number of nonterminals
is bounded by O(|Q|2 × |A|) = O(|A|3 × |V |2) (resp. O(|Q′|2 × |A|) = O(|A|3 ×
|V |2)). The interested reader can refer to [9] for the detailed algorithm.

Example. This method transforms the PDA in Fig. 2(c) into a CFG. Figure 2(d)
is a subset of production rules of the obtained CFG. This subset allows generating
the shortest trace of a feasible path in the network in Fig. 2(a).
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The Shortest Word Generated by a CFG. To find the shortest word gen-
erated by GN , a function � associates to each nonterminal the length of the
shortest word that it generates.

More formally, � : {N ∪Σ ∪ {ε}}∗or {N ∪Σ′ ∪ {ε}}∗ → N ∪∞ s.t.:
- if w = ε then �(w) = 0,
- if w ∈ Σ or Σ′ then �(w) = 1,
- if w = α1 . . . αn (with αi ∈ {N ∪ Σ ∪ {ε}} or {N ∪ Σ′ ∪ {ε}}) then �(w) =∑n

i=1 �(αi).
The algorithm 3 computes the value of �([x]) for each [x] ∈ N .

Algorithm 3. Compute the values �([x]) for each nonterminal [x] ∈ N
Input: GN = (N , Σ, SG,P) or (N , Σ′, SG,P)
Output: 
([x]) for each nonterminal [x]
(1) Initialize each 
([x]) to ∞
(2) While there is at least one 
([x]) updated at the previous iteration do

(2.1) For each production rule [x] → α1 . . . αn in P
(2.1.1) 
([x]) ← min{
([x]),∑n

i=1 
(αi)}

Proposition 3. The algorithm 3 terminates at worst after |N | iterations, and
each �([x]) ([x] ∈ N ) obtained is the length of the shortest word produced by [x].

Sketch of Proof. During each iteration, at least one �([x]) is updated to its correct
value, until all values are correct. The complete proof is available in [9].

Complexity. The complexity of the algorithm 3 is in O(|N | × |P|) which is
O(|A|8 × |V |4 × |E|) (resp. O(|A|11 × |V |7 × |E|2)) in the network model.

There are several algorithms which allow generating a random word of some
length from a CFG. The boustrophedonic and the sequential algorithms described
in [6] generate a random labeled combinatorial object of some length from any
decomposable structure (including CFGs). The boustrophedonic algorithm is in
O(n log n) (where n is the length of the object) and the sequential algorithm
is in O(n2) but may have a better average complexity. Both algorithms use a
precomputed table of linear size. This table can be computed in O(n2). These
algorithms require an unambiguous CFG, but this requirement is only for the
randomness of the generation. Recall that our goal is to generate the trace of the
shortest feasible path. Thus, we do not take into consideration the randomness
and the distribution over the set of shortest traces.

In order to generate the shortest word in L(GN ), the boustrophedonic algo-
rithm uses GN and �(SG) as input (�(SG) is the length of the shortest word
generated by GN ). Thus, the generation of the shortest word w (resp. w′) is in
O(|w|2) (resp. O(|w′|2)) including the precomputation of the table.

Example. The algorithm 3 gives �(SG) = 3. The boustrophedonic algorithm
computes the shortest word with the production rules in Fig. 2(d). The derivation

is: SG

(1)

% [SZ0D]
(2)

% [UaZ0D]
(3)

% a[VbZ0Da][DaZ0D]
(4)

% ab2[DaZ0D]
(5)

% ab2a
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Thus, the shortest word accepted by the transformed PDA is ab2a. And the
shortest trace of a feasible path is f(ab2a) = abba.

From the Shortest Word to the Path. If the goal is to minimize the number
of nodes in the path, the algorithm 4 takes as input the shortest word w accepted
by AN . Otherwise, as w′ is the shortest word accepted by A′

N and generated by
GN , by prop. 2, f(w′) is the word which minimizes the number of pops and
pushes in AN . In such a case it is the trace TC of the shortest feasible path C
in the network N . It is possible that several paths match with the trace TC = w
(resp. f(w′)). In such a case, a load-balancing policy can choose a path.

The algorithm 4 is a dynamic programming algorithm that computes C. It
starts at the node S and takes at each step all the links in E which match with
the current character in TC . Let TC = x1x2 . . . xn (xi ∈ A ∪ A). At each step i,
the algorithm starts from each node U in Nodes[i] and adds to Links[i] all links
(U, V ) which match with xi. It also adds each V in Nodes[i+1]. When reaching
D, it backtracks to S and selects the links from D to S.

Example. From the shortest trace abba, the algorithm 4 computes the only
feasible path in the network on Fig. 2(a), which is S, a, U, b, V, b,W, a,D.

Algorithm 4. Find the shortest path

Input: Network N and TC

Output: Shortest path C
(1) Nodes[1] ← S ; i ← 1
(2) While D is not reached do

(2.1) for each U ∈ Nodes[i] and each V ∈ V s.t. (U, V ) ∈ E do
(2.1.1) If xi ∈ A, xi ∈ Out(U), xi ∈ In(V ) and (xi−1, xi) ∈ P (U)

(2.1.1.1) Add (U, V ) to Links[i] and V to Nodes[i+ 1]
(2.1.2) If xi ∈ A, xi ∈ Out(U), xi ∈ In(V ) and (xi, xi−1) ∈ P (U)

(2.1.2.1) Add (U, V ) to Links[i] and V to Nodes[i+ 1]
(2.2) i++

(3) Backtrack from D to S by adding each covered link in the backtracking to C.

Complexity. The while loop stops exactly after TC steps, because it is sure
that there is a feasible path of length |TC | if TC is accepted by the automaton

Table 1. Algorithms and their complexities

Step Algorithm Upper-Bound Complexity
Minimizing hops Minimizing enc./dec.

Network to PDA Algorithm 1 O(|E| × |A|3) O(|E| × |A|3)
PDA to trans. PDA Algorithm 2 / O(|A|6 × |V|3 × |E|)
Trans. PDA to CFG Algorithm 5[9] O(|A|5 × |V|2 × |E|) O(|A|8 × |V|5 × |E|)
Shortest word length Algorithm 3 O(|A|8 × |V|4 × |E|) O(|A|11 × |V|7 × |E|2)

Shortest word Boustrophedonic[6] O(|w|2) O(|w′|2)
Trace to shortest path Algorithm 4 O(|TC | × |V| × |E|) O(|TC | × |V| × |E|)
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(a) Network

(b) Corresponding PDA

(c) Transformed PDA

(d) Subset of GN which generates TC

Fig. 2. Example
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AN . At each step, all links and nodes are checked in the worst case. Thus, the
algorithm 4 is in O(|TC | × |V| × |E|) in the worst case.

6 Conclusion

In this paper, we presented a new model for heterogeneous networks involv-
ing automata theory to provide the shortest path in number in nodes or in
encapsulations/decapsulations. The proposed solution can be applied over the
Pseudo-Wire architecture [2], but also over other network architectures which in-
volve adaptation functions and protocol changes. The different algorithms of our
methodology have polynomial upper-bounds as summarized by Table 1. These
worst-case upper-bounds can be quite high but correspond to unrealistic situa-
tions. In future work, we aim to extend our model to support QoS constraints
and to define a distributed solution.

References

1. Bocci, M., Bryant, S.: RFC5659 - An Architecture for Multi-Segment Pseudowire
Emulation Edge-to-Edge (2009)

2. Bryant, S., Pate, P.: RFC3985 - Pseudo Wire Emulation Edge-to-Edge (PWE3)
Architecture (2005)

3. Cho, H., Ryoo, J., King, D.: Stitching dynamically and statically provisioned
segments to construct end-to-end multi-segment pseudowires (2011), http://

www.ietf.org/id/draft-cho-pwe3-mpls-tp-mixed-ms-pw-setup-01.txt

4. Dijkstra, F., Andree, B., Koymans, K., van der Ham, J., Grosso, P., de Laat, C.:
A multi-layer network model based on ITU-T G.805. Comput. Netw. (2008)

5. Farrel, A., Vasseur, J.P., Ash, J.: RFC4655 - A Path Computation Element (PCE)-
Based Architecture (2006)

6. Flajolet, P., Zimmermann, P., Van Cutsem, B.: A calculus for the random gener-
ation of labelled combinatorial structures. Theoretical Computer Science (1994)

7. Hopcroft, J.E., Motwani, R., Ullman, J.D.: Introduction to Automata Theory, Lan-
guages, and Computation. Addison-Wesley Longman Publishing (2006)

8. Kuipers, F.A., Dijkstra, F.: Path selection in multi-layer networks. Computer Com-
munications (2009)

9. Lamali, M.L., Pouyllau, H., Barth, D.: Appendices to Path computation in multi-
Layer multi-domain Networks (2011), https://www.ict-etics.eu/fileadmin/

documents/publications/scientific papers/report.pdf

10. Lamali, M.L., Pouyllau, H., Barth, D.: End-to-End Quality of Service in Pseudo-
Wire Networks. In: ACM CoNEXT Student Workshop (2011)

11. Liebehenschel, J.: Lexicographical Generation of a Generalized Dyck Language.
SIAM J. Comput. (2003)

12. Martini, L., Rosen, E., El-Aawar, N., Heron, G.: RFC4448 - Encapsulation Methods
for Transport of Ethernet over MPLS Networks (2008)

13. Shiomoto, K., Papadimitriou, D., Le Roux, J., Vigoureux, M., Brungard, D.:
RFC5212 - Requirements for GMPLS-based multi-region and multi-layer networks,
MRN/MLN (2008)

http://www.ietf.org/id/draft-cho-pwe3-mpls-tp-mixed-ms-pw-setup-01.txt
http://www.ietf.org/id/draft-cho-pwe3-mpls-tp-mixed-ms-pw-setup-01.txt
https://www.ict-etics.eu/fileadmin/documents/publications/scientific_papers/report.pdf
https://www.ict-etics.eu/fileadmin/documents/publications/scientific_papers/report.pdf


Author Index

Abboud, Osama II-1
Akshay Uttama Nambi, S.N. II-291
Ali, Arshad II-277
Almeida, Jussara M. II-84
Altman, Eitan II-211, II-277, II-343,

II-392
Amigo, Isabel II-252
An, Xueli I-175
Apolónia, Nuno I-82
Applegate, D. II-44
Archer, A. II-44
Arya, Vijay I-289

Barla, Isil Burcu I-161
Barlet-Ros, Pere II-111
Barth, Dominique I-421
Belzarena, Pablo II-252
Ben-Porat, Udi I-135
Bernardi, Giacomo I-344
Bhattacharya, Parantapa I-190
Blenn, Norbert I-56, I-97
Bocek, Thomas II-15
Bonaventure, Olivier I-397
Boreli, Roksana II-198
Bremler-Barr, Anat I-135

Cabellos-Aparicio, Albert I-409
Calinescu, Gruia II-366
Carle, Georg I-161
Casetti, Claudio E. I-68
Chahed, Tijani II-277
Chai, Wei Koong I-27
Chang, Rocky K.C. II-124
Chang, Yi-Yin II-304
Charalampidou, Kassandra I-97
Chen, Ling-Jyh II-304
Cherukuru, Himalatha II-136
Chiluka, Nitin II-238
Choi, Yanghee II-97
Chu, Xiaowen II-316
Chung, Taejoong II-97
Claffy, Kc II-136
Clegg, Richard G. II-223
Coras, Florin I-409

Cunche, Mathieu II-198
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