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Preface

This volume contains the papers presented at STM 11: 7th International
Workshop on Security and Trust Management held during June 27–28, 2011,
in Copenhagen, Denmark.

There were 33 submissions. Each submission was reviewed by at least 3, and
on average 3.9, Program Committee members. The Committee decided to accept
12 papers, yielding an acceptance rate of approximately 35%. The program also
includes 4 invited papers from the two invited speakers and the participants on
the panel.

STM is a working group of ERCIM (European Research Consortium in In-
formatics and Mathematics), and was established in 2005 to provide a platform
for researchers in security and trust management to present and discuss their
work and to foster cooperation. One of the means to achieve these goals is the
organization of a yearly workshop.

There is a long list of people who volunteered their time and energy to put
together this workshop and who deserve acknowledgement. We would like to
thank the Program Committee and the external reviewers for all their hard
work in evaluating and discussing papers, often under intense time pressure.
We are also grateful to the STM Organizers, Christian Damsgaard Jensen and
Aljosa Pasic, whose work made this meeting possible. We would also like to
thank Javier Lopez, the head of the Security and Trust Management Working
Group of the European Research Consortium for Informatics and Mathematics,
which sponsors STM. He went out of his way to support the workshop and our
work in attracting papers and dealing with publishers.

Last but not least, our thanks go to all the authors who submitted papers,
and to all the attendees, without whom this workshop would not have taken
place. We hope that you find the proceedings stimulating.

January 2012 Catherine Meadows
Carmen Fernández-Gago
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Uncertainty, Subjectivity, Trust and Risk:

How It All Fits together

Bjørnar Solhaug1 and Ketil Stølen1,2

1 SINTEF ICT
2 Dep. of Informatics, University of Oslo

{Bjornar.Solhaug,Ketil.Stolen}@sintef.no

Abstract. Trust management involves the identification and analysis
of trust relations. However, adequately managing trust requires all the
relevant aspects of trust to be addressed. Moreover, which aspects to ad-
dress depend on the perspective of the trust management. In this position
paper we relate the notion of trust to the notions of uncertainty, subjec-
tivity and risk, and we explain how these aspects should be addressed
and reasoned about from three different perspectives.

Keywords: Aleatory uncertainty, epistemic uncertainty, subjective,
objective, trust, risk, trust management.

1 Aleatory Uncertainty vs. Epistemic Uncertainty

The future is uncertain and may be difficult to foresee. Nevertheless, we often
make predictions about the future, be it about the weather for tomorrow, the
outcome of a gambling, the stock prices, or the dependability of ICT systems.
One way of making such predictions is to determine the uncertainty about out-
comes of the future by means of statistical methods and probability theory. When
we make predictions it is always with respect to some entity or part of reality.
In the following we use the term system to refer to the object for prediction.

Uncertainty is often classified into two kinds [4]. On the one hand we may be
uncertain about the future due to ignorance and lack of evidence. On the other
hand uncertainty may be due to the inherent randomness of systems. The latter
kind of uncertainty is commonly referred to as aleatory uncertainty and pertains
to chance. Typical examples are the outcomes of the tossing of a coin, or the
hands players of a game of poker receives. Aleatory uncertainty is the inher-
ent randomness that cannot be removed from systems (without redesigning the
systems). The former kind of uncertainty is commonly referred to as epistemic
uncertainty and pertains to our knowledge about the system at hand. When mak-
ing predictions about future behavior, the epistemic uncertainty is something we
actively seek to reduce by gathering more information and evidence.

In determining future behavior, we may identify the possible outcomes of a
situation and assign a probability p ∈ [0, 1] to each outcome. In cases of perfect
knowledge and where p is close to 0 or 1, the outcome is almost certain; there is
no epistemic uncertainty and close to no aleatory uncertainty. However, if p gets

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 1–5, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 B. Solhaug and K. Stølen

closer to 0.5, the outcome is increasingly uncertain, as for example the outcome
of tossing a coin. Should knowledge be imperfect, on the other hand, we have
a degree of epistemic uncertainty. This kind of uncertainty can, for example, be
documented by using probability intervals P ⊆ [0, 1] instead of exact values. The
correct probability is then assumed to be a value p ∈ P . Using intervals instead of
exact values is a form of underspecification that reflects epistemic uncertainty.
While new knowledge is gathered, the underspecification can be reduced by
narrowing the interval and thereby making a more precise prediction.

2 Objective vs. Subjective

The term objective commonly pertains to the existence of an object outside
the consciousness and independent of the subject’s perception of the object.
Also the properties and qualities of the object are independent of the subject;
objectivity and the objective are therefore typically associated with the true and
the factual reality. The term subjective, on the other hand, pertains to the subject
and how the subject perceives an object. The properties and qualities assigned
to an object depend on the subject’s perception, and may hence differ from one
individual subject to the other; subjectivity and the subjective are therefore
typically associated with the false and the possibility of wrong perceptions.

3 Trust vs. Risk

Trust is a relation between a trustor (an actor) and a trustee (an entity) and
concerns the expectations of the trustor about the future behavior of the trustee.
The same trustor can trust the same trustee for different purposes and in varying
degrees depending on the purpose, for which reason there can be several trust
relations between one pair of trustor and trustee.

The level of trust reflects the uncertainty about the future behavior of the
trustee. When placing trust, the trust level is the prediction of the trustor and
can be specified by a probability p ∈ [0, 1] ranging from complete distrust to com-
plete trust. This uncertainty can be both aleatory and epistemic. The aleatory
uncertainty is associated with the inherent possibility of the trustee both to
prove trustworthy and to deceive. The epistemic uncertainty reflects the degree
to which the trustor has access to evidence about the trustee.

A further aspect of trust is that different actors may trust the same entity for
the same purpose to different degrees, even if the histories and contexts are the
same. This is because trust is about how the trustor perceives the trustee. In
other words, trust is subjective. This is captured by Gambetta [2] who defines
trust as the subjective probability by which the trustor expects that the trustee
performs a given action on which the welfare of the trustor depends.

The notion of trustworthiness, on the other hand, pertains to the objective.
The trustworthiness of an entity is an inherent quality of the trustee, and can be
defined as the objective probability by which the trustee performs a given action
on which the welfare of the trustor depends. When the subjective estimate,
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i.e. the trust level, is too high or too low, we say that trust is ill-founded. In the
former case the trust is higher than the trustworthiness, which means that the
probability of deception is higher than what the trustor believes. In the latter
case the trust is lower than the trustworthiness, which means that the probability
of deception is lower than what the trustor believes.

Trust is inherently related to risk, because in a situation of trust the welfare
of the trustor is at stake, and there is always a possibility of deception [1]. At
the same time trust is related to opportunity, because if the trustor performs as
trusted to it may have a positive outcome for the trustor [6]. Risk is commonly
defined as the probability of the occurrence of a harmful event [3]. The risk
level is given as a function from the consequence (loss) of the event and the
probability of its occurrence. We define opportunity as the probability of the
occurrence of a beneficial event [5]. The opportunity level is given as a function
from the consequence (gain) of the event and the probability of its occurrence.

When interacting based on trust, the trustor typically seeks to maximize op-
portunities while minimizing risks. Importantly, the opportunity and risk esti-
mates of the trustor are subjective beliefs of the trustor that the trustor acts
upon; the objective opportunity and risk can only be derived from the trustwor-
thiness of the trustee.

In managing trust we need to understand both aleatory and epistemic un-
certainty, and to understand both the subjective and the objective aspects of
trust. Moreover, all these aspects must be taken into account when assessing the
involved risks and opportunities.

4 Trust Management from Three Perspectives

What trust management is about depends on behalf of whom the trust, risk and
opportunity are to be managed. We use an example of online poker to explain
the differences. The poker web application connects the players online and serves
as the house. Two actors involved are Alice who is an online poker player and
Bob who is the network provider. As a trustor in this setting, Alice needs to
assess whether the deck of cards (i.e. the web application) is fair and whether
Bob is just. As the network provider, Bob’s concern is the trust of his customers,
e.g. that the online players trust him not to act as one of the online players while
observing the other players’ hands. The two trust relations we consider are hence
one between Alice and Bob and one between Alice and the deck. There are also
other trust relations, but for simplicity we focus on these two only. Finally, we
have Claire who is the owner of the online poker house and whose main concern
is to make money.

Figure 1 illustrates various concerns related to trust management. In the up-
per part we have the relevant aspects of the factual reality, namely trust (the
subjective perception of the reality) and trustworthiness (the objective qualities
of the reality). In the lower part we have the target of investigation when un-
covering the factual reality. In the case of trust, the target of investigation is the
trustors, whereas in the case of trustworthiness, the target of investigation is the
trustees.
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Subjective probability of Bob
being just and deck being fair

Objective probability of Bob
being just and deck being fair

Alice Bob and deck

Trust Trustworthiness

Target of investigation Target of investigation

Factual reality

Uncovering
factual reality

Fig. 1. Uncovering the factual reality

4.1 Trust Management on Behalf of the Trustor

When the trust manager acts on behalf of the trustor, the task is to help establish
the trustworthiness of the trustees involved. In other words, to help the trustor
to reduce epistemic uncertainty and get the aleatory uncertainty right. With
respect to our example, the task of the trust manager could be to help Alice
to correctly assess the trustworthiness of the two trustees involved, namely Bob
and the deck.

This kind of trust management might be thought of as a risk analysis with
the trust relation as target of analysis and the stake of the trust relation as the
asset to be protected. In order to correctly manage the involved risks, the trust
must be well-founded, which is precisely the task of the trust manager to ensure.

4.2 Trust Management on Behalf of the Trustee

When the trust manager acts on behalf of the trustee, the task is to help
the trustee to maintain or increase the trustee’s reputation among a group of
trustors; in principle, independent of whether this reputation is equal to, lower
or higher than the trustee’s trustworthiness. However, one may argue that an
“honest” trust manager will not attempt to rise the reputation of the trustee
beyond the trustees’ trustworthiness.

With respect to our example, the trust manager might act on behalf of
either the deck (i.e. the web application) or Bob. In the case of the former,
the client (the one who pays for the trust management) might be the software
manufacturer.

In trust management on behalf of the trustee, if the objective is to defend
the trustees current reputation one could conduct a defensive risk analysis with
the trust relation as target of analysis and the current reputation of the trustee
as the asset. Note that the trustor’s perception of the trustee is an important
ingredient in such a risk analysis; it is the reputation of the trustee and not its
trustworthiness that is to be defended. If the objective is to rise the trustees
current reputation, one might employ the more offensive kind of risk analysis
conducted by share traders where the level of risk tolerance is balanced against
the level of opportunity.
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4.3 Trust Management on Behalf of the System Owner

When the trust manager acts on behalf of the system owner, the task is to assess
the impact of the trust relations within the system on the overall behavior or
some quality of the system.

With respect to our example, the system in question includes Alice, Bob, the
deck, the underlying software and infrastructure, and the two trust relations.
The task of the trust manager might be on behalf of Claire to assess whether
trust relations within the online poker games might be exploited to implement a
scam that would ruin Claire by manipulating the players’ trust in either Bob or
the deck; to the extent that Alice and other players make trust-based decisions,
the trust relations have direct impact on the business risks and opportunities for
Claire.

Again, an important ingredient in this kind of trust management is risk anal-
ysis. Such a risk analysis would be rather conventional with the important ex-
ception that the description of the target of analysis would contain explicit trust
relations. As in any risk analysis, a crucial ingredient is to make predictions and
determine uncertainty. Because the target in this case includes trust relations,
these relations have direct impact on the overall behavior of the system. In other
words, the aleatory uncertainty of the future behavior of the system depends on
both the subjective trust and the objective trustworthiness.

Acknowledgments. This work has been partially funded by the European
Commission via the NESSoS (256980) network of excellence and by the Research
Council of Norway via the DIGIT (180052/S10) project.
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Trust Extortion on the Internet

Audun Jøsang

University of Oslo�

josang@mn.uio.no

Abstract. Dangers exist on the Internet in the sense that there are attackers who
try to break into our computers or who in other ways try to trick us when we
engage in online activities. In order to steer away from such dangers people tend
to look for signals of security and trustworthiness when navigating the Internet
and accessing remote hosts. Seen from an online service provider’s perspective it
therefore is an essential marketing requirement to appear trustworthy, especially
when providing sensitive or professional services. Said more directly, any percep-
tion of weak security or low trustworthiness could be disastrous for an otherwise
secure and honest online service provider. In this context many security vendors
offer solutions for strengthening security and trustworthiness. However there is
also a risk that security vendors through their marketing strategy create an il-
lusion that an online service provider which does not implement their solutions
might therefore be insecure or untrustworthy. This would represent what we call
trust extortion, because service providers are forced to implement specific secu-
rity solutions to appear trustworthy although there might be alternative security
solutions that provide equal or better security. We describe real examples where
this seems to be the case. Trust extortion as a marketing strategy does not have to
be explicit, but can be done very subtly e.g. through standardisation and industry
fora, which then gives it a veil of legitimacy.

1 Introduction

The Internet is a primary arena for human interaction, e.g. for delivering commercial
and civic services and for participating in social communities. At the same time, the
Internet can in many ways be a dangerous place because it exposes us to risks that are
difficult to manage. Most people are aware of this fact, and most people would stop
using a specific service if they perceive the risk of using the service to be significant.
Losing people’s trust could therefore cause a significant drop in business. Such a change
in user behaviour does not need to be a rational reaction to real threats or security
incidents, but could be the result of irrational perceptions and mass psychosis. In fact
it has become a primary concern of online SPs (Service Providers) to tightly control
the dissemination of information about security incidents and vulnerabilities, precisely
because this sort of negative publicity undermines people’s trust. Online SPs clearly see
a need to be perceived as providing a secure IT infrastructure, which should normally
be achieved by actually focusing on real security solutions. However there is a risk that
organisations will implement measures aimed at inducing trust and security assurance,

� The work reported in this paper has been partially funded by UNIK.

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 6–21, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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but that in reality give little or no real added security. This possibility creates a potential
market for ”fake security”, i.e. where the main purpose is to give the impression of
security, and to a lesser extent to provide practical security. There is also a danger that
security technology companies try to expand their marked by creating an artificial need
for adopting security solutions that organisations do not need, e.g. through giving the
market the impression that these (ineffective) security solutions are really needed. This
would create a situation of ”trust extortion” in the sense that SPs would have no other
option than to adopt these security solutions in order to avoid losing business. This effect
could be amplified by influencing the industry in subtle ways not to adopt competing
and more effective security solutions. In practice it then becomes a business risk for
online SPs not to implement such ineffective security solutions.

This paper focuses on certain aspects of the security industry that seem more aimed
at giving the impression of security than of giving real security. More specifically we
focus on the industry of the Browser PKI and of issuing public-key certificates to online
SPs to support TLS (Transport Layer Security) and to software developers to support
software signing. We show that the actual security provided by this technology in its
current implementation is questionable, as demonstrated, e.g. by the continuing and
endemic phishing attacks and more advanced attacks against web sites [16] that exploit
TLS as an attack vector, and by high profile attacks such as the Stuxnet worm [17] attack
which precisely exploited software signing as an attack vector to penetrate systems.

We also propose alternative security solutions to those of the traditional Browser
PKI. Our proposed solutions would strengthen security and also be more economical
because of its simple structure. Any new security architecture for the web needs a viable
business model in order to be supported by the market. In our case one business model
is based on cost savings by not using server certificates at all, and instead enable TLS
security without server certificates, which is possible through the Anonymous Diffie-
Hellman option. An additional business model could be based on shifting the certificate
issuing business from dedicated CAs (Certificate Authorities) to DNS (Domain Name
System) registrars and DNS service operators which would reuse existing trust struc-
tures and provide a simpler and thereby more secure PKI. We see a tendency in certain
parts of the security industry to work against the deployment of such obvious security
solutions, possibly because it would undermine their established business models.

2 Details of Public-Key Infrastructures

Secure key distribution is a major obstacle to practical use of cryptography. With tra-
ditional symmetric-key cryptography each pair of parties that want to set up a secure
communication channel must first exchange cryptographic keys through a secure extra-
protocol channel1 and thereby establish a direct trust relationship. Secure extra-protocol
channels and direct trust relationships are typically expensive to set up and operate, so
finding ways to reduce their number can lead to significant cost savings. The main
purpose of a PKI is to simplify key distribution by theoretically reducing the number of
secure extra-protocol channels needed. Indirect trust in public keys is then cryptograph-
ically derived from a single direct trust relationship between the relying party and the

1 Extra-protocol channels can also be called out-of-band channels.
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Fig. 1. Detailed trust structure for certificate generation

root CA (Certificate Authority). In that sense, a PKI allows trust to be propagated from
where it initially exists to where it is subsequently needed [18]. A detailed illustration
of the trust involved in a certificate chain is illustrated in Fig.1.

The left hand side shows the trust structure where the indexes indicate the order
in which the trust relationships and digital signatures are formed. The right hand side
shows the corresponding graphical PKI representation, where SP (Service Provider)
certificates form the end point of a certificate chain. This trust structure can fail for sev-
eral reason, typically resulting in false certificates being issued, as explained in Sec.3.

A public-key certificate represents an expression of trust by the CA (Certificate Au-
thority) in the binding between a public key and a specific attribute. The most common
attribute of certificates is a name, whereby the semantics carried by such certificates
can be expressed as: ”The owner of the public key K rightfully carries the name N”,
or equivalently as: ”The entity named N rightfully owns the public key K”. Such cer-
tificates are often called identity certificates because they are used for identification and
authentication purposes. Any SP which can prove that it controls the private key corre-
sponding to the public key, will have proved that it also owns the name. The proof is
typically given through an exchange of cryptographic messages called a cryptographic
security protocol. A certificate can also express other semantic concepts than a unique
name, in which case it is called an attribute certificate. The semantics of an attribute
certificate would typically be expressed as: ”The owner of the public key K rightfully
has the attribute A”. In theory, any assertable concept can be certified in an attribute
certificate. Expressing access authorization is the most common usage of attribute cer-
tificates, whereby the semantic trust scope could be: ”The owner of the public key K is
authorized to access resource X with operation Y ”.

It is assumed that a RA (Registration Authority) is part of both the root CA and
any intermediate CA. The role of the RA is to pre-authenticate SP/entity identities
based on physical world artifacts, or to define appropriate attributes in case of attribute
certificates, and then to communicate this information (name and/or attributes) to the
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certificate issuing arm of the CA. In reality, the RA can be a separate organisation, in
which case additional trust relationships between the CA and the RA are required.

Software systems are designed to store and process public-keys in the form of certifi-
cates, and are usually unable to handle naked public keys. For that reason a root public
key is normally distributed and stored in the form of a certificate. In addition the root
certificate is normally self-signed, meaning that the public key sits in a certificate that
has been signed by the corresponding private key, as illustrated at the top of Fig.1 (in-
dex 2). Note that self-signing by itself provides no assurance whatsoever regarding the
authenticity of the root public key. Despite the fact that self-signing has absolutely no
security purpose, many people falsely believe that it provide assurance and a real basis
for authenticity. In order to establish meaningful trust in root certificates, the root CAs
themselves, and the exact procedure for installing them on a client, must be known and
trusted by users and relying parties. Unfortunately, most people ignore these issues and
often download and install root certificates online even without knowing.

Validation of a SP’s server certificate, normally done by the relying party, consists of
verifying the digital signature on the certificate and extracting the data contained within,
such as attribute/name and the public key. A detailed illustration of the validation pro-
cedure and the derived trust in the SP’s public key is illustrated in Fig.2. When a relying
party holds an authentic copy of the root CA public key contained in a root certificate
received through a secure extra-protocol channel, it will be able to derive trust in the
binding between the SP public key and the SP name.

Root CA self-signed 
certificate 

Intermediate CA 
certificate 

SP certificate 

Relying 
party 

Indirect trust 

Direct trust 

1 

binding 

binding 

binding 

validate 2 

3 
4 

Legend: Public key 

validate 

Fig. 2. Detailed trust structure for certificate validation

A leaf certificate owner in a PKI is typically a SP (Service Provider) which can be
a legal entity such as an individual or an organisation, or it can be a system or process
entity, or even an abstract role.

Recipients of public-key certificates, aka. relying parties, do not themselves need
certificates in order to authenticate an entity’s public key, they only need an authentic
copy of the root public key. Only entities that want to claim and prove some attribute of
themselves, such owning a specific domain name, need public-key certificates.
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3 The Browser PKI

A hierarchic PKI can be managed by a single organisation that operates the root and
multiple intermediate CAs, or by a set of separate organisations under one common
root CA. The DNSSEC PKI 2 is an example of the latter model. The Browser PKI com-
monly used for Internet encryption has multiple roots and hierarchies, where different
SP certificates can be issued under completely separate hierarchic PKIs, each with their
own root. Assuming that each relying party shall be able to validate any SP certificate
from any PKI, then it is required that all root CAs represent trust anchors for the re-
lying parties. In other words, all relying parties need to receive every root CA public
key through a secure extra-protocol channel, but the Browser PKI simply allows root
certificates to be downloaded online, thereby making a mockery of the PKI security
model. A simple illustration of the Browser PKI is provided in Fig.3.

Root CA self-signed certificates

Intermediate CA certificates 

Server and software certificates 

Relying 
party 

Automatic validation 

1 

2 

Browser 
PKI 

Pre-stored certificates 

Fig. 3. The Browser PKI

The channel for distributing the root CA certificates in the Browser PKI is by hard-
coding them in the Web browser distributions, as well as by importing additional cer-
tificates online. It is questionable whether the Web browser distribution represents a
secure extra-protocol channel. Storing CA certificates in browsers enables automated
validation of server certificates for SSL/TLS and digital signatures on software. There
are typically a few dozen CA certificates in any major browser distribution. In Microsoft
IE the list of root certificates can be viewed by clicking ’Tools’ → ’Internet Options’ →
’Content’ → ’Certificates’ → ’Trusted Root Certification Authorities’. Ironically many
of the CA certificates have long expired, but are still being distributed with new versions
of browsers. This is done e.g. in order to allow validation of legacy software, but shows
that the model in fact is broken. Ignoring the validity period specified in a certificate
for the sake of legacy functionality is a breach of the policy under which the certificates
where issued.

The main purpose of the Browser PKI is to enable browsers to automatically validate
any server certificate or software signature issued under any one of the roots. The set

2 http://www.dnssec.net/

http://www.dnssec.net/
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of root CA certificates in the Web Browser PKI model is dynamic, meaning that root
certificates can be deleted and new root certificates can be added. This represents a vul-
nerability because it could be possible for attackers to replace a genuine root certificate
with a false one. This attack could for example be executed by tricking the user into
installing a malicious root certificate or by malware without the user’s knowledge. The
authenticity of a root certificate depends on the security of the extra-protocol channel
through which it is received. Once a false certificate has been installed it will not be
possible for a relying party to detect that it actually is false. In practice, many people
install Browser PKI certificates and even root certificates based on discretionary ad hoc
trust decisions, which represents a real spoofing threat for identities on the Web.

The Browser PKI structure is relatively well hidden for the average computer users
who mostly ignore how it works. It is thus meaningless to speak about trust in the
root CAs in this situation, because the relying party ignores what is to be trusted. The
browser makes the trust decision automatically without consulting the user. Only in
case the validation fails is the user confronted with a pop-up window asking her to
make a decision whether or not to accept the certificate. Although most people accept
certificates that fail to validate, it typically generates an uncomfortable feeling - con-
sciously or unconsciously - especially when conducting sensitive transactions such as
Internet banking. This creates a pressure on SPs to maintain current server certificates
that validate automatically without annoying the user.

Having multiple separate hierarchic PKIs creates severe vulnerabilities through the
fact the the whole Browser PKI is only as secure as the weakest of each separate PKI.
Thus, the more root and intermediate certificates stored in the browser, the less secure
the Browser PKI becomes. The whole security chain would break if only one CA is-
sues a certificate without properly checking certificate owner’s identity, meaning that
an attacker would get a server or software certificate issued in somebody else’s name.
This happened e.g. when VeriSign, the worlds largest CA, issued software certificates
in the name of Microsoft to imposters, because VeriSign failed to recognise that the
persons buying the certificates were not Microsoft representatives [15]. The false cer-
tificates were never used and VeriSign survived the security breach with only a scratch
to its reputation. Nevertheless, the situation was very serious because the attackers could
have distributed malicious software - signed under the false certificate - that would have
been automatically validated by all the browsers in the world. The whole security chain
would also break if only one private key were stolen from a root or intermediate CA.
This happened e.g. when attackers broke into DigiNotar CA’s systems and were able
to issue server certificates with false names, such as google.com. These certificates
were used by the criminals to conduct a man-in-the-middle attack against Google ser-
vices [16]. A few months later DigiNotar was declared bankrupt. The spoofing attacks
that actually took place indicate the seriousness of this incident. The attackers could
have generated server certificates, and probably also software certificates, with any
owner name. Given that these certificates are automatically validated by the browsers
it is in fact irrelevant what names they carry. A browser makes no difference between
www.mafia.com and e.g. www.google.com as long as the certificate is correctly
validated.
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Browser PKI security is inherently weak because it depends on the security of the
weakest of a relatively large number of root and intermediate certificates. It is fair to
assume that the security level of each separate hierarchic PKI is only as strong as the
security of the weakest member CA, because compromise of any member CA could
enable attackers to issue false certificates. Let S(PKI(Xk)) denote the security level of
a hierarchic PKI named Xk, and let S(CA(xki)) denote the security level of its member
CA(xki). Then S(PKI(Xk)) can be expressed as:

S(PKI(Xk)) = min[S(CA(xki))], xki ∈ Xk (1)

It is also fair to assume that the security level of the whole Browser PKI is only
as strong as the security of the weakest separate hierarchic PKI, because compro-
mise of any separate hierarchic PKI could enable attackers to issue false certifi-
cates. Let S(Browser PKI) denote the security level of the whole Browser PKI, then
S(Browser PKI) can be expressed as:

S(Browser PKI) = min[S(PKI(Xk))], Xk ∈ Browser PKI
= min[S(CA(xki))], xki ∈ Xk, Xk ∈ Browser PKI

(2)

We thus see that the security of the Browser PKI is only as strong as the security of any
of member CAs in any separate hierarchic PKI. With typically 50 individual CA cer-
tificates pre-stored in a browser it becomes obvious that the Browser PKI is relatively
vulnerable. A CA does not even need to be attacked to represent a threat, because it is
quite plausible that some CAs will be susceptible to collaborate with attackers, as indi-
cated by the Stuxnet attack worm [17]. In this attack two separate Taiwanese companies
- Realtek Semiconductor Systems and JMicron Technology Corp - that had purchased
certificates for software signing produced digital signatures for the malicious Stuxnet
software of the attackers, which enabled them to get the malicious software installed on
the victim’s systems. The companies in question have not been sanctioned, although the
companies either failed to protect their private software signing keys, or they somehow
collaborated in the attack by voluntarily signing the Stuxnet software.

The PKI class with the most optimal key distribution characteristics is when all SPs
have certificates belonging to a single hierarchical PKI with a single root. The advan-
tage of this structure is that the security strength is maximized and that only one root
public key needs to be distributed to relying parties through a secure extra-protocol
channel. In comparison, the Browser PKI model is suboptimal and introduces security
vulnerabilities by having multiple separate hierarchic PKIs.

4 The Browser PKI’s Failure to Stop Phishing Attacks

Current web security technology is based on the Transport Layer Security (TLS) pro-
tocol. It is normally assumed that TLS provides the security services message confi-
dentiality and server authentication. It will become clear that the server authentication
provided by TLS is only theoretical, and meaningless in practice due to poor usability.

Despite being based on strong cryptography, there are a number of security exploits
that TLS can not prevent. For example, phishing attacks normally start by sending email
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messages that trick people to access a fake web site masquerading as a genuine web site
that e.g. prompts the user to provide user Id and password. There are always people who
will fall victim to such emails, and not notice that the web site is fake, not even when
using TLS, because the fake web site is correctly authenticated with TLS in a technical
sense. Semantically speaking however, this is not authentication because the website’s
real identity (domain name) is different from what the user has in mind. The problem is
not due to weak cryptographic authentication mechanisms, but to poor usability of the
overall authentication solution provided by TLS [11].

By analysing the security solution of TLS from a security usability perspective it can
easily be seen that there are serious usability vulnerabilities that can easily be exploited
by phishing attacks [12,11]. This is briefly explained below.

The standard implementation of TLS in web browsers provides various information
elements to the user. Unfortunately this information is often sufficient to make an in-
formed conclusion about the identity of the web server.

The closed padlock in the corner of a typical browser represents one form of security
information elements indicating that the web session is protected with TLS. However,
the fact that it does not say anything about the identity of the server is a security usability
vulnerability.

Additional security information is contained in the server certificate that can be in-
spected e.g. by double-clicking on the padlock. The mental load of analysing the con-
tent of a server certificate is intolerable for most people, which represents a security
usability vulnerability. The following analysis will make this evident.

The fraudulent phishing site: http:\\www.hawaiiusafcuhb.com targeted the
Hawaii Federal Credit Union in March 2007. Assuming that security conscious victims
want to inspect the server certificate for its authenticity, it is interesting to see that it
actually provides very little useful information. Fig.4 shows general information about
the attacker’s certificate as it can be viewed through the Microsoft Explorer browser.

More detailed information can be viewed by selecting the “Details” and “Certifica-
tion Path” placeholders on the certificate window. This gives the fraudulent certificate’s
validity period and the certification path from the root to the fraudulent certificate. How-
ever, this additional information gives no indication that the certificate is fraudulent.

The unique name of the fraudulent certificate’s owner is the domain name to which
the fraudulent certificate is issued, specified as www.hawaiiusafcuhb.com, which
is equal to the domain name of the fake login page.

The question now arises whether this represents sufficient evidence for the user to
detect that the certificate is fraudulent. In order to find out, it is necessary to compare
the fraudulent certificate to the genuine certificate of the genuine Hawaii Federal Credit
Union illustrated in Fig.5.

The unique name of the genuine certificate’s owner is the domain name to which the
genuine certificate is issued, specified as hcd.usersonlnet.com. Interestingly this
domain name does not correspond to the domain name of the genuine Hawaii Federal
Credit Union which is www.hawaiifcu.com. Intuitively this fact seems to indicate
that the login page is not related to the genuine Hawaii Federal Credit Union. Based on
this evidence, users who inspect the certificate could therefore falsely conclude that the
genuine login page is fake.
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Fig. 4. Fake certificate general info

This analysis demonstrates that the information found in the certificates is insuffi-
cient to draw a safe security conclusion, which represents a severe security usability
vulnerability.

CAs in the Browser PKI industry are probably aware of this problem, and are careful
to have policies that avoid any liability of practical misuse of the certificates they issue.
The certificate window of Fig.5 provides a click-able button called “issuer statement”
that opens a new window with the certificate issuance policy, which is a 2,666 word
document (approximately four full standard pages in MS Word). While it might pro-
vide sufficient information to judge the legal status of the certificate, the size of this
document alone clearly represents a security usability problem. In order to better un-
derstand why TLS can lead to a false positive authentication conclusion, it is useful to
look at the very meaning of authentication.

According to the standard definition, peer-entity authentication is “the corroboration
that a peer entity in an association is as claimed” [10]. In phishing attacks, an attacker
claims its own identity in the formalism of TLS, and the TLS client (the browser) simply
verifies the correctness of that claim. However, the claimed identity expressed in the
certificate of Fig.4 does not correspond to the identity that the user assumes. Thus, the
problem has to do with identity confusion, for which cryptography provides no solution.
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Fig. 5. Genuine certificate general info

The identity of the genuine bank assumed by the user is different from the identity of
the same genuine bank assumed by the TLS client. Thus, the genuine bank itself is an
entity with multiple identities. From the user’s perspective, the ordinary name and logo
of the bank constitute a large part of the identity. From the client browser’s perspective,
this identity cannot be used because normal names can be ambiguous and visual logos
can not be interpreted.

Certificates, which must be unambiguous, require globally unique names in order
to allow efficient automated processing. Domain names mostly satisfy this requirement
and have therefore been chosen to represent the identity of the bank in server certifi-
cates. Having different identities for the same entity can obviously cause problems. A
simple way of solving this problem could be by requiring that users learn to identify on-
line SPs by their domain names. Unfortunately this will not work because online banks
often use multiple domain names depending on the service being offered.

As the example of the certificate of the genuine Hawaii Federal Credit Union bank of
Fig.5 shows, many companies’ secure web sites have domain names with non-obvious
domain names that do not correspond to the domain names of their main web sites.
Another vulnerability is the fact that distinct domain names can appear very similar,
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for example differing only by a single letter, or looking very similar, so that a false
domain name may pass undetected. How easy is it for example to distinguish between
the following domain names?
www.pepes.com/
www.pepespizza.com/
www.pepesnypizza.com/
www.pepespizzeria.com/.

The fundamental problem is that, although domain names are designed to be readable
by humans, they provide poor usability for identifying organisations in the real world.
Ordinary names such as ”Pepes Pizza”, when expressed in a local semantic context, are
suitable for dealing with organisations in the real world, but not for global online iden-
tification and authentication. The consequence of this mismatch between names used in
the online world and in the real world is that users do not know which unique domain
name to expect when accessing online services. Without knowing which domain name
to expect, authentication becomes meaningless. In other words, the users do not know
what security conclusion to draw.

To summarise, our analysis of web security has exposed serious security usabil-
ity problems with TLS. These vulnerabilities continue to be exploited by criminals
to mount a large number of successful phishing attacks. Had a vulnerability analysis
like this been conducted prior to the large scale roll out of TLS, e.g for online bank-
ing applications, it would have been possible to predict and possibly prevent all these
attacks.

Current approaches to solving the phishing problem include anti-phishing toolbars
that are typically based on one or a combination of the following elements: blacklists,
whitelists, ratings, heuristics [5]. In addition, search engines typically flag web sites
that have been identified as malicious, but there will always be a delay in the detection
of malicious websites by search engines, which leaves a window of opportunity to the
attackers. None of these elements attempt to solve the fundamental problem of mapping
the unique domain name contained in the certificate to a user friendly identity that
the user can recognise. Thus they do not improve the users’ ability to authenticate the
server, but is an attempt to flag malicious servers. Only the TrustBar [8] for the Mozilla
and Firefox browsers seems to provide a fundamental solution to the problem by making
authentication semantically meaningful. The TrustBar solution consists of personalising
every server certificate that the user wants to recognise by defining a personal petname
for it [7]. The petname can e.g. consist of an image or a audible tune that the user can
easily recognise. Unfortunately solutions like the TrustBar are not widely used.

5 TLS without Server Certificates

The previous section has demonstrated that the current implementation of TLS based
on server certificates does not provide practical and semantic authentication, despite
having strong cryptographic authentication from a technical point of view. Since TLS
does not offer meaningful authentication, the technical authentication mechanism be-
comes redundant. The principal security service provided by TLS is communication
confidentiality through encryption based on a session key. The TLS (Transport Layer
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Security) security protocol [6] specifies a number of options for establishing the ses-
sion key for encryption. Most options are based on server certificates, but the Anony-
mous Diffie-Hellman option does not require server certificates, it simply uses the basic
Diffie-Hellman algorithm. That is, each side (client and server) sends its public Diffie-
Hellman parameters to each other so that they both can compute a secret session key.
Documentation about TLS, e.g. [4] typically describes this option as being vulnerable to
man-in-the-middle attacks, in which the attacker conducts a Diffie-Hellman exchanges
with both parties. However, given that TLS based on server certificates also does not
provide meaningful authentication it is also vulnerable to man-in-the middle attacks,
which is precisely what happens during phishing attacks as explained in Sec.4 above.
TLS based on server certificates thus provides no more security than TLS based on
Diffie-Hellman, both options provide confidentiality through encryption, and none of
them provide any meaningful authentication.

A study of the main browsers revealed that none support the Anonymous Diffie-
Hellman option despite being standardized as part of TLS [9]. We find it surprising and
suspect that the Anonymous Diffie-Hellman option is not supported, because it means
that TLS security can only be provided with server certificates. As a result, SPs who
want to use TLS are forced to buy server certificates that they technically speaking do
not need. It is interesting to ask the question why the Anonymous Diffie-Hellman op-
tion is not supported. The official answer from the browser developers would typically
be that this option does not provide authentication and therefore is insecure. We have
shown that options based on server certificates also do not provide any meaningful au-
thentication, and therefore do not provide any stronger practical security than with the
Anonymous Diffie-Hellman option. We therefore suspect that browser developers have
been influenced by players in the Browser PKI industry not to distribute browsers with
the Anonymous Diffie-Hellman option because it would threaten their business model.

In practice when navigating the Internet, authentication of web sites is not based on a
server certificate, but on inspecting the web page or the domain name that points to the
web page. If the user knows which domain name to expect, and recognizes the HTML
content of the web page, then the web site can be considered semantically authenticated.
However, when inspection of the domain name is the method for web site authentication
it must be assumed that the DNS (Domain Name System) correctly translates domain
names into IP addresses. The correct authentication of web sites thus depends in the
integrity of the DNS. This brings the DNS into the discussion of the Browser PKI.

6 Adjacent Structures of DNS and the Browser PKI

The DNS (Domain Name System) is a distributed network of servers that invisibly
translates domain names (e.g. www.uio.no) meaningful to humans into the numerical
names (e.g. IPv4 address 129.240.8.200) for the purpose of uniquely locating and ad-
dressing networked devices globally.

Security threats against the DNS are many [2,14], which reduces the assurance in
DNS responses such as IP address translations from domain names. The technical so-
lution to this problem is DNSSEC (DNS Security Extension) [1] which was designed
to protect Internet resolvers (clients) from forged DNS data, e.g. due to DNS cache
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poisoning attacks. All answers received with DNSSEC are digitally signed. Through
validation of the digital signature a DNS resolver gets assurance that the information
received is identical (correct and complete) to the information on the authoritative DNS
server, i.e. that the information has not been corrupted. While protecting the integrity of
returned IP addresses is the immediate concern for many users, DNSSEC can protect
other information too, and it has been suggested to use it to protect standard public-key
certificates stored as CERT records [13], thereby making it possible to use DNSSEC to
distribute such certificates. However, the scheme proposed in [13] does not exploit the
potential of DNSSEC for direct certification of domain names and IP addresses.

Interestingly, the leaf nodes of the DNS are the same as those of the Browser PKI,
thereby making them adjacent hierarchic structures as illustrated in Fig.6 where the
multi-hierarchic Browser PKI at the bottom is turned upside-down.

Root CA self-signed certificates

Intermediate CA certificates

DNS Leaf domains  & 
PKI server certificates

“.” DNS root

Intermediate domains

Top Level Domainscom org uk

ac.uk co.uk
DNS

Browser PKI

Fig. 6. Adjacent structure of DNS and the Browser PKI

When authenticating a server on the Internet, the relying party depends not only on
the integrity of the Browser PKI but also on the integrity of the DNS. Should a re-
lying party receive a corrupted reply to a DNS request e.g. in the form of a false IP
address, then the relying party would be directed to the wrong server. The Browser
PKI in conjunction with TLS would paradoxically validate the wrong server to be au-
thentic. The dependency between the DNS and the Browser PKI therefore follows the
principle of the weakest link, i.e. the overall security is only as strong as the weakest
security strength of any of the two. Let the security strength of the current TLS imple-
mentation be expressed as S(TLS). By expressing the security strength of the DNS as
S(DNSSEC) (assuming that DNSSEC is used) and the security strength of the Browser
PKI as S(Browser PKI), then the security of the current implementation of TLS can
expressed as:

S(TLS) = min[S(DNSSEC), S(Browser-PKI)] . (3)

It is problematic that the correct authentication of a server depends on the weakest
security of two separate systems because it reduces the overall security. The next section
explains how server authentication can be simplified to depend on a single system, and
thereby strengthen security, while maintaining the exact same functionality.
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7 Using DNSSEC for Server Certificates

By looking at the diagram of Fig.6 it becomes obvious that the hierarchic structure
of the DNS itself can be used as a PKI structure for SP certificates. In fact DNSSEC is
already an overlay PKI on top of the DNS making it possible for DNS resolvers (clients)
to authenticate replies to DNS requests. What we propose here is an extension of the
scheme proposed in [13] where traditional X.509 certificates belonging to the Browser
PKI illustrated at the bottom of Fig.6. We propose to let server certificates be signed by
the DNS zone where the corresponding server is located, as illustrated in Fig.7 below.

DNSSEC organization zones

“.” DNSSEC root

DNSSEC intermediate zones

DNSSEC top level zonescom org uk

ac.uk co.uk

ibank.barclays.co.uk

Open PGP signatures (Trust Anchors)

Server certificate 
barclays.co.uk

Fig. 7. DNSSEC as a platform for server certificates

In the example, Barclays bank’s online banking server is called ibank.barclays.co.uk
where the certificate is used for TLS connections. The public-key certificate for this
server is signed by the public key of the DNS zone barclays.co.uk. The certificate can
be stored as a RR (Resource Record) on the DNS server for barclays.co.uk so that it is
available to all clients accessing the server.

In case of DNSSEC the trust structure is taken very seriously and multiple trust an-
chors represented by trusted individuals in the Internet community. Online validation of
the DNS root public key is not possible, and is therefore called a DURZ (Deliberately
Unvalidatable Root Zone). It does not mean that the DNS root public key can not be
validated at all, instead the root public key can be manually (or semi-automatically)
validated through the multiple OpenPGP signatures [3] on the root public key, as illus-
trated in Fig.7. So while the root public key associated with the ”.” DNS root can be
downloaded online, its authenticity is based on some extra-protocol procedure. This can
for example be that a DNS administrator obtains one or multiple OpenPGP public keys
from people they trust, which in turn makes the DNS administrator able to manually
validate the DNS root public key.

Integrating the PKI used for host authentication with DNSSEC results in host au-
thentication only being dependent on the DNSSEC, so that the Eq.(3) is simplified to:

S(TLS) = S(DNSSEC) . (4)
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Assuming that server and software certificates can provide meaningful authentication
by improving the usability of TLS e.g. with solutions such as the TrustBar [8,7] de-
scribed in Sec.3, a PKI solution based on DNSSEC would be the obvious choice be-
cause it has a simple and sound trust structure. This would solve the problem of the
dependancy on an separate trust structure in the form of the Browser PKI which in
addition must be characterised as relatively unreliable. Not only will the robustness of
the PKI be strengthened, the cost can also be reduced because of the simplified infras-
tructure. When DNSSEC is deployed anyway it might well be used as a platform for
signing and distributing server certificates.

8 Conclusion

This paper describes vulnerabilities of the TLS based on the Browser PKI, and argues
that this currently makes server and software authentication meaningless. Still, there
exist business models for the Browser PKI model which in itself provides reasons for
certain security solutions vendors to keep promoting this model. We argue that it is
reasonable to use the Anonymous Diffie-Hellman option of TLS, because other options
based on server certificates do not provide meaningful authentication and therefore must
be considered equally ”anonymous”. The fact that most browsers do not support the
standardised Anonymous Diffie-Hellman option can indicate that the browser develop-
ers are being influenced by the CAs in this regard, because the CAs see the Anonymous
Diffie-Hellman option as a threat to their business of selling certificates.

The fact that the described vulnerabilities of TLS are not well understood, and the
Anonymous Diffie-Hellman option is not well known or even available, online SPs feel
obliged to subscribe to the Browser PKI model in order to be trusted by users, which can
be described as a form of trust extortion. We argue that it is time to improve the usability
of TLS, and to replace the Browser PKI model with the PKI of DNSSEC for signing
and distributing server and software certificates. This solution leverages the strong trust
structure of DNSSEC and thereby provides higher assurance of server authentication
than is presently possible. This solution would also contribute to reduced cost because
it avoids adjacent duplicate PKIs.
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Abstract. Security in information and communication technology cur-
rently relies on a collection of mostly un-related and un-coordinated se-
curity mechanisms. All in all, the end-user has no chance to get a good
perception of the security properties satisfied for actions she is executing
in the Internet. Classical approaches (e.g. perimeter security) do not work
in open and heterogeneous communication environments. Federation of
single security mechanisms only works for particular applications and
for a small subset of security properties. Thus, new views on trust and
security are required for the Future Internet. This vision paper proposes
the concept of Trust Areas as one candidate for a security paradigm for
the Future Internet and identifies some open research challenges.

1 Introduction

Security in IT systems relies on the existence of trust relations. Bi-lateral trust
relations are often sufficient for secure applications. However, already in commu-
nication networks existing today such bi-lateral trust relations are not efficient
and in a large scale impossible to be managed. Thus, hierarchical or federated
security infrastructures have been established. Such security infrastructures are
then used to define more or less static relations for VPNs, client-server appli-
cations, or network access control. So far, this approach provides a reasonable
basis for the development of secure systems [1]. Nevertheless, converging net-
works on all layers from hardware (one device with all types of communication
interfaces) to the applications (software as a service, cloud computing) creates
a new networking landscape.

Current IT Infrastructures (the Internet in a wide sense) consist of various
protocols, different underlying technologies to connect devices, transmit data,
and different layers of distributed applications. Some of these technologies and
protocols are transparent from a user’s point of view. This trend towards trans-
parent use of heterogeneous technology will continue towards seamless applica-
tions. In the long run, it will evolve to a converged infrastructure, the Future
Internet. Thus, in the Future Internet we expect that in many cases users and
also applications are indeed unaware of the underlying technology used. There-
fore, the Future Internet will in fact consist of physical communication channels
under the control of various network operators and a variety of overlay networks
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such as low-level peer-to-peer infrastructures, industrial control networks, vir-
tual private networks, service infrastructures, cloud computing infrastructures,
logical backbones, or special purpose networks (e.g. for online gaming). In this
Future Internet security infrastructures need to be open, flexible, cross-domain
and ubiquitous. Further, user and device shall be clearly distinguished and users
must have the possibility to be in full control of their data and to decide which
other users or devices will get hold of this data.

Boundaries will disappear on physical and technical communication layers but
also on the logical level of applications and services. Current security solutions
are similar to building gated communities in the real world. Federation means
that identification for one gated community is accepted by others and, in the best
case, there are secure ways to get from one community to the other. However,
in the Internet it is not possible to draw clear boundaries and to always make
users aware of these boundaries. Similar to the physical world, security cannot
be guaranteed.The approach of virtual gates and walls currently works more or
less for enterprise networks, although even those are divided into distinguished
network zones.The situation is even more complex in the more open Internet.
Security issues go way beyond federating authentication and encrypting commu-
nication channels. Some of the relevant keywords include privacy, data collection
and aggregation, user profiling, use of processing and storage power of clouds
to build huge data-bases, confidentiality of personal data, accounting, money,
economical processes. Many other topics could be mentioned. Additionally, the
attack landscape is also changing towards more targeted attacks and advanced
persistent threats that can be in place unnoticed for a long time before they be-
come evident. Such attacks can be the vehicle of organized crime to cause high
financial damage.

This position paper introduces the vision of a security paradigm for the Future
Internet, the so-called multi-domain trust areas. These trust areas formulate the
goal of suitable security infrastructures for the Future Internet. Multi-domain
trust areas shall not replace existing security infrastructures, but shall comple-
ment and be combined with identity management, PKIs, security information
and event management and other existing technologies. However,trust areas pro-
vide a new view on scope of trust relations and the required (and possible) flex-
ibility of security mechanisms and also of the necessary awareness and security
perceptions on the side of the end-user. The notion of trust areas can provide
guidance for future research on trust and security in the Future Internet.

2 The Vision of Multi-domain Trust Areas

A fully secure Internet will remain an illusion (similar to overall security in
human societies). However, in the “physical” world people have a perception
of the risks they are exposed to. In a town, one can know which areas are
safe and secure and which areas shall be avoided. Moreover, in physical social
networks trust relations are established (often depending on behaviour, look,
and “gut feeling”) and identification is achieved by various non-technical means.
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All these naturally human techniques cannot be easily transferred to the Internet.
Nevertheless, for the Future Internet people will also build some kind of trust
and security perception related to their actions in the Internet. Security and
trust mechanisms need to support the establishment of such a perception in a
way that it enables users to know what the risks are. Consequently, in contrast to
existing information and communication technology (ICT) infrastructures, the
Future Internet shall provide inherent support for trust and security in terms of
so-called multi-domain trust areas. The next paragraphs provide a first definition
of this term and the related concepts.

Trust. Historically, various different notions of trust can be found, each ad-
dressing particular aspects of ICT systems, e.g. trust in electronic commerce
systems based on reputation and recommendation, or trust in public key infras-
tructures. While these notions support the understanding of trust establishment
and degrees of trustworthiness in their respective application domains, they are
insufficient for the more general notion of trust.For the notion of trust areas the
term trust expresses the view of a particular entity or agent of the system on
particular (security) properties of a system [4].

Area. For many applications, it is not necessary that trust relations are estab-
lished with a huge number of entities. Trust is relevant for a particular set of
entities that is actually involved in a process. In many scenarios, such a subset
can be open and dynamic. The appropriate term for such an open set is the term
area. For motivation of this choice compare with the entry in Merriam Webster:1

Entry Word: area. Function: noun. Meaning: 1. a part or portion
having no fixed boundaries 2. a region of activity, knowledge, or influence.

In the context of the Future Internet, the area denotes an open set of physical
and logical entities, such as network components, services, but also identities or
actions executed within a particular process.

Multi-domain. In current ICT networks and even more in future ones security
cannot easily be build on central trusted authorities. In contrast, only subsets
of network components, applications or other entities can be under a common
control with respect to those properties that someone might want to trust. A
set of network components and applications under a common control is now
denoted with the term Domain. It should be noted that with respect to different
properties to be trusted a single entity can belong to different domains at the
same time. Processes will be multi-domain, i.e. they will cross different domains.
Domains can intersect and that a multi-domain area not necessarily completely
includes all domains it touches.

Multi-domain trust area

A trust area is defined as an open cross-layer section of a heterogeneous
ICT network (i.e. the Future Internet) with the following properties:

1 http://www.merriam-webster.com/thesaurus/area
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– Users can be aware of the actions and processes they can do without
leaving the trust area.

– Security mechanisms exist that enable users to make a well-founded
decision on which security properties can be trusted with respect to
the actions and processes executed within the trust area.

It should be noted that trust areas are not “Secure Areas”. Users need to be able
to achieve a good perception of the security properties satisfied for particular
actions and also of the risks involved. Also, view on security properties within
the trust area can be very different for different users depending on their view
and knowledge.

A trust area should cross many layers and exist orthogonal to different overlay
networks. Within a trust area, users should be able to establish trust relations
and users can know and can be made aware of what they can securely do and
what the risks are. The concept of trust areas can be compared to a social
community (or a town) where citizens know whom to trust and in which areas
they can securely and safely live, shop, dine out, and in which area they should
be more careful. The Future Internet shall support a trust infrastructure with
inherent support for trust areas as well as trusted means to provide situational
security awareness for the users.

3 Research Tasks and Challenges

Trust areas require new combinations of existing security mechanisms and pos-
sibly the development of totally new approaches in particular for supporting the
users’ perception of security.Clearly, a trust area will not be something mono-
lithic. Some of the open issues to be approached are given in the following para-
graphs.

Identification and expression of typical actions and processes with
their trust and security needs. A careful study of cross-domain activities
in the Internet with an identification of the trust and security needs of different
stakeholders should give a first idea of the scope for trust areas. In addition
to the obvious security properties of confidentiality, authentication, integrity
and non-repudiation, some of the interesting issues to look for are accounting
(e.g. world-wide cross-domain roaming services) and responsibilities (e.g. who is
responsible for financial losses, breaches of national and international laws).

Identification of available security and trust mechanisms and their evo-
lution A second parallel step needs to create a map of available security and trust
mechanisms. As a trust area is not a new mechanism itself it needs to rely on a
proper use of existing mechanisms and might also motivate research on totally
new mechanisms. Examples of mechanisms trust areas can rely on include basi-
cally all existing and efficiently deployed security mechanisms, such as TLS/SSL
for web interfaces, S/Mime for e-mail, web-service security, ticket-based authen-
tication, token-based authentication, electronic ID cards, closed sub-networks,
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cryptographic protocols for WLAN, VPNs, actively monitored and controlled
services, or hardware-based security. In addition to these technical solutions,
trust areas can also be influenced by other non-technical things, e.g. contracts
and service-level agreements or legal regulations and their enforcement. The Fu-
ture Internet will continuously evolve and new attack vectors will appear along
with new business models. In parallel, one can also expect new security mecha-
nisms to be developed. Thus it will be necessary to establish advanced types of
distributed security management for trust areas, including means for an adap-
tive evolving configuration of security measures according to the evolution of the
infrastructure and overlay networks and the situational knowledge about current
threats and malicious activities.

Combinations of security mechanisms / trust area security processes.
Trust areas need to cross different domains and also different physical and/or
overlay networks. Thus, it will be necessary to combine different security mech-
anisms in order to achieve assurance for particular actions or a process within
the trust area. These combinations itself, but also the visualisation towards the
user and the usability of the combined solutions represent one of the more dif-
ficult challenges for the realization of trust areas. Some approaches exist on the
level of security patterns and also for automated reasoning on security properties
and logical security building blocks. However, in general the combination and
integration of security mechanisms needs more fundamental work.

Integration into Future Internet applications and platforms. Once the
vision of trust areas is developed into a more concrete set of mechanisms, one
next step is the integration into applications in order to make users aware of trust
relations and enable the users to make well-informed decisions on their actions
in the Future Internet with respect to security properties. Network components
or network parts might need to provide security information for trust areas
(the reliable, secure Internet backbone). Second, network components (routers,
switches, but also servers) can have their own more technical view of trust areas
and policies can influence the behaviour of these components relative to the
current parameters of the trust areas they are in.

Usability and awareness: expressing trust and security / visualisa-
tion. In the physical world, trust is often a result of relatively clear parameters
combined with a “gut feeling”. This human perception needs to be replaced with
some user interaction with clear semantics. The trust status with regard to a
user’s current actions needs to be visualised in an intuitive but not over-simplified
way. The “SSL lock” in the browser window is not sufficient. One should expect
users to be able to cope with visualisations as complex as international traffic
signs.

Further, a proper classification and description of security properties with
clear semantics is necessary. Such a classification could be based on existing
frameworks for security modelling [2,3,5,6]. However, the property description
needs to express all relevant parameters (e.g. the local view of the user, under-
lying security assumptions and underlying trust assumptions).s.
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4 Conclusions

This vision paper introduces the notion of trust areas as a proposal for a new
vision of security and trust in the Future Internet. This notion can be a vehicle for
a more targeted discussion on trust and security issues and can also guide future
research in this area. One essential component of trust Areas is the information of
the user about the security properties related to the actions she wants to execute
in the Internet. Obviously, this information can be quite complex. Therefore, one
main task in addition to the technical realisation of security mechanisms is the
visualisation of security properties shown in the context of processes and actions
executed in the past or to be executed in the future.
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Abstract. In this paper, we introduce and discuss Foreground Trust.
Foreground Trust, itself based on recent work in the area of Trust Enable-
ment, is a paradigm for allowing devices in a human-device ecosystem
the means to reason with and about trust in themselves, other devices,
and humans, whilst allowing humans to make trusting decisions using
their own internal models (whatever they may be) based on cues from
the environment — including the device(s) in use at the time. We discuss
the paradigm, and present an actualization of it in the form of Device
Comfort, a model of device reasoning based on environmental cues, and
the use of the device status to help users make informed trusting and
security decisions for themselves. In particular we focus on the interface
between user and device to help the user make trust-based decisions and
use second thoughts as a means to educate and raise user awareness
about their security in online and mobile behaviours.

1 Introduction

Mobile technologies, more than any other medium before them, are putting into
the hands of all of us tremendous computing power, communications facilities
unparalleled in history, and the ability to enhance decisions and associated ac-
tions both in terms of speed and magnitude. It is possible to take pictures and
let the world see them in seconds, to post information about behaviour, location,
thoughts, hopes and dreams, likes and dislikes, all, quite often with scant to no
regard as to the outcomes of these actions. Not rarely enough, the outcomes can
be devastating. People can be bullied, have their identity stolen, be spied upon,
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inadvertently release more than they expected or realized, lose or compromise
jobs now or in the future, and live to regret, at leisure, their ‘mistakes.’ Consider
also that privacy is of utmost primary concern in any ubiquitous, mobile, or
reputation-based environment [17,1].

As an aside, whilst this is not the place for such, there should be, and we
encourage, debate and a great deal of research about whether or not indeed
these are mistakes, and what the scope of the information should be. This is
an avenue for initiatives such as enabling information to make up its own mind
about its level of sensitivity (the idea behind so called Smart Data - see e.g.
[26,21,33,23]). For the purpose of this paper, however, we will continue to refer
to these unintended consequences as ‘mistakes.’

These mistakes are not new. Undoubtedly for as long as people have existed
in societies, there have been unintended information leaks, both personal and
institutional. The advent of smart mobile technology has however multiplied the
effects of what might previously have been a minor slip in the pub at lunchtime
to a worldwide phenomenon by five minutes after lunch. The problem is that
users are left with little comprehension about the extent to which their actions
can become multiplied by the technology available to them. We can of course
all assume that we are far too smart to be caught out by revealing unwarranted
personal information, but mistakes do indeed happen, and given the lack of ade-
quate privacy protection for what is posted in the various social networking sites
extant today, it’s little wonder. Couple this with instant access to information
whenever and wherever we happen to be, whatever we happen to be doing, and
it’s also little wonder that even the most savvy individuals might fall victim
to a phishing attack arriving, serendipitously for the bad guys, at exactly the
moment these individuals are distracted (and it doesn’t take much).

There are a few problems here, linked by the tenuous thread of smart mobile
devices, but that thread, we believe, is enough to allow us to address it in one
specific way. We can see a particularly promising pattern, that the device itself
may be key to helping address its own problems. Indeed, we conjecture that if
the device were capable of reasoning in a more nuanced and informed manner
about what it was doing, and who was requesting the action, where it was, and
other contextual niceties, many of these problems may be mitigated. That’s not
to say traditional security methodologies don’t work, or won’t work, merely that
if we can leverage some of the sense-act powers of the device, we should try to
make them work for us as much as the capabilities of the device sometimes work
to our detriment, or encourage us to do so.

In any circumstance, we believe that the defence against dumbly smart de-
vices is informed people. The question then becomes: how to inform, and make
aware, the people using these devices as to the consequences of their imminent
action? The user-base range is large, and goes from tweens to seniors, with all
point in-between, but we are working on an approach we believe can address
individual users regardless of their demographic, through adapting the notion
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of computational trust.1 We take the concept a step away from traditional models
of computational trust, as we will discuss below, and bring it into the foreground
to allow users to see how the device itself is situated in its environment, and to
make the user aware of this status and situation from the device’s point of view.
We conjecture, and aim to prove through simulations and experiments, that
a trust-enabled relationship between device and user can help raise awareness
and give second thoughts about actions for users in potentially compromised
situations.

This paper introduces the concept of Foreground Trust, explores some of the
areas in which it may be of use, and briefly discusses our work in the area of
Device Comfort[24,25], as well as thoughts and work in the area of ‘Annoying
Technologies’ and comfort-based user interfaces, an actualization of the Fore-
ground Trust concept on mobile devices.

2 Trust

Trust, as a judgment with unparalleled utility, is indeed used by almost every
one of these people, every day, to help make choices. Some of these choices are, or
may seem, frivolous, such as from whom to buy items online, or which newspaper
to believe on particular stories. Some are more complex, including the choice of
jobs, friends, and deeper relationships. Trust features in these decisions because
we, as humans, are mostly rather good at using it, regardless of its pitfalls, which
include the fact that we can get it seriously wrong, be conned, underestimate
risk, and so on. And, while there are many definitions of trust, there are likely,
we conjecture, at least as many trust models (and ways of reasoning with and
about trust) as there are people using it. This is not to say that we all do it
differently, but that our views, estimations, and intuitions all must at some point
play a part in its use within us. It is, of course, possible to find patterns and
similarities, and the general behaviour of trust is well studied and understood.
Both technologically and socially, we have a wide range of research available
(see for example [8,2,19,12,4]). However, it remains an individual notion based
on internal mechanisms and histories such that, even in exactly the same cir-
cumstances, with the same inputs, two people will not be guaranteed to come up
with the same trusting decisions.

Computational Trust, trust from the perspective of technology – which in this
instance means devices capable of communicating with each other in some way
– this individuality of trust is both a strength and a weakness. It is a weakness,
because seeking out a standard way of behaving and reasoning using trust is not
possible, despite, and perhaps reflected by, the many models that now exist and
will continue to be postulated (see [27,14] for instance). It is possible to define
standard behaviours for aspects of trust, however – in a recent discussion it was

1 Given the large number of articles and books on the subject, and indeed the context
of this paper, we will not define the terms ‘trust’ or ‘computational trust’ here. The
interested reader is referred to [18,13,20,6] amongst many others in different fields
of research.
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suggested2 that transitivity was a good place to think about standardization,
for instance. The fact remains that the internal reasoning models and histories
that lead to trusting decisions are not standard, have their own strengths and
weaknesses in different contexts, and do not reflect their human counterparts.
The famously difficult problem of sharing trust values (which, inevitably, tech-
nological trust models must use) only adds to this weakness – what exactly, to a
human, does a trust value of, say, 0.5 mean? To put it another way, if the trust
value increases magically to 0.55, what does 10% increase mean? Can I trust
the other person with 10% more of my money? Is there a 10% lesser chance the
other person will betray my trust and run off with the money? Will they pay
back 10% more before doing so?

Despite, or perhaps because of, these causes of weakness, Computational Trust
possesses huge strengths also. Most importantly, simply as a virtue of the differ-
ent internal workings of trust in humans, the internal workings of computational
trust in technologies does not in fact have to adhere to a standard at all. Any
and all models are possible and viable until shown to be otherwise (by which we
might mean via experimentation, simulation, and/or observation of behaviour
contrary to a rational human understanding of the concept). Any trust model is
fine, so long as it behaves ‘as if’ trust reasoning is occurring.

Between technological devices, the problem of sharing trust values can be
addressed because the internal workings of trust models within systems can be
more closely understood (and perhaps agreed upon). Between technologies and
humans, the requirements to share are likewise ameliorated because in all in-
stances we would expect the technology to share information in context. Quite
often we hear phrases such as ‘I trust him’ without justification, where further
questioning can reveal context for the speaker (in fact, ‘I trust him’ might mean
‘I trust him to vacuum the floor while I’m out of the room, and not, by exten-
sion, to bunk off or rifle through my belongings whilst I’m out, but I wouldn’t
trust him on his own in the house, vacuum or no vacuum.’ It might also mean
something completely different.) This sharing of context for humans is difficult,
time consuming, and often unnecessary because much of the context is obvious
or implied. We do not have this luxury with technologies, and so an explicit
context sharing is often necessary, although as we will discuss later, not at the
outset of a trust-based decision process.

3 Foreground Trust

In [10], Dwyer discusses Trust Enablement. Trust Enablement, described in [6],
espouses the paradigm that people do not in fact need to be told who to trust,
but would use available information to make up their mind for themselves. As
Dwyer notes, ‘the agenda of trust-enablement is to allow users to define what
trust means to them in a certain situation, and to allow a user to conduct a trust
relationship that is in their best interests and on their own terms’ [10, Page 26].
The point here is that, since trust is a subjective judgment, it should be left to

2 Many thanks to Robert Laddaga for this insight.
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the subject to make it. That is not to say that the subject cannot be helped, for
example in gaining context or the views of others (including electronic others)
in their trusting decisions, but that the decision, trust or distrust, and levels
thereof, is personal.

We can take this further and say that in fact, the trust decision is not only sub-
jective but unique. As has been noted elsewhere [27] there are many definitions
of trust, each with strengths and weaknesses. Indeed, there exist many different
trust models and uses of trust within the field of Trust Management, again each of
these models is unique and applicable in different contexts. The point here is that,
far from being disparate, these models and definitions address different aspects of
trust that are important in the contexts in which they are applied. They can co-
exist within different tools, in the same space, producing their own trust values
and decisions, just as humans do. Further, since they all rely on information from
the environment in some way, including the reputation values of others in soci-
eties, they require to be given not what or who to trust, but what information is
necessary to calculate their own particular outcome of trust.

With Foreground Trust, the concept of Trust Enablement comes full circle.
Tools for enabling users to make trusting (or security related) decisions should be
designed to allow the user to make those decisions absent information about the
trust-based decisions of the tool itself, while the tools can exchange trust-related
information amongst themselves (in smart/ambient environments) to make their
own trusting decisions, which are based on potentially unique trust models. The
representation to the user is not who or what to trust, but information about
context that the device is able to give in order to enable the user in their own
decisions. To put it another way, the device/system should not force the user
to trust or not to trust, but should allow the user to make up their own mind
and act accordingly. Like an efficient butler, naturally, we may allow a device
to express their concerns about some decisions, but the decision is the device
owner’s.

Of course, the other aspect of Foreground Trust is that it is, indeed, in the
foreground. The implicit acknowledgment of the value of trust in making deci-
sions is made explicit within tools that use it both to make their own decisions
and to give the information needed to allow people to make their own. From
the point of view of the system of Device Comfort described in this paper, this
explicit acknowledgment of trust does two things: empowers users to think more
clearly about the concept for themselves, and just as importantly enables second
thoughts in the actions they wish to take using their devices, and all in context.
In the next section we show how we use the concept of comfort as a means of
expressing this contextual trust-based status. Section 5 discusses our ongoing
work in expressing this comfort measure in practice.

4 Device Comfort

We use the concept of comfort in order to insulate trust from the process in its
initial stages, whilst allowing users to examine the concept more closely at will.
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Thus we can expect devices to express their discomfort in context (for instance,
‘I’m uncomfortable sharing your address with this requestor because this is your
first meeting with them.’ or ‘are you sure you want John to do the vacuuming –
you have to leave in 5 minutes for an important meeting.’).

At its most basic, Device Comfort is an adaptation of trust in context for
mobile devices that allows them to express to their users their security status.
As we discuss in [25], comfort is a single measure derived from multiple inputs
to a device. These inputs include location (and Comfort Zones [22]), usage (both
current and historical), device hardware status (e.g., battery, camera), network
and networking (e.g., bluetooth, wifi, NFC), other devices (for behavior akin to
Zero Interaction Authentication [7,29]) as well as an ongoing bi-directional trust
relationship between device and user (based on extensions of [20] and [36,35]). We
also include policy management in the device to ensure a level of security that is
more ‘comfortably’ understandable to security professionals and those who may
own information on devices that belong to others. In all of these measures, and
more that we anticipate in future, there naturally exists a level of uncertainty
in a device – for instance, location may be spoofed, but different measures are
available to counteract this [25] – this uncertainty can be expressed as well as
an other measure as a component of comfort for the device.

Like a constitutional monarch, Device Comfort serves at least three purposes:
Advise, Encourage, and Warn (we also add Prohibit, which is perhaps a more
problematic action for the monarch these days). This paper is concerned primar-
ily with the utility of these in the form of encouraging sober second thoughts,
and in particular how this can be achieved through providing the user with feed-
back in sensible ways. As we will see in section 5, we are also not above being
annoying. The remainder of this section briefly describes how Device Comfort is
used within the device as a foundation of non-standard trust.

The comfort level (status in context, as discussed briefly above) of a device
is something that matters most to the device and its user. To a lesser extent, it
might also matter to the owner of the device if the device is owned by someone
different from the user. It might also matter to the devices around it, to networks
the device is using, and so on. The point here is that the internal mechanisms that
the device uses in order to ascertain its own levels of comfort are of no concern
to those around it. Indeed, in the normal scheme of things, this calculation is of
no concern to the user of the device. In the normal scheme of things, all outside
agencies need to know is the level of comfort a device has.

5 Thinking about the Interface

As in most technologies, the most important part of the ‘comfortable’ device is
the interface between device and user. In our case, we are working with some
requirements, likely not all of which are normally associated with good design:

– Be easily understood, yet allow more complex explanations;
– Be present at all times, in order to maintain user awareness;
– Be more present at times of discomfort, in order to encourage second thoughts;
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– Be annoying when necessary;
– Be non-intrusive.

Indeed, these requirements could be seen as necessary for any security-oriented
interface in continual use on mobile personal devices, and whilst we could add
more, present interesting challenges as they stand. Our interface work is con-
cerned with ensuring that they are all met without one of them compromising
the others. We do appreciate the problems here. For instance, a device that is too
annoying may be discarded in favor of using a friend’s device for the immediate
purpose of sending compromising material instead of used as a learning experi-
ence, or left alone altogether if seemingly innocuous changes of location result
in spam-like messages about how uncomfortable the device is in one locale or
another. However, we do not perceive these as a balancing act, but as a learning
experience, and one based on the underlying trust and leveraged anthropomor-
phic tendencies of human users (see [30] for excellent insights into this). The
challenge is both a design (through HCI) and a technological one, and we are
addressing it from both of these angles.

5.1 Dogs and Icons: The Design of Comfort

Mindful of the principles espoused in [28] and [15], we must accept that an in-
terface that is non-intrusive is a contradiction with the idea that it be annoying
when necessary (as well as present at all times, particularly in times of discom-
fort).Thus, while the idea of being non-intrusive is a noble goal, ours is one that
cannot follow that path. In order to help people make decisions that improve
security, we are exploring two approaches that go beyond the ‘normal’ interface
approach.

The process of expressing and even calculating comfort is not in itself partic-
ularly hard. Indeed, anyone who has a dog can attest to the fact that dogs are
indeed rather good at expressing their levels of comfort. If a dog can do it, the ar-
gument goes, then so can we. Of course, it’s also technically and socially difficult
to calculate and represent comfort in the way we are approaching it. However,
we can leverage the Media Equation [30] and allow and shamelessly encourage
anthropomorphic tendencies in our goal of addressing the requirements above.
This approach we call the ‘Friendly Dog Interface.’ Consider the dog: tail up
equals happy, tail between legs is emphatically not. There are levels of comfort
expressible between these extremes. There are also different ways of expressing
this in context with the differing levels of comfort as well as, for instance, how
fast comfort is changing.

The more challenging approach we are investigating is that of ‘Annoying Tech-
nology.’ Annoying technology breaks several golden rules in order to, we intend,
encourage the user to take a step back and rethink their actions. An annoy-
ing technology interface could, for instance, emphasize second thoughts by pre-
senting dialog boxes with larger buttons for canceling potentially compromising
actions, and very small buttons for allowing them. We are experimenting with
usability and accessibility issues in the Annoying Technology space, but believe
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that, for the most part, annoyance can be used sparingly and in conjunction
with other approaches such as the Friendly Dog interface.

These approaches address, somewhat, our requirements when presenting infor-
mation to the user of a comfort-reasoning device, in particular when the device
has something to say to the user. However, pervasive awareness is our goal for
building a relationship between user and device based on trust. In this instance,
it is necessary for the device to always inform the user of its comfort level. And
this without getting in the way. We are approaching this from a variety of di-
rections. The first is via a status-bar icon, the second a startup (turn on) screen
icon. In the status bar, a small icon can be consistently present and continually
updated to represent the comfort level of the device. Figure 1 shows an example
of some of the icons we are experimenting with. For the turn on screen, we can
expand this with larger and more expressive icons.

Fig. 1. A Sample of Comfort-Related Icons

Our questions then become: when do we interfere? When do we become an-
noying? When, indeed, do we proscribe actions? In all of these, we are pursuing
research to determine not only the right way, but also the right time, to address
the user in different ways to ensure that not only do they pay attention to what
the device says, but that they can, for instance, learn from it how to improve
their behaviour to be more secure or private, teach the device that the behaviour
is acceptable in this context, achieve second thoughts, and more.

To put it succinctly, the device does not in general need to be really annoying,
because this would indeed be counterproductive. Annoyance is potentially useful
only rarely when it is used to do truly unsafe things. Most of the time we would
expect the device interface to be neutral, i.e. designed to be intuitive, conform
with use norms, and so forth. Also, we are examining a scale of ‘annoyingness’
such that small scale risks don’t affect the interface usability drastically, but do
let the user know that the device was uncomfortable.

Thus, a device that is generally pleasant to use and only becomes obstructive
in highly risky situations has a better chance of being accepted, because if the
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user thinks of the device as active, then they are more likely to accept the
obstructiveness if it occurs rarely.

6 Related Work

This research in part has strong links to, and lies firmly within the camp of,
persuasive technology [11,15]. In [34], the regrets, because of posts, of Facebook
users are examined and a set of principles are provided for how to avoid, or
handle, regrets. Quite apart from addressing some of the concerns we express
in the introduction, the paper expresses the need for a better design, including
through sentiment analysis and ‘soft paternalism’ (in our terms, encouraging
second thoughts). All of these techniques, as well as the ability to delay outgoing
messages3, can help provide a better sense of behavioural propriety for targeted
users. Indeed all of them can be used as inputs to the device to ascertain comfort
levels associated with user behaviour, and adapt trust measures accordingly. We
believe the inherent relationship associated with personal device and user allows
the device to more effectively encourage behaviour that will not be regretted.

Langheinrich [16] argues for allowing trust decisions to be made by humans.
We are in step with this desire, but see the need, more now with the ability
of instant communications, to have devices step in and help stave off regret,
or to help users make not just trust decisions, but informed trust decisions.
The Foreground Trust paradigm embodied in Device Comfort in fact directly
addresses this need.

What we do not discuss at length in this paper is the power of Device Comfort
in the automation of mobile device security to protect users, devices and the infor-
mation that resides on them and that they share [25] – thus the device for example
uses regret to ensure its actions as well as its users are ‘correct’ [23]). This to an
extent puts the work into the arena of Ubiquitous Computing (UbiComp), which
addresses, amongst others, security, ad hoc networks and contextual reasoning
[31,9,5,32,3]. In this work, decisions are often made for users in the background.
It is worth addressing the fact that ‘for humans’maywell mean that humanswould
like to understand more closely what is in fact happening in the background. For-
mal explanations based on complex trust or security models do not suffice because
they are often impenetrable. We conjecture that simpler explanations, able to be
expanded and further investigated, are both more accessible and more viable as
a means of encouraging trust of technologies by humans. The Foreground Trust
paradigm,whilst initially aimed at allowing and enabling humans to make up their
own minds about situations, can serve quite as readily in enabling humans to un-
derstand better the behaviours and decisions of the technological world around
them (for instance in the Internet of Things).

7 Conclusions and Ongoing Work

When it comes to personal and private information, people make mistakes. These
mistakes, whilst not new, are often accelerated and inflated by social networks,

3 For example in Outlook: see http://bit.ly/saxPOm

http://bit.ly/saxPOm
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instant access, and ‘smart’ devices. We believe that the same devices can in fact
be used to help people to:

– Understand their mistakes;
– Achieve sober second thoughts;
– Learn better how not to make mistakes, and improve their security.

Foreground Trust, an area of trust enablement that aims to provide human users
with enough data to make informed decisions around trust, is a powerful step
in the direction of these goals. The embodiment of Foreground Trust as De-
vice Comfort is an automated approach to trust in context that uses pervasive
awareness, leverages relationships between users and devices, and builds on com-
putational trust models, to achieve the goals on smart mobile devices. The result
is a non-standard model of trust because it can be different for any device and
does not suffer from comparison and sharing – the device is comfortable or not,
with stages in-between, the interpretation of this is in the user (and in other
devices in the neighbourhood and in context).

Device Comfort is a work in progress. We are currently implementing the
paradigm on Android devices (phones and tablets) and testing interfaces, reason-
ing models, and behaviour in several different scenarios in our respective labs.
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Abstract. We present the design and implementation of a file system
which allows authorizations dependent on revocable and use-once pol-
icy certificates. Authorizations require explicit proof objects, combining
ideas from previous authorization logics and Girard’s linear logic. Use-
once certificates and revocations lists are maintained in a database that
is consulted during file access. Experimental results demonstrate that
the overhead of using the database is not significant in practice.

1 Introduction

In the past decade, proof-carrying authorization (PCA) [4,6,7,15] has emerged as
a promising, open-ended architecture for rigorous enforcement of authorization
policies. In PCA, policy rules and other policy-relevant credentials are abstractly
represented as formulas of a formal logic (as opposed to a possible low-level rep-
resentation in system databases or access control lists), and published in signed
certificates that are distributed to authorized principals. Access to a protected
resource is allowed by a reference monitor if and only if the principal request-
ing access produces enough certificates to authorize the access and a formal
logical proof which explains how the certificates combine to justify the access.
Through this combination of public-key cryptography and logic, PCA rigorously
enforces authorization policies at a high-level of abstraction. PCA-based autho-
rization has been deployed and tested in a variety of systems, including a web
server [6], physical devices like office doors in the Grey system [7], and a file
system, PCFS [15].

A significant shortcoming of prior work on PCA is the lack of a satisfactory
treatment of use-once certificates, i.e., certificates that can be used only once for
authorization. For instance, if an individual buys a movie from a pay-per-view
website, the certificate authorizing her to stream the movie should be usable
only once. Incorporating use-once certificates in proof-carrying authorization is
challenging because it not only requires the reference monitor to track consump-
tion of such certificates (which adds extra work, and potentially slows down the
reference monitor), but also requires a change to the logic itself to track uses
of each use-once certificate in a proof. As its main contribution, the present
paper fills this gap — we discuss the design, implementation, and evaluation
of a PCA-based file system, LPCFS, that allows authorizations to depend on
use-once certificates in addition to the usual persistent certificates.
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LPCFS extends our prior PCA-based file system, PCFS [15], which does not
allow use-once certificates. First, we extend the logic BL used for representing
policies in PCFS with ideas from Girard’s linear logic [16] that allows precise
counting of use of resources in proofs. We call the resulting logic BLL (the su-
perscript L stands for linear). Second, we extend proof construction and proof
verification tools of PCFS to deal with linearity. Third, we extend the implemen-
tation of PCFS with a database for storing and tracking use-once certificates.
All such certificates are added to the database by their creators (this is in con-
trast to persistent certificates that are given directly to beneficiaries), and the
reference monitor marks them consumed when it successfully authorizes access
based on them. An important concern in the use of the database is atomicity
— all certificates present in the justification of an access must be checked and
marked consumed in a single atomic step. To ensure this property, we use ex-
clusive transactions on the database. Because marking consumption requires an
update to the database, authorizations with use-once certificates incur perfor-
mance overhead in the reference monitor, but we show through experimental
evaluation that, given the scarcity of use-once certificates in practice, this over-
head is reasonable.

A second contribution of this paper is to extend PCFS with support for revo-
cation of both use-once and persistent certificates by their issuers. To this end,
we include a table of revoked certificates in the database; policy creators add
revoked certificates to this table, and the reference monitor checks that each
certificate in a submitted request is absent from this table. Since the reference
monitor does not update this table when checking the revocation of certificates,
it incurs very little overhead by allowing revocation, as we confirm in our ex-
perimental evaluation. An additional design consideration is that the check for
certificate revocation must be made atomically with the check for use-once cer-
tificates described above.

The rest of this paper is organized as follows. We start by discussing related
work and comparing LPCFS to it. In Section 2, we motivate use-once certificates,
revocation, and the syntax of our logic BLL through an example. Section 3
presents the proof theory of the logic BLL briefly. Section 4 describes the design
and implementation of our file system, LPCFS, that enforces policies written in
BLL. Section 5 presents experimental measurements of the overhead of tracking
both use-once certificates and certificate revocations. Section 6 concludes the
paper. The source code of LPCFS is available under a liberal license from the
authors’ webpages. A detailed description of the logic BLL and proofs of its
metatheorems are available in the second author’s thesis [12, Chapter 9].

Related Work. We briefly discuss some closely related work. The idea of using
logic for authorization goes back to the work of Lampson et al. [17] and has been
adopted in several subsequent proposals. For a general description of the area,
we refer the reader to two surveys [2,3].

Proof-carrying authorization (PCA), or the use of formal proofs for autho-
rization, was first proposed by Appel and Felten [4] and evolved in two im-
plemented systems [6,7], before two of the present authors applied it to a file
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system, PCFS [15], which the present paper extends with support for use-once
and revocable certificates. To avoid the overhead of checking a proof and its cer-
tificates in the reference monitor at each access (as in PCA), PCFS offlines the
work of proof and certificate verification to a trusted verifier that issues a signed
capability in return, which is then used to authorize access at the file system’s
reference monitor. The same architecture is inherited by our file system LPCFS,
except that we use the signed capability to also carry lists of both use-once and
persistent certificates used in a proof to the reference monitor, where the lists
are checked against the database (see Section 4 for details).

Our use of a centralized database for tracking use-once (and also revoked)
certificates contrasts from a fully distributed implementation, as in the work of
Bowers et al. [8]. In that work, Bowers et al. assume that each use-once certificate
is tracked by a remote trusted party called a ratifier, and use a contract signing
protocol between ratifiers to ensure that all use-once certificates in a proof are
marked consumed atomically. However, this is slow in practice, and unnecessary
for applications that are centralized, as is the case for our file system.

Linear logic was first proposed by Girard [16]. The use of linear logic for rep-
resenting use-once certificates was first proposed by two of the authors [13] and
independently by Cederquist et al. [9]. Our policy logic BLL is an amalgamation
of the logic BL used in PCFS and linearity from the work of the authors [13].
Barth and Mitchell [5] have used a fragment of linear logic to study mono-
tonicity properties of algorithms for enforcement of digital rights (as in DRM
applications).

Some systems, e.g., Nexus [20], support use-once credentials by tracking their
use in the reference monitor, but do not distinguish them from persistent cre-
dentials in the policy logic. This approach has the disadvantage that proof con-
struction and verification tools become oblivious to credential consumption and
seemingly correct proofs of authorization may be rejected by the reference mon-
itor because they utilize a use-once credential more than once.

2 Motivating Example

In this section, we motivate the need for use-once certificates through the exam-
ple of a fictitious online movie rental service’s authorization policy. We also give
a brief overview of the syntax of our logic BLL, describe a formalization of the
example policy in the logic, and motivate the need for certificate revocation.

Example: A Movie Rental Service. Consider the following policy for Web-
Film, a hypothetical online movie rental service. If principal K is a member of
the service, then she has access to view movie listings. If K is a member, and
K purchases a movie ticket, then K has the ticket which can be traded for the
right to download a movie M. If K exchanges a ticket in order to watch Ferris
Bueller’s Day Off, then K no longer has the ticket but can read Ferris Bueller’s
Day Off from the server for the next 30 days. Different principals are responsible
for different kinds of facts about the system: MovieServer controls access to
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movies, UserDB keeps track of the user database, and TicketHolder keeps a list
of tickets held by members and records of payment. Alice is a user of the rental
service.

In order to formalize this policy within a logic, we need the notion of state-
ments made by principals, consumable resources (such as money and tickets),
and time-sensitive permissions (a principal can download a movie for 30 days
after purchasing it with a ticket), all of which our logic BLL supports.

A Brief Introduction to the Logic BLL. BLL is a logic for distributed access
control, different principals making statements about access rights, together with
the notion of consumable facts or resources which are consumed in deriving other
facts. As in its precursor BL [15], facts may be time-sensitive: the proposition
A @ [u1, u2] means that proposition A holds between time points u1 and u2.

Statements made by principals in the system together form an access policy,
or a list of hypotheses from which inferences about access to resources can be
made. Because statements can be either persistent, in that they may be used ar-
bitrarily many times through the course of reasoning, or linear, in that they may
be used at most once, it is necessary to have two different connectives to repre-
sent statements. K once A means that the principal K asserts the proposition A
as a consumable resource, which can be used only once in a proof of authoriza-
tion. This contrasts from K says A, which means that principal K asserts the
persistent fact A. For example, Bank once (HasMoney K) is a proposition which
represents the bank stating that K has money; this fact may be exchanged for
some other fact (e.g, that K owns a Ferrari), but it cannot be used more than
once.

Two other connectives, implication and conjunction, have linear counterparts
with meanings different from conventional logic. Linear implication, written A �
B, describes an implication which consumes the (linear) fact A and produces the
linear fact B. The proposition A ⊗ B means that both A and B are true. Finally
!A represents that the proposition A may be used arbitrarily many times (i.e.,
A is persistent).

Example Formalized. Next, we formalize the authorization policies of Web-
Film in BLL. We start by describing the predicates needed for the formalization.
The atomic proposition (may K F R) represents the authorization of permission
R on file F to principal K, e.g., (may Alice FBDO read) gives Alice permission to
read FBDO (Ferris Bueller’s Day Off). Another atom used in the formalization
is MemberK, representing the assertion that K is a member of the service; in our
example, the user database will state this persistent fact. HasTicketK represents
that K has a ticket, which will be stated by the TicketHolder as a linear (use-
once) fact. GetMovie M , the assertion of desire for a movie M , will be asserted
by users of the system with the wish to purchase the movie M . PurchasedK M
represents the record of K having bought the movie M , which will be asserted
by the TicketHolder as a persistent fact. HasMoneyForTicket K, that K has
the money to purchase a ticket, will be asserted by K’s bank as a linear fact
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that can be used to purchase movie tickets. Finally, BuyTicket is asserted as a
linear fact by users wanting to purchase movie tickets.

Using these atoms, the policy of WebFilm described earlier can be represented
in BLL as the following propositions. As a convention, any variables in uppercase
letters are implicitly assumed to be universally quantified inside the outermost
assertion K says •.
γ1 = MovieServer says ((UserDB says (member K)) � ! (may K movieList read))

@ [−∞,∞]

γ2 = MovieServer says (((UserDB says (member K))
⊗ (TicketHolder once (HasTicket K))
⊗ (K once (GetMovie M))) �
! ((may K M read) @ [T, T + 30])
⊗ (TicketHolder says (Purchased K M))) @ [T, T ]

γ3 = TicketHolder says (((UserDB says (member K))
⊗ (Bank once (HasMoneyForTicket K))
⊗ (K once BuyTicket))
� (HasTicket K)) @ [−∞,∞]

γ4 = UserDB says (member Alice) @ [−∞,∞]

The first rule above means that the MovieServer states that if the UserDB states
that K is a member, then K can read the movieList any number of times. This
rule (like all others above) is persistent because it contains the says connective
at the top level. The permission granted by the rule is also persistent because
it contains a ! connective in front of it. The suffix @ [−∞,∞] at the end of the
rule means that the rule is valid in all time intervals.

As another example, the second rule above means that if at time T , prin-
cipal UserDB states that K is a member, K holds a ticket (TicketHolder once
(HasTicket K)), and K wants to buy the movie M (K once (GetMovie M)),
then K may read movie M any number of times in the interval [T, T + 30] and
we record the fact that K has purchased the movie M . Note that the ticket and
K’s desire to purchase the movie (K once (GetMovie M)) are consumed as part
of the rule, thus preventing the rule from firing again, unless K produces another
ticket and another certificate expressing the desire to purchase the movie.

In addition to these policy rules, we need several linear (use-once) propositions
to draw meaningful conclusions. For instance, the following use-once credentials
state respectively that at time T0, Alice has enough money to buy a ticket, that
she wants to buy a ticket, and that she wants to obtain the movie FBDO.

δ1 = Bank once (HasMoneyForTicket Alice) @ [T0, T0]
δ2 = Alice once (BuyTicket) @ [T0, T0]
δ3 = Alice once (GetMovie FBDO) @ [T0, T0]

Intuitively, we may expect that from the policy rules Γ = {γ1, γ2, γ3, γ4} and
the use-once assumptions Δ = {δ1, δ2, δ3}, we can construct a proof that Alice
can read the file FBDO in the interval [T0, T0 + 30]. The proof would consume
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the use-once assumptions Δ. We now explain informally how this deduction is
done in BLL.

First, by modus ponens on the rule γ3 and the premises γ4, δ1, and δ2, we
obtain the linear fact δ4 = TicketHolder once (HasTicket Alice) @ [T0, T0].
Note that due to the use of the connective � in γ3, this deduction consumes
the linear assumptions δ1 and δ2, leaving only Γ , δ3, and the new fact δ4.
Next, by modus ponens on the rule γ2 with the premises γ4, δ4, and δ3, we
deduce that (!(may Alice FBDO read) @ [T0, T0 + 30]) ⊗ (TicketHolder says
(Purchased Alice FBDO)) @ [T0, T0]. The first component of this tensor (⊗)
gives Alice the permission to read FBDO any number of times in the interval
[T0, T0 + 30], as expected. Also note that the second deduction step consumes
both remaining linear facts δ3 and δ4.

Linear Proof-Carrying Authorization. How is deduction in BLL related to
policy enforcement in LPCFS? Consider a state of the system with persistent
policy facts Γ and linear policy facts Δ. Suppose that a principal K constructs
a proof M of authorization ϕ using a subset Δ′ of the linear facts Δ and any
subset of the persistent credentials Γ . When an access based on M is allowed,
the reference monitor marks the subset Δ′ consumed (in its central database),
leaving only the linear facts Δ − Δ′ for use in future authorizations. All of Γ
persists and can be used again.

Revocation. Revocation is a mechanism for canceling a previously issued cer-
tificate. For instance, assuming that WebFilm watermarks all its movies with
identities of users who download them, the service may want to cancel Alice’s
membership if it discovers that Alice is illegally sharing movies downloaded from
WebFilm. In our example and LPCFS, WebFilm can do this by telling the ref-
erence monitor that the certificate γ4 that authorizes Alice’s membership to the
service has been revoked. The reference monitor stores this revocation in its
database, thus rejecting any further authorizations that use γ4.

It is important to note the distinction between use of a linear certificate, the
revocation of a (persistent or linear) certificate, and time-based expiration of a
certificate. A linear certificate is used when a proof based on it is successfully
used to authorize access. Revocation takes place when a principal decides that a
part P of her policy is flawed. She then adds the name of P to the revoked table in
the reference monitor, so that no proof which relies on P will check successfully.
A time-based expiration means that the certificate A @ [u1, u2] cannot be used
to deduce an authorization valid in an interval other than [u1, u2], unless the
policy explicitly allows this. Unlike linearity and time-based expiration, both of
which have explicit representation in the logic, revocation has no representation
in the logic and is an artifact of the enforcement architecture only.

3 The Policy Logic BLL

This section describes the syntax and, briefly, the proof theory of BLL. To keep
the presentation simple, we omit a description of some standard connectives of
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linear logic, including 1, ⊕ and &. We also do not describe BLL’s treatment of
stateful atoms and constraints, which are inherited from its predecessor BL [14].
Formulas (propositions) A,B have the following syntax. P denotes an atomic
formula, which is a predicate applied to a list of terms, and σ denotes a type
(sort) of terms.

Formulas A,B ::= P | A ⊗ B | A � B | !A | ∀x:σ.A | ∃x:σ.A |
K says A | K once A | A @ [u1, u2]

The intuitive meanings of the connectives were explained and illustrated in Sec-
tion 2. Deduction is formally defined over judgments, which are assertions with
formulas as subjects [11,19], and which may be established through proofs. We
need four judgments to describe the constructs of BLL: (1) A ◦ [u1, u2]: Formula
A holds throughout the interval [u1, u2], and this fact can be used any number of
times (2) A � [u1, u2]: Formula A holds throughout the interval [u1, u2], and this
fact must be used once, (3) K claims A ◦ [u1, u2]: Principal K asserts throughout
the interval [u1, u2] that formula A holds, and this fact may be used any num-
ber of times, and (4) K claims A � [u1, u2]: Principal K asserts throughout the
interval [u1, u2] that formulaA holds, and this fact must be used exactly once. Al-
though inference is performed over judgments, the latter can also be represented
equivalently (internalized) in the syntax of formulas.A � [u1, u2] is internalized as
A @ [u1, u2]; A ◦ [u1, u2] is internalized as !(A @ [u1, u2]); K claims A � [u1, u2]
is internalized as (K once A) @ [u1, u2]; K claims A ◦ [u1, u2] is internalized as
(K says A) @ [u1, u2].

Deduction is formalized with inference rules, which establish hypothetical
judgments or sequents: Σ;Γ ;Δ

ν−→ A � [u1, u2], where

- Σ is a list of variables occurring free in the rest of the sequent, together with
their types (sorts)

- Γ is a list of persistent assumptions of the form A ◦ [u1, u2] and K claims
A ◦ [u1, u2]

- Δ is a list of use-once assumptions of the form A � [u1, u2] and K claims A �
[u1, u2]

- ν = K ′, u′
1, u

′
2, a triple containing a principal K ′ and a time interval [u′

1, u
′
2],

is called the view of the sequent

The meaning of the entire sequent is: “Parametrically in the variables in Σ,
the judgment A � [u1, u2] can be derived using the persistent assumptions Γ
any number of times, and each of the use-once assumptions Δ exactly once.
Further, this derivation is relative to the assumption that all statements made
by principal K about the interval [u′

1, u
′
2] are true.” In the following we describe

some of the inference rules of the logic’s proof system.

Axiom. The logic BLL has one axiom that allows us to conclude that an atom
P holds during an interval from the linear assumption that P holds on a larger
interval. Further, to properly account for the use of resources,Δmust not contain
any other assumption.



A Proof-Carrying File System with Revocable and Use-Once Certificates 47

Σ;Γ |= u′
1 ≤ u1 Σ;Γ |= u2 ≤ u′

2

Σ;Γ ;P � [u′
1, u

′
2]

ν−→ P � [u1, u2]
init

Copy. The following rule allows copying of a persistent assumption into the linear
context Δ, where it can be analyzed by rules presented later. The persistent
assumption is retained in the premise to allow it to be used again.

Σ;Γ,A ◦ [u1, u2];Δ,A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

Σ;Γ,A ◦ [u1, u2];Δ
ν−→ B � [u′

1, u
′
2]

copy

Connective ⊗. The so-called linear multiplicative conjunction, ⊗, is defined by
the following two inference rules:

Σ;Γ ;Δ1
ν−→ A1 � [u1, u2] Σ;Γ ;Δ2

ν−→ A2 � [u1, u2]

Σ;Γ ;Δ1,Δ2
ν−→ A1 ⊗ A2 � [u1, u2]

⊗R

Σ;Γ ;Δ,A1 � [u1, u2], A2 � [u1, u2]
ν−→ B � [u′

1, u
′
2]

Σ;Γ ;Δ,A1 ⊗ A2 � [u1, u2]
ν−→ B � [u′

1, u
′
2]

⊗L

The first rule says that to establish A1 ⊗ A2 (in some interval), we must split
the linear resources into Δ1 and Δ2, using the first set to prove A1 and the other
to prove A2 (both in the same interval). Dually, the second rule means that the
assumption A1 ⊗ A2 is equivalent to having both A1 and A2. Note that the
principal linear judgment A1 ⊗ A2 � [u1, u2] is not included in the premise of
the second rule, to prevent it from being used again.

Connective �. Intuitively, the judgment A1 � A2 � [u1, u2] means that there is
a method to consume a proof of A1 on any subset of [u1, u2] and produce a proof
of A2 on the same subset. This is captured in the following rules of inference.

Σ, x1:time, x2:time;Γ, u1 ≤ x1, x2 ≤ u2;Δ,A1 � [x1, x2]
ν−→ A2 � [x1, x2]

Σ;Γ ;Δ
ν−→ A1 � A2 � [u1, u2]

�R

Σ;Γ ;Δ1
ν−→ A1 � [u′

1, u
′
2]

Σ;Γ ;Δ2, A2 � [u′
1, u

′
2]

ν−→ B � [u′′
1 , u

′′
2 ] Σ;Γ |= u1 ≤ u′

1 Σ;Γ |= u′
2 ≤ u2

Σ;Γ ;Δ1,Δ2, A1 � A2 � [u1, u2]
ν−→ B � [u′′

1 , u
′′
2 ]

�L

Connective once. A proof of K once A � [u1, u2] is a proof of A � [u1, u2] in the
view K,u1, u2 (rule onceR) using only assumptions of the forms K ′ claims A′ ◦
[u′

1, u
′
2] in Γ (notation Γ |) and K ′ claims A′ � [u′

1, u
′
2] in Δ (notation Δ|). Note

that to ensure that no linear resources are lost in moving from the conclusion
of the rule to the premise, the linear assumptions in the conclusion are exactly
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Δ|. Dually, the assumptionK once A � [u1, u2] can be used to deduce A � [u1, u2]
if the view ν = K,ub, ue satisfies [ub, ue] ⊆ [u1, u2] (rules onceL and lclaims).

Σ;Γ |;Δ| K,u1,u2−−−−−→ A � [u1, u2]

Σ;Γ ;Δ| ν−→ K once A � [u1, u2]
onceR

Σ;Γ ;Δ,K claims A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

Σ;Γ ;Δ,K once A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

onceL

Σ;Γ ;Δ,A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

ν = K,ub, ue Σ;Γ |= u1 ≤ ub Σ;Γ |= ue ≤ u2

Σ;Γ ;Δ,K claims A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

lclaims

Connective says. The connective says behaves similarly to once, except that
in the rule saysR, we require the linear context to be empty. This is because
K says A is a persistent fact, which may be used multiple times, so it cannot
depend on any linear assumptions. Dually, in the rule (claims), we retain the
principal formula in the premise to allow it to be used multiple times.

Σ;Γ |; · K,u1,u2−−−−−→ A � [u1, u2]

Σ;Γ ; · ν−→ K says A � [u1, u2]
saysR

Σ;Γ,K claims A ◦ [u1, u2];Δ
ν−→ B � [u′

1, u
′
2]

Σ;Γ ;Δ,K says A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

saysL

Σ;Γ,K claims A ◦ [u1, u2];Δ,A � [u1, u2]
ν−→ B � [u′

1, u
′
2]

ν = K,ub, ue Σ;Γ |= u1 ≤ ub Σ;Γ |= ue ≤ u2

Σ;Γ,K claims A ◦ [u1, u2];Δ
ν−→ B � [u′

1, u
′
2]

claims

Metatheory. We have verified standard metatheoretic properties of the proof
system of BLL. For instance, we prove that the rules of cut and identity (which
generalizes the init rule from atoms P to arbitrary formulas A) are both admis-
sible in the logic.

Theorem 1 (Admissibility of cut). Σ;Γ ;Δ1
ν−→ A � [u1, u2] and Σ;Γ ;Δ2, A �

[u1, u2]
ν−→ B � [u′

1, u
′
2] imply Σ;Γ ;Δ1, Δ2

ν−→ B � [u′
1, u

′
2].

Proof. By nested induction, first on the structure of the formula A and then on
the heights of the two given derivations, as in prior work [15,18].

Theorem 2 (Identity). Σ;Γ ;A � [u1, u2]
ν−→ A � [u1, u2] for every formula A.

Proof. By induction on A.
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4 The File System LPCFS

Like its predecessor PCFS, our file system LPCFS is implemented for the Linux
operating system. Technically, both file systems are virtual, since they only add
a layer of authorization checks to an existing file system, which is used for all
disk I/O. The existing file system in all experiments reported in this paper is
ext3. Both PCFS and LPCFS are implemented using the Fuse kernel module [1].

The general workflow in both file systems is the following. Users create poli-
cies, which are given to others in the form of certificates (in LPCFS, linear
certificates are stored in a central database which can be read by all users). The
certificates are used as assumptions to create proofs of authorization in a logic
(BL for PCFS and BLL for LPCFS). The proofs are verified by a trusted verifier
(an independent program), and exchanged for signed capabilities called procaps,
which are stored in an indexed store on the disk. During file system calls, the
reference monitor looks up this store for appropriate procaps and checks them
to authorize access and, in LPCFS, marks linear certificates as consumed. We
explain each of these steps in more detail below but, briefly, policy enforcement
in both PCFS and LPCFS follows the path:

Policy → Proof → Procap → File access

Policy Creation. A policy is a set of logical formulas governing access rights
to files. The policy consists of certificates, which contain formulas of BLL signed
with creators’ (owners’) private keys. Certificates may be persistent or linear
(use-once).

A persistent certificate is stored in a file and given to others at the owner’s
discretion. Persistent certificates are created using the PCFS tool pcfs-cert
that checks their syntax. There is no restriction on copying persistent certificates.
New to LPCFS are linear certificates that are stored in a central SQLite database
that is accessible to both users and the reference monitor. LPCFS provides a
new tool pcfs-parse-insert to manage this database. The tool allows anyone
to insert a well-formed, signed linear certificate into the database, and anyone to
read certificates in the database, but only allows the reference monitor to mark
a linear certificate consumed. To ensure the latter, the database file is accessible
only to the superuser, and both the tool pcfs-parse-insert and the reference
monitor run as superuser.

Revoked certificates are stored in a separate table in the same database that
stores the linear certificates. This table can be manipulated using the LPCFS
command-line tool pcfs-view-remove that allows listing of revoked certificates,
and also allows the owner of a certificate to create an entry for revoking it.

Proof Construction. To authorize herself to access a file, a user must first
construct a formal proof which shows that she has access. As discussed in
Sections 2 and 3, this proof uses certificates as assumptions (the contexts Γ
and Δ). Although users are free to construct proofs by any means they choose
including heuristics and hard-coding, PCFS provides a tool called pcfs-search
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that uses backchaining to construct proofs automatically. In LPCFS, we have
modified this tool to make it linearity-aware, i.e., it correctly ensures that linear
certificates are used exactly once in the proof. This raises new challenges; for in-
stance, when applying the ⊗R rule (Section 3), we need to choose a split for the
linear assumptions from an exponential number of choices. We avoid this prob-
lem by using an approach to backchaining proof construction due to Cervesato
et al. [10], which keeps track of unused resources in a branch and avoids this
exponential choice during proof search.

Proof Verification. Once the user has constructed a proof M , this proof,
together with the certificates used to construct it, is given to a proof verifier,
invoked using another command line program, pcfs-verify. The verifier is a
simple piece of code and must be trusted. In PCFS, the verifier checks that the
logical structure of the proof M is correct, and that the digital signatures of all
certificates used in the proof are correct. LPCFS adds two new checks: (1) that
none of the certificates used in the proof have been revoked by their authors, and
(2) that all linear certificates exist within the database and are unused. If all these
checks succeed, the verifier gives back the user a procap, which is a capability
that mentions the user, file, and permission (read, write, etc.) authorized. The
procap also contains conditions related to time and system state under which
the proof is valid (we have not discussed system state in this paper, but LPCFS
inherits it from PCFS). In LPCFS, lists of unique identifiers of all persistent
certificates (P ) and linear certificates (L) on which the proof depends are also
added to the procap. Finally, the procap is signed using a shared symmetric key
that is known only to the verifier and the file system reference monitor. The
signature is necessary to prevent users from forging capabilities. After receiving
a procap, the user calls another command line tool which puts the procap in an
indexed store on the disk.

File System Call and Access. LPCFS, like PCFS, respects the standard
POSIX interface for file systems. During a file system call (read, write, open, etc.)
the PCFS/LPCFS file system looks up the indexed procap store to authorize
the operation. The number of procaps needed varies from 1 to 3 depending on
the operation; these are unchanged from the prior work on PCFS. If all relevant
procaps are found, they are checked. In PCFS, this check covers the procap’s
time and system state conditions; in LPCFS, the procap’s certificate lists (P
and L) are also checked as follows:

– An exclusive transaction with the database containing the linear certificates
and the revoked certificates is started

– The revoked certificates table is queried to ensure it contains no elements in
the persistent list, P

– The linear certificates table is queried to ensure it contains all elements of the
linear list, L, and that none of them have been marked as “used” previously

– All the elements of L are marked as “used” in the database
– The transaction is committed
– File access is granted
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The order of these operations is imperative. All other conditions in a procap
must be checked before checking the certificate lists in it, as we do not want to
unnecessarily mark linear certificates as used when access may not be granted.
Also for that reason, we must check both the linear and the revoked certificates
before consuming the linear certificates. It is also necessary that the linear cer-
tificates be marked as used prior to giving file access; if not, we risk a system
failure preventing us from marking the certificates used despite an access having
been made. Of course, this allows the possibility that a system failure after the
certificates are marked but prior to access incorrectly causes the certificates to be
marked. However, we maintain access logs and time of use within the database,
so certificates marked consumed this way can be unmarked by an administrator
during system recovery.

Summary of the Implementation. Our implementation of the LPCFS front
end tools (proof search, proof verification, and certificate management) com-
prises approximately 9,000 lines of SML code. The original PCFS implementa-
tion of these tools was nearly 7,000 lines of code; our modifications and additions
are spread throughout that code. Because the front end tools are used less fre-
quently than the reference monitor, their efficiency is also less of a concern. The
bottleneck for performance is the LPCFS reference monitor, which comprises ap-
proximately 11,000 lines of C++ code (the PCFS reference monitor was 10,000
lines long). We evaluate performance of the reference monitor in Section 5.

5 Experimental Results

In this section, we present the results of several experiments that measure the
efficiency of the reference monitor (back end) of LPCFS.We are specifically inter-
ested in the costs of checking and consuming certificates when performing basic
operations such as stat-ing a file (to which we address our microbenchmarks),
and during a typical build cycle (to which we address our macrobenchmarks).
All experiments reported here were performed on a 2.8 GHz 8-core machine with
3.8 GB RAM with a 500GB 7200 RPM hard drive running Linux kernel ver-
sion 2.6.35-27-generic. We used the GNU C++ compiler (g++) to compile the
reference monitor.

5.1 Macrobenchmarks

We performed two typical build-cycle benchmarks: (1) Untar-ing, compiling,
and deleting the source code of the fuse kernel module 5 times (Fuse × 5), and
(2) Untar-ing, configuring, compiling, and deleting the Poco C++ Base Library
(Poco/Base). In running LPCFS, we gave read, write, execute permissions on
the parent directory in which the tests were being run, first dependent upon
no certificates, and then with each permission dependent upon one persistent
certificate (which, of course, had not been revoked). No linear certificates were
used in these benchmarks: we would not expect linear rights to be used in a build
environment and so their effect is not a concern. The results of the benchmarks
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are shown below. All times are measured in seconds. Fuse/Null is a virtual file
system with an architecture similar to that of LPCFS, except that it makes no
access checks. This file system is our baseline for comparison.

Benchmark LPCFS(0 certs) LPCFS (1 cert/perm) PCFS Fuse/Null Ext3
Poco/Base 614 638 614 611 538
Fuse × 5 97.55 98.64 96.41 91.18 85.48

In the absence of revocation checks (column 0 certs in the table), LPCFS over-
head over Fuse/Null is 0.4% for Poco, and 7% for Fuse. These are similar to
those of PCFS, which is to be expected, because in these cases the LPCFS and
PCFS implementations behave similarly. The additional overhead of checking
one certificate revocation per access (column 1 cert/perm in the table) is less
than 1% for Fuse and less than 5% for Poco, which is not much. Interestingly,
this overhead does not change with the size of the revoked certificate table, which
is also supported by our microbenchmarks below.

5.2 Microbenchmarks

The purpose of microbenchmarking was to assess the cost of checking for ex-
istence of certificate revocations and linear certificates (and marking the linear
certificates as used) in the database. In the first microbenchmark, we measured
the amount of time taken to stat a file1, when the permission to stat the file de-
pended on N = {0, 1, 2, 10, 20, . . . , 100} linear certificates. Precisely, we created
10,000 files of size 1 byte each and procaps authorizing the execute permission to
each of them (execute is the only permission needed to stat a file) with N linear
certificates in each procap. The average time to stat a file for different values ofN
is shown in both tabular and graphical form in Figure 1. Note that stat-ing a file
whose execute permission depends on N linear certificates requires N updates
to the database (one update to mark each of the N certificates consumed).

With 0 certificates, the time taken by LPCFS per file (2.6ms) is similar to that
taken by Fuse/Null (2.4ms) and PCFS (2.6ms). However, with even one linear
certificate per procap, the time for access increases to 156ms. This is unsurprising
because dependence on linear certificates implies that the database must be
written to consume the linear certificates, which is an expensive operation. Note,
however, that a linear certificate can be used only once after it is issued, so the
total initial overhead due to linear certificates (156ms) across all system calls
cannot exceed the number of such certificates issued. In practice, we may expect
that not many linear certificates will be issued, so the overall cost should be
manageable. As the chart in Figure 1 shows, after this initial overhead the time
increases almost linearly with the number of linear certificates in each procap,
and is approximately 1ms per certificate. Practical authorizations are unlikely
to use more than one or two linear certificates each, so the incremental overhead
(1ms/certificate) is unlikely to add up to a significant number for any access.

1 The stat file system call reads a file’s metadata, e.g., its length and owner.
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Certs 0 1 2 10 20 30 40 50 60 70 80 90 100 PCFS Fuse/Null

Time (ms) 2.6 156 155 157 190 205 228 231 235 243 250 261 279 2.6 2.4

Fig. 1. Time to stat one file varying the number of linear certificates per procap

Our second microbenchmark measures the cost of checking for certificate re-
vocations. This experiment is similar to the previous one, except that instead of
linear certificates, we use persistent certificates in procaps, for which only revo-
cations are checked. Again we varied the number of certificates in each procap
in the set N = {0, 1, 2, 10, 20, . . . , 100}. However, in addition, we also varied the
number of certificates in the revocation table in the set {1000, 2000, . . . , 10000}
to observe the impact, if any, of changing the size of this table. Our observations
are shown in Figure 2. First, as is evident from the data, there is no sudden
increase in access time when moving from 0 to 1 revocation checks per procap,
as was the case for linear certificates. This is because a revocation check does
not require writing the database and is, therefore, relatively inexpensive. Sec-
ond, there is a uniform growth in the overhead with increase in the number of
revocation checks per procap. The slope of this growth is approximately 0.02ms

Certs\DB Load 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

0 2.6 2.6 2.6 2.6 2.6 2.6 2.6 2.6 2.6 2.6
1 3.2 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1
2 3.3 3.3 3.2 3.2 3.2 3.2 3.2 3.3 3.2 3.2
10 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.5
20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6
30 3.7 3.7 3.7 3.8 3.8 3.8 3.8 3.8 3.8 3.8
40 3.9 3.9 3.9 4.0 4.0 4.0 4.0 4.0 4.0 4.0
50 3.9 4 0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0
60 4.2 4.2 4.1 4.2 4.2 4.2 4.2 4.2 4.3 4.3
70 4.2 4.2 4.2 4.2 4.1 4.2 4.2 4.3 4.2 4.4
80 4.4 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.6
90 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.7 4.7 4.7
100 4.8 4.8 4.8 4.8 4.9 5.2 5.6 5.4 5.5 5.5

Fig. 2. Time to stat one file varying the number of required persistent certificates per
procap (rows) and the size of the revocation list (columns). All times are reported in
ms.
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per certificate. Finally, the effect of changing the number of revoked certificates
in the database is negligible. This is because the reference monitor reads the
revocation table in accordance with the table’s index.

5.3 Summary of Experimental Results

Our experiments show that increasing the size of the database does not signifi-
cantly affect the cost of checking certificates at the time of file access. Increasing
the number of certificates (linear or persistent) upon which permissions rely has
a roughly linear correlation with the time required to gain a permission to a
file. Linear certificates incur a significant, but constant, overhead because mark-
ing them consumed requires writing the database. Our macrobenchmarks show
that there is not a significant overhead in maintaining a revocation list within a
database and checking certificates against this list for a typical build cycle.

6 Conclusion

LPCFS extends previous work on the file system PCFS to support revocable
and linear certificates within a proof-carrying authorization framework. Both
extensions are implemented using a centralized database which maintains a
list of revoked certificates and a table of linear certificates. Our experiments
suggest that the cost of making additional checks to support these features is
manageable.

An interesting future direction for this work is to consider linear and revocable
certificates in a distributed setting: rather than requiring a centralized database,
the certificates and revocation list could be kept at multiple nodes.

Further, we would like to study policy authoring and analysis. Owing to the
complexity of the logic, policies may have unintended consequences if care is not
taken in constructing them. It would be useful to develop tools for exploring
possible consequences of a policy, or to aid in the proof of certain metatheorems
about a particular policy. For example, for the policy in Section 2, it might be
useful to prove that no statement made by Alice could affect the permissions
available to Bob. Notions such as this are useful guidelines, both for individuals
authoring the policy and for developers constructing policy verification tools.
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New Modalities for Access Control Logics:
Permission, Control and Ratification
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Abstract. We present a new modal access control logic, ACL+, to specify, reason
about and enforce access control policies. The logic includes new modalities for
permission, control, and ratification to overcome some limits of current access
control logics. We present a Hilbert-style proof system for ACL+ and a sound
and complete Kripke semantics for it. We exploit the Kripke semantics to define
Seq-ACL+: a sound, complete and cut-free sequent calculus for ACL+, implying
that ACL+ is at least semi-decidable. We point at a Prolog implementation of Seq-
ACL+ and discuss possible extensions of ACL+ with axioms for subordination
between principals.

1 Introduction

Logic plays a prominent role in the specification, reasoning and enforcement of ac-
cess control policies in distributed systems. In the last two decades, several logic-based
models have been proposed for access control policies, each with its own primitives,
semantics and, in some cases, specific application domains (see [1,3] and [7] for sur-
veys). The great variety (and complexity) of such systems makes it difficult to integrate,
compare and objectively evaluate them. As is evident from recent research in access
control [2,8,11,14,17], modal logic is a powerful framework to study expressiveness,
complexity and semantics of access control logics. Although modal logic has proved
useful for theoretical study of access control, it is not widely used in practice to enforce
authorization policies (some notable exceptions are [5,6,13,21,22]).

The main reason for this gap is that although several epistemic modalities (e.g.,
says [18], said and knows [17]) have been studied in the context of access control,
key access control concepts like permission, control or trust are not first-class citizens
of modal access control languages and must be defined using epistemic modalities. This
creates implicit relationships between the concepts and possibly leads to security risks
(see [2] for some examples).

In this paper, we take a step towards addressing this shortcoming by proposing a
constructive modal logic, ACL+, which extends a standard access control logic with
new connectives for permission, control and trust on principals’ statements, and admits
a semi-decidable calculus. We start by presenting a brief outline of the methodology of
access control through logics in Section 2, and a specific connective says [18] that is
central to almost all access control logics. In Section 3 we point at three shortcomings of
says-based access control logics that, in our opinion, limit their applicability in practical
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scenarios, thus motivating the need for the new modalities. In Section 4 we present the
new modalities, their axioms and inference rules in a Hilbert-style calculus for ACL+.
Moreover, we show through examples how ACL+ avoids the shortcomings reported in
Section 3.

Section 5 presents sound and complete Kripke semantics for ACL+. Kripke seman-
tics, although useful for establishing several metatheorems of access control logics, are
not operational and cannot be used directly in algorithms to reason about authoriza-
tion. Accordingly, in Section 6 we present Seq-ACL+, a sound, complete and cut-free
sequent calculus for ACL+ and then impose termination conditions on the sequent cal-
culus that are derived from the Kripke semantics. We conjecture that the termination
conditions do not lead to loss of completeness and point the reader to a working im-
plementation of the calculus in Prolog.1 In Section 7 we present extensions of ACL+

with axioms that force subordination between principals. Section 8 discusses briefly
some related work and Section 9 concludes the paper. A full version of the paper with
proofs of theorems and and the Prolog implementation of ACL+ are available from the
authors’ homepages.

2 Distributed Access Control Model

We consider a decentralized model of access control, where policy information is dis-
tributed among several principals. Principals support policy statements and credentials
by writing them in certificates signed with their respective private keys. Since policy
statements and credentials may be complex, and may assert facts conditional upon
statements of other principals, formal logic is a natural choice to model policies. If
principal A supports policy (or credential) ϕ, this is represented in the logic as the
formula A says ϕ [18]. Technically, A says • is a family of principal-indexed modali-
ties that has been included in several access control logics, albeit with slightly varying
semantic interpretations.

An access is authorized (justified) if and only if it is entailed by available policy
statements and credentials. The question of authorizing an access ϕ for principal A
from a policy Γ can be cast formally as follows: Is it the case that Γ and A says ϕ
entail ϕ? Or, in symbolic notation, is there a formal proof that Γ,A says ϕ 	 ϕ?

Example 1. Consider the following policy:

1. If the Admin says that file1 can be read, then this must be the case.
2. Admin trusts Bob to decide whether or not file1 can be read.

In a propositional logic enriched with the saysmodality, we can express the above policy
as follows [2]:

1. (Admin says read file1) → read file1
2. Admin says ((Bob says read file1) → read file1)

1 In an earlier version of this paper we mentioned a proof of decidability of ACL+, but subse-
quently we found a mistake in the proof that we have been unable to fix. However, we still
believe that ACL+ is decidable, hence the conjecture.
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Further, Bob asking to read file1 can be represented as Bob says read file1. The
reference monitor may authorize Bob on this request if and only if

(1), (2), Bob says read file1 	 read file1

In most access control logics, the above entailment has a proof, so Bob will be able
to read file1. We re-emphasize that the notion of authorization w.r.t. to a submitted
request corresponds to the formal notion of derivability of the requested access from
the available policy.

3 Limits of Access Control Logics: Permissions, Control and
Information Flow

In this Section we point out three issues that, in our opinion, create a gap between
existing work on logic-based approaches to access control as outlined above, and their
deployment in practice. We call the first issue the problem of implicit permissions: If an
action ϕ is entailed by a policy Γ , then any principal is authorized to perform it. The
second issue concerns a logical separation of permission to perform an action from the
ability to control the action, which also includes the permission to delegate the control
further. The third issue is concerned with a fine-grained distinction between the flow of
information (policy statements) from one principal to another, and its acceptance by the
receiving principal or, in other words, the issue of separating (in the logic) hearsay from
trust in the hearsay. We explain these issues one by one, and then present our proposal
to address the issues by introducing new modalities into the logic.

Issue 1: Implicit Permissions

The standard definition of permission through entailment presented in Section 2 says
that a principal A can perform action ϕ if from the prevailing policy Γ and A says ϕ, ϕ
can be established. However, this creates a problem in practice: Once enough creden-
tials exist to authorize an access for some principal, any principal is permitted the same
access by the standard definition. For instance, in our earlier example, after Bob has
created the credential Bob says read file1, any principal A will be authorized to read
file1. This is because the existence of a proof of Γ,Bob says read file1 	 read file1
implies, by the law of weakening in the logic, that Γ,Bob says read file1, A says
read file1 	 read file1 is also provable for any principal A.

The problem here is that the formula asserting the authorization — read file1 —
does not include the identity of the principal who is authorized access. We propose to
resolve this problem by introducing an explicit, principal-indexed modality for permis-
sions, which we write PAϕ (Section 4). With this modality, policy Γ authorizes prin-
cipal A to perform action ϕ iff Γ 	 PAϕ. By explicitly listing the principal authorized
in the conclusion, we eliminate the problem of implicit permissions.

An alternate, related solution, not considered here, but often used in first-order log-
ics for access control, is to treat the permission (e.g., read file1) as a relation over
principals. Instead of writing read file1 we could write read file1(A) to mean that
principal A is authorized to read file1. However, since we are interested in implement-
ing the logic, we avoid first-order logic.
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Issue 2: Control or Delegatable Permissions

Often in access control, it is desirable to give an individual a permission and also the
power to further delegate the permission. To this end we propose a new modality CAϕ,
read “A controls ϕ”. The key axioms governing CAϕ are:

	 CAϕ → PAϕ (C2P)
	 (CAϕ ∧ (A says CBϕ)) → CBϕ (del-C)

The first axiom means that if principal A controls ϕ, then it is also permitted ϕ. This
axiom relates control to permission and makes CAϕ strictly stronger than PAϕ. The
second axiom allows principal A, who controls ϕ, to delegate this control to a principal
B simply by asserting this fact. This ability to delegate further distinguishes CAϕ from
PAϕ.

It is desirable that (CAϕ1 ∧ CAϕ2) → CA(ϕ1 ∧ ϕ2). For instance, if A has con-
trol over the deletion of files 1 and 2 individually, it should also have control over the
deletion of the two files together, thus allowing it to delegate control over deletion of
both files at once. A similar property for permissions may be harmful. For instance, if
file 2 is the backup of file 1, we may not want to permit their simultaneous deletion
(PA(ϕ1 ∧ ϕ2)), even if we allow their deletion individually (PAϕ1 ∧ PAϕ2). For-
mally, this difference is manifest in different logical treatments of the two modalities:
while CA is a normal necessitation modality,PA is a possibility modality (see Section 4
for details).

Issue 3: Information Flow vs Acceptance

Besides the use of the modality CA, authority can also be delegated from one principal
to another by nesting the says modality, as in the following statement from Example 1,
which delegates the formula read file1 from principal Admin to principal Bob:

2. Admin says ((Bob says read file1) → read file1)

Intuitively, we expect (as in Example 1) that this formula together with Bob says
read file1 should imply that Admin says read file1. However, performing this in-
ference requires us to infer from Bob says read file1 that Admin says Bob says
read file1. To allow for this inference, most authorization logics include the following
axiom, or a stronger axiom that implies it (this axiom was proposed by Abadi [1]):

A says ϕ → B says (A says ϕ) (I-SS)

However, this axiom also allows unwanted statements to flow from one principal to an-
other. Here is an example. SupposeAdmin delegates toBob the authority to read file1
through statement (2), under the conception that Bob will only allow read file1 un-
der reasonable conditions. However, Bob, either mistakenly or maliciously, adds the
following rule:

Bob says (bad condition → read file1)

where bad condition means that a certain bad condition (for reading file1) holds.
Now, using the statements above and (I-SS), Bob says bad condition implies that
Admin says read file1, which is undesirable.
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The problem here is that the logic, so far, does not provide a construct to allow
Admin to represent in statement (2) that it actually trusts the assumption (Bob says
read file1). We propose to rectify this situation by including the construct A ratified
ϕ, which means that A says ϕ and that this statement is trusted by the principal in the
enclosing scope. With this construct, Admin can revise its statement to say that:

2a. Admin says ((Bob ratified read file1) → read file1)

If Bob merely says read file1, it will imply Admin says Bob says read file1,
but not Admin says Bob ratified read file1, and not allow for the deduction of
Admin says read file1. To allow for the latter, Admin must make explicit rules to
convert Bob’s statements to ratified statements, e.g., it may add the following two rules:

3. Admin says ((Bob says good condition) → (Bob ratified good condition))
4. Admin says ((Bob says (good condition → read file1)) → (Bob ratified

(good condition → read file1)))

thus allowing deduction of Admin says read file1 from the statements Bob says
(good condition → read file1) andBob says good condition, but not fromBob says
(bad condition → read file1) and Bob says bad condition. The formal rules that
allow these deductions and a more detailed example of the use of ratification are pre-
sented in Section 4.

4 The New Modalities

In this section we formally describe ACL+, our access control logic with the modalities
PA, CA and A ratified •. To summarize,

1. Permission and control can be represented directly in ACL+ using the modalities
PAϕ (principal A is authorized (permitted) ϕ) and CAϕ (principal A controls ϕ).

2. ACL+ contains the operator A ratified ϕ, which means that principal A states ϕ
and this statement has been ratified (or, is trusted) by the principal in whose context
the formula is interpreted.

We introduce ACL+ piecewise, starting with a simple access control logic containing
the modality says defined by the following rules and axioms (ϕ and ψ denote logical
formulas):

All axioms of intuitionistic propositional logic (IPC)
	 ϕ 	 ϕ → ψ

	 ψ
(MP)

	 ϕ

	 A says ϕ
(nec-S)

	 (A says (ϕ → ψ)) → (A says ϕ) → (A says ψ) (K-S)
	 A says ϕ → B says (A says ϕ) (I-SS)

We note that our logic is intuitionistic (constructive). The use of intuitionistic logic for
access control has been motivated in prior work [12]; briefly, constructivism disallows
proofs by contradiction, thus eliminating authorization if it is merely not denied. Ax-
ioms (nec-S) and (K-S) express that says is a normal necessitation modality and are
standard in access control literature.
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4.1 Permission and Control

To this basic logic we add the modalities PA and CA, characterized by the following
rules and axioms:

	 ϕ

	 CAϕ
(nec-C)

	 CA(ϕ → ψ) → (CAϕ → CAψ) (C-Deduce)
	 CAϕ → PAϕ (C2P)
	 PA(ϕ ∨ ψ) → PAϕ ∨ PAψ (or-P)
	 (CAϕ ∧ (A says CBϕ)) → CBϕ (del-C)

Axiom (C-Deduce) expresses that control is closed under logical deduction while rule
(nec-C) means that all valid formulas of the logic are controlled by every principal A.
Together, (nec-C) and (C-Deduce) make CA a normal necessitation modality (similar
to � in standard modal logics). As motivated in Section 3, we model permission with
a possibility modality, i.e., it is not closed under logical consequence, but we require it
to distribute over disjunction (or-P). Axiom (C2P) relates the notion of control to that
of permission and reads: “If principal A controls ϕ, then it is authorized (permitted) on
ϕ”. This implies that control of a formula is stronger than permission on the formula.
Axiom (del-C) allows a principal A in control of ϕ to delegate that control to another
principal B (see Example 2).

Definition 1 (Authorization). Given a policy Γ , we say that A is authorized on access
ϕ if and only if Γ 	 PAϕ.

Example 2. The policy of Example 1 can be re-represented with the new modalities as
follows

(1) CAdmin(read file1)
(2) Admin says (CBob(read file1))

From (del-C), (MP) and (C2P) we can prove that Bob is authorized to read file1, i.e.,
(1), (2) 	 PBob(read file1).

Example 3. A principal can selectively delegate privileges it controls to other princi-
pals. Consider a policy in which A controls the deletion of files 1 and 2. A can delegate
to B the authority to delete file 1 only by asserting that B controls it. Formally,

CA(delete file1 ∧ delete file2), A says (CB(delete file1)) 	 CB(delete file1)

Proof. From the assumption CA(delete file1∧delete file2) infer using (nec-C) and
(C-deduce) that CA(delete file1). CB(delete file1) follows using (del-C) and the
assumption A says (CB(delete file1)).

4.2 The Modality (A ratified ϕ)

Next, we add to our logic the modality A ratified ϕ, which means not only that A says
ϕ, but also that the latter has been checked, ratified, or is trusted by the principal in
whose scope it occurs (Section 3). For instance, the formula B says (A ratified ϕ)
means that: “A says ϕ and B ratified (trusts) this statement”.

Like CA and A says •, we model A ratified • as a normal modality:
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	 ϕ

	 A ratified ϕ
(nec-R)

	 (A ratified (ϕ → ψ)) → (A ratified ϕ) → (A ratified ψ) (K-R)

Further, the modality A ratified ϕ implies A says ϕ, but the converse is not true in
general:

	 (A ratified ϕ) → (A says ϕ) (RS)

The axiom (RS) makes A ratified ϕ stronger than A says ϕ. Statement ϕ directly
signed by a principal can be taken as an evidence of A says ϕ, not A ratified ϕ. (I-SS)
and (RS) together imply that:

	 (A ratified ϕ) → B says A says ϕ

but it is not possible to derive in general that

	 (A says ϕ) → B says A ratified ϕ

which would be unjustified because if A says ϕ, then B has not necessarily ratified it.

Example 4. The purpose of introducing the modality A ratified • is to allow a principal
control over what statements and proofs of another principal it will admit as trusted.
Assume that a hospital administrator PA controls access to sensitive patient records.
The main policy is that “a doctor has access to all patient records” and the determination
of who constitutes a doctor comes from the principal HR, representing the human
resources database. Let CA(access records) mean that principal A has control over
the access to patient records and isDoctor A mean that A is a doctor. Let P be the set
of all relevant principals. The main policy can be encoded as the formula2:

PA says
∧

A∈P [(HR ratified isDoctor A) → (CA(access records))] (P1)

Observe that we are using (HR ratified . . .) inside the policy instead of (HR says . . .)
to ensure that consequences of the policy depend only on statements of HR that have
been ratified by PA.

Now, PA can choose to trust the policies of HR selectively. For instance, if PA
trusts all deductions of the form isDoctor A that HR may make, it can have the policy:

PA says
∧

A∈P((HR says isDoctor A) → (HR ratified isDoctor A)) (P2)

Then, for any principal A, we have that

(P1), (P2), HR says (isDoctor A) 	 PA says CA(access records)

If, on the other hand, PA only trusts HR’s statements about two principals Alice and
Bob, it can selectively assert (in place of (P2)) that:

2 Because we are using a propositional language, we assume principals to range over a finite
set P . Accordingly,

∧
A∈P ϕ reads “For all principals A in P , ϕ holds”.
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PA says ((HR says isDoctor Alice) → (HR ratified isDoctor Alice))
PA says ((HR says isDoctor Bob) → (HR ratified isDoctor Bob))

As a last illustration, suppose that the HR has two policies, one of which states that
every administrator is a doctor and the other of which (mistakenly) states that every
hospital employee is a doctor:

HR says
∧

A∈P(isAdmin A → isDoctor A) (P3)
HR says

∧
A∈P(isEmployee A → isDoctor A) (P4)

PA can choose to ratify the first of these, but not the second, by asserting in place of
(P2) that:

PA says ((HR says
∧

A∈P(isAdmin A → isDoctor A)) → (HR ratified∧
A∈P(isAdmin A) → isDoctor A))) (P5)

PA says
∧

A∈P((HR says isAdmin A) → (HR ratified isAdmin A)) (P6)

Suppose that HR says isAdmin Alice. Then, we can deduce PA says
CAlice(access records) from (P1), (P3), (P5) and (P6) as follows:

1. From (P3) and (I-SS), deduce that

PA says (HR says (
∧
A∈P

(isAdmin A → isDoctor A)))

2. From (1), (K-S) and (P5) deduce that

PA says (HR ratified (
∧
A∈P

(isAdmin A → isDoctor A)))

3. From (HR says isAdmin Alice) and (I-SS) deduce that (PA says HR says
isAdmin Alice)

4. From (3), (K-S) and (P6) deduce that (PA says HR ratified isAdmin Alice)
5. From (2), (4), (K-S), and (K-R) deduce that (PA says HR ratified

isDoctor Alice)
6. From (5), (P1), and (K-S) deduce that (PA says CAlice(access records))

If we replace the assumption (HR says isAdmin Alice)with the assumption (HR says
isEmployee Alice), then we cannot deduce (PA says (CAlice(access records)))
because we cannot deduce (5) above. In place of (5), we can deduce only the weaker
statement (PA says (HR says isDoctor Alice)), which does not imply (PA says
CAlice(access records)) in our theory.

5 Semantics

In this section, we define sound and complete semantics for ACL+. Our semantics uses
graph-based structures called Kripke models, that are standard in modal logic. The tech-
nical challenge here, as for every modal logic, lies in identifying a suitable class of
Kripke structures that correspond exactly to the calculus of Section 4. Although Kripke
semantics are not necessarily intuitive, they lead directly to a proof theory for the logic,
a semi-decidability result for it and an implementation of the proof theory (Section 6).
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Definition 2. An intuitionistic model, M, of ACL+ is a tuple

(W,≤, {SA}A∈P , {CA}A∈P , {RA}A∈P , {PA}A∈P , h)

where

– P is a set of principals.
– (W,≤) is a preorder, where elements of W are called states or worlds, and ≤ is a

binary relation over W which satisfies the following conditions
∀x.(x ≤ x) (refl)
∀x, y, z.((x ≤ y) ∧ (y ≤ z) → (x ≤ z)) (trans)

– SA, CA, RA and PA are binary relations on W that satisfy the following condi-
tions:

∀x, y, z, w.(((x ≤ y) ∧ (ySAz) ∧ (z ≤ w)) → (xSAw)) (mon-S)
∀x, y, z, w.(((x ≤ y) ∧ (yCAz) ∧ (z ≤ w)) → (xCAw)) (mon-C)
∀x, y, z, w.(((x ≤ y) ∧ (yRAz) ∧ (z ≤ w)) → (xRAw)) (mon-R)
∀x, y, z, w.(((x ≤ y) ∧ (zPAy) ∧ (z ≤ w)) → (wPAx)) (mon-P)

– h is an assignment which, for each atom q, assigns the subset of worlds h(q) ⊆ W
where q holds. Moreover, we require h to be monotone w.r.t. ≤, i.e., if x ∈ h(q) and
x ≤ y then y ∈ h(q).

Conditions above ensure monotonicity of the logic (Lemma 1), which is a standard
property of Kripke semantics for constructive logics. Moreover, to force ACL+ models
to admit the axioms (I-SS), (C2P), (del-C) and (RS) we require the following to hold for
any two principals A and B.

∀x, y, z.(((xSBy) ∧ (ySAz)) → (xSAz)) (s-I-SS)
∀x∃y.(xCAy ∧ xPAy) (s-C2P)
∀x, y.((xCBy) → ((xCAy) ∨ ∃z((xSAz) ∧ (zCBy))) (s-del-C)
∀x, y.((xSAy) → (xRAy)) (s-RS)

An interpretation for the logic is a pair M, t where M is a model and t is a world in
M.

Definition 3 (Satisfaction Relation). The satisfaction relation “|=” between interpre-
tations and formulae of the logic is defined below. (The letter q denotes an atomic
formula.)

– M, t |= q iff t ∈ h(q)
– M, t �|= ⊥
– M, t |= ϕ ∨ ψ iff M, t |= ϕ or M, t |= ψ
– M, t |= ϕ ∧ ψ iff M, t |= ϕ and M, t |= ψ
– M, t |= ϕ → ψ iff for all s, t ≤ s and M, s |= ϕ imply M, s |= ψ
– M, t |= ¬ϕ iff for all s, t ≤ s implies M, t �|= ϕ
– M, t |= A says ϕ iff for all s such that tSAs we have M, s |= ϕ
– M, t |= CAϕ iff for all s such that tCAs we have M, s |= ϕ
– M, t |= A ratified ϕ iff for all s such that tRAs we have M, s |= ϕ
– M, t |= PAϕ iff there exists an s such that tPAs and M, s |= ϕ
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Lemma 1 (Monotonicity). For any formula ϕ and any interpretation M, t, if M, t |=
ϕ and t ≤ s then M, s |= ϕ.

We say that M |= ϕ if for all t ∈ M, it is the case that M, t |= ϕ. Further, Γ |= ϕ if
for every intuitionistic model M, M |= Γ implies M |= ϕ.

Theorem 1 (Soundness). If 	 ϕ then |= ϕ

Theorem 2 (Completeness). If Γ |= ϕ then Γ 	 ϕ

We note that the conditions (s-I-SS), (s-C2P), (s-del-C) and (s-RS) are canonical for
the axioms (I-SS), (C2P), (del-C) and (RS), respectively, i.e., a logic with any subset of
these axioms is sound and complete with respect to models that satisfy the conditions
corresponding to the chosen axioms.

6 A Semantics-Based Calculus for ACL+

In this section we briefly present Seq-ACL+, a sound, complete and cut-free sequent
calculus for ACL+. The calculus is inspired by the work of Negri [19]3 and follows the
so-called labeled approach [4,20], which directly uses the Kripke semantics. The use of
labeled sequent calculi for access control is relatively new and has been introduced in
[15,16] to define proof theory of a specific says-based access control logic. Our sequent
calculus directly leads to a semi-decision procedure for the logic ACL+.

Seq-ACL+ manipulates two types of labeled formulas:

1. World formulas, denoted by x : ϕ, where x is a world and ϕ is a formula of ACL+,
intuitively meaning that ϕ holds in world x.

2. Transition formulas representing semantic accessibility relationships. These formu-
las have one of the forms xSAy, xCAy, xRAy, xPAy and x ≤ y.

A sequent is a tuple 〈Σ,M, Γ,Δ〉, usually written Σ;M;Γ ⇒ Δ where M, Γ and Δ
are multisets of labeled formulas and Σ is the set of labels (worlds) appearing in the rest
of the sequent. Intuitively, the sequent Σ;M;Γ ⇒ Δ means that “every model which
satisfies all labeled formulas of Γ ∪M satisfies at least one labeled formula in Δ”. This
is made precise by the notion of validity in the following definition.

Definition 4 (Sequent validity). Given a model

M = (W,≤, {SA}A∈P , {CA}A∈P , {RA}A∈P , {PA}A∈P , h)

and a label alphabet A, consider a mapping I : A → W . Let F denote a labeled
formula, whose labels are contained in A. Define M |=I F as follows:

– M |=I x : α iff M, I(x) |= α
– M |=I xCAy iff I(x)CAI(y) (Similarly for SA, RA, PA and ≤).

3 In particular, proofs of metatheorems about Seq-ACL+ use methods developed in [19].
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Σ;M, xCAy; Γ, x : CAα, y : α ⇒ Δ

Σ;M, xCAy; Γ, x : CAα ⇒ Δ
CL

Σ;M, x ≤ y; Γ, x : α → β ⇒T y : α,Δ Σ;M, x ≤ y; Γ, x : α → β, y : β ⇒T Δ

Σ;M, x ≤ y; Γ, x : α → β ⇒ Δ
→L

Σ;M, x ≤ y, ySAz, z ≤ w, xSAw; Γ ⇒ Δ

Σ;M, x ≤ y, ySAz, z ≤ w; Γ ⇒ Δ
mon-S

Σ;M, x ≤ y, yCAz, z ≤ w, xCAw; Γ ⇒ Δ

Σ;M, x ≤ y, yCAz, z ≤ w; Γ ⇒ Δ
mon-C

Σ;M, x ≤ y, yRAz, z ≤ w, xRAw; Γ ⇒ Δ

Σ;M, x ≤ y, yRAz, z ≤ w; Γ ⇒ Δ
mon-R

Σ;M, x ≤ y, zPAy, z ≤ w,wPAx; Γ ⇒ Δ

Σ;M, x ≤ y, zPAy, z ≤ w; Γ ⇒ Δ
mon-P

Σ;M, x ≤ y, y ≤ z, x ≤ z; Γ ⇒ Δ

Σ;M, x ≤ y, y ≤ z; Γ ⇒ Δ
trans

Σ;M, x ≤ x; Γ ⇒ Δ

Σ;M; Γ ⇒ Δ
refl
x ∈ Σ

Σ, y;M, xCAy; Γ ⇒ y : α,Δ

Σ;M; Γ ⇒ x : CAα,Δ
CR
y new

Σ, y;M, x ≤ y; Γ, y : α ⇒ y : β,Δ

Σ;M; Γ ⇒ x : α → β,Δ
→R
y new

Σ;M, xSBy, ySAz, xSAz; Γ ⇒ Δ

Σ;M, xSBy, ySAz; Γ ⇒ Δ
s-I-SS

Σ;M, xSAy, xRAy; Γ ⇒ Δ

Σ;M, xSAy; Γ ⇒ Δ
s-RS

Logical Rules

Semantical Rules

Access Control Rules

Σ, y;M, xCAy, xPAy; Γ ⇒ Δ

Σ;M; Γ ⇒ Δ
s-C2P
y new

Σ;M, xCBy, xCAy; Γ ⇒ Δ Σ, z;M, xCBy, xSAz, zCBy; Γ ⇒ Δ

Σ;M, xCBy; Γ ⇒ Δ
s-del-C
z new

Σ;M, xPAy; Γ ⇒ x : PAα, y : α,Δ

Σ;M, xPAy; Γ ⇒ x : PAα,Δ
PR

Σ, y;M, xPAy; Γ, y : α ⇒ Δ

Σ;M; Γ, x : PAα ⇒ Δ
PL

Σ;M; Γ, x : ⊥ ⇒ Δ
⊥L

Σ;M; Γ ⇒ x : �,Δ
�R

Σ;M, x ≤ y; Γ, x : p ⇒ y : p,Δ
init

Axiom Rules

Σ;M; Γ ⇒T x : α,Δ Σ;M; Γ ⇒T x : β,Δ

Σ;M; Γ ⇒T x : α ∧ β,Δ
∧R

Σ;M; Γ, x : α, x : β ⇒T Δ

Σ;M; Γ, x : α ∧ β ⇒T Δ
∧L

Σ;M; Γ ⇒T x : α, x : β,Δ

Σ;M; Γ ⇒T x : α ∨ β,Δ
∨R

Σ;M; Γ, x : α ⇒T Δ Σ;M; Γ, x : β ⇒T Δ

Σ;M; Γ, x : α ∨ β ⇒T Δ
∨L

Σ, y;M, xSAy; Γ ⇒T y : α,Δ

Σ;M; Γ ⇒T x : A says α,Δ
says R

Σ;M, xSAy; Γ, x : A says α, y : α ⇒ Δ

Σ;M, xSAy; Γ, x : A says α ⇒ Δ
says L

Σ;M, xRAy; Γ, x : A ratified α, y : α ⇒ Δ

Σ;M, xRAy; Γ, x : A ratified α ⇒ Δ
ratified L

Σ, y;M, xRAy; Γ ⇒ y : α,Δ

Σ;M; Γ ⇒ x : A ratified α,Δ
ratified R

y new

y new

y new

Fig. 1. Seq-ACL+ Rules
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We say that Σ;M;Γ ⇒ Δ is valid in M if, for every mapping I : Σ → W , if M |=I F
for every F ∈ M ∪ Γ , then M |=I G for some G ∈ Δ. We say that Σ;M;Γ ⇒ Δ is
valid in Seq-ACL+ if it is valid in every M.

Figure 1 lists the rules of the calculus Seq-ACL+, divided into four groups.

– Axiom rules do not have premises and describe valid sequents.
– Logical rules operate on connectives of the logic.
– Semantic rules define the properties that hold for relationships ≤, SA, RA, CA and
PA in all ACL+ models.

– Access control rules codify axioms that differentiate ACL+ from other constructive
normal modal logics, i.e., (I-SS), (C2P), (del-C) and (RS).

Note that semantic and access control rules are in one-to-one correspondence with se-
mantic conditions of Definition 2.

We say that a sequent Σ;M;Γ ⇒ Δ is derivable in Seq-ACL+ if it admits a
derivation. A derivation is a tree whose nodes are sequents. A branch is a sequence of
nodes Σ1;M1;Γ1 ⇒ Δ1, Σ2;M2;Γ2 ⇒ Δ2, . . . , Σn;Mn;Γn ⇒ Δn, . . . Each node
Σi;Mi;Γi ⇒ Δi is obtained from its immediate successor Σi−1;Mi−1;Γi−1 ⇒ Δi−1

by applying backward a rule of Seq-ACL+, having Σi−1;Mi−1;Γi−1 ⇒ Δi−1 as the
conclusion and Σi;Mi;Γi ⇒ Δi as one of its premises. A branch is closed if one of its
nodes is an instance of axiom rules, otherwise it is open. We say that a tree is closed if
all of its branches are closed. A sequent Σ;M;Γ ⇒ Δ has a derivation in Seq-ACL+

if there is a closed tree having Σ;M;Γ ⇒ Δ as the root. As an example we show a
derivation of the axiom (C2P) in Seq-ACL+.

init
x, y, z; x ≤ y, z ≤ z, yCAz, yPAz; y : CAp, z : p ⇒ y : PAp, z : p

refl
x, y, z;x ≤ y, yCAz, yPAz; y : CAp, z : p ⇒ y : PAp, z : p

PR
x, y, z; x ≤ y, yCAz, yPAz; y : CAp, z : p ⇒ y : PAp

CL
x, y, z;x ≤ y, yCAz, yPAz; y : CAp ⇒ y : PAp

s-C2P
x, y;x ≤ y; y : CAp ⇒ y : PAp → R

x; ; ⇒ x : CAp → PAp

Theorem 3 (Admissibility of cut). Σ;M;Γ ⇒ x : α,Δ and Σ;M;Γ, x : α ⇒ Δ im-
ply Σ;M;Γ ⇒ Δ.

Theorem 4 (Soundness of Seq-ACL+). If a sequent Σ;M;Γ ⇒ Δ is derivable then
it is valid in the sense of Definition 4.

Theorem 5 (Completeness of Seq-ACL+). If a formula α is valid in ACL+ (i.e., |= α),
then x; ;⇒ x : α is derivable in Seq-ACL+.

Theorems 4 and 5 imply that ACL+ is semi-decidable because the rules of Figure 1
can be implemented backwards with iterative deepening to always find a proof of any
provable formula.
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6.1 Termination

Next, we propose several conditions on application of rules of the sequent calculus
Seq-ACL+, which together ensure that a backward search in the calculus always ter-
minates. The conditions are based on similar conditions in the work of Negri [19] for
the unimodal case. Although the conditions are known to preserve completeness in the
unimodal case, we do not know whether they preserve completeness in Seq-ACL+ also.
We strongly suspect that this is the case and state this belief as an unproved conjecture.
We do prove that some of our termination conditions preserve completeness of proof
search.

The first source of non-termination in backward proof search is that the rules saysL,
ratifiedL, CL, and PR may increase the complexity of sequents in a backward proof
search. However, as the following (provable) Lemma shows, such “critical” rules can
be applied in a controlled way. (Without loss of generality we assume that the root of
each proof has the form x; ;⇒ x : ϕ).

Lemma 2 (Controlled use of rules). In each branch of a backward proof search, it is
useless to: (1) apply CL on the same transition relation xCAy ∈ M more than once,
(2) apply PR on the same transition relation xPAy ∈ M more than once, (3) apply rule
χ for χ ∈ {mon-S,mon-R,mon-C,mon-P,sym,trans,s-I-SS,s-del-C,s-C2P,s-RS} on the
same transition formula (or label as in s-RS) more than once.

However, there are other reasons why a backward proof search may not terminate. In
particular:

1. Interaction of the rule (trans) with →L adds new accessible worlds, and we can
build chains of accessible worlds on which →L can be applied ad infinitum.

2. Application of rules s-del-C and s-C2P generates transition relations with new la-
bels that can be used for repeated application of the same rules.

We propose to bound the number of such interactions using a counting argument, as in
the work of Negri [19]. Let depth(F ) be the height of the parse tree of formula F .

Definition 5 (Label distance). Given a sequent Σ,M, Γ ⇒ Δ and two labels x and
y such that x ≤ y ∈ M, we define the distance d(x, y) between two labels as 0 when
x = y and n when x �= y, where n is the length of the longest sequence of tran-

sitions in M “connecting” the two labels, i.e., x
∼
© x1, x1

∼
© x2, . . . , xn−1

∼
© y

where
∼
© ∈ {SA, CA, RA, PA,≤} (for any principal A). As an example, if {x ≤

y, yCAz, zPAk, xSAk} ∈ M, then d(x, k) = 3.

Conjecture 1 (Bounded application of rules). The following bounding heuristic pre-
serves completeness of proof search. In any backward proof search starting with the root
x; ;⇒ x : F , for any label x1 occurring in the search such that d(x, x1) > depth(F ),
it is useless to: (1) apply →L on a transition formula x1 ≤ x2, (2) apply s-C2P on the
label x1, (3) apply s-del-C on a transition formula x1CBx2.

If this conjecture holds, we easily obtain decidability for ACL+.
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Conjecture 2 (Decidability). The logic ACL+ is decidable.

A Prolog implementation of Seq-ACL+ with the above termination conditions is avail-
able from our homepages.

7 Extending Seq-ACL+ with Constructs for Subordination

The correspondence between semantic conditions and axioms allows us to modularly
extend ACL+ with new axioms, and new (corresponding) sequent calculus rules. As
a specific case, we show here how we may extend the logic with new subordination
axioms of any of the following forms, and obtain completeness with respect to the
semantics. (In these axioms A and B are specific principals, not metavariables, but ϕ is
a metavariable standing for all formulas.)

	 A says ϕ → B says ϕ (sub-S)AB
	 A ratified ϕ → B ratified ϕ (sub-R)AB
	 PAϕ → PBϕ (sub-P)AB
	 CAϕ → CBϕ (sub-C)AB

We call these axioms subordination axioms because each axiom suggests that one of
the two principals A and B is subordinate to the other. The first (second) axiom means
that statements (ratifications) of A are echoed by B, so B is, in a sense, subordinate to
A. The third (fourth) axiom means that if A has a permission (ability to control), then
so does B, so B is more powerful than A.

Definition 6. The semantic conditions on models corresponding to the axioms above
are, respectively:

∀x, y.(xSBy → xSAy) (s-sub-S)AB
∀x, y.(xRBy → xRAy) (s-sub-R)AB
∀x, y.(xPAy → xPBy) (s-sub-P)AB
∀x, y.(xCBy → xCAy) (s-sub-C)AB

Corresponding access control rules for the sequent calculus are shown in Figure 2.

Lemma 3. Extension of Seq-ACL+ with any subset of the rules in Figure 2 preserves
admissibility of cut. Further, the calculus is sound and complete with respect to intu-
itionistic models that satisfy the corresponding conditions from Definition 6.

Σ;M, xSAy, xSBy; Γ ⇒ Δ

Σ;M, xSBy; Γ ⇒ Δ
s-sub-SAB

Σ;M, xRAy, xRBy; Γ ⇒ Δ

Σ;M, xRBy; Γ ⇒ Δ
s-sub-RA

B

Σ;M, xCBy, xCAy; Γ ⇒ Δ

Σ;M, xCBy; Γ ⇒ Δ
s-sub-CA

B
Σ;M, xPAy, xPBy; Γ ⇒ Δ

Σ;M, xPAy; Γ ⇒ Δ
s-sub-PA

B

Fig. 2. Access Control Rules for Subordination
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8 Related Work

The study of formal properties of says and other constructs in modal logic is a relatively
new research trend. Prior work by the second author [10] adopts a modified version of
constructive modal logic S4 called DTL0 and shows how existing access control logics
can be embedded (via translation) into DTL0. Other work [11] translates existing access
control logics into S4 by relying on a slight simplification of Gödel’s translation from
intuitionistic logic to S4, and extending it to formulas of the form A says ϕ. The first
author has developed conditional logics as a general framework for modular sequent
calculi for standard access control logics with the says connective [15,16]. Dinesh et
al. [9] present an access control logic based on says and extended with obligation and
permissions, but their treatment of permissions is different from ours and is closely tied
to says. The use of canonical properties for access control axioms was first considered
in [8] where standard access control axioms (e.g. (unit) and (hand-off)) are character-
ized in terms of first-order conditions on Kripke models.

The says modality also appears in several languages for writing access control poli-
cies, notably SecPAL [7] and DKAL [17]. But there are several differences in these
languages and ACL+. For example, ACL+ is propositional, whereas both SecPAL and
DKAL have first-order quantification over principals and other objects, which is often
useful to compact policy representation. However, these languages remove other fea-
tures to maintain decidability: In both SecPAL and DKAL, the says modality can only
be applied over atoms. In particular, the use of says over a disjunction is prohibited
by both SecPAL and DKAL, although it may be useful in distributed scenarios where
communication is not guaranteed. For instance, if the reference monitor knows that
A says (ϕ ∨ ψ), but principal A is not available to verify which of ϕ or ψ it supports, it
might still be possible to infer a useful fact from A says (ϕ ∨ ψ) alone. In both SecPAL
and DKAL such a fact cannot be expressed and hence this situation cannot be modeled.

9 Conclusion

We have presented ACL+, a constructive multi-modal logic for access control that in-
troduces three new modalities PA (permission), CA (control), and ratified (trusted
statement) to fix practical problems in reasoning with policies using logic. The con-
nectives of the logic are defined by a sound and complete Kripke semantics for ACL+

together with a correspondence between conditions on models and the logic’s axioms.
The semantics lead to Seq-ACL+, a sound, complete, cut-free calculus for ACL+ and
a semi-decision procedure for it. Finally, ACL+ can be extended with new axioms, as
illustrated by examples of axioms for specific kinds of subordination among principals.
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Abstract. In this paper, we describe a new biometric-based remote au-
thentication (BRA) system by combining distributed biometric authen-
tication and cancelable biometrics. The motivation of this construction
is based on our new attacks against the BRA schemes designed according
to the security model of Bringer et al. Specifically, we prove that identity
privacy cannot be achieved for the schemes in this model, if biometrics
is assumed as public data and a publicly stored sketch is employed for
improved accuracy. Besides, a statistical attack is shown that is effective
even if the sketch is stored as encrypted. To prevent statistical attacks,
we propose a weaker notion of identity privacy, where the adversary has
limited power. Next, we design a BRA protocol in cancelable biometric
setting, which is also applicable for biometrics represented as a set of
features. For this setting, we define a stronger security notion, which is
guaranteed for the BRA schemes that are vulnerable to our attacks if
they are implemented in cancelable biometric setting.

Keywords: Security Notions, Biometric-based Remote Authentication,
Identity Privacy, Secure Sketch, Cancelable Biometrics.

1 Introduction

Biometric-based authentication systems can be classified as remote or local au-
thentication, where the former system authenticates a user over a network by
performing the matching of his transmitted fresh biometrics to his stored biomet-
ric data at the remote server. A special type of biometric-based remote authen-
tication (BRA) system and a new security model is introduced by Bringer et al.
in ACISP’07, where security against insider attacks is considered. In this model,
the server-side functionalities are performed in a distributed fashion using a de-
tached biometric database and non-colluding system components. Basically, this
system is composed of three entities, the authentication server AS, the sensor
S capturing the biometrics and the detached biometric database DB. AS only
stores the identity information of the users and provides the communication be-
tween S and DB. Besides, AS does not have access to the reference biometrics
that is stored as encrypted using homomorphic encryption, thus all the compu-
tations performed by AS, S and DB stay in the encrypted domain. This leads to

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 72–89, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Security Notions of Biometric Remote Authentication Revisited 73

a new security notion called identity privacy that guarantees the privacy of the
link between the identity (name) and the biometrics of the user although bio-
metrics is assumed as public data. The intuition of this notion is that a malicious
AS that generates two templates for a user, cannot identify from the protocol
runs, which of the two biometric templates is registered to the DB as encrypted
with probability significantly better than that of random guessing. Moreover,
AS performs the matching after a Private Information Retrieval (PIR) protocol
that prevents a curious DB from tracking the user that authenticates to the
system. Thus, transaction anonymity against a (malicious) database is satisfied
which is the second notion for biometric remote authentication.

1.1 Related Work

Existing distributed biometric remote authentication schemes differ from each
other based on the homomorphic encryption scheme chosen, incorporation of
a secure sketch scheme, the biometric storage mechanism and whether an ad-
ditional security factor is required as in the case of multi-factor biometric au-
thentication. The distributed biometric remote authentication schemes that are
designed according to the security model of Bringer et al. [2,4,16,13] combine ho-
momorphic encryption, secure sketches and Private Information Retrieval (PIR)
to achieve the security notions of identity privacy and transaction anonymity.
The first biometric system in this model [3] employs Goldwasser-Micali encryp-
tion and a special PIR in order to compare two binary biometric strings in
encrypted domain using hamming distance. Next, the systems of [4,16] require
a secure sketch scheme to error-correct the biometric string such as an 2048
bits Iris code and use ElGamal encryption for equality testing [7] together with
an efficient PIR scheme. Similarly, the work of [2] combines a secure sketch,
Goldwasser-Micali and Paillier encryption in Lipmaa’s PIR protocol to prevent
the attacks against the scheme in [3]. Besides, in [13], elliptic curve ElGamal and
a PIR scheme is employed together with a special secure sketch scheme applica-
ble to an ordered biometric feature set. Another work that assumes biometrics
as a set of features [1] provides a secure biometric identification scheme using
a Support Vector Machine and Paillier encryption by adapting the security no-
tions for biometric features (usually an k-tuple of numbers). A survey of these
systems is given in [12]. Recently, [15] presents a survey of attacks against the
schemes of [3,1] and some other biometric schemes. No attacks are known for the
schemes presented in [2,4,16], which require the use of secure sketches. Except
for the works of [1,13,11,14], the biometrics is assumed as a binary string such
as an 2048 bits iris code, whereas the general representation of biometrics is a
set of features that can be either ordered such as face, voice, iris, handwritten
signatures or unordered such as fingerprint minutia.

1.2 Motivation and Contributions

The contributions of our paper is twofold. First, we consider the biometric remote
authentication (BRA) schemes that require a fuzzy sketch scheme for improved
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accuracy. We analyze the security based on the model of Bringer et al., where we
prove that if biometrics is assumed as public data and the fuzzy sketch required
for error-correction is stored publicly, the notion of identity privacy against a
malicious authentication server AS can never be satisfied. Basically, this no-
tion guarantees the secrecy of identity-biometrics relation through a security
game between the (malicious) AS and a simulator (i.e. challenger) C. If AS can
correctly distinguish the registered reference template ∼that is one of the two
templates output by AS∼ by listening to the protocol runs, AS wins this game,
thus breaks the scheme in the sense of identity privacy.

In identity privacy game, the malicious AS has to output two biometric tem-
plates describing the user U . Since the definition of this notion does not restrict
AS on how he chooses the two biometric templates, AS can output a pair of
templates (b1, b2) for U , where the distance between the two templates is either
dis(b1, b2) < t or dis(b1, b2) > t. Here, t is the error correction threshold of the
secure sketch scheme that is used to correct the errors given a similar biometrics
and a public helper data PAR. For the two cases, we prove separately that the
adversary can easily compute the exact biometric template that is registered by
the challenger C of the game using the helper data PAR of the secure sketch
that is publicly available. Thus, the schemes of [4,16] and any biometric remote
authentication scheme that assumes biometrics and the required secure sketch
as public data are vulnerable to this attack and cannot satisfy identity privacy.
Although the scheme of [2] stores the helper data PAR as encrypted, we pro-
pose a statistical attack to break identity privacy, where the adversary uses the
(known) distribution of U ’s biometrics and outputs the two templates (b1, b2)
for U in a special way. To our knowledge, no concrete attack has been presented
against the sketch-based schemes of [2,4,16].

Thus, we observe that the security model of Bringer et al. does not consider the
attacks that reveal the cleartext of the stored reference biometrics with the help
of the public sketch. Besides, if the sketch is stored secretly, then identity privacy
game should be modified so that there is a restriction on the templates generated
by the adversary AS to prevent AS breaking the notion with statistical attacks.
Thus, we describe a new notion called Weak-Identity privacy that does not allow
the adversary to generate the possible templates for a particular user, instead
the templates are given to him by the challenger. Under this new notion, the
scheme of [2] is resistant against our statistical attacks.

Secondly, we discuss alternative solutions to guarantee the security of BRA
schemes requiring public sketches. The trivial solution for the schemes [4,16] is
to store the sketch PAR secretly, namely, in the tamper-proof smartcard of the
user. This will result in a two-factor authentication scheme, thus, the system
is not anymore a pure biometric-based authentication scheme. Besides, if these
systems are implemented for biometrics that are represented as a set of features,
this solution still does not cover brute-force attacks for biometrics with a small
feature space. We note that current provably secure schemes are only defined
for biometrics represented as a fixed length binary string such as an 2048 bits
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long Iris code except for the schemes of [13,1] that assume biometrics as a set of
features, i.e. k-tuple of integers.

As a first solution, we describe a new BRA protocol where we combine cance-
lable biometrics and distributed remote authentication. Briefly, cancelable bio-
metrics perform a distortion of the biometric image or features before matching.
The variability in the distortion parameters provides the cancelable nature of
the scheme. Distortion (i.e masking) is performed either using a one-way trans-
formation or a high entropy randomness that is stored in the user’s smart card
to be used later for authentication in the transformed space. Our protocol is
applicable for biometrics represented as a set of features and resistant against
brute-force attacks if the feature space is small. Next, we define a stronger notion
as ’Identity privacy for cancelable biometrics’, where breaking this notion implies
breaking the underlying encryption scheme in the sense of indistinguishability.
The schemes of [4,16] that are vulnerable to our attack are secure in cancelable
biometric setting based on this new notion.

Finally, we employ the detached biometric storage in distributed biometric
authentication systems, which is not considered in current cancelable biometric
systems and in their security analysis. Thus, a trusted biometric database can
serve different service providers due to its distributed structure. Besides, a major
difference of our model to existing schemes of Bringer et al. [3,2,4,16] is the use
of bilinear pairings, which allows the AS to compute the final authentication
decision without any decryption operation. Thus, AS does not need to store a
secret key, whose leakage endangers the system’s security drastically.

2 Preliminaries

In order to analyze the differences between existing biometric remote authen-
tication systems, we briefly define the necessary components of the biometric
remote authentication systems designed according to the model of Bringer et al.

Definition 1. A function ε(k) : N → R is defined as negligible if for any con-
stant c, there exists k0 ∈ N with k > k0 such that ε < (1/k)c.

Definition 2. A Private Information Retrieval (PIR) protocol allows a party to
retrieve the i-th bit (more generally, the i-th item) from the DB consisting of m
bits while keeping the value i private.

2.1 Architecture of the System

The system structure for biometric-based remote authentication schemes de-
signed according to the security model of Bringer et al. consists of four compo-
nents. Here, the user U and the sensor S denote the client side and the remaining
components denote the server-side of the system.

-Human user U , which uses his biometrics to authenticate himself to an authen-
tication server. The user may possess a smart card for storing additional data
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such as error correcting information or user specific data other than biometrics
if a multi-factor authentication scheme is designed.
-Sensor client S, which captures the raw biometric data and extracts a biometric
template, and communicates with the authentication server by performing cryp-
tographic operations such as public key encryption. We also assume a liveness
link between the sensor and the server-side components, to provide confidence
that the biometric data received on the server-side is from a living person.
-Authentication server AS, which deals with human user’s authentication request
by communicating with the user and organizing the entire server-side procedure.
The data stored at the AS consists of a list L= {ID1, ..., IDN} of user identities
IDl ∈ {0, 1}∗. The index of the user in this list will be j ∈ {1, ..., N}. In a
successful authentication the AS will obviously learn the user’s identity, which
means that it should learn nothing about the biometric data being submitted.
-Database DB, which stores biometric information for users either in cleartext
or as in encrypted form. Since the DB is aware of privileged biometric data, it
should learn nothing about the user’s identity, or even be able to correlate or
trace authentication runs from a given (unknown) user.

A biometric authentication system consists of the two following phases:

- Enrollment phase: The user U registers his reference biometrics at the database
DB and his personalized username ID at the authentication server AS. The user
may have multiple registrations at the same AS under different usernames.
- Verification phase: The user U issues an authentication request to the au-
thentication server AS through the sensor client S. AS decides based on U ’s
biometrics with help from the database DB.

2.2 Secure Sketches

Let H be a metric space with distance function dis. A secure sketch scheme allows
recovery of a hidden value w ∈ H from any value w′ ∈ H close to this hidden
value with the help of some public value PAR, which does not leak too much
information about w. A (H,m,m′, t)- sketch is a pair of functions (SS,Rec):

-The sketching function SS takes w ∈ H as input and returns the public
parameter PAR in {0, 1}∗ such that for all random variables W over H with
min-entropyH∞(W ) ≥ m, the conditional min-entropy is H̄∞(W |SS(W )) ≥ m′.

-The Rec function takes a vector w′ and PAR as input and computes w if and
only if dis(b, b′) ≤ t for any PAR = SS(w).

The fuzzy sketch for iris biometrics based on the code-offset construction is used
in the biometric authentication schemes of [2,16]. Let C be an (n, k, 2t+1) binary
linear error correcting code in Hamming space. Let PAR = c ⊕ b, where c is a
random codeword in C. From the corrupted codeword c′ = PAR⊕b′ = c⊕(b⊕b′),
one can recover c if the hamming distance disH between b and b′ is disH(b, b′) < t.
An important requirement for such a scheme is that the value PAR should not
reveal too much information about the biometric template b.
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2.3 Cancelable Biometrics

The idea of cancelable biometrics is to transform biometric data with an irre-
versible transformation and to perform the matching directly on the transformed
data allowing the use of existing feature extraction and matching algorithms. For-
mally, given two biometric data w and w′, the matching score will be computed
directly on transformed data by m(f(w), f(w′)), where m denotes the similarity
measure and f be a transformation that does not degrade the matching perfor-
mances too much. The three properties of f are: (1) w and f(w) do not match
together; (2) For two different transformations f1 and f2, f1(w) and f2(w) do
not match together; (3) A pre-image of f(w) is hard to compute.

Besides, [10,8,5] proposes another method for cancelable biometrics, where the
biometric information is masked by a random number, and then, the masked
information is stored in the server as a template. The random number used
for masking is needed to have a certain level of entropy, and to be stored in a
smart card carried by authorized user. Biometric information presented at the
authentication phase is also masked by the same random number, and compared
with the template (i.e. biometric information masked by the random number)
[10]. This way, biometric data stored at the server is protected through this
transformation and biometrics can be updated by changing the transformation
function or the randomness. This system also prevents the user’s traceability
across different biometric databases. Example systems employing a high entropy
randomness stored in a smart card for cancelable biometrics are given in [8,5,10].
Even if the (masked) templates are compromised, no biometric information will
leak out. Also, in this method, no information except for the random number is
stored in a smart card, which is assumed as a tamper proof smart card.

2.4 ElGamal Encryption Scheme

– Setup: An authority chooses and publishes a cyclic group G of prime order q
together with a generator g of the group. Also, ElGamal encryption can be
implemented on an elliptic curve.

– Keygen: Each user chooses the private key x ← Zq and publishes the corre-
sponding public key y = gx.

– Encrypt: To encrypt a message m ∈ G, one randomly selects r ← Zq and
computes (u, v) = (gr, yrm). The ciphertext is c = (u, v) ∈ C.

– Decrypt: To decrypt c = (u, v), one computes m = vu−x.

ElGamal cryptosystem [7] is one-way secure based on the CDH problem, IND-
CPA secure based on the DDH problem and OW-PCA secure if the GDH prob-
lem is hard. In many practical protocols G would be the group of multiples of a
point P on an elliptic curve defined over a finite field.

The multiplicative homomorphic property is that Enc(a)×Enc(b) = Enc(a×b).
ElGamal encryption can also be additively homomorphic if we generate the
ciphertext c = Encpk(m) = (gr, pkrgm) instead of c = (gr, pkrm). Thus, Enc(a)×
Enc(b) = Enc(a+ b).
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3 Security Model

The security model of the biometric remote authentication systems designed
according to the model of Bringer et al. [3,4,2,16,13,1] have the following prop-
erties. Firstly, sensor client S and authentication server AS are assumed to be
independent components. In [16], this is considered to be an appropriate assump-
tion in the remote authentication environment, where human users access AS
through different S’s, which are not owned by AS but have a business agreement
with it. Additionally, we have the following properties.

-Liveliness Assumption: This is an indispensable assumption on S for any bio-
metric system as it guarantees with high probability that the biometrics is com-
ing from a live human user.
-Security link Assumption: To provide the confidentiality and integrity of sensi-
tive information, the communication channel between U , S, AS and DB should
be encrypted using standard protocols.
-Collusion Assumption: Due to the distributed system structure, we assume that
U , DB and AS are malicious but they do not collude. Also, S is always honest.

3.1 Identity Privacy

The security notions for biometric remote authentication are introduced in [3]
and further analyzed in [2,4,16,1]. Informally, this notion guarantees the privacy
of the sensitive relationship between the user identity and its biometrics against
a malicious authentication server AS even in case of multiple registrations of
the same user with different personalized usernames. Briefly, it means that the
authentication server or the database (or an attacker that has compromised one
of them) cannot recover the biometric template of the user [3,16]. Here, l denotes
the security parameter of the protocol and the symbol ∅ means that there is no
explicit output (besides the state information) for the adversary.

Given an adversary A running against the biometric authentication scheme
and a challenger C that simulates the registration phase of the scheme, we con-
sider the following game between A and C.

Experiment ExpA(l)
For (i, IDi, b

0
i , b

1
i , (IDj , bj){j �=i}) ← A(1l)

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj, bj)j)
β′ ← A(Challenger;V erification)
if β′ = β return 1 else return 0

A biometric authentication scheme satisfies the notion of Identity Privacy if

AdvA(l) = Pr[ExpA = 1|β = 1] − Pr[ExpA = 1|β = 0] (1)

is negligible. Here, the adversary A generates the authentication data for the
users Uj (j �= i) together with two biometric (binary) templates b0i , b

1
i for an
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additional user Ui in the system. The challenger C picks at random biometrics
bi = bβi of Ui and simulates the enrollment phase by registering the encryption
of the biometrics of each user in the system at the DB. After running the verifi-
cation protocol polynomially many times, A outputs a guess for the biometrics
of Ui that C has chosen. The intuition of this notion is that a malicious authen-
tication server, who knows that the registered biometric template is one of the
two templates that he has generated, cannot identify the random choice β of
the challenger from listening to the protocol runs with probability significantly
better than that of random guessing.

A second notion is defined as transaction anonymity, which means that a
malicious database cannot learn anything about the personal identity of the
user for any authentication request made to the authentication server [3,16].
This notion is based on the security of the PIR protocol (i.e. user privacy of the
PIR) instead of the secrecy of the identity-biometrics relation.

4 Schemes Based on Secure Sketches

In [2], [4] and [16], the authors present distributed biometric remote authenti-
cation schemes requiring secure sketches. The main difference of these biometric
systems is the integration of a secure sketch scheme for error correcting a bio-
metric (binary) string such as an 2048 bits Iris code and the use of homomorphic
encryption. This way, there is no need for a similarity metric (i.e. hamming dis-
tance) for the final decision, instead the system is used for equality testing. Here,
each biometric string is stored at the DB as encrypted with the public key pk of
the AS as opposed to the scheme of [3], where each biometrics is stored in clear.

The first scheme of [4] and the scheme of [16] are based on ElGamal encryp-
tion, where AS generates an ElGamal key pair (pk, sk) during the setup phase
of the protocol with pk = y = gx and sk = x.

In the enrollment phase, the user U registers at the DB by sending R =
(R1, R2) = Enc(gb, pk) = (gr, yrgb), namely the ElGamal encryption of its bio-
metrics b to DB and the parameter PAR is publicly available for reconstruction of
the same biometrics b using the secure sketch scheme. The user U also registers
his pseudorandom identifier ID at the AS. Verification phase is as follows:

– S sends U ’s identity ID to the AS and the error-corrected and encrypted
fresh biometrics X = (X1, X2) = Enc(gb

′
, pk) to the DB using the PAR for

error-correction and ElGamal encryption.
– For each entry j ∈ [1, N ], DB selects random rj , r

′
j ∈ Zq and computes

Cj = ((gr
′
j (X1(R1

j )
−1)rj , (yr

′
j (X2(R2

j )
−1)rj )) = (gr

′
j (gr(R1

j )
−1)rj ,

yr
′
j (yrgb

′
(R2

j )
−1)rj ), where Rj , j ∈ [1;N ] is the ElGamal encryption of each

user Uj ’s biometrics stored in the DB during enrollment.
– Finally, AS runs an efficient PIR protocol to obtain the value C correspond-

ing to the user U from the DB and decrypts it using his secret key sk.
If Dec(C)=1, AS authenticates U , else rejects.
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Secondly, [2] uses Goldwasser-Micali encryption and a different PIR scheme for
storing biometrics as encrypted sketches, which we summarize as below.

In the enrollment phase, the user U registers at the DB by sending R =
(R1, R2) = Enc(PAR, pk) andH(c), namely the encryption of its biometric sketch
PAR = c ⊕ b using Goldwasser-Micali encryption scheme and the hash of the
codeword c, i.e. H(c) to DB, where the parameter PAR is not publicly available
as in [4,16]. The user also registers his pseudorandom identifier ID and H(c) at
the AS. For authentication, the following steps are performed.

– S sends the user identity ID to the AS and the encryption of the fresh
biometrics X = (X1, X2) = Enc(b′, pk) using Goldwasser-Micali encryption.

– S integrates the encrypted biometrics of the user into the PIR request that is
sent to the DB, which returns the encryption of c⊕ b′ ⊕ b and the encryption
of H(c) to the AS.

– Finally, AS decrypts the values with the help of the hardware security model
that stores the secret keys of the system and obtains c′ = c⊕b′⊕b and H(c).
If dis(b, b′) < t, then AS is able to decode c′ and obtains a codeword c′′. Next,
it checks H(c) = H(c′′) to accept/reject the authentication request of U .

As one can notice from the first step of the authentication phase of [4] and [2],
the sensor client S communicates with the DB to send the fresh encryption of
the biometrics, which could be impractical. In practice, there might be only very
few organizations that can be trusted by human users to store their biometric
information though they may want to use their biometrics for the authentication
purpose at many authentication servers. Therefore, in [16], the authors suggest
a scenario like that of Single Sign-On systems, where biometric information for
all authentication servers are centrally stored and managed. Thus, human users
access the authentication server through sensor clients, which are not owned by
the authentication server but have a business agreement with the authentication
server. Hence, the sensor does not need to communicate with the DB during
the verification phase as in [4,2], instead S only communicates with the AS.
Considering this fact, [16] presents a slightly modified version of the first scheme
of [4] by simplifying the randomization step of the DB.

5 A New Attack

Considering the security model for identity privacy as described in section 3.1, we
first assume that the adversary produces two biometric templates (b0i , b

1
i ) for the

target user Ui with IDi such that dis(b0i , b
1
i ) < t, where t is the error correction

threshold of the secure sketch scheme. We call this first attack as Atk1A, which
successfully distinguishes the template that was registered for the challenge user
IDi using the public helper data PARi, which is the output of the secure sketch
in order to be used to error correct the biometrics.

For the attack Atk1A, the adversary can easily distinguish which template
was chosen by the challenger to be registered for Ui by looking at the output of
the decoding function of the secure sketch. If he correctly guessed the template
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Attack Atk1A

For (i, IDi, b
0
i , b

1
i , (IDj , bj){j �=i}) ← A(1l).

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj , bj)j)

Use public data of IDi: PARi = c⊕ bβi
Compute b1i ⊕ PARi = c′

If Decode(c′) = c′

Return β = 1
Else if Decode(c′) = b0i ⊕ PARi

Return β = 0

Attack Atk2A

For (i, IDi, b
0
i , b

1
i , (IDj , bj){j �=i}) ← A(1l )

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj, bj)j)

Use public data of IDi: PARi = c⊕ bβi
Compute b1i ⊕ PARi = c′

If Decode(c′) =⊥
Return β = 0

Else If Decode(c′) = b1i ⊕ PARi

Return β = 1

b1i , then the computation of b1i ⊕ PARi will result in a correct codeword, which
does not need to be error corrected. Otherwise, he returns β = 0.

The second case we consider is that the adversary produces two biometric
templates (b0i , b

1
i ) for the target user IDi with dis(b0i , b

1
i ) > t, which we call as

Atk2A. We note that this pair of templates still describe the same user Ui, since
the variation of the biometrics can be larger then the error-correction capacity
of the secure sketch. Our attack successfully distinguishes the template that
was registered for the challenge user IDi using the public helper data PARi.
The difference to the previous attack is that, if b1i is not the template that was
registered by the challenger C, then, since the distance between the two templates
(b0i , b

1
i ) is above the error-correction capacity, the decoding procedure will not

work. Thus, the registered template is b0i , and A returns β = 0.
The reason that the public data PAR of the secure sketch scheme helps the

adversary in the identity privacy game is due to the fact that for secure sketch
construction the standard notions of security do not fit. The statement “PAR
leaks no information about the biometric template b” is normally formalized by
requiring that b and PAR be almost statistically independent. Even the analogue
requirement for computationally bounded adversaries, semantic security, is im-
possible here: if Eve knows that b is one of two similar strings (b1, b2), then she
can compute b from PAR and b1. The difficulty, then, is that the standard defi-
nitions of security require secrecy even when Eve knows a lot about b, which is
in contrast to the security of sketches, where Eve is sufficiently uncertain about
b, since biometrics is assumed as secret data. In [6], it is shown that secure
sketches can only guarantee entropic security, which assumes that the adversary
is sufficiently uncertain about the user’s biometrics, which implies that secure
sketches can never guarantee the notion of indistinguishability for computation-
ally bounded adversaries. Thus, the schemes of [4,16] and any biometric remote
authentication scheme that assumes biometrics and the required secure sketch
as public data are vulnerable to this attack and cannot satisfy identity privacy.

As opposed to the schemes of [4,16], the scheme of [2] stores the sketch as
encrypted in the DB. Thus, a malicious AS has only access to different corrupted
codewords c′ik = PARi ⊕ b′ik, where b′ik is the fresh biometrics of the user Ui at
the kth authentication run. However, this data can also help the malicious AS
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when playing the identity privacy game, since there is no restriction on the two
templates the adversary generates for the challenge user Ui. Assume that the
adversary knows that biometrics of Ui behave according to some distribution,
and has determined the mean of this distribution after taking enough samples;
a well-motivated adversary can take more measurements, and thus determine
the mean more accurately. Let the adversary set one of the two templates he
generates in the game as equal to the mean value of this distribution, i.e. b0i = μ
and the second template he has to output equal to the value that is the maximum
(allowable) distance to the mean, i.e. b1i = μ+δ, where 2δ denotes the variability
of the biometrics of Ui with identity IDi, namely the range of Ui’s biometrics.
Enough number of samples {bSir}1<r<M of Ui’s biometric data bi allows the
adversary to compute this range information. Since the malicious AS performs
the decoding of the corrupted codeword c′i for user Ui and obtains the correct

codeword ci that was used in PARi = ci⊕bβi , AS has access to c′ik’s for 1 < k < M
obtained at the kth authentication run of Ui and the unique codeword ci after
decoding each corrupted codeword c′ik. The attack is denoted by Atk3∗A.

Attack Atk3∗A

For (i, IDi, b
0
i , b

1
i , (IDj , bj){j �=i}) ← A(1l ) s.t. b0i = μ and b1i = μ+ δ

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj , bj)j)

At the kth authentication run of IDi ,where 1 < k < M

Obtain the data of IDi, PARi ⊕ b′ik = ci ⊕ bβi ⊕ b′ik = c′ik
If Decode(c′ik) = ci, store eik = c′ik ⊕ ci.

Compute a = Mean(HW (eik), b = Mean(HW (bSir ⊕ b0i )) and c = Mean(HW (bSir ⊕ b1i ))
If a ≈ b return β = 0, else if a ≈ c return β = 1

The intuition of this attack is that by setting one of the templates to the mean
of the distribution of Ui’s biometrics, and the other template to the maximum
value of its range, listening to enough protocol runs of Ui allows the adversary to
distinguish which template was registered using a statistical attack on the errors.
Since the hamming weight HW of the error eik = bβi ⊕ b′ik when bβi = b0i will

be significantly less than the hamming weight of the error when bβi = b1i , we can
apply various statistical analysis methods by comparing the errors obtained from
the authentication runs of Ui to the simulated errors based on the distribution
of the Ui’s biometrics and determine the value of β.

An alternative way to analyze the error and determine the value of β could be
described by the following algorithm. Similar to the attack Atk3∗A, in this attack
we expect that the majority of the fresh templates presented to the sensor to
be concentrated around the mean template b0i of user Ui. Thus, computing an
intermediate value b2i can help us to determine the value of β. The exact value of
b2i could be set based on the distribution of the biometrics and other experiments.

Thus, the condition on the two templates generated by A must be specified
in a concrete way to avoid such statistical attacks. However, with this current
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Attack Atk3∗∗A

For (i, IDi, b
0
i , b

1
i , (IDj , bj){j �=i}) ← A(1l ) s.t. b0i = μ and b1i = μ+ δ

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj , bj)j)
Compute b2i ≈ μ+ δ/2

At the kth authentication run of IDi ,where 1 < k < M

Obtain the data of IDi, PARi ⊕ b′ik = ci ⊕ bβi ⊕ b′ik = c′ik
If Decode(c′ik) = ci, store eik = c′ik ⊕ ci.

Compute a = Mean(HW (eik), b = (HW (b2i ⊕ b0i ))
If a < b return β = 0, else return β = 1

definition of identity privacy, this is not possible since the generation of the two
templates is controlled by the adversary. Thus, one should modify the identity
privacy notion to avoid statistical attacks. One possible solution is adapting
a weaker security notion of public key encryption to our setting. This weaker
notion is called as Weak-Indistinguishability where the adversary cannot select
challenge plaintexts (m0,m1), instead the challenger computes (m0,m1) and
returns them to the adversary [17]. The same idea could be applied to identity
privacy notion, where the two possible templates for Ui are computed by the
challenger using the biometric template space BtSp associated to the user Ui.
Then, one of the two templates presented by the challenger to the adversary is
registered to the database. If the two templates {b0i , b1i } are chosen close to each
other, then we may refer to the notion of Indistinguishability of Errors, which
prevents an insider adversary to obtain some information about the reference
template of Ui based on the errors he collects.
Thus, Weak-Identity Privacy is defined as follows:

Experiment ExpA(l)
For (i, IDi, (IDj, bj){j �=i}) ← A(1l )
{b0i , b1i } ← BtSp(Ui)

bβi
R← {b0i , b1i }

bi = bβi
∅ ← Enrollment((IDj, bj)j)
β′ ← A(Challenger;V erification)
if β′ = β return 1 else return 0

A biometric authentication scheme satisfiesWeak-Identity Privacy if equation (1)
is negligible. Under this weaker notion, [2] is secure against statistical attacks.
The security analysis based on this weaker notion is identical to the analysis
presented in [2].

6 Preventing the Attacks

As we show in the previous section, for each different scheme, we have a dif-
ferent attack based on the properties/architecture of the system. For statistical
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attacks against schemes with encrypted sketches, we suggest to evaluate the secu-
rity of the scheme based on our new notion called Weak-Identity privacy. Other
sketch-based schemes used for equality testing can be made resistant against our
attacks through the following solutions. The first solution is to store the sketch
PAR secretly for the schemes of [4,16], for instance in the tamper-proof smart-
card of the user. This will result in a multi-factor authentication scheme, thus,
the system is not anymore a pure biometric based authentication scheme. Still,
this solution does not cover a brute-force attack if these systems are employed
for biometrics that can be represented as a set of features with a small feature
space. Since encryption of each feature is performed individually, an insider ad-
versary can try different feature sets to obtain some information on the stored
template of the user from the authentication result. For a large feature space,
he can mount an attack similar to the statistical attack of the previous section.
Specifically, if the biometrics is represented as an ordered set of features as in
face biometrics, the adversary can generate the two templates in such a way
that the first template includes some particularly chosen features, whereas the
second template does not. By observing the matching/non-matching of these
particular features, the malicious server can distinguish which template is regis-
tered by the challenger. It is cancelable biometrics that can prevent this attack,
if the stored template is somehow distorted, where the distortion parameters
are unknown to the insider adversary. Specifically, if we define identity privacy
in a different setting, then biometric remote authentication schemes assuming
biometrics as public data can achieve Identity privacy if they are combined with
cancelable biometrics. The cancelable biometrics system we use requires a high
entropy randomness that is stored in the user’s smart card to be used later for
authentication in the transformed space. This way, biometric data stored at the
server is protected through this transformation and biometrics can be updated
by changing the transformation function or the randomness. This system also
prevents the user’s traceability across different biometric databases, even if the
(distorted) biometric templates are stored in clear. Example systems employing
a high entropy randomness stored in a smart card for cancelable biometrics are
given in [8,5,10].

Our proposed design is a multi-factor solution that requires each user to pos-
sess a smartcard to store some high entropy randomness that will be hashed
with the biometrics before the encryption (and storage in the DB). So the same
randomness is used during verification by hashing it with the fresh biometrics
and after that, the encryption of the result is transmitted to the server side for
matching. If a secure sketch is applied, then first biometrics are corrected with
the help of PAR, then the randomness is hashed with the corrected biometrics
and encryption is performed afterwards. Also, our proposal allows for the inte-
gration of a secure sketch without endangering the security of the scheme, since
the value PAR is only stored in the tamper-proof smart card of the user. This way,
the secrecy of the relationship between the identity and the stored (distorted)
biometrics of the user is maintained based on the privacy of the randomness
used in the distortion of the biometrics, which is stored in the tamper-proof
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smartcard of the user. This solution guarantees the two security notions even if
we employ a secure sketch and biometrics with small feature space. Finally, we
use a cryptographic hash function for the computation of the distorted biomet-
rics, thus, statistical attacks are not possible as even one bit of change of the
input of the hash function leads to a complete different hash value.

6.1 A New Protocol

In this section, we describe an example scheme that achieves weak-identity pri-
vacy for biometrics represented as an ordered set of features and (standard)
identity privacy for biometrics represented as a binary string. The new scheme
is defined in cancelable biometrics setting, where we assume biometrics as public
data but the randomness used in the distortion of the biometric features is kept
as secret. We assume biometrics as an ordered set of features such as face, iris,
voice, handwritten signatures [9], however, the system also works for biometrics
defined as a binary string such as an 2048-bit Iris code. The matching of the
fresh biometrics and the stored template is performed as in [13] with the help
of bilinear pairings, where the authentication server AS does not need a secret
key for its operations. This is an important difference to the existing schemes
[4,16,2], which store the biometrics as encrypted with the public key of the AS.
Thus, if the secret key of the AS is leaked, then each user in the system has
to re-register in the best case scenario, i.e. before the compromise of the DB,
whereas the compromise of the AS does not affect the security of our system as
AS does not need its secret key for its computations due to the use of bilinear
pairings, hence, does not store any secret key. Finally, we assume the general rep-
resentation of biometrics, where a biometric template Be consists of k features,
i.e. Be = {wi}1≤i≤k. A possible attack for this type of biometrics occurs when
the feature space is small. A malicious AS may compare the encryption of dif-
ferent features to the authentication data and using pairings, he decides whether
he correctly guessed the feature. Since we concatenate a different random string
to each feature, based on the secrecy of these distortion values applied to each
feature, the adversary cannot launch this brute-force attack. In our scheme, we
use the same architecture of [16] as summarized in section 4, which does not
require a detached verification unit VU and the sensor does not communicate
with the biometric database as in many real-life applications.

Enrollment Phase

– S generates his key pair (pkS , skS) and publishes the two keys. In addition,
AS is given an elliptic curve ElGamal public key pkAS = gy without the
associated secret key, for instance, a trusted third party can generate this
public key. Finally, a cryptographic hash function H : {0, 1}∗ → G and a
bilinear pairing ê : G × G → F are required.

– The user U generates his personalized username ID and registers it at the
AS, computes his distorted biometrics by picking at random ri ∈ Zq for i ∈
[1; k] to compute H(wi, ri) and registers his distorted biometric features as
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Ri = (R1
i , R

2
i ) = (gri , gyriH(wi, ri)) for i ∈ [1; k] at the DB. The distortion

numbers {r1, ..., rk} are stored at the tamper-proof smartcard of U .

Remark 1. To further increase the accuracy, a secure sketch for ordered biomet-
rics can be used, whose public parameter PAR is only stored in the tamperproof
smartcard of the user together with the distortion numbers, thus PAR is not
publicly available as in the schemes of [4,16,2]. This is required to guarantee the
identity privacy notion if a secure sketch is employed.

Verification Phase

– S sends the user U ’s identity ID and the encrypted fresh biometrics for
i ∈ [1; k], Xi = (X1

i , X
2
i ) = Enc(H(w′

i, ri), pkAS) = (gxi , gyxiH(w′
i, ri)) to

the AS using ElGamal encryption and the distortion values ri’s stored in
the smartcard. S sends his signature σ on X = {Xi : i ∈ [1; k]} to AS.

– AS verifies the signature of S and communicates with the DB.
– DB computes for each entry j ∈ [1, N ] the rerandomization of Rji,where

Rji is the encryption of the ith feature of the jth user’s distorted biometrics.
For instance, the rerandomization for U ’s biometric template is computed as
Ci = (C1

i , C
2
i ) = (gβiR1

i , g
yβiR2

i ) = (gβi+ri , gyβi+yriH(wi, ri)) for i ∈ [1; k].
– AS first retrieves the index for ID and runs an efficient PIR protocol to

obtain the user U ’s rerandomized biometrics denoted as Ci for each feature
of U . Next, AS selects a random si ∈ Zq and computes for each biometric
feature of U , Zi = (Xi � Ci)

si , where, for any integer x and two ElGa-
mal ciphertexts (c1, c2) and (c3, c4), the operator � is defined as follows:
((c1, c2) � (c3, c4))

x = (( c1c3 )
x, ( c2c4 )

x). Thus, for the matching features, we

obtain Zi = (Z1
i , Z

2
i ) = ((gxi · (gβi+ri)−1)si , (gyxi · (gyβi+yri)−1)si).

Finally, AS finds the total number of matched features using bilinear pair-
ings. Here, AS obtains ê(pkAS , Z1

i ) = ê(g, Z2
i ) for the matching features by

computing in total 2k bilinear pairings. If the number of Zi’s satisfying this
equation is above the threshold, AS authenticates U , else rejects.

Lemma 1. The proposed scheme achieves identity privacy against the AS, based
on the Gap DH problem and the tamper-proofness of the user smartcard.

Lemma 2. The proposed scheme achieves transaction anonymity against a ma-
licious DB, based on the security (user privacy) of the PIR protocol.

Due to the page limitations, the proofs will be presented in the full version of
this paper.

6.2 Identity Privacy for Cancelable Biometrics: A New Notion

Our first solution presented in the previous section guarantees identity privacy
due to the one-wayness property of the cancelable biometrics and the secrecy
of the helper data PAR. Thus, in order to distinguish one of the biometric tem-
plates, the adversary playing the identity privacy game as described in [3] has
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to break the one-wayness of the cancelable biometrics, where one-wayness is a
weaker security notion than indistinguishability. To overcome this limitation,
we define the following notion, where breaking this new notion implies breaking
the underlying encryption scheme in the sense of indistinguishability, which is a
stronger security notion.

Given an adversary A running against the biometric authentication scheme
and a challenger C that simulates the registration phase of the scheme, we con-
sider the following game between A and C.

Experiment ExpA(l)
For ((IDj , bj, rj , PARj){j �=e}) ← A(1l)

(e �= j, IDe, be, r
0
e , r

1
e , PARe) ← A(1l)

rβe
R← {r0e , r1e}

re ← rβe
∅ ← Enrollment∗(Distortion(bj , rj)j)
β′ ← A(Challenger;V erification)
if β′ = β return 1 else return 0

A biometric authentication scheme satisfies the notion of ”Identity Privacy for
Cancelable Biometrics” if equation (1) is negligible. Here, the adversary A gen-
erates the authentication data for N − 1 users together with the reference bio-
metrics bj , the secure sketch PAR, and two different distortion parameters for an
additional user Ue. C picks at random a distorion parameter re = rβe . Next, the
chosen distortion parameter is applied to the reference biometric template and
the enrollment phase is completed. The difference of our notion to the Bringer
et al.’s identity privacy notion [3,2,16] is that the C does not need to choose
randomly one of the two similar biometrics generated by the adversary A, since
with the public value PAR, the error-corrected template can be easily computed
and a unique reference template be is obtained. Thus, C only needs to apply
the random distortion rβj to this reference template bj and then register the
encryption of this distorted biometrics in the Enrollment∗ phase. This applica-
tion could be performed as in the protocol described in section 6.1, by simply
picking at random r1e , r

2
e ∈ Zq as input to the hash function. After running the

verification protocol, A outputs a guess for the distortion parameter that C has
chosen. One can easily show that the schemes of [4,16] achieve identity privacy
for cancelable biometrics against a malicious AS, based on the semantic secu-
rity of the ElGamal encryption although the sketch PAR is public. The proof is
identical to the proofs presented in [4,16] for biometrics represented as a fixed
length binary string. If biometrics is represented as a set of features, a set of
randomly picked distortion parameters is applied instead of a single parameter.

7 Comparison

In this section, we present an overview of the protocols designed according to the
model of Bringer et al. We compare the schemes based on the security notions
they achieve and whether the schemes are still secure even if the secret key of the
verification unit in [3,1] or the secret key of the authentication server in [16,4] is
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leaked, where this key is required for the matching stage and the final decision.
In our scheme the authentication server does not know his secret key and uses
bilinear pairings for the matching in the encrypted domain, thus, our scheme is
resistant against this attack. + denotes the first biometric scheme.

Table 1. Comparison of distributed biometric remote authentication schemes

Scheme
Identity Transaction Security against Current
Privacy Anonymity Key Compromise Attacks

Sys. 1 [3] No No No Attack of [15]

Sys. 2 [1] Yes Yes No Attack of [15]

Sys.+3 [4] No Yes No Atk1A, Atk2A
Sys. 4 [2] No Yes No Atk3∗A, Atk3∗∗A
Sys. 5 [16] No Yes No Atk1A, Atk2A
New Sys. Yes Yes Yes -

8 Conclusion

In this paper, we present three new attacks that reveal the reference biometric
template of the user to the malicious server. The first type of attack applies to
any system that assumes biometrics and the sketch as public data since a se-
cure sketch can only guarantee a weak level of security. However, if the sketch is
stored secretly, i.e. in a tamper-proof smartcard, then the systems are secure for
biometrics represented as a fixed length binary string. The second type of attack
is a statistical attack, which works even if the sketch is stored as encrypted at
the database. Consequently, the security of pure biometric remote authentica-
tion schemes is questionable if they are evaluated in the framework of a realistic
and strong security model. Thus, we suggest that BRA systems should be im-
plemented as a two-factor authentication system, which employs a tamper-proof
smartcard for storing additional data as the second factor. Besides, the current
systems are not suitable for other biometric traits that are represented as an or-
dered/unordered feature set, whereas our new protocol for cancelable biometric
setting is both secure against the three types of attacks and resistant for attacks
as a result of different representations of biometrics. Finally, if identity privacy
is redefined in cancelable biometric setting, the schemes vulnerable to the first
type of attack are secure for public sketches.
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Abstract. Recently, cryptographic access control has received a lot of atten-
tion, mainly due to the availability of efficient Attribute-Based Encryption (ABE)
schemes. ABE allows to get rid of a trusted reference monitor by enforcing access
rules in a cryptographic way. However, ABE has a privacy problem: The access
policies are sent in clear along with the ciphertexts. Further generalizing the idea
of policy-hiding in cryptographic access control, we introduce policy anonymity
where – similar to the well-understood concept of k-anonymity – the attacker can
only see a large set of possible policies that might have been used to encrypt,
but is not able to identify the one that was actually used. We show that using a
concept from graph theory we can extend a known ABE construction to achieve
the desired privacy property.

Keywords: Access control, privacy, tree majors, abe, anonymity, hidden policies.

1 Introduction

In the last years, new primitives like Attribute-Based Encryption (ABE) and Predicate
Encryption (PE) that enable cryptographic access control have been developed in the
cryptographic community. Using these ideas, access controls systems can now be con-
structed that do not rely on a trusted reference monitor to enforce access rules. Instead,
the information is encrypted in a way that allows decryption only by parties that are
eligible to decrypt them. Specifically, in Ciphertext-Policy Attribute-Based Encryption
(CP-ABE), every user receives a private key that corresponds to an individual set of
attributes, each attribute attesting a certain property that the user has. Each ciphertext
is encrypted with a policy over these attributes in the form of a Boolean formula, and
everyone whose attributes satisfy that policy can decrypt the ciphertext. The encrypted
data cannot be decrypted and thus is invisible to all other users.

This approach allows to enforce access rules in many practical scenarios. For exam-
ple, in the popular Role-based Access Control (RBAC) approach, users are assigned to
roles and each user’s roles determine which rights he has. CP-ABE can be used to ef-
ficiently enforce access rights in an RBAC scenario: For each role there is an attribute,
and for each role a user possesses, he receives the corresponding attribute. Access rights
are described as logical formulas over the universe of attributes. For example, if data is
encrypted with a policy RoleA AND(RoleB OR RoleC), every user who is active
in the role RoleA and either RoleB or RoleC can decrypt the data.

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 90–105, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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As another example, consider a company that hosts DRM protected media files.
Users can purchase licenses from various content providers that issue usage licenses
containing keys required to decrypt the protected files. Let us assume that two such
content providers are contprov1 and contprov2. A usage license could be ex-
pressed as a Boolean formula over attributes. For example, the policy could state that
the protected file should only be decrypted by someone who has purchased licenses
from at least one of the given content providers and is authenticated as an adult. Policy
P2 in Figure 2 is an example of such a DRM policy. It is also possible to automati-
cally extract such policies from policies written in the Open Digital Rights Language
(ODRL) [10].

Note that in both examples, rules are enforced automatically by the cryptographic
construction. Also, the access rules may be very complex allowing for elaborate, fine-
grained access control if so desired by the scenario. Numerous CP-ABE schemes have
been proposed with varying features that support different types of policy languages.

While CP-ABE today is well-developed and can be considered practical, there are
still some desirable features missing, one of which we are concerned with in this work:
In most CP-ABE constructions, the policy is sent along with the ciphertext. This appears
sensible as the decryptor needs to know which of his attributes are needed to access the
data. However, the policy itself might be considered worth to protect as it might reveal
clues to the content of the encrypted data. For example, consider a patient report in a
hospital setting that is encrypted with a policy that allows encryption only by parties
with the role neurologist or gerontologist. This policy alone reveals some information
about the content, i.e., the patient seems to be advanced in years and might have a
neurological condition. Thus, policy privacy can be an essential feature.

1.1 Towards Policy Privacy

Currently, there are two approaches to realize policy privacy. The first and most well-
understood approach is predicate encryption (PE), which can be seen as a generalization
of ABE in which policies are hidden. Unfortunately, while some PE constructions to-
day are very expressive, they are still quite limited: No particular PE instance is able to
support every possible Boolean formula and PE policies are often formulated in unin-
tuitive or inefficient ways. (We will elaborate on this important aspect later on.) This is
contrary to our goal of high expressiveness and intuitive policies.

The second approach, which we are concerned with here, is to modify common CP-
ABE constructions to somehow hide the policy while still allow an eligible user to de-
crypt. We first examine that a policy can never been completely hidden in a ciphertext,
as it has to be stored in a finite space and a known format, so there is always a limited,
finite set of possible policies that can be encoded in a particular ciphertext. This mo-
tivates to introduce the notion of policy anonymity, which is similar to the established
notion of anonymity sets [18] and k-anonymity [5]: Given a number of candidates for
a policy, the anonymity set, an attacker cannot determine which actual policy was used
for the encryption.

Extending a CP-ABE construction to have a hiding feature has been attempted by
Nishide et al. [13] and Yu et al. [23], both of which extend the CP-ABE scheme of [4],
where the policy consists of a single AND-gate. Simply speaking, in these extensions
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the policy is still an AND-gate, but the decryptor does not now the particular configu-
ration and has to apply all his attribute keys to decrypt. In both cases the anonymity set
consists of all policies that consists of a single AND-gate over a subset of all attributes
of the system.

In this paper we show that one of Nishide’s CP-ABE constructions [13] can be modi-
fied in order to support the encryption with every Boolean formula by combining several
AND-gates in a specific way and using a novel idea from graph theory. This in turn al-
lows the encryptor to choose a particular anonymity set which contains – among with
the original policy – many others.

The idea of the construction is as follows: Given a policy, represented by a syntax
tree with ∧ and ∨-gates, we construct a major of this tree, i.e., a supertree that is built
by expanding nodes of the original tree into new subtrees. Such a major can be used
to express many different policies by assigning different expressions to its leaves. The
set of all such policies makes up the anonymity set. The decryptor knows only that the
used policy is among all policies that can be encoded by the supertree. The leaves of this
major are encryptions of blinded partial secrets that represent ∧-gates. As these ∧-gates
are hidden, an adversary does not know which of the possible policies of the anonymity
set is used in the encryption, but by our construction he is still able to decrypt the
message if he fulfills the hidden policy. He will determine which of the leaves he is able
to satisfy, obtain some of the encoded partial secrets, combine them according to the
tree structure using his private key, and unblind the resulting combination to retrieve the
secret. Our application of Nishide’s construction takes collusion attacks into account, so
no group of users (who fulfill different parts of a policy) can decrypt the policy unless
one member of the group fulfills the complete policy.

Example. To give an intuition of the hiding property of our system, examine Figure 1,
which represents the structure of a policy anonymity set which is sent along with a ci-
phertext. The form of this tree is known to everyone, but the leaves are hidden using
the ideas of Nishide’s construction. Each leaf hides an ∧-gate with an unknown con-

∧

∨ ∨

v1 v2 v3 v4
←− leaves hidden by construction

Fig. 1. Sample obfuscated policy

figuration. Each ∧-gate could also represent the constant values ⊥ (false) or � (true).
Figure 2 shows some policies that might be encoded with this tree. Consider, for ex-
ample, policy P4. In our construction, each of x1, . . . ,x10 may represent an expression
of the form A = x for an attribute A and an attribute value x. Here, the leaf v1 could
encode the expression v1 ≡ x1 ∧ x2 ∧ x3, v2 could encode v2 ≡ x4, v3 ≡ x5 ∧ x6, and
v4 ≡ x7 ∧ x8 ∧ x9 ∧ x10. There are various ways to encode simpler policies like x1 ∧ x2
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P1 : RoleA ∧(RoleB ∨ RoleC)
P2 : (adult ∨ cc = verified) ∧

((contprov1.article1 = purchased ∧ account1 = balanced) ∨
(contprov2.article1 = purchased ∧ account2 = balanced))

P3 : userrole = surgeon ∧ employer = hospitalx

P4 : ((x1 ∧ x2 ∧ x3)∨ x4)∧ ((x5 ∧ x6)∨ (x7 ∧ x8 ∧ x9 ∧ x10))

Fig. 2. Example policies for Fig. 1

or x1 ∧ (x2 ∨ x3). For example, the former policy can be encoded by mapping, v1 ≡ ⊥,
v2 ≡ x1 ∧x2 v3 ≡ �, and v4 to a random ∧-gate, or by mapping v1 ≡ x1, v2 ≡ ⊥, v3 ≡ x2,
and v4 ≡ ⊥. Several other mappings are possible. This shows that the policies encoded
in a simple tree can be very complex and diverse.

An attacker cannot know the concrete semantics of the leaves, but he can determine
if an attribute set satisfies the partial policy of a leaf. We will use this ability in the
decryption algorithm.

1.2 Related Work

In predicate encryption schemes [8,7,19,3], decryption is possible if a predicate over
the user attributes and the ciphertext attributes is fulfilled. Current PE constructions are
very powerful and support rather expressive predicates. Currently the most versatile
solutions seem to be those that use inner product queries [8,7]. It has been shown [7]
that such a scheme can be used to construct a scheme that supports, for example, DNFs
or CNFs of some bounded degree, or a predicate that can be expressed by a polynomial
over the attributes. However, this predicate (for example a predicate for DNFs of some
degree d) is encoded in the user keys, so it is fixed after the key generation algorithm.
The complexity of the system is dependent on the size of that predicate. This means that
no single PE scheme is able to express every possible policy in polynomial size and due
to the bounded size of the predicate can only support a limited set of policies. Speaking
in terms of anonymity, there is a fixed anonymity set that applies to all ciphertexts of an
instantiation of a PE system.

In our approach, there is no fixed anonymity set. Instead, each encrypting party de-
cides on the anonymity set when encrypting. All policies are expressed as syntax trees,
so every Boolean formula can be expressed in polynomial size. As we will show in
Section 4.1, the anonymity set is exponential in the size of the tree major that was used
to encode the policy.

Furthermore it should be noted that predicate encryption schemes require very large
groups and are only efficient for small attribute sets thereby making them unfeasible for
many applications.

Aside from PE schemes, policy privacy has also been examined in the context of
trust negotiation [6]. Here, large scrambled circuits are used to obfuscate the underly-
ing policy, which is similar to our idea of using large tree majors. Trust negotiation is an
interactive process whereas in this paper we are concerned with an off-line access con-
trol mechanism. Recently, Seyalioglu and Sahai [17] proposed an encryption scheme
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which also uses garbled circuits and hides the policy. However, in their scheme, the
public key of a recipient must be used for the encryption, making it infeasible in the
CP-ABE setting where the identities of the recipients are not known.

Literature on smallest common supertrees and related topics is extensive [16,21,15],
however the constraints we are dealing with in our scenario have to our knowledge
not yet been discussed. For a good, though somewhat dated, survey see [2]. There are
several CP-ABE schemes [8,11,22,1], but only [13], which we modify in this paper, and
[23] support policy hiding.

Outline. In the following section we discuss how to obfuscate policies by creating syn-
tax tree majors. The syntax tree majors are then used in our CP-ABE system described
in Section 3. Section 4 discusses various security aspects of this system. Section 5 con-
cludes.

2 Syntax Tree Majors

The basic idea of our system is to take a policy, encoded as a monotonic syntax tree,
and find another policy that semantically contains many different policies, including the
original one. An attacker is not able to decide which policy was actually used for the
encryption.

Definition 1 (monotonic syntax tree). A monotonic syntax tree T is a tree where all
inner nodes are labeled with either ∧ or ∨ and the leaves represent either Boolean
variables or the constant values ⊥ or �. If the root of T is labeled ∧, then every inner
node of odd depth is labeled ∨, and every inner node of even depth is labeled ∧. We call
such a tree ∧-rooted. Analogously, a ∨-rooted tree is a tree whose root is labeled ∨ and
where every inner node of odd depth is labeled ∧, and every inner node of even depth
is labeled ∨.

It is easy to see that any syntax tree over the operands ∧ and ∨ can be transformed into
a monotonic syntax tree by contracting adjacent ∧- and ∨-nodes. As the labeling of all
inner nodes follows from the labeling of the root node, we usually omit the labels of the
inner nodes, calling the resulting tree implicitly labeled.

As explained in the introduction, we will use a CP-ABE scheme that encrypts the
leaves, which correspond to attributes, but the construction will hide the concrete corre-
spondence between leaves and attributes. Also note that our construction supports only
monotonic syntax trees, but as there might be negative attributes (i.e., attributes that
attest that the possessor does not have a certain property), even non-monotonic policies
can be represented by monotonic syntax trees by applying DeMorgan’s laws until all
negations are atomic.

In order to further obfuscate the policy, we compute a larger policy such that by
mapping some of its leaves to the values � and ⊥ we are able to encode the original
policy. For example, the monotonic syntax tree in Figure 3a represents the formula x∧z.
As an adversary does not know which leaves (if any) are mapped to � and ⊥, there are
many possible forms the encoded policy might have, and as the configuration of the
leaves is hidden, he is not able to access the concrete policy. We say that the larger
policy semantically contains many smaller policies. More formally:
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∧

∨ ∨

∧ ∧x

y ⊥

⊥

� z
(a) Monotonic syntax tree

Q

Rf

T = R
[
f−1(a)

]
a

(b) A mapping f of a major to a minor (leaves omitted)

Fig. 3. Examples

Definition 2 (semantic containment). Let F and G be Boolean formulas over vectors
of Boolean variables x = (x1, . . . ,xn), resp. y = (y1, . . . ,ym) where m ≤ n. We call F
semantically contained in G if there exists a function φ that maps the variables of x to
either variables of y or to constant values � or ⊥, such that G(ψ(φ(x))) = F(ψ(x))
for all configuration mappings ψ : x �→ {⊥,�}n.

We can apply this definition to syntax trees as follows: Let Q be a monotonic syntax
tree with leaves L(Q) =

{
u1, . . . ,u|L(Q)|

}
and R a monotonic syntax tree with leaves

L(R) =
{
v1, . . . ,v|L(R)|

}
. We say that R semantically contains Q, if there is a function

φ : L(R) →L(Q)∪{⊥,�} such that for all configurations ψ : L(Q) → {�,⊥}, it holds
that ψ(φ(R)) ≡ ψ(Q), i.e., after applying φ to R, it computes the same value as Q for
every possible configuration of the variables.

The type of supertree we examine is closely related to the notion of tree majors.
Informally, a tree R is a major of a tree Q, if Q can be obtained from R by contracting
a number of edges. Equally, a major of Q can be constructed by expanding some nodes
into subtrees. A major can be characterized by a mapping f : V (R) → V (Q) of vertexes
of a tree R to Q. We call R a syntax tree major of Q if we can find a mapping f with the
following properties: Given a node a ∈ Q, the nodes of f −1(a) form a connected subtree
T of R, which we denote T = R

[
f −1(a)

]
. This is illustrated in Figure 3b. Different

subtrees must not overlap and all edges of Q must be preserved in R. This is similar to
the definition of a tree major.

However, in our scenario we additionally require the expanded tree to preserve the
labeling of all nodes, as it needs to have the same semantics as the original tree. To
understand the implications of this, let the label of a in Figure 3b be ∨. All other labels
of Q follow from this by Definition 1. Now consider the subtree T of R. As our definition
does not allow adjacent ∨-nodes, some nodes of T must be labeled ∧. However, as both
the direct predecessor of T in R and all direct successors of T in R are labeled with ∧,
no node of T can have the label ∧. From this consideration, it follows that all subtrees
introduced in a tree major of a syntax tree must have even height.
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Fig. 4. Two valid syntax tree majors

Both R1 and R2 of Figure 4 are examples of such majors. Note the placements of the
leaves a and b. In both cases, the root of the smallest subgraph that contains both nodes
has a root labeled with ∨. This node will take on the role that the parent of f (a) and
f (b) in Q has (which is also an ∨-node).

Generally, all syntax tree majors must follow the rule that if two nodes a and b have
a common parent in Q, then their unique common ancestor in R must have the same
label as that parent. As a counter example consider the tree major R3 (Figure 5), where
the root of the smallest subtree containing a and b is an ∧-node, thus not qualifying as
a syntax tree major. The original graph contained a formula f (a)∨ f (b), but this cannot
be encoded in the given major, as a and b are only connected by an ∧-node. It is now
easy to see that in these cases the smallest subtrees containing a and b must have odd
height.

More formally, we adapt the definition of tree minors from [14] to implicitly labeled
monotonic syntax trees and define syntax tree majors as follows:

Definition 3 (syntax tree major). A tree R is a syntax tree major of a tree Q if there
exists a surjection f : V (R) → V (Q) such that

1. for each a ∈ V (Q),T = R
[

f −1(a)
]

is a connected subtree of R, and every path from
the root of T to a leaf of T consists of an even number of edges;

2. for each pair a,b ∈ V (Q), f −1(a)∩ f −1(b) = /0;
3. for S = {(u,v) ∈ E(R) | f (u) �= f (v)}, there exists a bijection ξ : S → E(Q) such

that for each e(s, t) ∈ S, ξ (e) = ( f (s), f (t)).
4. For each pair of edges (x,a)∈ E(Q) and (x,b)∈ E(Q), let U be the smallest subtree

of R that has both a and b as leaves. Then the paths from the root of U to the roots
of the subtrees f −1(a) and f −1(b) have odd length.

We call f the characteristic function of the major.
If R is a syntax tree major of Q according to this definition, it semantically contains

Q, and it is straightforward to configure R such that it computes the same function as
Q. A proof for this statement along with complete algorithms for finding a suitable
configuration of R is given in the full version of this paper [12].
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Fig. 5. An invalid syntax tree major

3 Building the System

We now describe a CP-ABE system with hidden policies, where policies are represented
as syntax trees. It is based on [13], but extended to support any Boolean formula by
utilizing syntax tree majors. The leaves of the syntax tree are expressions of the form
A = x, where A identifies an attribute and x the value that this attribute must have. See
Figure 2 for some example policies. Our construction supports n attributes, denoted
L1, . . . ,Ln. Each attribute can take on one of a number of symbolic values. We denote
the number of possible values of an attribute Li by ni and the symbolic values of the
attribute by vi,1, . . . ,vi,ni . Thus, each leaf of the tree encodes an expression Li = vi,t .
Using this approach, we are able to support every policy that can be expressed as a
Boolean formula.

Note that we can also emulate numeric attributes using a bag of bits representation
[1], where each number is represented by a bit string and there are two attributes for
each bit. To use this, the policy would first be formulated in a more abstract form, using
comparisons with numbers in the leaves like A = x, A ≤ x, or A ≥ x. These leaves would
then be expanded into subtrees that evaluate the expressions using the bit representa-
tions, as outlined in [1].

3.1 Setup and KeyGen

Setup. An asymmetric bilinear group e : G1 ×G2 → GT of order p with generators
g1 ∈ G1 and g2 ∈ G2 is chosen. The trusted authority randomly selects random val-
ues for ω ,ω ,β ,β ∈ Z∗

p and for each value vi,t of each attribute he also selects a ran-
dom

{
ai,t ∈ Z∗

p

}
1≤t≤ni,1≤i≤n

. The public key PK consists of the bilinear group with

generators g1,g2 and the values
{

Ai,t = g
ai,t
1

}
1≤t≤ni,1≤i≤n

, as well as Y = e(g1,g2)
ω ,

Y = e(g1,g2)
ω , B = gβ

1 , and B = gβ
1 . The master key MK is

MK =
〈

ω ,β ,ω ,β ,{{ai,1}1≤t≤ni}1≤i≤n

〉
.



98 S. Müller and S. Katzenbeisser

Intuitively we hereby construct two parallel cryptosystems that use the same group
structure and the same secret attribute keys but differ in the values of the secret key com-
ponents ω and β . We will the denote the cryptosystem that uses ω and β the primary
cryptosystem and the one that uses ω and β the secondary cryptosystem. The primary
cryptosystem will be used to encrypt the actual secret message, while the secondary one
will help the decryptor to decide which nodes he can access with his attribute set. To
this end, we encrypt the fixed value 1 using the secondary cryptosystem. The decryptor
will try to decrypt this value from the ciphertext to see if he can satisfy the policy of the
gate.

KeyGen. Let L = [L1,L2, . . . ,Ln] = [v1,t1 ,v2,t2 , . . . ,vn,tn ] be the attribute list for the user
who wishes to obtain the secret key. If the user is not eligible of the requested at-
tributes, the trusted authority returns ⊥. Otherwise, it picks random values s,λi ∈ Z∗

p

for 1 ≤ i ≤ n, and computes D0 = gβ −1(ω−s)
2 and D0 = gβ−1

(ω−s)
2 . For 1 ≤ i ≤ n, the

authority also computes [Di,1,Di,2] = [g
s+ai,ti λi

2 ,gλi
2 ] where Li = vi,ti . The secret key SKL

is
〈
D0,D0,{Di,1,Di,2}1≤i≤n

〉
.

3.2 Encryption

After the encryptor has decided on the encryption policy and constructed a monotonic
syntax tree Q, he creates a syntax tree major R of Q which is used to hide the actual
policy Q.

Constructing a Tree Major. There are three ways to construct a syntax tree major of a
syntax tree Q that represents a policy: One way is to randomly expand edges of Q into
trees of even height. This will result in a random major R.

Another, more interesting approach is to “mix” Q with other trees, constructing a
common major that from an adversary’s point of view could encode all of the input
trees as well as numerous combinations of them. This is discussed in the full version of
this paper [12]. Note that while the resulting tree could encode all of the input trees, we
will configure the leaves such that only the desired tree Q is encoded, so satisfying any
of the other trees used as input to the algorithm does not allow decryption unless Q is
satisfied, too.

A third approach to construct suitable syntax tree majors could be to initially decide
on a large generic tree R0 that semantically contains all possible policies that are used
in a given setting. For example, an encryptor may find that all policies that he normally
uses are syntax tree minors of a 3-ary tree of height 4. Then he could always set R to
that tree and use it as a syntax tree major for all encryptions. Using such an approach
for a policy represented by a syntax tree Q, a mapping f : V (R) → V (Q) must be found
that adheres to Definition 3. If Q is indeed a minor of R, such a mapping can be found
in O(|V (R)|) by a brute force algorithm that tries to match vertices of Q to vertices of
R starting from the leaves of both trees. In this case, after initially selecting the generic
tree R0, the process of constructing a tree major is omitted for all further encryptions,
and instead the encryptor simply sets R := R0.
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The result of any of these the possible approaches is a syntax tree major R and a
mapping f : V (R) → V (Q) that characterizes the relationship between Q and R. We
will configure R such that it computes exactly the same function as Q, but keep this
configuration invisible to an attacker.

Encoding the Formula. After constructing a syntax tree major R with root T and map-
ping f , the encryptor randomly chooses an r ∈Z∗

p and executes EncodeSecret(T,r)
(see Algorithm 1). This algorithm encodes the secret value r ∈ Z∗

p into the tree. Be-
ginning from the root of the tree, the algorithm recursively traverses downwards to the
leaves. If a node is an ∧-node, the secret r is split into partial secrets, one for each child
of the node (the decryptor must satisfy all children to recover the secret), so that the
sum of all partial secrets equals r. If a node is an ∨-node, the secret is propagated to all
child nodes. The output is a labeling m(c) of all nodes of c ∈ R to partial secrets in Z∗

p.
The idea is that a decryptor needs to be able decrypt a sufficient set of partial secrets to
recover the main secret r. In the next step, the encryptor chooses which of the leaves of
R should be used to compute the desired formula and which ones should be set to ⊥ or
� such that R computes the same function as Q. Let M̃ : L(R) → {F ,⊥,�, rand} be
the result of this, i.e., if M̃(v) = F , encode a genuine part of Q, if M̃(v) = ⊥, encode
⊥, M̃(v) = �, encode �, or else randomly choose what to compute. There are vari-
ous ways to find such a mapping. We explain one such way in the full version of this
paper [12] (see Algorithms 2 and 3 in Appendix A). After this process, each leaf v is
marked with M̃(v), a partial secret m(v), and there is a mapping f (v) that maps v to a
leaf of Q that represents an expression of the form Li = vi,t . (Note that the algorithms
mark all nodes of R, but from now on we will only need the marks of the leaves.)

The first part of the ciphertext is C̃ = MY r and C0 = Br, which encodes the value r
and the secret message M.

The basic idea of our approach is to encrypt every leaf’s partial secret m(v) with
either the constant value represented by M̃(v) or — if M̃(v) = F — with the attribute
f (v). Wlog, assume that the last inner nodes of every path to a leaf are ∧-gates (if such
a last inner node is an ∨, replace every leaf v of that gate with an ∧-gate having the
sole child v). For each of these last inner ∧-gates v, the encryptor computes ciphertext
components CT (v) for the primary cryptosystem as follows:

Case 1: If all children of v are either � or F , encode a genuine ∧-gate as follows:

Pick random values r(v)i , ∀i = 1 . . .n, such that m(v) = ∑i r(v)i . For each attribute

1 ≤ i ≤ n set C(v)
i,1 = g

r
(v)
i

1 and compute {C(v)
i,t,2}1≤t≤ni as follows: if the ith attribute

is not found in the children of f (v) (i.e., the value is don’t care) or the attribute

value vi,t is found in the children, set C(v)
i,t,2 = A

r(v)i
i,t ; otherwise (i.e., the value vi,t is

forbidden for this attribute), select C(v)
i,t,2 randomly.

Case 2: If one of the children is ⊥, the decryption must never succeed. In this case, all

C(v)
i,1 and C(v)

i,t,2 are set to random values.
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Algorithm 1: EncodeSecret(T,r)
Input : Tree R, Subtree T of R (represented by its root), number r
Output : m : V (R) → Z∗

p

m(T ) ←− r;
if T is no leaf then

if T is ∧-rooted then
Let the number of child nodes be n.
ri

R←−Z∗
p,1 ≤ i ≤ n, such that ∑i ri = r.

forall children c do EncodeSecret(c,ri)
else

forall children c do EncodeSecret(c,r)
end

end

Case 3: If all children are marked rand, flip a coin to decide whether to proceed with
Case 1 (encrypting with a random ∧-gate) or with Case 2.

Finally, compute the ciphertext components H(v) = Y
m(v)

and C0
(v)

= B
m(v)

. This en-
crypts an additional ciphertext in the secondary cryptosystem which equals to 1.

Combining these components, the ciphertext for leaf v is

CT (v) =

〈
C0

(v)
,H(v),

{
C(v)

i,1 ,
{

C(v)
i,t,2,

}
1≤t≤ni

}
1≤i≤n

〉
.

The final ciphertext is

CT =
〈

C̃,C0,
{

CT (v)∀ leaves v
}〉

,

along with a topological description of the tree (including the labels but excluding any
other marks).

3.3 Decryption

In order to decrypt, the decryptor determines which leaves his attribute set satisfies.
This is done by decrypting the second encrypted value using the second cryptosystem
with all attributes that he has and comparing the result to the value 1. If the decryptor’s
attribute set does not fulfill the policy, he gets a value different from 1. For each leaf

v ∈ L(R) set C′(v)
i,2 =C(v)

i,ti,2
, where 1 ≤ i ≤ n and Li = vi,ti and compute

M(v) =
n

∏
i=1

e(C(v)
i,1 ,Di,1)

e(C′(v)
i,2 ,Di,2)

and τ(v) =
H(v) · M(v)

e(C0
(v)

,D0)
.

For each v, M(v) = e(g1,g2)
s·m(v), where s is specific to the used attribute set and

was set in the KeyGen algorithm, and τ(v) = 1 if the leaf can be satisfied by the de-
cryptor, and otherwise a random value. Note that if the decryptor can not satisfy the
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leaf, τ(v) might also be equal to 1. However, the probability for this occurring is 1/p
for p the order of the bilinear group, which is negligible.

Note that while the decryptor now knows which parts of the tree he satisfies, he does
not know the policies of the respective leaves since their configuration is hidden by the
construction. However, with all τ(v), he is able to decrypt as follows: First he removes
some of the leaves that he does not satisfy (i.e., where τ(v) �= 1) as they do not contain
any information that he can use. For all τ(v) �= 1, replace v with the constant value ⊥ and
simplify the tree by substituting subtrees with their obvious results using the formulas
A ∧ ⊥ = ⊥ and A ∨ ⊥ = A. The remaining tree either contains only leaves that can be
satisfied or is a single node ⊥. In the latter case, return ⊥ (as the attribute set does not
satisfy the policy). For each remaining ∨-node N, randomly choose a subtree of N and
substitute N with it. (This works because Algorithm 1 encoded the same value in all
subtrees of an ∨ node, so we can use any of them to retrieve it.)

Finally, collapse all remaining ∧-nodes to a single one. The message M can now be
retrieved as

M =
C̃ ∏vM(v)

e(C0,D0)
,

where v are all remaining leaves of that single ∧-node. By multiplying a valid combi-
nation of M(v) together, the partial secrets m(v) add up to the secret value r which then
is unblinded by the above formula.

Correctness. Using a secret key SKL that satisfies the tree, we have

C̃ ∏v M(v)

e(C0,D0)
= M · Y r

e(C0,D0)
∏
v

∏
i

e(C(v)
i,1 ,Di,1)

e(C′(v)
i,2 ,Di,2)

= M · e(g1,g2)
ωr−β rβ −1(ω−s)+∑v

(
∑i(r

(v)
i ·(s+ai,ti λi)−(ai,t r

(v)
i λi)

)

= M · e(g1,g2)
−rs+∑v

(
∑i r

(v)
i s

)
.

The tree is constructed such that for a leaf v that is satisfied, ∑i r(v)i = m(v) and for

a sufficient subset of the leaves, ∑v m(v) = r, so ∑v

(
∑i r(v)i s

)
= rs and the equation

yields M · e(g1,g2)
rs−rs = M. Note that if the equation is computed using a key SKL

that does not satisfy the tree, then some C′(v)
i,2 will be random values instead of g

ai,t r
(v)
i

1 .
In this case, some m(v) will not be computed correctly, so the exponents do not cancel
out and the result will be different from M (with overwhelming probability).

4 Discussion

In this section we discuss the properties of our extended construction. For sake of space,
the formal security proof is given in the full version of this paper [12].
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4.1 Anonymity of the Policy

In our construction the ciphertext is encrypted with a major of the syntax tree. As the
leaves of this tree are hidden from an adversary, he cannot decide which of the possible
policies was actually used. The anonymity set A(E,L) is determined by the ciphertext
E and the attribute set of the decryptor L = [L1, . . . ,Ln]. We will now briefly discuss the
size of A(E,L). As a lower bound, assume ni = 2 for all 1 ≤ i ≤ n, i.e., every attribute
has only two possible symbolic values. If the decryptor can access an ∧-gate with his
attribute set L, he can conclude that each ith attribute encoded in the policy of the ∧-
gate is either set to the value Li that he owns or is a “don’t care”. Similarly, if he cannot
decrypt an ∧-gate, he can conclude that there is at least one attribute i in the policy of
the ∧-gate that is unequal to his attribute value Li. In both cases the number of possible
∧-gates is O(2n). For a tree R with leaves L(R), the number of possible policies is in
O(2n·|L(R)|).

In some scenarios, it might suffice if the attacker knows only the general form of
the policy, i.e., he wants to know, which nodes of the tree belong to the actual policy
and which ones are dummy gates introduced in order to obfuscate the policy. In our
construction, the form of the policy is determined by the leaves. Some of these are
set to a constant value (� or ⊥) to render unused inner nodes inoperative, some are
genuine ∧-gates encoding parts of the policy. Thus, to find out which form the original
policy has, an attacker must know which ∧-gates are constant values and which ones are
not, which for a tree R with leaves L(R) gives O(2|L(R)|) combinations. However, for
reasons of symmetry, some of these forms may be topologically identical, so the number
of forms might be smaller than that. The most symmetries are found in a complete n-ary
tree. However, in [9] it is shown that even in such a tree, the number of topologically
different subtrees is exponential in the number of nodes, so it is at least exponential
in the number of leaves. Thus, even taking into account symmetries, the number of
possible forms of a policy encoded in a syntax tree major is exponential in the number
of leaves.

We show that an attacker cannot distinguish between policies within his anonymity
set in Appendix D in the full version of this paper [12].

4.2 Comparison with Nishide’s Construction

The partial ciphertext CT (v) of a leaf v has roughly the same size as a complete encryp-
tion of Nishide’s original construction from [13]. In the case where the tree consists
only of a single leaf, the ciphertext of our construction is even a bit larger than it would
be in the original one, because we store additional values that enable the decryptor to
determine whether he is eligible to decrypt. It is natural to ask if this is an improvement.

Concretely, one could transform a policy to DNF form with n conjunctions and en-
crypt each conjunction separately, creating n ciphertext instances of Nishide’s construc-
tion. This requires approximately as much memory as using our construction for a tree
with n leaves. This is of course only feasible if the policy in question has a small DNF
representation, i.e., one with a small number of conjunctions. The leaves in our scheme
represent conjunctions, but only of parts of the encoded policy, and they can be com-
bined in various ways following the description of the major which is sent along with
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Fig. 6. 2-CNF of size 5

the ciphertext. For example, the 2-CNF formula shown in Figure 6 can be encoded with
10 leaves, but its DNF representation consists of 25 = 32 conjunctions, so 32 instances
of Nishide’s construction would be needed to encode it. This is not a problem in our
construction as the original 2-CNF form can be used for the encryption. (Note that when
using the 2-CNF syntax tree as a major for encryptions, the policy automatically sup-
ports ∧-gates as leaves, so it is actually stored as a conjunction of DNFs. This form has
been called CDNF in [20] and is considered very expressive.)

4.3 Reducing the Size of the Ciphertext

For each leave’s encryption every attribute of the system is used. This is the only way to
maximize the anonymity set, because when some attribute A is not used for the decryp-
tion of a leaf v, then the decryptor can obviously conclude that the partial policy of v
does not contain A. However, if the universe of attributes of a given system is very large,
it might be feasible to use only a comparatively small set of attributes for the encryption
of each leaf while still using enough attributes to get a sufficiently large anonymity set.
Similarly to [13], each leaf v may be encrypted with its own set of attributes Av. Av

can be a random superset of the set attributes actually used in the leaf. However, in or-
der to hide as much of the semantics of each partial policy, some care must be taken, as
it should be understood which information an attacker gains by the knowledge of Av.
It must also be considered that Av must be sent along with each leaf, which slightly
increases the size of the ciphertext.

As a more systematic approach, the universe of attributes could be partitioned into
different domains Di,1 ≤ i ≤ nD with nD the number of domains. For example one
domainD1 could contain all user-specific attributes, D2 could contain all device-specific
attributes, D3 all location-specific attributes, etc. If each domain Di consists of |Di|
attributes, then the anonymity set of a respective leaf Av with Av = Di is O(2|Di|).
With this approach, an advisor knows that a leaf v with Av =D1 might encode a partial
policy over some user-specific properties (or as always an encoding of ⊥ or �), but he
does not know which one or which ones. This gives the encryptor precise control over
what information is disclosed with an encrypted leaf. Moreover, instead of listing each
element of Av, with this approach only the index i of Di needs to be sent along with the
partial ciphertext of v, CT (v).
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5 Conclusion

We introduced the notion of policy anonymity in cryptographic access control. To this
end, we proposed the idea to obfuscate the policy used in an encryption by constructing
a syntax tree major of the syntax tree that encodes the desired policy. The leaves are
then hidden from an adversary using a cryptographic primitive. We discussed how these
majors can be characterized and how to configure the leaves to encode a specific, given
policy in one of its majors. The majors can be chosen arbitrarily large, and the larger a
major is the larger becomes the anonymity set. From the anonymity set, an adversary
gains only very general informations about the encoded policy; for example he knows
an upper bound of its complexity and that some of his attribute sets satisfy certain parts
of the major. We then used these primitives to modify a CP-ABE scheme with partially
hidden policies to support every policy that can be expressed as a Boolean formula and
enable an encryptor to obfuscate that policy.

Our construction compares favorably to [13] as it is able to efficiently encode any
policy that can be expressed as a Boolean formula and is not limited to policies with
small DNF represenations and to the various Predicate Encryption schemes. However,
it may be possible to construct a scheme that hides even more properties of the encoded
policy by using a different encoding of the it, like garbled circuits which presently have
been utilized to solve different problems [6,17]. We leave this as future work. Also, our
approach may be applicable to other CP-ABE system that like Nishide’s support only
∧-conjunctions.
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Abstract. One common assumption when defining location privacy
metrics is that one is dealing with attackers who have the objective of
re-identifying an individual out of an anonymized data set. However, in
today’s communication scenarios, user communication and information
exchange with (partially) trusted peers is very common, e.g., in com-
munication via social applications. When disclosing voluntarily a single
observation to a (partially) trusted communication peer, the user’s pri-
vacy seems to be unharmed. However, location data is able to transport
much more information than the simple fact of a user being at a specific
location. Hence, a user-centric privacy metric is required in order to mea-
sure the extent of exposure by releasing (a set of) location observations.
The goal of such a metric is to enable individuals to estimate the pri-
vacy loss caused by disclosing further location information in a specific
communication scenario and thus enabling the user to make informed
choices, e.g., choose the right protection mechanism.

1 Introduction

Location information has recently become a popular but also valuable commu-
nication item. Ubiquitous and affordable mobile communication paired with a
new generation of so-called Smartphones has given rise to a large variety of lo-
cation based applications. However, exploitation of mobile location information
also brings new challenges to the users’ privacy.

Providing a proper definition of location privacy has proven to be a difficult
task. Many different definitions were published, all covering specific aspects. One
abstract definition, first defined by Westin [1] and modified by Duckham & Kulik
[2], describes location privacy as:

”[...] a special type of information privacy which concerns the claim of
individuals to determine for themselves when, how, and to what extent
location information about them is communicated to others.”

According to this definition the user should be in control of the dissemination of
his location information. Location sharing usually involves location data as co-
ordinates related to a sphere or map. Depending on the source, this information
might be error prone. For instance, the accuracy of GPS location determination
using a consumer device (Smartphone) might range from 1 to 50meters; location
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determination utilizing a GSM/3G infrastructure might have an error range of
50-250meters.

In today’s communication scenarios user communication and information ex-
change with (partially) trusted peers is very common, e.g., in communication
via social applications. In disclosing voluntarily a single observation to a (par-
tially) trusted communication peer, the user’s privacy seems to be unharmed
(using the aforementioned definition). However, location data is able to trans-
port much more information than the simple fact of a user being at a specific
location. In the long run, location data is able to describe what a user has done
and what he is currently doing.

For instance, a single location observation might have a different impact on
the user’s privacy depending on time and place but also on the observer. The
observer might be able to make exact conclusions about the user’s state and
intention, if the observer has good background knowledge about the user (e.g.,
wife, friends). Even observers with little or no background knowledge are able
to gain knowledge about the user. For example, by observing a user’s frequently
visited places, one can make conclusions about the user’s workplace or other
preferences. Using Westin’s definition, it is difficult for a user to measure the
extent of his location disclosure, especially with trusted communication peers
where an anonymity approach is unsuitable. Hence, a user-centric privacy metric
is required to measure the extent of exposure caused by releasing (a set of)
location observations. From a user’s perspective, with the goal of minimizing
exposure, only as little information as possible should be disclosed.

2 Related Work

Privacy metrics is an important field in research on mobile communication and
location based services, since they provide the fundamental model to evaluate a
privacy protecting scheme. One way of characterizing a (location) privacy metric
is the underlying adversary model: the metric describes how successfully one’s
privacy is protected against the defined adversary.

A popular model is an adversary that observes in some way generalized loca-
tion data and tries to reconstruct this data based on connected traces of a single
individual. In a second step the adversary may re-identify the traced individual
through his workplace or home by incorporating external knowledge (e.g. [3]).
For instance, Shorki et al. defined a location privacy metric that measures the
(in)ability of an adversary to accurately track a mobile user over space and time
[4]. A popular privacy metric is k-anonymity, developed in [5] and further ex-
tended for a location context (e.g. [6,7]). A single variable is able to determine
a user’s privacy level, i.e., being indistinguishable from k− 1 other agents. How-
ever, this metric may be misleading if all k users are within a region with only a
few plausible positions. l-diversity and road segment s-diversity avoid this issue
by only taking plausible positions into account [8]. Furthermore, k-anonymity
and similar methods imply that a suitable number of cooperative agents are
available for a specific service or listening group and global knowledge about the
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state of other agents is required. Thus, a user cannot determine or preserve a
desired privacy level in an autonomous manner. Neither does this metric cover
the sensitivity of a location at a given time [4], nor is it able to fully protect
specific movement patterns [9].

A different method for measuring location privacy is to make use of the un-
certainty of an adversary to assign a new observation to a trace of a specific
individual, e.g., by assigning probabilities to movement patterns and thus com-
pensating changed pseudonyms [10]. A similar measurement was proposed as
time-to-confusion metric, the tracking time of an individual until the adversary
cannot determine the next position with sufficient certainty [3].

The aforementioned privacy metrics usually require full insight into the set of
all users to determine the level of privacy for a single user within this set, and
they usually are based on the assumption that the user requires full anonymity.
Hence, such measures are not suitable for communication with (semi-)trusted
peers (e.g., social contacts) or in ubiquitous communication networks which re-
quire a confirmed user identity. Furthermore, such models assume that for every
available service there is a sufficient number of cooperative agents nearby and
such an approach is usually applicable for a subset of location based service.

Cranshaw et al. developed an entropy-based approach for analyzing the social
context of a geographic region. The proposed model assigns a high entropy to
a place if a large variety of users was observed at that location, a low entropy
value if the place was visited by only a few users [11]. Based on the location
diversity measurement above, a user-study was conducted on presence-sharing
preferences. Toch et al. found that people are more comfortable sharing their
location in places which are visited by a large and diverse group of people in
contrast to places which are highly frequented but by a homogeneous group [12].
Diaz et al. introduced a measure of entropy to quantify the degree of anonymity
a mix-network provides [13]. Kamiyama et al. extended the entropy measure to
quantify information disclosure through various media [14]. The described mea-
surement quantifies the privacy loss caused by the disclosure of several (sensitive)
attributes.

3 User-Centric Location Privacy Metric

For a user-centric location privacy model, location privacy has to be seen from a
different angle. As the user is not always able to hide or remain anonymous, she
could still achieve insight on the possible knowledge base of the communication
peers involved and thus could achieve or increase location privacy (w.r.t. the
aforementioned definition) through informed decisions on when, how and to what
extent she discloses her location information. Hence, an evaluation of the user’s
location in the context of each listener group is necessary.

3.1 Adversary Model

In terms of (location) privacy, all communication peers are considered only
as partially trusted, because once data is exchanged, this information usually
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cannot be recalled by the user. Even when considering explicit (legal contract)
or implicit (social contract) based privacy policies, the control problem remains.
Hence, all partially trusted peers are also considered as adversaries. Furthermore,
from a user’s perspective, there is no certain knowledge on the capabilities of
the observing/listening adversary, especially how disclosed or observed location
data is used and what kind of conclusion the adversary is able to make based
on the information collected. Hence, the adversary model is limited to informa-
tion an adversary may have collected during a defined observation period. We
assume that an adversary A has a memory O = {o1, . . . , om} of observations
on the user’s movement history based on time-stamped location observations
ot = (c, ε)t ∈ O, which are tuples of a geographic coordinate c ∈ C and an
error estimate ε ∈ E of this coordinate. The index t is a timestamp describing
when the location observation was made, with om being the latest observation.
The function loc : O → C extracts the location information from the tuple and
err : O → E returns the error estimate. The choice of the geographic coordinate
system (C) and the concrete representation of the error (E) is not important in
the context of this paper.

In our scenario the user’s utility is positive in a communication relation
with communication peer (adversary) A. Otherwise a rational agent would not
share information. We make a similar assumption for the adversary’s utility
(UA(ot) ≥ 0). A separation of the user’s utility disclosing information and the
user’s level of privacy is required, as the utility of location information naturally
conflicts with the user’s privacy level. In order to benefit from location-aware ser-
vices, the user’s location disclosure is required. Thus, for any location disclosure
the user’s privacy might decrease. Hence, the adversary’s utility is negatively
correlated with the user’s privacy level in a communication relation with ad-
versary A denoted as PA ∈ [0,−∞), with PA = 0 as the maximal achievable
privacy level:

UA(O) ! −PA(O), (1)

For instance, if the user does not disclose any location information, the user’s
privacy is maximal but the adversary’s utility is zero. Thereafter there is a utility
gain if the adversary extends his knowledge either on the user’s preferences or
on his (periodic) behavior. Accordingly, UA(O

′) ≥ UA(O), with O′ := O∪ o′, iff.
o′ reveals previously unknown information to the adversary A. Hence the user’s
privacy w.r.t. adversaryA can only decrease by disclosing additional information:
PA(O′) ≤ PA(O).

An increase in the user’s privacy level is only possible if the user is intention-
ally lying about his location, because providing false information may degrade
the adversary’s knowledge base or may lead to false conclusions. However, by
providing false location information the user’s utility decreases as well. For in-
stance, in the case of location-based services a decrease in the user’s utility might
be caused by a decreased quality of service. In a communication scenario with
social contacts, getting caught lying might lead to negative social consequences.
For the rest of this paper we therefore assume that location observations reflect
the true positions of the user.
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Furthermore, the adversary’s utility as well as the user’s privacy depends on
the nature and magnitude of the error estimate ε. First, with more accurate
information more information might possibly be disclosed and thus, err(o′) <
err(o) ⇒ UA(o

′) ≥ UA(o), whereas the actual information gain is dependent,
e.g., on landscape and application characteristics. Second, the error value ε for
a given location sample is evaluated differently depending on the adversary and
the kind of observation. If the adversary determines the location by direct ob-
servation (oadv), e.g., through a WiFi/GSM/3G infrastructure, the adversary
knows the size and distribution of the expected error for the observed location
sample. If location information is given by the user (ousr), the adversary has
no information about the quality and thus the magnitude of the error ε of the
observed sample. The user might have altered the spatial and/or temporal ac-
curacy of the location information before submission. In general we can assume
that err(oadv) ≤ err(ousr) and therefore UA(o

adv) ≥ UA(o
usr), since a robust

error estimation reduces the adversary’s uncertainty and thus increases the po-
tential information gain for the same given error ε. But more importantly the
adversary chooses time and frequency of location observations.

3.2 Measuring Location Privacy

To measure the user’s privacy or privacy loss, the objective measurable com-
ponents defining PA w.r.t. location observations have to be identified. Taking
into account the aforementioned privacy definition and adversary model, the
evaluation of observations regarding new information about the user is required.
This information can be split into two parts: (1) gaining knowledge on the user’s
regular behavior and preferences (e.g., his neighborhood, occupation, leisure ac-
tivities or social contacts) and (2) deriving sensitive private information on his
current context (e.g., his activity or intention at an observed place).

We define the change of the user’s privacy level due to a new location observa-
tion o′ made by an adversary A who already has a location record O about the
user straightforwardly by ΔPA(O, o′) := PA(O ∪ o′)−PA(O). According to the
requirements from the adversary model with UA(O

′) ≥ UA(O) and UA ! −PA

it follows that ΔPA(O, o′) ≤ 0.

Knowledge. In order to reflect the duration, density and quality of an obser-
vation, a model of all past disclosures, i.e., history or knowledge K, to a given
adversary is required. The user’s privacy is threatened by the discovery of his
regular behavior and preferences (i.e., movement pattern). Since a user cannot
change the knowledge an adversary already has, the user may evaluate the level
of completeness of an adversary’s information and the information gain as well
as privacy loss for disclosing a further location sample.

Based on the adversary’s utility function, we require that ΔK(O, o′) = K(O∪
o′) − K(O) ≥ 0. If no new information is released, ΔK = 0 and thus no privacy
loss is experienced by the user. Section 4 presents an example implementation
of K.
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Sensitivity. The second component threatening the user’s privacy w.r.t. his cur-
rent location is the sensitivity S of an observation ot. Due to diverse preferences
the individual subjective sensitivity of a certain location cannot be expressed
in a generic way. However, an objective measure of location sensitivity is the
level of the potential exposure caused by disclosing the user’s location at a given
time and date. The user is exposing himself by allowing or providing location
observations. As in daily life, such behavior may provide new, possibly sensitive
knowledge to any observer. However, in a crowded shopping or business district
during business hours the user’s exposure is limited. Even with knowledge of his
current location, the user is hard to spot and therefore it is hard to observe his
current activities or guess the user’s intention, because the number and diversity
of possible places where a user could be are rather high.

Similarly, S describes how difficult it is for an observer to observe or derive
the user’s real-life activity for a given (set of) location observation(s). Note
that the observer may have good background knowledge about the user and
therefore be able to derive the user’s activity with little or rough and error
prone location data. More formally S(O, ot) ∈ [0, 1] expresses the probability
of an adversary being able to derive the current activity of the user, i.e., the
reason for her visiting location loc(ot), taking previously visited locations O into
account (especially the latest, om ∈ O). For S(O, ot) = 0 the adversary does not
learn anything about the user’s activity or motivation for being located at ot,
while in the case of S(O, ot) = 1 the adversary can derive this information from
the location data without any doubts. Due to the spatiotemporal error ε ∈ E,
ot describes only an area in C where the user might be located. Let c′t be the
actual precise location of the user at time t. If caet is the adversary’s estimate
of the location of the user at time t (making use of background knowledge of
the user and external map knowledge), then S(O, ot) = Pr(c′t = caet ). Hence,
with a growing spatiotemporal error and/or a dense and diverse landscape, the
number of possible locations where a user could be increases and thus also the
adversary’s uncertainty regarding the user’s action.

In section 5 an example implementation of location sensitivity is discussed.

Trust Relation. Third, the level of trust (denoted as θ) for a given adversary
has to be modeled. In our communication scenario, the level of trust is defined
as the estimated personal background knowledge a specific adversary already
has about the user, based on the assumption that the user has trusted a peer
to a certain extent, such that he has previously disclosed a certain amount of
personal information, possibly through a different channel.

For instance, while communicating with social peers θ is more important, as
with growing personal trust social contacts already have a good knowledge from
other sources than mobile or social applications of the user’s behavior in partic-
ular. Hence, the sensitivity of the current location might cause the individual to
be more exposed, e.g., it might trigger uncomfortable questions, since these peers
are able to infer subjectively sensitive places by using their background knowl-
edge. In a communication relation with less trusted adversaries, e.g., location
based services without (or with pseudonymous) registration, the protection of
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the user’s daily routines is more important as there is usually little or no personal
background knowledge. By disclosing regular patterns, the user might be iden-
tified (cf. [15,16]). By contrast, a single location sample without context on the
observed individual has only little or no information value regarding the user’s
preferences or habits. The value of θ can be either predefined per classification
of the listener class A or can be used as a user-parameter.

Definition of Privacy Loss. To formalize the discussion above, the privacy
loss ΔPA w.r.t. an adversary A, a set of m past location observations O of this
adversary and a new location sample o′ is

−ΔPA(O, o′) = (1 − θA)ΔKA(O, o′) + θASA(O, o′) (2)

which is the weighted knowledge gain on the user’s preferences ΔKA and the
location sensitivity SA. This proposed location privacy metric captures the rela-
tive privacy loss, instead of measuring a privacy level. Especially in environments
with (partially) trusted peers, the comparison of privacy levels is difficult because
of the different relations and knowledge between users. By measuring only the
relative privacy loss, different adversaries can be compared. Furthermore, the
sensitivity measure is bound to a certain context. Thus, there is no absolute
level of location sensitivity over time.

Comparison with Anonymity Metrics. In the case of a full anonymity
scenario, we assume no trust relation at all to be existent between the user
and the observer. Therefore we expect no background knowledge about the user
on the observer’s side and choose θ = 0 accordingly. That implies that only the
level ofK matters for the privacy (or anonymity) level. By definition K describes
the length, density and quality of the adversary’s observations. In the case of an
anonymity metric it describes the length of the observation of a single pseudonym
and the level of knowledge gained about the user by observation. Thus, for any
ΔK > 0 the probability of being anonymous decreases. For instance, a simple
user-centric estimation on the level of anonymity could be calculated based on
the results by Golle and Partridge [15].

4 Example Implementation of K

In order to calculate the user’s privacy level the adversary’s knowledge (gain) has
to be modeled. We assumed a knowledge gain / privacy loss only if the adversary
learns some previously unknown information. For a user it is important to know
what extra information the disclosure of a single location sample o′ gives to an
adversary A w.r.t. the adversary’s observation history.

In a study on movement patterns of mobile phone users, Gonzalez et al. found
a characteristic strong tendency of humans to return to places they visited before.
Furthermore, the probability of returning to a location depends on the number
of location samples for that location. A rough estimation can be denoted as
Pr(lk) ∼ k−1 where k is the rank of the location l based on the number of
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observations [17]. In a similar study it was shown that the number of significant
places is limited (≈ 8-15). A user spends about 85% of the time at these places.
However, there is a long tail area with several hundred places which are visited
less than 1% of the time but make up about 15% of the user’s total observation
time [18]. For the proposed privacy model we concentrate on the top-L popular
places (with L being in the range of about 8-15), as these places are likely to be
revisited and therefore are considered as significant places in a user’s routine. If
we assume that the attacker’s a-priori knowledge about the observed location
sample o′ is limited to the generic probability distribution describing human
mobility patterns and the accumulated knowledge so far, then we can model
the adversary’s knowledge as the uncertainty assigning the observed location
information to a top-L place. Entropy can be used to express the uncertainty
of the adversary and therefore the user’s privacy. In the following we consider
a location l ∈ C

∗ to be an arbitrarily shaped area in C and denote the spatial
inclusion of a precise coordinate c ∈ C in area l by writing c ∼= l. To comply
with the characteristics of human mobility patterns, we define the probability
of an observed location sample o′ belonging to one of the top-L locations (li,
i ∈ {1, . . . , L}) as pli := Pr(loc(o′) ∼= li) = τ

i where τ ∈ (0, 1] is chosen in

a way such that
(∑L

i=1 pli
)
+ γ = 1 with γ ∈ [0, 1) representing the summed

probability for o′ belonging to one of the many seldom visited places in the
long tail distribution observed by Bayir et al. [18]. Assuming that the adversary
A has already discovered the top k locations of the user (by making use of
the previously observed user locations in O), we make a distinction between
two cases: (A) o′ belongs to a frequently visited location already known to the
adversary (∃i ∈ {1, . . . , k} : loc(o′) ∼= li), or (B) the adversary is not able to
unambiguously connect the location observation to an already detected top-L
location.

In case (A) no information about new frequently visited places is revealed. For
case (B) we measure privacy as the uncertainty (i.e., entropy) on assigning o′ to

one of the remaining unknown top L locations. We denote with psk :=
∑k

i=1 pli
the summed probability for the k top locations known to the adversary and
accordingly psu :=

∑L
i=k+1 pli the summed probability for the unknown top

locations. Given that o′ does not belong to one of the k known places, the
probability for the remaining places lk+1 . . . lL changes to pkli = pli · (1 + psk

psu
),

which yields the following entropy calculation:

K
L(B)
A (O, o′) = −(

L∑
i=k+1

pkli log p
k
li) − γ log γ , (3)

where γ denotes the summed probability of location samples which do not belong
to the top L locations. The overall uncertainty level of the adversary is the
weighted sum of the two cases (A) and (B) described above:

KL
A(O, o′) = p(A) · KL(A)

A (O, o′) + p(B) · KL(B)
A (O, o′) , (4)
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where p(A) = psk is the probability of case (A) and p(B) = 1−p(A) the probability
of case (B). Integrating the two formulas of the two cases, the overall uncertainty
of an adversary for connecting o′ with a top location is:

KL
A(O, o′) = (1 − psk) ·

(
−(

L∑
i=k+1

pkli log p
k
li) − γ log γ

)
. (5)

4.1 Uncertainty of a Location Observation

In order to get a robust reflection of a user’s frequently visited places, using
a clustering approach leads to an efficient but also abstract representation of
the user’s regular behavior. Several studies (e.g. [3,19]) have demonstrated that
clustering is an effective tool for identification of a user’s significant places.

However, the estimated or given horizontal positioning error has to be taken
into account. Location information is usually expressed as inaccurate data, re-
gardless of the error source, which is either data degraded on purpose or due
to technical issues like an error prone positioning determination. Until now,
we assumed a simple binary decision as to whether a location sample belongs
to a regularly visited place (i.e., cluster) or not, hence ε ∼= 0 and a function
CO(l) = |{o ∈ O | loc(o) ∼= l}| counting the number of times a user was observed
at a given location l ∈ C∗ (see section 4 above), making it possible to rank the
places by their popularity (l1, l2, . . . lL, with CO(li) ≥ CO(li+1) – which means
that l1 is the most frequently visited location). In a more realistic setting loca-
tion information is error prone. Depending on the nature of the observation, the
effect of ε > 0 is different. If the user performs the location determination, the
estimated error based on the technology used is known to the user but not to
the adversary. Furthermore, users might deliberately increase ε to protect their
privacy.

If the location is directly observed by the adversary, both user and adversary
have knowledge on the possible error distribution depending on the technology
used. Depending on the communication infrastructure used, users can make as-
sumptions about the physical limitations of the technology involved and thus
can estimate a best case value for ε. In order to model the adversary’s uncer-
tainty we introduce pc as the probability of function CE assigning o′ correctly
to a location l ∈ C

∗, taking ε = err(o′) into account (and pc := 1 − pc). As the
precise definition of pc depends on the implementation of CE , we only assume a
correlation between the error and this probability: pc ∼ ε−1.

Modeling the adversary’s uncertainty based on ε is in practice both difficult
and possibly harmful to the user, since the adversary’s capabilities might be
underestimated, resulting in a higher and misleading privacy level. Due to limited
user knowledge, a default value of ε = 0 is used to simulate worst case knowledge
and to avoid a possibly dangerous false sense of privacy. Still, ε remains an
optional variable to the user.
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4.2 Determining an Adversary’s Knowledge Gain

With the uncertainty value before and after disclosure of o′, an adversary only
gains new information if a new frequently visited location is uncovered and can
be calculated as ΔKL

A(O, o′) = KL
A(O, o′) − KL

A(O \ {om}, om), where om is the
latest location observation in O (and therefore the direct predecessor of o′).

If o′ can be assigned to a known location li ∈ L, then ΔKL
A = 0, as by defi-

nition no information about new frequently visited places is revealed. However,
the weight of already determined frequently visited places can change due to
such an observation. People’s preferences are not static and hence neither are
their preferences regarding frequently visited places. For instance, people change
employer (or workplace) and/or move from time to time. Such changes in regu-
lar behavior cause private information to be disclosed and thus harm the user’s
privacy. To model these changes, the observation horizon can be limited and any
information older than a certain amount of time is discarded.

To model changes in the frequency of the user’s top locations and a user’s
regular behavior, we measure the change in distribution made by a new obser-
vation. The adversary’s a-priori knowledge is the distribution of the time spent
at all known locations and hence their relative importance to the user. Thus, an
adversary gains extra knowledge if the distribution of time spent has changed,
i.e., the user’s preferences have changed. For every detected location we as-
sume that the true probability q(O, o′, li) := PrO(loc(o

′) ∼= li) is the relative
observed importance of location li derived from the previous observations in O
(e.g. PrO(loc(o

′) ∼= li) ∼ CO(l)). We define the information gain as the difference
between the observed distribution before and after the disclosure of additional
data. One simple method to measure the information gain is the relative entropy
using KL-divergence [20]

KC
A (O, o′) = −

k∑
i=1

q(O, o′, li) log
q(O, o′, li)

q((O ∪ o′), o′, li)
, (6)

where q(O, o′, li) denotes the probability of returning to li before and q((O ∪
o′), o′, li) the new probability after the new observation o′. Finally, we express
the privacy loss as

ΔKA(O, o′) = ΔKL
A(O, o′) +KC

A (O, o′). (7)

The privacy metric component ΔKA, expressing knowledge about the user’s
preferred places, only measures the relative distribution of the times a user was
observed at a specific place. Thus it is applicable for location based services
without continuous observation or traces (e.g., location updates through an SNS
are usually not continuous traces and appear infrequently).

4.3 Example

For our experiments we implemented a location cluster function based on a radius
filter. For periodic and gap based location data (e.g., GSM) such a filter simply



116 K. Rechert and B. Greschbach

reflects how often a user was observed at a specific place. Additionally, for GPS
data a gap filter was used to cover periods without GPS reception. Throughout
the experiments a value of τ = 0.3 was used, which roughly represents the results
from the aforementioned studies on human mobility patterns. Furthermore, 12
clusters were expected. Figure 1(a) and 1(b) show 10 detected clusters from a
17-day GPS trace from a single user with a total of 17744 recorded GPS points.
To measure the knowledge gain the data was segmented into daily data sets.
After about 11 days the values of the final result of 10 clusters were discovered
and remained constant afterwards.

The user’s privacy level, based on the KL
A, decreases almost linearly with the

detection or disclosure of regularly visited places. The privacy loss caused by
disclosing a low ranked place and thus with a low probability of being revisited
is almost equal to that caused by disclosing a high ranked place. Especially
for a setting with semi-trusted adversaries, this result reflects the (commercial)
importance of lower ranked clusters w.r.t. the completeness of a user’s profile.
Since lower ranked clusters are harder to detect, uncovering such a place reflects
the density and/or the length of observation of an adversary and thus the user’s
exposure.
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Fig. 1. A user’s privacy profile to a single adversary A based on a 17-day GPS trace.
The data for KL

A was normalized to 1.0. (a) shows the cluster result after 17 days;
radius of each cluster denotes its relative importance; (b) shows detected clusters and
calculated privacy gain/level.

5 Example Implementation of S

The last component of a user-centric privacy metric is the sensitivity of a given
location and time. In contrast to the knowledge about the user’s regular behavior
which an adversary could extract from frequently visited places, users might
evaluate the sensitivity of certain locations w.r.t. location privacy differently at
different times, depending both on the type of place and the actual listener group.
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However, the sensitivity of a location at a certain time can only be measured in
objective terms. Personal preferences are too diverse and a generic formalization
of possible subjective measures is difficult.

5.1 Static Location Sensitivity

Based on the ideas of location l-diversity [8] and related variants we define the
sensitivity of a location l ∈ C∗ as the user’s plausible deniability of being at a
(possible) subjectively sensible location l̂, w.r.t. the knowledge of time t and the
estimated location error ε. This definition can also be rewritten as the probability
of an individual being at location l∗ but observed at location l. Thereby l∗ is
an alternative plausible location in C∗, which is not considered as subjectively
sensitive.

However, taking only into account the number of plausible positions is not
always sufficient. The number, distribution and especially the nature of the pos-
sible locations matter as well. For instance, if a person is in an area with a high
density of landmarks (points of interest (POIs)), an adversary’s uncertainty is
high regarding the user’s motivation in visiting the observed area. Furthermore,
with a greater number of people nearby or visiting an area, a user’s privacy
increases (cf. [12]). Therefore, a discounting factor ρ ∈ (0..1] is introduced, de-
scribing the nature of a given area, i.e., decreasing the ”plausibility” depending
on the listener and/or time of day. The static location sensitivity is defined as

SS
A(ot) =

1

numloc(ot)ρ(ot)
. (8)

The size of the area is defined by the maximum possible horizontal (deliberate or
technical) location error ε and the maximum velocity at which a user can move.
Function numloc : O → N returns the number of plausible positions for a given
location sample, based on map-data. While numloc is a static measurement (i.e.,
the geographic features are considered static), ρ is time dependent, because the
use cases for the landscape change depending, for example, on the time of the
day, the day of the week, the season, etc..

5.2 Dynamic Location Sensitivity

A static measurement only captures an isolated observation. In most cases peo-
ple move and submit their location continuously or frequently. Therefore, the
sensitivity evaluation should also contain a dynamic, time-dependent compo-
nent. For instance, the adversary only knows the published positions but not
the exact route in between. The adversary may use a routing algorithm to de-
termine a likely route a user could have taken. If there is only a single route, the
adversary gains perfect knowledge. Consequently, the user gains privacy if the
ambiguity of possible routes increases and thus the uncertainty of the adversary
regarding the locations where a user could have been between two consecutive
location disclosures.
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Fig. 2. A user trace of 1160 seconds, traveling 8.24 km showing the number of plausible
locations and reachable POIs within one minute

We extend the static definition by including the time frame between two
consecutive location disclosures as

SD
A (O, ot) =

1

numreach(om, ot)ρ(om, ot)
, (9)

with a function numreach : O × O → N calculating the number of plausi-
ble locations in the reachable area between two consecutive location disclosures
om ∈ O (the latest in O) and ot, and at a given velocity. Thus, the sensitivity
component reflects the objectively measurable sensitivity of the user’s current
position by incorporating accuracy of the location determination, time, density
of measurements and landscape.

5.3 Example

The sensitivity metric measures the information gain of an adversary knowing
the user’s current location. In contrast to the metric on cyclic behavior, we as-
sume the adversary’s information gain is derived from direct inference of the
current location and the incorporation of external knowledge (e.g., map data).
For our experiments we used data from OpenStreetmap (OSM). 1 The project
provides accurate and deep map data for the evaluated region and allows the
characterization of possibly sensible locations (e.g., public buildings, medical fa-
cilities, banks, etc. are marked through various attributes). Furthermore, the
data can be downloaded and stored on a mobile device in order to make au-
tonomous decisions without network access.

Two simple example components of calculating ρ by exploiting map features
are the density of reachable landmarks or POIs and the expected population
density for a given location and time. Figure 2 shows a sample trace of about
19 minutes traveling 8.24 km through the city. The trace was started in a busi-
ness/industrial area, went through a residential area (around 150 - 250 and from
500) before entering the city center (around 750 - 1000). While the number of
reachable plausible positions remains roughly at the same level, the number of
reachable POIs increases in the city center significantly.

1 The OpenStreetmap Project, http://openstreetmap.org, [1/15/2011].

http://openstreetmap.org
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Fig. 3. Day-time dependent expected person density for a user trace of 1160 seconds,
traveling 8.24 km. Calculation based on area classification based on OpenStreetmap
data.

As a second example for the same trace, the expected person density was
calculated. For each OSM landuse-tag2 attribute a non-empirical estimation of
expected person density was made. For instance, residential areas were assigned
a high value for every time of day; for commercial and industrial areas a high
value during business hours but otherwise a low value seems appropriate. For
future work, empirical values need to be adopted. Figure 3 shows that during
the day there is little variation, basically due to the fact that the trace never
left city boundaries. However, at night there is a noticeable drop while crossing
a business/industrial area (to 150 from 350).

(a) (b)

Fig. 4. (a) Reachable area between two published locations (4min 56 sec). The radius
of the circles indicate the possible waiting time to reach the final goal in time. The
red line shows the actual route the user took. (b) The marked areas indicate possible
visited POIs; the radius indicates the possible length of stay.

2 http://wiki.openstreetmap.org/wiki/Map_Features#Landuse, [1/15/2011].

http://wiki.openstreetmap.org/wiki/Map_Features#Landuse
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The dynamic measurement can be refined by incorporating all possible reach-
able plausible positions within a given timespan and velocity. Another possibility
is to include all reachable POIs and the maximum possible length of stay. Fig-
ure 4(a) illustrates a possible implementation of numreach(), i.e., calculating
all reachable plausible positions between two consecutive location disclosures. In
this example the assumption about the potential travel speed was held static.
This restriction can be lifted by using a more sophisticated route-planning al-
gorithm and further external information. Figure 4(b) shows possible reachable
POIs and the possible duration of stay.

6 Conclusion and Outlook

As today’s communication scenarios get more diverse, the assumption of the
anonymity of a user when sharing location data seems inadequate in many cases.
As location information gains in importance, every entity involved in the com-
munication process has to be considered as an adversary, since communication
peers are usually considered as partially trusted.

We have proposed a theoretical user-centric privacy metric to allow a user to
uncover the extent of information disclosure and to evaluate autonomously his
privacy level in a communication relation with semi-trusted listener groups. The
model makes no assumptions about the adversary’s knowledge, capabilities or
intention. The goal of such a metric is to enable an individual to estimate the
knowledge gain caused by disclosing further location information in a specific
communication scenario and thus enabling the user to make informed choices,
e.g., choose the right protection mechanism. We divided the location privacy level
into different subcomponents, reflecting the user’s trust level, periodic habits
leading to re-identification or to uncovering personal preferences, the evaluation
of the user’s exposure at a given time and differentiated between different kinds
of location samples. Finally, some examples of an implementation for the main
components were discussed.

For future work an implementation in a real-world application has to be devel-
oped together with a simple visualization of the privacy metric result. Therewith
(location) privacy becomes for the user a more concrete fact instead of simply
an abstract definition.
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Abstract. We indicate two problems with the specifications of fairness
that are currently used for the verification of non-repudiation and other
fair-exchange protocols. The first of these problems is the implicit as-
sumption of perfect information. The second problem is the possible
lack of effectiveness. We solve both problems in isolation by giving new
definitions of fairness, but leave the combined solution for further work.
Moreover, we establish a hierarchy of various definitions of fairness, and
indicate the consequences for existing work.

Keywords: Security protocols, verification, non-repudiation and fair ex-
change protocols, alternating-time temporal logic, imperfect information.

1 Introduction

The correctness of a security protocol depends in general on the precise formula-
tion of its security requirements. Consequently, the development of appropriate
security requirements is at least as important as the proper design of security pro-
tocols. Classical requirements, such as confidentiality and authentication, are well
understood and have been exhaustively investigated [1,2,3]. Research on more
recent requirements, such as receipt-freeness in electronic voting protocols [4,5],
seems to converge, while for other properties, such as ownership transfer in RFID
protocols, discussions have only recently started [6].

In this paper, we study the development of the requirement of fairness for
non-repudiation protocols. The main goal of a non-repudiation protocol is to
allow two (or more) parties to exchange goods or messages without any of the
parties being able to falsely deny having taken part in the exchange. Such a
protocol is designed so that the sender of the message obtains a non-repudiation
of receipt (NRR) evidence and the receiver of the message a non-repudiation of
origin (NRO) evidence. The main security requirement is fairness, which roughly
states that if the receiver obtains NRO, then the sender can obtain NRR, and vice
versa. An example of a non-repudiation protocol is a certified e-mail protocol [7].

Although other requirements, such as abuse-freeness, also apply to non-repu-
diation protocols (and the wider class of fair-exchange protocols), we will only
investigate fairness and its relation to effectiveness and strategic timeliness. Ef-
fectiveness (sometimes also called viability) is not a security requirement, but
a functional requirement, stating that the protocol can actually achieve the ex-
change of an NRR and an NRO evidence. Strategic timeliness requires that an
agent always has an honest strategy to stop execution of the protocol.

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 122–139, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In the literature on non-repudiation protocols, a variety of different inter-
pretations of the fairness requirement have been described. Most of these were
formalized in the modal logic ATL [8] as to allow for the automated verification
of protocols through model checking, for example in the Mocha model checker
[9]. The observed variations seem to be due to differences in the assumed exe-
cution models of the agents involved, to differences in the adversary model, and
to differences in the intended application of the protocol. Some authors already
provided insight in the relation between some of the fairness definitions [10].

Nevertheless, we observe two limitations of the existing definitions. The first
concerns the implicit assumption of perfect information, as it is called in game
theory. By this we mean that, at each moment, all agents have full knowledge
of the global state of the system. In practice this does not seem a realistic
assumption for a security protocol. One would expect an agent to only know his
own state and use a protocol to infer knowledge of the other agents’ states. This
assumption has a significant impact on the formulation of fairness in ATL.

The second limitation concerns the combination of fairness and effectiveness.
In the game-theoretical setting, both properties are expressed in terms of the
existence of strategies. By taking the conjunction of the two properties, one does
not necessarily obtain a single strategy that enforces both fairness and effective-
ness. Here, we propose a new property which blends fairness and effectiveness
properly.

The contribution of this paper is as follows. (i) We revisit existing notions of
fairness (Sec. 3.1). (ii) We introduce a notion of fairness based on the assumption
of imperfect information (Sec. 3.2). (iii) We combine fairness and effectiveness
(Sec. 3.3). (iv) We develop the hierarchy of fairness requirements and prove
correctness and strictness of the inclusions (Sec. 4). (v) We consider implications
for the practical use of various notions of fairness in the literature (Sec. 5). These
contributions are preceded by a short introduction to non-repudiation protocols
and an overview of the logic ATL (Sec. 2).

2 Preliminaries

2.1 Non-Repudiation Protocols

Non-repudiation guarantees that an agent cannot deny having taken part in a
message exchange, if it has actually done so in the course of the protocol [11].
To achieve this, protocol participants usually collect evidences that can later be
presented to a judge. If Alice sends a message m to Bob, we can distinguish a
non-repudiation of origin (NRO) evidence, which proves that Alice cannot deny
having sent m, and a non-repudiation of receipt (NRR) evidence, which proves
that Bob cannot deny having received m. Both Alice and Bob have an incentive
to cheat. This means that, e.g., Bob may try to obtain m without providing an
NRR. Evidences are typically implemented with cryptographic signatures over
the message (and possibly some other data).
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It is often desirable to have the guarantee of fair exchange [12] of non-repudiation.
For example, when Alice sends message m to Bob, it should hold that Alice re-
ceives NRR if and only if Bob receives NRO.

Fairness cannot be ensured without at least one external agent, which is
trusted by both parties, and is called a Trusted Third Party (TTP) [13]. The
TTP can be inline, online or offline. An inline TTP handles the items to be
exchanged. An online TTP does not handle the items to be exchanged, but is
necessary in each invocation of the main protocol. An offline TTP is only invoked
in dispute resolution.

The communication channels between the TTP and the other agents are as-
sumed to be resilient, i.e. all data is delivered after a finite, but unknown amount
of time. The communication channels between the other agents are assumed to
be unreliable, i.e. data may be lost. We assume a standard Dolev-Yao attacker
who has full control over the unreliable channels of the network and who may
co-operate with any of the possibly dishonest parties to disrupt the protocol.

In this paper, we assume that all messages and evidences that are being
transmitted are labeled with the type of the message or evidence, the name
of the sender, the name of the intended recipient, the name of the TTP which
is agreed upon, and an identifier linking the message to the protocol session.
Further, as to focus on non-repudiation, we assume in the example protocols
that all exchanged messages are cryptographically protected, thereby preventing
possible attacks on confidentiality and authenticity of the exchanged messages.

Protocol 1.
1. A → B: m,NRO
2. B → A: NRR

Protocol 2.
1. A → T : m, NRO
2. T → B: m
3. B → T : NRR
4. T → B: NRO
5. T → A: NRR

Protocol 1 is an example of a simple non-repudiation protocol, where Alice and
Bob exchange non-repudiation of origin and receipt of message m. The protocol
specifies that first Alice sends message m and NRO to Bob, and then Bob sends
NRR to Alice. Here, NRO could be implemented as [fNRO, A,B,m]A and NRR
as [fNRR, A,B,m]B, where [M ]C is the signature of agent C over message M ,
and fNRR and fNRO are flags indicating the type of the evidence. Note that this
protocol is not fair, as Bob can abort after step 1, leaving Alice without NRR.
Protocol 2 is an example of a fair NR-protocol (with inline TTP). Fairness is
intuitively guaranteed because the TTP will not send out NRO and NRR before
he has collected both evidences.

Non-repudiation protocols with inline TTP are generally inefficient, as the
TTP becomes easily a bottleneck. Protocols with offline TTP do not suffer
from this problem, but also tend to be more complex, as they typically comtain



Fairness in Non-Repudiation Protocols 125

non-determinism and various sub-protocols. This means that it is less easy to
check by hand that fairness is satisfied.. Therefore, a formal way of verifying
fairness is needed.

2.2 Alternating-Time Temporal Logic

We use alternating-time temporal logic (ATL) [8] to specify requirements of fair
exchange. ATL is very suitable for specification of security protocols, because
it allows to express that there exists a strategy with which an agent obtains a
desired property, instead of requiring that all protocol runs have to satisfy the
property, independent of the agent’s behavior. We only give a brief introduction
to ATL; we refer to [8] for the full definition.

An ATL formula is one of the following:

– p, for propositions p ∈ Π
– ¬ϕ or ϕ1 ∨ ϕ2, where ϕ, ϕ1 and ϕ2 are ATL formulas.
– 〈〈A〉〉©ϕ, 〈〈A〉〉�ϕ or 〈〈A〉〉ϕ1 U ϕ2, where A ⊆ Σ is a set of agents, and ϕ,

ϕ1 and ϕ2 are ATL formulas.

The strategic operator 〈〈A〉〉 can be seen as a path quantifier that ranges over all
paths that the agents in A can force the game into, irrespective of how the other
agents proceed. Furthermore, © (“next”), � (“always”) and U (“until”) are
temporal operators. Sometimes we write 〈〈a1 , . . . , an〉〉 instead of 〈〈{a1 , . . . , an}〉〉.
Additional Boolean connectives are defined in the usual manner. We also define
♦ (“eventually”) as ♦ϕ ≡ true U ϕ.

ATL formulas are interpreted in a concurrent games structure (CGS ), which
is a tuple S = 〈Agt, Act,Q,Π, π, d, δ〉 with the following components: a finite set
Agt of agents ; a finite set Q of states ; a finite set Π of propositions ; for each
state q ∈ Q, a set π(q) ⊆ Π of propositions true at q; for each agent A ∈ Agt and
each state q ∈ Q, a set dA(q) ⊆ Act of actions available at state q ∈ Q to agent
A ∈ Agt; and a transition function δ that assigns a new state δ(q, j1, . . . , jk) ∈ Q
to every combination of state q and actions j1, . . . , jk, one per agent in Agt.

A path in S is an infinite sequence λ = q0, q1, q2, . . . of states such that for
all positions i ≥ 0, we have qi+1 = δ(q, j1, . . . , jk) for some actions j1, . . . , jk.
We refer to a path starting at state q as a q-path. For a path λ and a position
i ≥ 0, we use λ[i] and λ[0, i] to denote the i-th state of λ and the finite prefix
q0, q1, . . . , qi of λ, respectively. A strategy fA for agent A determines, for every
finite sequence of states s, an action fA(s) for agent A. A collective strategy
FA is simply a tuple of strategies fA, one for each agent A ∈ A. We define the
outcome of FA from q ∈ Q as the set out(q, FA) of q-paths that the agents in A
enforce when executing FA. The semantics of ATL is defined as follows:

– S, q |= p for propositions p ∈ Π , iff p ∈ π(q).
– S, q |= ¬ϕ iff S, q �|= ϕ.
– S, q |= ϕ1 ∨ ϕ2 iff S, q |= ϕ1 or S, q |= ϕ2.
– S, q |= 〈〈A〉〉©ϕ iff there exists a collective strategy FA such that for all paths

λ ∈ out(q, FA), we have S, λ[1] |= ϕ.
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– S, q |= 〈〈A〉〉�ϕ iff there exists FA such that for all λ ∈ out(q, FA) and all
positions i ≥ 0, we have S, λ[i] |= ϕ.

– S, q |= 〈〈A〉〉ϕ1 U ϕ2 iff there exists FA such that for all λ ∈ out(q, FA) there
exists i ≥ 0 with S, λ[i] |= ϕ2 and for all 0 ≤ j < i we have S, λ[j] |= ϕ1.

The universal path quantifier of the branching-time temporal logic CTL can be
captured in ATL as ∀ ≡ 〈〈∅〉〉. The existential path quantifier ∃ will be interpreted
as usual in CTL. The expressiveness of ATL can be illustrated by the following
examples. The formula ¬〈〈A〉〉♦ϕ means that A does not have a strategy to
ever obtain ϕ. The formula ∀�(〈〈B〉〉�¬ϕ ∨ ∃♦ψ) means that in every reachable
state, either B has a strategy that always avoids ϕ, or there exists a path that
eventually results in a state where ψ holds.

The following properties will be used later. Proofs are straightforward.

Fact 1. q |= ¬∃ϕ implies q |= ¬〈〈Agt〉〉ϕ.

Fact 2. S, q |= 〈〈A〉〉(ϕ U ψ) implies S, q |= 〈〈A〉〉♦ψ.

3 Capturing Fairness of Exchange in ATL

Various ATL definitions of fairness have been proposed in the literature on non-
repudiation protocols and other fair exchange protocols. In this section, we give
an overview of the proposed definitions. Then, we have a look at two fundamental
problems with the existing formalizations and propose how they can be repaired.

3.1 Existing Formalizations

When Alice sends a message to Bob, one can distinguish fairness for Alice (when-
ever Bob receives NRO, Alice is guaranteed to receive NRR), and fairness for Bob
(whenever Alice receives NRR, Bob is guaranteed to receive NRO). We only con-
sider fairness for Alice; fairness for Bob can be formulated symmetrically.

Fairness for an agent only needs to be guaranteed when the agent complies
with the protocol: if an agent does not follow the protocol, he does that at his own
risk. An agent that complies with the protocol is called honest. Fairness should be
guaranteed for honest agents even if the other agents are dishonest, i.e., behave
in a way that is not foreseen by the protocol. Therefore, when studying fairness
for Alice, we assume that Alice is honest and that Bob might be dishonest. We
do not require recovery of fairness after unintended dishonest behavior caused
by system failures, as has been considered in [14,15].

To check fairness of a protocol using ATL, the protocol is modeled as a con-
current game structure [10]. We set agents Agt = {Ah, B, T }, where A stands
for Alice, B stands for Bob, Xh signifies that agent X is restricted to honest
behavior, and T stands for the TTP (which is always honest). Furthermore we
set propositions Π = {NRO,NRR}. The proposition NRO is true in these states
where Bob possesses non-repudiation of origin, and the proposition NRR is true
in these states where Alice possesses non-repudiation of receipt. We assume that
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the model is turn-based (i.e., agents do not act simultaneously), and that the
behavior of the TTP is deterministic (given the current state of the system).
We do not model the communication channel explicitly to simplify the notation
and avoid the necessity to formalize channel resilience, which cannot be done in
“pure” ATL.

Strong Fairness. One of the definitions of fairness proposed by Kremer and
Raskin [16] is strong fairness. It can be formulated as follows:

StrongFair ≡ ∀�(NRO → ∀♦NRR)

Strong fairness for Alice states that in every reachable state where Bob has NRO,
Alice should eventually obtain NRR, whatever the agents do. Strong fairness can
be seen as enforced fairness : if due to underspecification the protocol is non-
deterministic and thus gives Alice multiple available strategies, each of these
strategies should guarantee her NRR.

Non-enforced Fairness. If we assume that Alice is rational, StrongFair is
stronger than necessary. A weaker form of fairness, which requires Alice to play
rational, has also been proposed by Kremer and Raskin [16] through the follow-
ing ATL formula:

NEFair ≡ ¬〈〈B〉〉♦(NRO ∧ ¬〈〈Ah 〉〉♦NRR)

This formula states that Bob should not have a strategy to reach a state where
he has NRO while Alice at the same time does not have a strategy to obtain NRR.
We will call this notion non-enforced fairness, because a protocol that satisfies
this requirement does not enforce fairness: if Alice has multiple strategies, one
“good” strategy is sufficient; the other strategies might still result in an unfair
situation.

Strategic Fairness. An intermediate notion of fairness, called strategic fairness,
has been proposed by Chadha et al. [10].

StratFair ≡ ∀�(NRO → 〈〈Ah 〉〉♦NRR)

A protocol satisfies strategic fairness for Alice if and only if in every reachable
state, it holds that whenever Bob has received NRO, there exists a strategy for
honest Alice that gives her NRR.

It seems to us, however, that this definition is counterintuitive, as it combines
the enforced and non-enforced approach. If one assumes that Alice has enough
rationality to resolve non-determinism in the correct way, then it is not necessary
to require that she obtains the fair situation NRO → 〈〈Ah 〉〉♦NRR independently
of her strategy; it would suffice if there exists a strategy for Alice that guarantees
the fair situation. On the other hand, if one does not assume that Alice is able
to resolve non-determinism in the correct way, then it is not enough to require
that there exists a strategy that gives her NRR; she might still never receive
NRR when she never plays the right strategy. Therefore, strategic fairness is too
strong for rational agents, and too weak for agents without rationality.
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Weak Fairness. Another definition of fairness, proposed by Chadha et al. [10]
to simplify verification, is weak fairness.

WeakFair ≡ ∀�(NRO → ∃♦NRR)

A protocol satisfies weak fairness for Alice if and only if in every reachable state,
it holds that whenever Bob has received NRO, if all agents cooperate, Alice will
eventually get NRR.

Invariant Fairness. One disadvantage with the above formulations of fairness is
that counterexamples cannot always be expressed as single paths. An alternative
definition of fairness is proposed based on invariants. Invariant fairness [10] for
Alice only tests those states in which Alice has stopped the protocol, allowing
counterexamples to be expressed as traces. We define the proposition StopA to
be true exactly when Alice has stopped executing the protocol. It is assumed
that as soon as Alice has stopped executing the protocol, she cannot receive
NRR anymore, i.e., ∀�((StopA ∧ ¬NRR) → ∀�¬NRR). Now invariant fairness is
defined as follows:

InvFair ≡ ∀�(StopA → (NRO → NRR))

This formula states that in all states where Alice has stopped executing the
protocol, Alice should possess NRR whenever Bob possesses NRO.

3.2 Fair Exchange and Imperfect Information

ATL formulas are normally evaluated in a model that assumes perfect informa-
tion, that is, agents are assumed to know precisely the current global state of
the system, including the local states of the other agents [8]. This is also the
way in which Mocha evaluates ATL formulas. This assumption is unrealistic for
communication protocols: if all agents knew the local state of all other agents, no
communication would be needed. We will look atNEFair, and see that assuming
perfect information, as is done in [16], leads to counterintuitive results.

A perfect information strategy for Alice can be non-executable under imperfect
information: the strategy might require executing different actions in situations
that look the same to Alice. Furthermore, even if she has an executable strategy,
she may be unaware of having it, and unable to identify it [17]. For example, one
can construct a protocol in which the message that Alice needs to send depends
on whether Bob did or did not receive some other message. Alice does not know
which messages have been received by Bob, so although she has a strategy to
send the right message if she had perfect information, she is not able to follow
this strategy under imperfect information.

An example of this is Protocol 3, in which Alice sends message m to Bob,
and NRO and NRR are exchanged. First, Alice sends m and NRO to the TTP.
The TTP forwards m to Bob, who replies by sending NRR and a boolean p back
to the TTP. Then the TTP sends NRO to Bob. Alice continues by sending a
boolean p′ to the TTP. Only if Bob’s boolean p equals Alice’s boolean p′, the
TTP sends NRR to Alice.
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Protocol 3.
1. A → T : m, NRO
2. T → B: m
3. B → T : NRR, bool p
4. T → B: NRO
5. A → T : bool p′

6. If p = p′:
(a) T → A: NRR

Protocol 4.
1. T → A: start
2. T → B: start
3. Choose between:

(a) 1. A → T : NRO, request id

2. B → T : NRR, id
3. T → B: NRO
4. A → T : re-request id

(b) 1. B → T : NRR, id
2. A → T : NRO, request id

3. T → B: NRO
4. T → A: NRR, id

Intuitively, Protocol 3 is not a fair protocol, as Alice can only obtain NRR by
sending p′ in step 5 such that p′ equals p. However, she does not have a way
of knowing p, and therefore does not know the correct value of p′. Nevertheless,
the protocol satisfies NEFair, as 〈〈Ah〉〉♦NRR is true in step 5, since Alice has a
correct (perfect information) strategy: if p = false, she sends false, and if p = true,
she sends true. The problem is that this strategy is not executable if Alice has
imperfect information.

In the previous example, it is immediately obvious that Alice’s lack of uinfor-
mation causes the protocol to be broken. Protocol 4 is a less contrived example
(to simplify the presentation, it is assumed that the TTP stops sending messages
to agents from which he receives messages that do not correspond to the pro-
tocol). Here, the non-determinism is caused by the order of arrival of messages,
instead of by a boolean chosen by the other agent. In this protocol, first the
TTP sends the message start to Alice and Bob. Then Alice sends NRO and a
message request id to request Bob’s id to the TTP, and Bob sends NRR and
his id to the TTP. However, the behavior of the TTP depends on the order in
which these messages arrive. If the request arrives before the id, as in branch
(a), the TTP sends NRO to Bob, but Alice’s request is ignored until Alice sends
an additional message re-request id, on which the TTP sends her the id and
NRR. If the request arrives after the id, as in branch (b), the TTP sends NRO
to Bob and, immediately, NRR and the id to Alice.

This implies that Alice will never receive NRR in case she does not send
re-request id in branch (a). On the other hand, in branch (b) Alice will never
receive NRR if she does send re-request id. Alice cannot know or make sure
that request id arrives before or after Bob’s id, and neither does she know how
long the TTP will wait before answering her. Therefore, Alice does not know
which branch of the protocol is executed by the TTP, which means that she
does not know whether she needs to send request id or not. Still, this protocol
satisfies NEFair, as Alice has a perfect information strategy to obtain NRR,
namely sending re-request id in branch (a) and not sending it in (b).

The problem can be solved by interpreting specifications in ATL with imper-
fect information [18], where agents can only observe a part of the global state,
and their strategy is required to choose the same action in states they cannot
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distinguish. That version of ATL is interpreted in an imperfect information con-
current game structure (iCGS )), which is a concurrent game structure extended
with an indistinguishability relation ∼A for every agent A ∈ Agt. Strategies are
required to be uniform, that is, if sequences s, s′ are indistinguishable for agent
A, written s ∼A s′, then the strategy for agent A assigns the same action to s
and s′, i.e., fA(s) = fA(s

′). Now, the semantics of 〈〈A〉〉� is changed as follows:
q |= 〈〈A〉〉�ϕ if and only if there exists a uniform collective strategy FA such
that for all agents A ∈ A, states q′ ∼A q, paths λ ∈ out(q′, FA) and positions
i ≥ 0, we have λ[i] |= ϕ. The semantics of “next” and “until” are changed in the
same way. Note that: (1) the set of uniform strategies in S is always a subset
of perfect information strategies in S; (2) perfect information semantics of ATL
is well-defined in iCGS (it simply ignores the indistinguishability relations); (3)
each CGS can be seen as an iCGS where for every agent a, ∼a is the minimal
reflexive relation.

Imperfect information semantics is sufficient to give an intuitive interpretation
to StratFair, WeakFair, StrongFair and InvFair (for the latter too, the
choice of semantics only matters if the initial state is unknown). However, it is
not enough to “repair” NEFair. If Alice wants to be sure that she can obtain
NRR, it is also necessary to use non-enforced controled fairness (NECFair)
instead of NEFair.

NECFair ≡ 〈〈Ah 〉〉�¬(NRO ∧ ¬〈〈Ah 〉〉♦NRR)
To see the difference between NEFair and NECFair, we define an unfair situa-
tion (in which Bob has NRO and Alice does not have a strategy to obtain NRR)
as Unfair ≡ (NRO ∧ ¬〈〈Ah 〉〉♦NRR). Then we can write:

NEFair ≡ ¬〈〈B〉〉♦Unfair,

NECFair ≡ 〈〈Ah 〉〉�¬Unfair.

Note also that for models with Agt = {A,B, T } and deterministic T , theNEFair
requirement is equivalent to ¬〈〈Agt\Ah〉〉♦Unfair. That is, NEFair requires
that all agents but Alice have no common strategy to reach an unfair situation,
while NECFair states that Alice has a strategy to always avoid an unfair situa-
tion, i.e., Alice is in control over the outcome. These two formulas are equivalent
assuming perfect information and turn-based models [8]. However, in imperfect
information models, both NEFair and the negation of NECFair can hold, as
for example in Protocol 3 (on the other hand, NECFair does imply NEFair,
even in imperfect information models). Because Protocol 3 is intuitively unfair,
we have that under imperfect information, NEFair is not sufficient for Alice to
avoid an unfair situation and NECFair should be required.

In some situations, Alice might accept that she cannot avoid an unfair situa-
tion, as long as Bob does not have a strategy to bring Alice in an unfair situation.
In that case, NEFair, the weaker form of fairness, is sufficient. Consider for ex-
ample the case where Bob wants to rob Alice’s locker by opening the lock with
the right code. Bob could be lucky in guessing the right code and therefore Alice
has no strategy to avoid an unfair situation. Alice might accept this, as long as
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Bob does not have a (imperfect information) strategy that guarantees that he
opens the locker, and the number of possible codes is sufficiently large.

From now on, we will follow Schobbens [18] and use subscripts I (respectively
i) to denote that the specification is interpreted in the perfect (resp. imperfect)
information semantics of ATL whenever the type of semantics has impact on
the truth of the specification. We will also write that ϕx implies ψy iff, for every
iCGS S and state q in it, we have that S, q |=x ϕ implies S, q |=y ψ.

Fact 3. If ϕ includes no strategic operators then (〈〈A〉〉ϕ)i implies (〈〈A〉〉ϕ)I .
The converse does not hold in general.

3.3 Effective Fairness

Now we show that fairness is not sufficient for a fair-exchange protocol, and
discuss an additional requirement, called effectiveness (in some papers also via-
bility). It turns out that combine these two requirements is not trivial.

To see the need for effectiveness, consider the empty protocol, i.e., the (admit-
tedly useless) protocol, that specifies that no message will be sent. It is obvious
that this protocol satisfies all definitions of fairness discussed above, as no unfair
situation can possibly occur. Still the protocol is clearly not a good fair-exchange
protocol, because even if the agents want to, they cannot exchange evidences.

To prevent protocols like this, we need to impose a second requirement (be-
sides fairness), that states that the protocol is effective. This means that Alice
and Bob have a collective strategy to run the protocol such that both agents
obtain their evidence. This requirement can be formulated in ATL as follows:

Effective ≡ 〈〈Ah ,Bh〉〉♦(NRO ∧ NRR)

Requiring effectiveness excludes the empty protocol. However, requiring both
effectiveness and non-enforced fairness is not sufficient to rule out bad protocols.
To see this, let us consider Protocol 5.

Protocol 5.
1. Choice for A:

(a) 1. A → B: NRO
2. B → A: NRR

(b) End of protocol.

In this protocol, Alice can choose to either send NRO to Bob and wait for
NRR to be sent to her, or immediately stop the protocol.

This protocol is effective (if Alice chooses 1a and both parties continue the pro-
tocol, they get their evidence). Furthermore, the protocol satisfies non-enforced
fairness, because Alice has a strategy to achieve fairness (by choosing 1b). Thus,
the protocol satisfies both (non-enforced) fairness and effectiveness. However,
intuitively, it is still not a good protocol, as Bob might be dishonest and stop
the protocol after 1(a)1, leaving Alice without her evidence. This problem arises
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because A’s strategy that guarantees effectiveness is different from A’s strategy
that guarantees fairness. To solve this problem, we need to require that there
exists a strategy for Alice that satisfies both effectiveness and fairness at the
same time. The following ATL formula accomplishes this:

〈〈Ah ,Bh〉〉(NEFair U (NRO ∧ NRR))

This formula expresses that A and B have a collective strategy that guarantees
NEFair for Alice until both Bob and Alice have their evidence.

The formula requires that Bob is honest in the outer quantifier, but allows
Bob to be dishonest in the quantifier insideNEFair. This is a problem, as agents
need to be either modeled as honest or dishonest. Therefore, we introduce an
additional proposition HonestB, which is true as long as Bob has only sent
messages allowed by the protocol. Now we can reformulate the requirement for
Bob’s honesty so that it applies only to effectiveness and not fairness:

EffFair ≡ 〈〈Ah ,B〉〉(NECFair U (NRO ∧ NRR ∧ HonestB))

Now we show that effective fairness indeed guarantees both effectiveness and
non-enforced fairness.

Theorem 1. EffFairI implies EffectiveI and NECFairI , and EffFairi

implies Effectivei and NECFairi.

Proof. That EffFairI implies EffectiveI follows directly from Fact 2. To
prove that EffFairI implies NECFairI , we show first that NRO∧NRR implies
NECFairI . Assume S, q |=I NRO ∧ NRR. Let λ be a q-path and i ≥ 0. Then
we have that S, λ[i] |=I NRR (as NRR is a property that stays true after it has
been true for the first time). Then it holds that S, λ[i] |=I 〈〈Ah 〉〉true U NRR and
thus S, λ[i] |=I 〈〈Ah〉〉♦NRR, and therefore S, λ[i] �|=I NRO ∧ ¬〈〈Ah 〉〉♦NRR. This
implies that S, q |=I ∀�¬(NRO∧¬〈〈Ah 〉〉♦NRR), and thus S, q |=I 〈〈A〉〉�¬(NRO∧
¬〈〈Ah 〉〉♦NRR) = NECFair.

That EffFairI implies EffectiveI follows directly from Fact 2. In order to
prove that EffFairI implies NEFairI , we show first that NRO ∧ NRR implies
NEFairI . Assume S, q |=I NRO ∧ NRR. Let λ be a q-path and i ≥ 0. Then we
have that S, λ[i] |=I NRR (as NRR is a property that stays true after it has been
true for the first time). Then it holds that S, λ[i] |=I 〈〈Ah〉〉true U NRR and thus
S, λ[i] |=I 〈〈Ah 〉〉♦NRR, and therefore S, λ[i] �|=I NRO∧ ¬〈〈Ah 〉〉♦NRR. Therefore,
it holds that S, q |=I ¬〈〈B〉〉♦(NRO ∧ ¬〈〈Ah 〉〉♦NRR) = NEFair.

Now assume EffFairI . Then there exists F = {FA, FB} for Ah, Bh such that
for all λ ∈ out(q, F ) there is i ≥ 0 with S, λ[i] |=I NRO ∧ NRR, and for all 0 ≤
j < i, we have S, λ[j] |=I NECFair. If i = 0, we have that S, λ[0] |=I NECFair
as NRO ∧ NRR implies NECFairI . Otherwise, we have S, λ[j] |=I NECFair
directly.

The proof for imperfect information is analogous.

Note that the converse implications do not hold. For example, Protocol 5 satisfies
both Effective and NEFair, but not EffFair.
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We observe that EffFairI suffers from the problems concerning imperfect in-
formation mentioned in Sec. 3.2. Moreover, even if a protocol satisfies EffFairi,
it can still be the case that the strategies for Alice behind the outer and the nested
strategic operators cannot be combined into a single uniform strategy (cf. [19]).
Consider the situation where Alice can either stop, resulting in fairness but not
effectiveness, or continue, only resulting in fairness (and effectiveness) if Bob
plays honest and neither fairness nor effectiveness otherwise. This is problem-
atic if Alice does not know whether Bob plays honest: in that case, EffFairI

is satisfied, but Alice does not have a strategy that results in both fairness and
effectiveness.

We have shown that fairness is not sufficient for fair-exchange protocols, and
that effectiveness is also needed. Moreover, non-enforced fairness and effective-
ness cannot be combined trivially. We give a new specification, EffFair, that
handles this combination. This problem does not occur for weak, strategic, strong
or invariant fairness and effectiveness. For these specifications, it is sufficient to
require the conjunction of fairness and effectiveness.

4 Hierarchy of Fairness Requirements

We proceed by studying the relations between the different definitions of fair-
ness. Fig. 1 contains a graphical view of these relations. Below we include proof
sketches for some of the relations. The other cases are relatively straightforward.
Unless explicitly stated otherwise, the same reasoning applies to both semantic
variants of ATL.

Strong, Strategic, Weak and Invariant Fairness Chadha et. al [10] prove that

StrongFairI ⇒ StratFairI ⇒ WeakFairI ⇒ InvFairI .

The latter three implications extend to imperfect information. Furthermore,
they show that StratFairI , WeakFairI and InvFairI are equivalent under
strategic timeliness. Strategic timeliness states that Alice always has an honest
strategy that eventually allows her to stop executing the protocol: Timely ≡
∀�(〈〈Ah 〉〉♦StopA). Furthermore, InvFairI , WeakFairI and StrongFairI are
clearly equivalent with InvFairi, WeakFairi and StrongFairi, respectively,
as they do not contain strategic modalities.

These are the only implications that hold between StrongFair, StratFair,
WeakFair and InvFair. We show this by providing a number of counterex-
amples, see Fig. 2. Protocol 6 satisfies StratFair, but not StrongFair. Pro-
tocol 7 (a protocol lacking strategic timeliness) satisfies WeakFair but not
StratFair. Protocol 8 (another protocol lacking strategic timeliness) satis-
fies InvFair, but not WeakFair. Finally, StrongFairi ⇒ StratFairi and
WeakFairi ⇒ StratFairi are not valid, even under strategic timeliness, as
they do not hold in a model where the initial state with ¬NRO is indistinguish-
able from an unreachable state with NRO ∧ ¬NRR holds.
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StrongFairI

StrongFairi

StratFairi

StratFairI

WeakFairi

WeakFairI

InvFairi

InvFairI

EffFairi

EffFairI

NECFairi

NECFairI

NEFairI

NEFairi

tI

tI

eI

Fig. 1. Relationships between different notions of fairness. Solid arrows stand for im-
plications, i.e., lead from stronger to weaker definitions of fairness. Dashed arrows
represent implications that hold only under additional assumptions of effectiveness (e)
or strategic timeliness (t). Missing arrows correspond to implications that do not hold.
Note: we did not include arrows that follow from transitivity of implication.

Non-enforced Fairness. Now we study how StrongFair, StratFair, Weak-
Fair and InvFair relate to NEFair.

Theorem 2. StratFair implies NEFair.

Proof. Assume ∀�(NRO → 〈〈Ah〉〉♦NRR). Because ∀�ϕ → ¬∃♦¬ϕ is a CTL
validity, we have ¬∃♦(NRO ∧ ¬〈〈Ah 〉〉♦NRR). Therefore, by Fact 1 it holds that
¬〈〈B〉〉♦(NRO ∧ ¬〈〈Ah 〉〉♦NRR).

Similarly, StrongFair implies NEFair as well. Also, because StratFair,
WeakFair and InvFair are equivalent given strategic timeliness, WeakFair
and InvFair imply NEFair given strategic timeliness. Now we show that the
other implications do not hold. Protocol 9 satisfies NEFair, but not Strong-
Fair, StratFair, WeakFair or InvFair. Protocol 7, a protocol that does
not satisfy strategic timeliness, satisfies InvFair and WeakFair, but not NE-
Fair. Finally, StratFairi ⇒ NECFairi is not valid, as it does not hold in a
model with a state q with a next state where NRO ∧ ¬NRR holds such that q is
indistinguishable from the initial state.
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Protocol 6.
1. B → T : NRR
2. T → A: continue
3. A → B: NRO
4. Choice for A:

(a) 1. A → T : true
2. T → A: NRR

(b) 1. A → T : false
2. Go to 4.

Protocol 7.
1. A → B: NRO
2. Choice for B:

(a) 1. B → A: NRR
(b) 1. B → A: cont.

2. Go to 2.

Protocol 8.
1. A → B: NRO
2. B → A: continue
3. Go to 2.

Protocol 9.
1. B → T : NRR
2. A → B: NRO
3. Choice for A:

(a) 1. End of proto-
col.

(b) 1. A → T : cont.
2. T → A: NRO

Fig. 2. Counterexample protocols

Moreover, as shown in Section 3.2, NEFair and NECFair are equivalent
under perfect information, while under imperfect information, NECFair implies
NECFair, but not vice versa.

Effective Fairness. We proceed by studying the relations between EffFair and
the other definitions of fairness. EffFair implies NEFair, as shown in Theorem
1. The following theorem states that in effective protocols, StratFairI implies
EffFairI . This theorem does only hold assuming perfect information. Under
imperfect information, Alice is not guaranteed to know whether Bob plays hon-
est, and cannot decide whether she should continue the cooperation with Bob
or not.

Theorem 3. Whenever EffectiveI holds, StratFairI implies EffFairI .

Proof. Assume that EffectiveI and StratFairI hold. We set ϕ = ¬(NRO ∧
¬〈〈Ah 〉〉♦NRR) and ψ = NRO ∧ NRR. StratFairI = ∀�(NRO → 〈〈Ah〉〉♦NRR)I
is equivalent to ∀�¬(NRO∧ ¬〈〈Ah 〉〉♦NRR)I and can thus be written as (∀�ϕ)I .
This means that for all paths λ ∈ out(q, ∅) and all positions i ≥ 0, we have λ[i] |=I

∀�ϕ as well (1). EffectiveI can be written as (〈〈Ah ,Bh〉〉♦ψ)I . By definition
of ♦, there exists a pair F of strategies for agents Ah and Bh, respectively,
such that for all λ ∈ out(q, F ) there exists i ≥ 0 with λ[i] |=I ψ (2). Let F
be a pair of strategies for A and B satisfying this condition. Then we have
that for all λ ∈ out(q, F ) there exists i ≥ 0 with λ[i] |=I ψ by (2), and for
all 0 ≤ j < i, we have λ[j] |=I 〈〈Ah〉〉�ϕ by (1). By definition of U , we
obtain q |=I 〈〈Ah ,Bh〉〉((〈〈Ah 〉〉�¬(NRO ∧ ¬〈〈Ah 〉〉♦NRR)) U (NRO ∧ NRR)), i.e.,
EffFairI .

Again, these results, and the transitive closures of them, are all the implica-
tions that hold. Protocol 5 satisfies NEFair, but not EffFair. Furthermore, the
empty protocol, which obviously does not satisfy effectiveness, satisfies Strong-
Fair, StratFair, WeakFair and InvFair, but not EffFair. Finally, Protocol
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7, not satisfying strategic timeliness, satisfies WeakFair and InvFair, but not
EffFair.

5 Related Work

Various definitions of non-repudiation and fair exchange have been formalized
and verified with LTL, cf. e.g. [2,3]. However, as we argue in this paper, these
definitions are often either too strong or too weak because they do not take into
account the agents’ ability to choose the right strategy. In this section, we discuss
how our results relate to existing proposals about verification of non-repudiation
protocols and other fair-exchange protocols with the strategic logic ATL.

Kremer and Raskin [16] use NEFair to verify various non-repudiation
protocols. They find flaws in the Zhou-Gollmann optimistic protocol [20], the
Asokan-Shoup-Waidner certified mail protocol [7] and the Markowitch-Kremer
multi-party non-repudiation protocol [21]. An improved version of the latter
protocol, as well as the Kremer-Markowitch non-repudiation protocol [22], are
shown to satisfy NEFair. However, as we have seen in Sec. 3.2, the protocols
that are shown to satisfy NEFair might still be unfair if the agents’ strate-
gies are not executable due to imperfect information. Furthermore, all strategies
that guarantee fairness in these protocols might be ineffective, as we proved in
Sec. 3.3.

Chadha et al. [10] demonstrate that the GM protocol [23], a multi-party con-
tract signing protocol, does not satisfy InvFair, WeakFair, StratFair and
StrongFair for four participants. However, as we have seen, non-enforced fair-
ness might still hold. It can be argued that non-enforced fairness is sufficient, if it
is assumed that Alice has the ability to resolve the choices in a non-deterministic
protocol in the way that is the most advantageous for her.

Liu et al. [24] propose an extended CEM (certified e-mail) protocol with TTP
transparency and use StratFair to prove fairness. However, strategic timeliness
is only checked in a perfect information model, which means that the protocol
may be intuitively unfair in the presence of imperfect information, as we saw
in Sec. 3.2. Furthermore, the extended CEM protocol does not necessarily have
strong fairness, as StratFair does not imply StrongFair. This means that it
is still important that the agents resolve the non-determinism of the protocol in
the correct way.

Finally, Zhang et al. [25] analyze a number of multi-party contract signing
protocols. WeakFair and InvFair are used to prove that the MR protocol [26]
is fair with up to 5 signers, and that the MRT protocol [27] with 3 signers has
a flaw. Furthermore, a corrected MRT protocol for 3 and 4 signers is presented,
which is shown to satisfy WeakFair and InvFair. Because strategic timeliness
is proven, the results carry over to StratFair. We saw in Sec. 4 that StratFair
does not imply StrongFair, and that NEFair does not imply StratFair.
Therefore, it could be that both the original and the corrected version of the MRT
protocol satisfy NEFair, i.e., are fair assuming agents have enough rationality
to take the correct choices. On the other hand, it could be that both the original
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and corrected version of the MRT protocol lack StrongFair, i.e., that in both
protocols, not every way of resolving non-determinism leads to fairness. In the
same way does the successful verification of StratFair in the MR protocol
not guarantee NEFair. Furthermore, as strategic timeliness is only checked in
a perfect information model, the MR protocol and the corrected MRT protocol
might be only fair under the unrealistic assumption of perfect information (see
Sec. 4).

6 Conclusions and Future Work

We have shown that there are a number of problems involved with the specifi-
cations of fairness that are currently used for the verification of non-repudiation
and other fair-exchange protocols. First, one of the definitions of fairness, non-
enforced fairness, accepts intuitively unfair protocols, because it has been over-
looked that agents can have imperfect information. This makes it clear that
formal verification should take imperfect information into account. We have
proposed a new definition of fairness that can be used in models with imperfect
information. Furthermore, we have shown that fairness is not a sufficient require-
ment for fair-exchange protocols, as protocols are also required to be effective.
We have shown that if both fairness and effectiveness are expressed in terms of
strategies, the two requirements cannot be combined easily. We have proposed
a new definition of fairness that combines the requirements correctly. Moreover,
we have given a hierarchy of the various definitions of fairness, and have proven
that this hierarchy is correct. Finally, we have indicated the consequences of
our results for existing results from literature. We have shown two problems
with the specifications of fairness that are currently used for verification of non-
repudiation and other fair-exchange protocols, namely the implicit assumption
of perfect information and the possible lack of effectiveness. We have also pro-
posed new definitions of fairness that handle the issues appropriately. Moreover,
we have established a hierarchy of fairness definitions, and indicated the conse-
quences of our results for existing work.

Depending on the assumptions about the agents, different definitions of fair-
ness would be advisable to use. If the agents are not rational and should be
protected against taking bad decisions, then StrongFair is clearly the best op-
tion. If the agents are rational, the situation is more sophisticated, as we know
how to specify fairness and effectiveness under imperfect information but not
both at the same time. To find as many flaws as possible, we recommend to ver-
ify EffFair in imperfect information semantics. However, even protocols that
satisfy this specification might be flawed: EffFair guarantees the existence of
a strategy that is both fair and executable with imperfect information, and the
existance of a strategy that is both fair and effective, but not the existance of a
strategy that is both executable, fair and effective. More research is required to
find directions to solve this problem.

In the future, we hope to find a specification that imposes both fairness and
effectiveness under imperfect information. Furthermore, it would be interesting
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to study ATL specifications of abuse-freeness, a property that guarantees that
no signer can prove to an outside observer that he is able to determine the
result of the protocol. Moreover, we hope to verify the concepts of fairness for
existing non-repudiation protocols. This may require a fundamental extension
of verification techniques as there are no ATL model checkers for imperfect
information. There was an attempt in one of the older versions of MCMAS [28],
but because of conceptual as well as computational problems the extension was
subsequently abandoned. Also, the ALPAGA model checker [29] can only solve
a limited fragment of imperfect information games.
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Abstract. The increasing need to share information in dynamic envi-
ronments has created a requirement for risk-aware access control systems.
The standard RBAC model is designed to operate in a relatively stable,
closed environment and does not include any support for risk. In this
paper, we explore a number of ways in which the RBAC model can be
extended to incorporate notions of risk. In particular, we develop three
simple risk-aware RBAC models that differ in the way in which risk is
represented and accounted for in making access control decisions. We
also propose a risk-aware RBAC model that combines all the features of
three simple models and consider some issues related to its implementa-
tion. Compared with existing work, our models have clear authorization
semantics and support richer types of access control decisions.

1 Introduction

Access control mechanisms are typically policy-based, meaning that attempts to
access resources are allowed or denied based on whether the access is authorized
by some policy. Traditionally, the job of an access control system is to decide
whether an access is authorized and to allow only those access attempts that are
authorized.

Risk-aware access control is a novel access control paradigm that was proposed
to meet the increasing need to share information in “agile” and ephemeral orga-
nizations such as coalitions and collaborations [7,14,16,18,24]. The core goal of
developing risk-aware access control is to provide a mechanism that can manage
the trade-off between the risk of allowing an unauthorized access with the cost
of denying access when the inability to access resources may have profound con-
sequences. When a user makes a request to access some resources, a risk-aware
access control mechanism will evaluate the request by estimating the expected
costs and benefits of granting access: the request might be denied if the risk is
above some system-defined threshold; alternatively, the request might be denied
if the cost exceeds the expected benefit.

This approach to deciding access requests is completely different from earlier
access control models in which access control decisions are made on the basis
of predefined policies that explicitly distinguish between allowed and denied
access. In other words, risk-aware access control systems are designed to be more
permissive than traditional access control mechanisms, in the sense that some
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risky or exceptional accesses are allowed, provided the risk of allowing such access
can be accounted for and is not unacceptably high. Therefore, an important
step for modeling risk-aware access control is to identify appropriate ways of
estimating and managing risk. Most existing work in the literature attempts to
achieve this in the context of multi-level security [7,8,18].

Role-based access control (RBAC) has been the subject of considerable re-
search in the last decade [3,12,23], resulting in the release of the ANSI RBAC
standard [1]. A number of commercial products, such as Windows Authoriza-
tion Manager and Oracle 9, implement some form of RBAC. The basic idea of
RBAC is that users and permissions are associated with roles, and that there
are significantly fewer roles than there are users or permissions. In other words,
a role provides a convenient way of associating a group of users with some set of
permissions. This feature of role abstraction greatly simplifies the management
of access control policies. Some other features that make RBAC attractive in-
clude the support for role hierarchies and the specification of separation of duty
constraints [1].

To make use of RBAC in dynamic environments, we believe that there is a
pressing need to develop appropriate risk-aware RBAC models, and it is this
need we address in this paper. However, existing work in this area has one com-
mon limitation: existing models for risk-aware RBAC [2,5,11,19] only support
the type of binary decisions, where the accesses with acceptable risk are allowed
(and denied otherwise). We believe that risk-aware RBAC models should be able
to make access control decisions on the basis of estimates of risk, system-defined
risk thresholds, and risk mitigation strategies. In addition, existing models usu-
ally assess risk of granting access requests in terms of the trustworthiness of
users [5,11]. However, the question of whether we could assess risk in terms of
other components of RBAC model, to the best of our knowledge, has not yet
been adequately investigated. Such considerations are the focus of this paper.
More specifically, the contributions of this paper are as follows.

– We argue that the risk of granting an access request in an RBAC system
depends on one or more of the following factors: user trustworthiness, the
degree of competence of a user with respect to a particular user-role assign-
ment, and the degree of appropriateness of a permission-role assignment for
a given role.

– We propose a novel approach to the management and coordination of risk in
an RBAC system. Our approach requires that each permission is associated
with a risk mitigation strategy that is a list of risk interval and obligation
pairs, where each risk interval is associated with an obligation. This approach
of defining risk management at the permission level is much more fine-grained
than most existing approaches that typically adopt a global mitigation and
risk management strategy [7].

– We develop three simple risk-aware RBAC models, varying in the way of
measuring and computing risk. These three models augment the standard
RBAC96 model with a risk-aware authorization decision function.
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– We introduce a risk-aware RBAC model that combines all the features of
three simple models, and propose a strategy for the implementation of the
model in practice.

The rest of the paper is organized as follows. In the next section we introduce
relevant background material, including a graph-based formalism of RBAC96
and our recent work on spatio-temporal RBAC models; this prior work forms
the basis for our risk-aware model. In Sect. 3 we discuss how to determine the
risk of granting access requests in an RBAC system. In Sect. 4 we formally
define the RBACT , RBACC , RBACA models. In Sect. 5 we introduce the full
risk-aware RBAC model. Section 6 compares our work with related work in the
literature. Section 7 concludes the paper with some suggestions for future work.

2 Background

There are several role-based access control models in the literature, but the
best known is undoubtedly the RBAC96 family of models due to Sandhu et
al [23]. RBAC96 defines four access control models: RBAC0, RBAC1, RBAC2

and RBAC3. The material in this paper is developed in the context of RBAC1,
which is the most widely used model and corresponds to the hierarchical model
in the ANSI RBAC standard; hereafter we write RBAC96 to mean RBAC1 only.

The RBAC96 model defines a set of roles R, a role hierarchy RH ⊆ R ×
R, a user-role assignment relation UA ⊆ U × R (where U is a set of users),
and a permission-role assignment relation PA ⊆ P × R (where P is a set of
permissions1). We write � to denote the transitive, reflexive closure of the RH
relation; (R,�) is a partially ordered set (since the directed graph of the role
hierarchy relation is assumed to be acyclic). We represent an RBAC96 state
(an instance of the RBAC96 model) as a tuple (UA,PA,RH ). The RBAC96
state is used to determine whether an access control request (modeled as a user-
permission pair) is authorized.

2.1 RBAC96 State as a Directed Graph

We noted that it is convenient to represent an RBAC96 state as an acyclic
directed graph [6]. In particular, it provides a simple way of evaluating access
requests in an RBAC96 system. In this paper, we will develop our risk-aware
RBAC models based on this graph-based representation.

An RBAC96 state (UA,PA,RH ) is represented by an acyclic, directed graph
G = (V,E), where V = U ∪R∪P , and E = UA∪PA∪RH . In other words, each
vertex v represents an entity, such as a user u, a role r or a permission p in an

1 The RBAC96 model treats permissions as “uninterpreted symbols”, because the
precise natural of permissions is “implementation and system dependent”. In the
ANSI RBAC standard [1], which is based on the RBAC96 model, permissions are
defined by an object and an action. For the sake of consistency with the ANSI RBAC
standard, we define permissions as object-action pairs in this paper.
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RBAC96 system, and each directed edge e = (vi, vj) represents a relationship
between two entities vi and vj ; specifically, (vi, vj) ∈ E if and only if (precisely)
one of the following conditions holds

(vi, vj) ∈ UA, (vj , vi) ∈ RH , (vj , vi) ∈ PA.

An authorization path (or au-path) between v1 and vn is a sequence of vertices
v1, . . . , vn such that (vi, vi+1) ∈ E, i = 1, . . . , n − 1. In particular, a user u can
(“is authorized to”) activate a role r if there is an au-path between u and r; a
role r is authorized for permission p if there is an au-path between r and p; and
a user u is authorized for permission p if there is an au-path between u and p. In
other words, determining whether a user u is authorized to invoke a permission
p reduces to finding a path from u to p that includes a role activated by u.
A central notion in RBAC96 is that of sessions. For ease of exposition, we do
not consider sessions until Section 5.1.

2.2 Spatio-Temporal Constraints and Inheritance in RBAC

Recently, we developed a family of spatio-temporal RBACmodels [6]. The syntax
of these models uses a simple extension of the RBAC96 model with two spatio-
temporal constraint specification functions. The semantics of these models are
based on the graph-based formalism of RBAC96 described above, and vary in the
extent to which RBAC entities and relations are constrained by spatio-temporal
restrictions. The state of a spatio-temporal RBAC model is a labeled directed
graph, in which λ : V → D and μ : E → D, for some spatio-temporal domain D.
More specifically, the semantics of the standard model (RBAC=

ST ) are determined
by the values of λ for nodes on the au-path; the semantics of the strong model
(RBAC+

ST ) are determined by λ and μ for nodes and edges on the au-path; the
semantics of the weak model (RBAC−

ST ) are determined by the values of λ for
the two end-points of the au-path.

We believe that our examination of spatio-temporal RBAC models provides
useful insights into the way of developing risk-aware RBAC models. In partic-
ular, based on the lessons learned from our study of the complex interactions
between constraints and inheritance, we decide not to associate risk with roles
and relationships within the role hierarchy. Indeed, it is not clear to us how risk
can meaningfully be associated with roles and the role hierarchy. In the next
section, we describe how we choose to define risk in RBAC.

3 Defining Risk in RBAC

In the field of information security, the notion of risk is often defined in terms of
a combination of the likelihood that a threat will occur, and the severity of the
resulting impact of the threat [17]. In the context of RBAC, we take the view
that the risk of granting a request to perform some permission can be generally
determined by the cost that will be incurred if the permission is authorized and
subsequently misused, and the likelihood of the permission being misused.
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One of the key steps to deploying a risk-aware RBAC system is to estimate
the cost of permissions being misused, where the cost of a permission misuse
depends on the value of the object associated with that permission and the
action that is taken on the object. In the context of multi-level security models,
for example, the cost of a read permission being misused is determined by the
value of the information requested to be read, where the value of the information
is represented by a sensitivity label to which the information is assigned [7].
There exist approaches to determine the cost of permission misuse [15], although
choosing an appropriate approach for estimating the cost of permission misuse
is likely to be a delicate task.

On the other hard, determining the likelihood of misuse of permissions is
inherently hard, since it requires an ability to predict future actions of the
requestors. In RBAC, we believe that there are at least three ways in which
permission misuse might arise and the likelihood of misuse might therefore be
quantified.

Firstly, there is a natural correspondence between trustworthiness and the
likelihood of misuse of permissions. In earlier RBAC models (and access control
models in general), authorized users are always trusted not to misuse the per-
missions for which they are authorized. Clearly, however, some authorized users
are not trustworthy. It is reasonable to define different degrees of trustworthi-
ness of users which directly reflects the likelihood of those users to misuse their
granted permissions. Intuitively, a user who has a high likelihood of misusing
her permissions can be simply regarded as being less trustworthy.2 In Sect. 4.2
we consider an RBAC model in which user trustworthiness is an explicit part of
the model.

In RBAC, a user is authorized for a permission by virtue of role assignments,
where roles typically correspond to various job functions within an organization.
Users are assigned to roles based on their qualification or competence, whereas
permissions are associated with roles based on work-related or functional con-
siderations. In Sect. 4.3, we propose an approach in which the user’s competence
to perform a role to which she is assigned is explicitly qualified.

Based on the above observations, we assume that if a role is assigned to a
less competent user, then this user has a higher likelihood of misusing permis-
sions associated with the role than some more competent user. Conversely, we
can try to quantify the degree to which it is appropriate to assign a permission
to a role. In some situations, it may be useful to associate a role with permis-
sions for which the role is not obviously appropriate. In a healthcare system,
for example, we might wish to restrict authorization to read medical records to
doctors and consultants. However, we may choose to authorize the nurse role
to read patients’ medical records, not because it is appropriate, but because in
an emergency it may be vital that there is some healthcare professional who is
able to access medical records. Given a role that is associated with some less
appropriate permissions with regard to the role’s job duties, we take the view

2 Trust-management and reputation-management system are tools that might be used
to compute the trustworthiness of users [9].
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that any user who is authorized for this role has a relatively high likelihood of
misusing those permissions. We introduce an RBAC model in Sect. 4.4 which
explicitly quantifies the appropriateness of a permission-role assignment.

4 Simple Models for Risk-Aware RBAC

In this section, we develop three simple models for risk-aware RBAC that support
richer types of policy decisions beyond the usual “deny” and “grant” ones. In
particular, the access control decision function in our models is able to make
its access decisions based on the RBAC policies and the risk of granting access
requests. As discussed in Sect. 3, the risk of granting a request (u, p) is defined
using the cost of p misuse, and the likelihood of u to misuse p. There are three
distinct possibilities that can be used to measure the likelihood of misuse of
permissions, which are embodied in our different models.

4.1 Risk Mitigation

To devise a risk-evaluation strategy for RBAC, we need to determine a risk
threshold that the RBAC system is willing to accept when granting access re-
quests, and what kind of risk mitigations should occur if a risky access is allowed.
In this paper, we define risk thresholds and risk mitigation strategies on a per-
permission basis, which provides far more control than the common alternative
of setting risk thresholds that apply to all permissions.

We assume the existence of a risk domain D = [0, 1]
def
= {d ∈ R : 0 � d � 1}.

We write [t, t′) to denote the risk interval {x ∈ D : t � x < t′}. LetB denote a set
of obligations, where an obligation b ∈ B is some action(s) that must be taken by
the Policy Enforcement Point (PEP) when enforcing an access control decision
(as in XACML [20]). For uniformity of exposition, we write ⊥ to denote the
“null” obligation; the PEP is not required to do anything for the null obligation.

Informally, we associate a permission p with a list of interval-obligation pairs:
if the risk associated with access request (u, p) is t then we enforce the obliga-
tions corresponding to the interval containing t. More formally, we define a risk
mitigation strategy to be a list [(0,⊥), (t1, b1), . . . , (tn−1, bn−1), (tn,⊥)], where
0 < t1 < t2 < · · · < tn � 1 and bi ∈ B. Each permission p is associated with a
risk mitigation strategy. Then,

– the request (u, p) is permitted (unconditionally) if the risk of allowing (u, p)
is less than t1;

– the request (u, p) is permitted but the PEP must enforce obligation bi if the
risk of allowing (u, p) belongs to [ti, ti+1);

– the request (u, p) is denied if the risk of allowing (u, p) is greater than or
equal to tn.

It can be seen that the first element of the risk mitigation strategy is redundant;
we include it for clarity of exposition.
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Although our approach increases the complexity of risk management at the
permission level, it is much more fined-grained than most existing approaches
that usually adopt a global mitigation and risk management strategy [7,14,16].
In other words, unlike our approach, the occurrence of errors in the management
of the global risk thresholds will have an impact on the correctness of deciding
all relevant access requests.

In addition, by associating risk thresholds with permissions we simplify the
computation of risk of granting requests. In particular, we can ignore the cost
of a permission p being misused when considering the risk of granting p. This
is because system administrators have “valued” the cost of p’s misuse by defin-
ing risk thresholds and risk mitigations for p. In contrast, existing approaches
that manage risk globally have to be aware of the cost of permissions being mis-
used when evaluating requests for those permissions. Henceforth, we are only
concerned with the likelihood of p’s misuse in the computation of the risk of
granting p.

4.2 The RBACT Model

The trustworthiness- and role-based access control (or RBACT ) model augments
the standard RBAC96 model with two functions α : U → (0, 1] and λ : P → M ,
where α(u) denotes the degree of trustworthiness of u, M denotes the set of risk
mitigation strategies and λ(p) denotes the risk mitigation strategy associated
with p’s usage. To compute the risk of granting a request (u, p), we define a risk
function riskT : U × P → [0, 1] as

riskT (u, p) =

⎧⎨
⎩1 − α(u) if there exists an au-path from u to p

1 otherwise.

In other words, riskT (u, p) is 1 for request (u, p) if there does not exist an au-
path from u to p. By definition, for any permission p, the request (u, p) will be
denied if the risk of granting it equal to 1; that is, if there is no au-path from u to
p. In contrast, if there exists an au-path from u to p, the risk of granting (u, p) is
determined by u’s trustworthiness. For example, given two requests (u1, p) and
(u2, p), riskT (u1, p) < riskT (u2, p) < 1 means that allowing u2 to perform p is
more risky than allowing u1 to access (because u1 is more trustworthy than u2).
Note that riskT (u, p) is determined, in part, by the existence of an au-path from
u to p. In other words, our approach to risk computation in RBACT incorporates
the standard RBAC method of checking whether a request is authorized. This
will be a common feature of our risk-aware models.

We now define an authorization decision function AuthT which, given an
RBACT state (V,E, α, λ), an access request (u, p) and a risk mitigation strategy
λ(p) = [(0,⊥), (t1, b1), . . . , (tn−1, bn−1), (tn,⊥)] for p, returns an authorization
decision and an obligation. Specifically,
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AuthT ((V,E, α, λ), (u, p), λ(p)) =

⎧⎪⎪⎨
⎪⎪⎩
(allow,⊥) if riskT (u, p) < t1,

(allow, bi) if riskT (u, p) ∈ [ti, ti+1),

(deny,⊥) if riskT (u, p) � tn.

In other words, a request by u to perform p is allowed if there exists an au-
path from u to p in the RBACT graph and the risk of granting (u, p) is less
than a specified risk threshold tn of p (and denied otherwise). In addition, some
system obligations bi will be forced to execute with the allow access if the risk
is perceived as being relatively high (within some interval [ti, ti+1), where 1 �
i < n).

We believe that the concept of trustworthiness and the risk-assessment
methodology we developed in RBACT can be naturally integrated into other
access control models, enabling them to become risk-aware. In the next section,
we introduce risk-aware RBAC models with consideration of competence and ap-
propriateness in the user-role assignments and the permission-role assignments
respectively.

4.3 The RBACC Model

The competence- and role-based access control (or RBACC) model augments the
standard RBAC96 model with two functions β : U ×R → (0, 1] and λ : P → M ,
where β(u, r) denotes u’s degree of competence to perform role r, and λ(p)
denotes the risk mitigation strategy associated with p’s usage. Note that, for all
(u, r) ∈ UA, we require β(u, r) > 0; this is because it is not meaningful to assign
u to r if u has no competence to perform the role r. Unlike RBACT , RBACC

defines the concept of competence on the user-role assignments, which leads to
a different way of computing the risk of granting requests.

Given an RBACC state G = (V,E, β, λ), we write (v, ∗) for the set of entities
that are connected from v by edges; that is, (v, ∗) = {v′ ∈ V : (v, v′) ∈ E}.
We also write (∗, v) for the set of entities that connected to v by edges; that is,
(∗, v) = {v′ ∈ V : (v′, v) ∈ E}. For brevity, we write v∗ for (v, ∗) and ∗v for (∗, v).
Given v ∈ V , we write ↓v to denote the set of entities for which v is RBAC96-
authorized; that is ↓v = {v′ ∈ V : there exists an au-path from v to v′}. Analo-
gously, we define ↑v = {v′ ∈ V : there exists an au-path from v′ to v}.

Given a request (u, p), there may be multiple paths between u and p in the
RBACC graph. Obviously, we are interested in finding the set of roles for which u
is explicitly authorized and that lie on an au-path from u to p, that is u∗∩↑p. To
compute the risk of granting (u, p), we need to consider the degree of competence
that u has to perform each role in u∗ ∩ ↑p. Given a request (u, p), there might
exist one or more au-paths from u to p, the risk of granting (u, p) is determined
by finding an au-path u, r, . . . , p such that β(u, r) is maximum. In other words,
u is competent to perform all roles in u∗ ∩ ↑p to some extent, and there is
a role for which she is most competent, therefore this role is the one that is
considered when evaluating the access request. Formally, we define a risk function
riskC : U × P → [0, 1] as
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Fig. 1. A graphical representation of RBACC and RBACA states

riskC(u, p) =

⎧⎨
⎩1 if u∗ ∩ ↑p = ∅,
1 − max{β(u, r) : r ∈ u∗ ∩ ↑p} otherwise.

Consider the directed graph of an RBACC configuration shown in Fig. 1(a),
where β(u1, r1) = β(u2, r3) = 1

2 , and β(u1, r2) = β(u2, r2) = 1
3 . Then u1 is

able to perform p1 through the role r1 for which u1 is most competent. Hence,
riskC(u1, p1) = 1 − 1

2 = 1
2 . However, riskC(u1, p3) = 1 as u∗ ∩ ↑p3 = {r1, r2} ∩

{r3} = ∅ which means there is no au-path from u1 to p3.
Given an RBACC state (V,E, β, λ), an access request (u, p) and a risk mitiga-

tion strategy λ(p) for p, we can define an authorization decision function AuthC

(as we did for AuthT ):

AuthC((V,E, β, λ), (u, p), λ(p)) =

⎧⎪⎪⎨
⎪⎪⎩
(allow,⊥) if riskC(u, p) < t1,

(allow, bi) if riskC(u, p) ∈ [ti, ti+1),

(deny,⊥) if riskC(u, p) � tn.

4.4 The RBACA Model

The appropriateness- and role-based access control (or RBACA) model augments
the standard RBAC96 model with two functions γ : P ×R → (0, 1] and λ : P →
M , where γ(p, r) denotes the degree of appropriateness with which p is assigned
to r, and λ(p) denotes the risk mitigation strategy associated with p’s usage.
Similarly, for all (p, r) ∈ PA, we require γ(p, r) �= 0.

Like RBACC , RBACA introduces a similar approach to computing the risk
of granting requests, although the notion of appropriateness is defined on the
permission-role assignments. Given (u, p), we write ∗p to denote the set of roles
to which p is explicitly assigned. We write ∗p ∩ ↓u for the set of roles in ∗p for
which u is authorized. In other words, ∗p∩↓u is the set of roles that are explicitly
authorized for p and that lie on an au-path between u and p.

Given p ∈ P , p might be explicitly assigned to multiple roles, and each of these
assignments is associated with a certain degree of appropriateness. A user u can
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use p by activating the most appropriate role to which p is assigned, and certainly
this role is the one that is considered when evaluating the risk of granting the
access request. Hence, we define the risk function riskA : U × P → [0, 1] to be

riskA(u, p) =

⎧⎨
⎩1 if ∗p ∩ ↓u = ∅,
1 − max{γ(p, r) : r ∈ ∗p ∩ ↓u} otherwise.

Take an example of an RBACA state in Fig. 1(b). We can see that u2 is able
to perform p1 through r1 or r2. However, the role r1 is the most appropriate
one to which p1 is assigned, therefore, the γ value of 1

2 could be taken, and
riskA(u2, p1) =

1
2 .

Given an RBACA state (V,E, γ, λ), an access request (u, p) and a risk miti-
gation strategy λ(p) for p, the authorization decision function AuthA is defined
as:

AuthA((V,E, γ, λ), (u, p), λ(p)) =

⎧⎪⎪⎨
⎪⎪⎩
(allow,⊥) if riskA(u, p) < t1,

(allow, bi) if riskA(u, p) ∈ [ti, ti+1),

(deny,⊥) if riskA(u, p) � tn.

5 A Risk-Aware RBAC Model

A risk-aware RBAC model may combine the features of two or more of the
RBACT , RBACC and RBACA models. For the sake of completeness, we consider
the risk-aware RBAC (or R2BAC) model that supports all the features of the
RBACT , RBACC and RBACA models. In other words, we now work with the
directed, labeled graph G = (V,E, α, β, γ, λ).

As in RBACC and RBACA, to compute the risk of granting a request (u, p)
in G, we firstly need to decide how to compute the risk associated with an au-
path from u to p based on (α, β, and γ). Unlike our simpler models, we must
then decide how to combine the risk of all au-paths between u and p into an
appropriate risk value. We believe that there are at least two approaches to
computing the risk associated with an au-path from u to p.

Given an au-path u, r, . . . , r′, p, one possibility is to define the risk associated
with this path to be

1 − min{α(u), β(u, r), γ(r′, p)}.

In other words, the risk of the au-path u, r, . . . , r′, p is determined by the mini-
mum value in the set comprising u’s trustworthiness, the degree of competence
for u to perform r, and the degree of appropriateness for p to be assigned to
r′. Intuitively, an untrustworthy user still has a high likelihood of misusing her
granted permission, even if she can invoke the permission through a role for which
she is entirely competent and for which the permission is entirely appropriate.
Similarly, a trustworthy user still has a high likelihood of misusing a permission
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if she can only perform the permission through a role for which she has little
competence or for which the role is rather inappropriate for the permission.

An alternative way of computing the risk associated with a path is to compute

min{1, (1 − α(u)) + (1 − β(u, r)) + (1 − γ(r′, p))}.

This computation acknowledges that there are risks associated with each part
of the path and accumulates those risks.

Of course, it may be appropriate to compute the risk associated with a path as
a more complex function of α(u), β(u, r) and γ(r′, p). We defer the exploration of
this matter, which would require substantial experimental validation, to future
work. The purpose of this paper is to provide a risk-aware RBAC model that
will provide a robust framework for the investigation of these issues.

We now consider how to combine the risks associated with multiple paths.
Given u, p ∈ V , let Π(u, p) denote the set of au-paths between u and p, and
for each π ∈ Π(u, p), let risk(π) denote the risk associated with au-path π. We
define risk : U × P → [0, 1], where

risk (u, p) =

⎧⎨
⎩1 if Π(u, p) = ∅,
min{risk (π) : π ∈ Π(u, p)} otherwise.

Note that, as in RBACC and RBACA, the way of computing the risk of allowing
u to perform p in R2BAC is to choose the minimum value from the risk of all
au-paths between u and p.

Consider the directed graph of an R2BAC configuration shown in Fig. 2(a),
where β and γ values are indicated by labels attached to edges, and assume that
α(u) = 1. There exist two au-paths from u to p1, that is u → r1 → r3 → p1
and u → r2 → p1. If we use the first approach to compute the risk of those
two au-paths, then risk(u, r1, r3, p1) = 1 − 1

2 = 1
2 , and risk(u, r2, p1) = 1 − 1

3 =
2
3 . Therefore, the risk of granting u to perform p1 is determined by the risk
associated with the au-path u → r1 → r3 → p1, that is, risk(u, p1) = 1

2 . If
we use the second approach to compute the risk of those two au-paths, then
risk(u, r1, r3, p1) = 1, and risk(u, r2, p1) =

2
3 . Hence the risk of granting (u, p1)

is 2
3 , which is determined by the risk associated with the au-path u → r2 → p1.
Given an R2BAC state G = (V,E, α, β, γ, λ), an access request (u, p) and a

risk mitigation strategy λ(p) for p, an authorization decision function Auth is
defined in the same way as before, that is:

Auth((V,E, α, β, γ, λ), (u, p), λ(p)) =

⎧⎪⎪⎨
⎪⎪⎩
(allow,⊥) if risk (u, p) < t1,

(allow, bi) if risk (u, p) ∈ [ti, ti+1),

(deny,⊥) if risk (u, p) � tn.

5.1 On the Advantages of Flat Risk-Aware RBAC

Given an R2BAC state G = (V,E, α, β, γ, λ) and a request (u, p), we could use
a breadth-first search algorithm to find all au-paths between u and p, and then
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Fig. 2. A graphical representation of R2BAC states

apply the risk function risk(u, p) on all auth-paths to obtain a risk value. In many
applications, we require a rapid response from the access decision function. In
a risk-aware, hierarchical RBAC system with many users and permissions, this
decision function, which depends on the computation of risk for multiple paths,
may have unacceptably high overheads.

Based on this observation we discuss one way in which these performance
issues might be addressed. In particular, we transform a hierarchical R2BAC
state into an equivalent flat R2BAC state G′ = (V,E′, α, β′, γ′, λ) (in the sense
that the risk of each request remains the same and, therefore, the authorization
decision function returns the same decision) using the following procedure.

1. For all u ∈ U and for all r ∈ ↓u ∩ R, we define (u, r) ∈ UA′;
2. For all p ∈ P and for all r ∈ ↑p ∩ R, we define (p, r) ∈ PA′;
3. For all (u, r) ∈ UA′, define β′(u, r) = max{β(u, r′) : (u, r′) ∈ UA, r′ � r};
4. For all (p, r) ∈ PA′, define γ′(p, r) = max{γ(p, r′) : (p, r′) ∈ PA, r′ � r};
5. Define E′ = UA′ ∪ PA′.

In the first two steps, we make explicit the user- and permission-role assignments
that were previously implied by the role hierarchy. In the next four steps we
ensure that each user- and permission-role assignment is associated with an
appropriate β or γ value.

We now show how the transformation works by taking the example of the
R2BAC state illustrated in Fig. 2(a). The first two steps remove the need for
the role hierarchy by explicitly assigning u to roles r3, r4 and r5, the permission
p1 to roles r1 and r2 and p2 to r2. Then β′(u, r4) takes the maximum of the
two values 1 and 1

2 , so β′(u, r4) = 1 using Step 3. Similarly, Step 4 allows us to
compute γ values for p1 and p2. Finally, we output the flat R2BAC state shown
in Fig. 2(b).

Having “flattened” our hierarchical RBAC state, all au-paths have length 2.
We can then use our chosen method for computing the risk associated with an
au-path to compute the risk associated with a request, as before. We can now
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use this risk value as part of the input to our risk-aware authorization decision
function.

Of course, the likely reduction in time taken to decide access requests is offset
by the fact that greater storage is required for the RBAC relations. Perhaps more
important, however, is the increased difficulty in ensuring consistent updates
to the RBAC state: one of the great virtues of hierarchical RBAC is that it
simplifies the management of user- and permission-role assignments, since many
such assignments are implied by the role hierarchy. It is likely that different
trade-offs will be tolerated for different applications and different contexts. An
investigation of these trade-offs would be an interesting subject for future work.

5.2 On Sessions in Risk-Aware RBAC

The RBAC96 model introduces the notion of sessions to achieve the principle of
least privilege [22] in RBAC systems. Until this point we have ignored sessions,
which are an important part of the RBAC96 model.

A user may create one or more sessions: in each session the user only activates
a set of roles that are required to accomplish her task. Conceptually, a session is
associated with a user and is a subset of the roles for which a user is authorized.
A request (u, p) is authorized if there exists a session s associated with u and a
role r in s such that there is an au-path from r to p.

In terms of our graph-based formalism, we may introduce a new graphGDyn =
(VDyn, EDyn) to represent the run-time state. This graph is derived from the
RBAC96 graph in the following way. Writing S to denote the set of sessions,
VDyn = S ∪ R ∪ P and (s, r) ∈ EDyn if role r has been activated in session s.
A request is now modeled as a pair (s, p),3 where s is a session, and is authorized
only if there exists an au-path from s to p.

We can very easily extend the above approach to our risk-aware formalism.
Specifically, risk is calculated over paths in GDyn, rather than G. In other words,
the risk computation now applies to a session, rather than a user, so the end-
user may find different mitigations being applied, depending on the session she
chooses to activate.

6 Related Work

There has been significant research on risk-aware access control for en-
abling the secure sharing of information within or across multiple orga-
nizations [7,8,14,16,18,24,25]. However, most works attempt to achieve this
goal by proposing approaches based on risk estimation and economic mecha-
nisms [7,14,16,18,24]. On the other hand, there are only a few papers on extend-
ing RBAC models with risk semantics [2,5,11,19]. Unlike our models, none of
them is concerned with the authorization semantics of risk-aware RBAC mod-
els. In this section, we review some work that are most related to ours, and
illustrate the importance of our risk-aware RBAC models.

3 A session is analogous to a subject in models based on a protection matrix.
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Cheng et al [7] recently introduced a Fuzzy MLS system that controls the
user’s read access to information. The risk of granting a user to read a data
object is estimated based on the security label of the object and the degree of the
trustworthiness of the user. A number of explicit formulae is provided to compute
the trustworthiness of the user based on the security clearance and category
set of the user. On the other hand, Srivatsa et al [24] proposed a trust and
key management paradigm for securing information flows across organizations,
where the trustworthiness of a user is computed using a dynamic trust metric
that depends on user’s behavior. We believe that these approaches to computing
trustworthiness of users can be used to specify the α function in our risk-aware
RBAC models.

In addition, Cheng et al [7] suggested a global approach to risk management in
the Fuzzy MLS model. They define a “hard” boundary, above which all accesses
are denied, and a “soft” boundary, below which all accesses are allowed. Between
the hard and the soft boundaries, an access request is allowed only if a risk
mitigation mechanism can be applied to the access. In our work, we apply similar
techniques to RBAC. However, we adopt a more sophisticated treatment of risk
mitigation.

There has also been some work on incorporating risk semantics in the RBAC
model. Nissanke and Khayat [19] assumed the existence of a partially ordered
set of risk levels, and assigned these risk levels to permissions in an RBAC sys-
tem. Therefore, the usage of one permission might be more risky than the other
according to the risk levels to which these permissions are assigned. They also
suggested an approach to reorganize the role hierarchy using risk analysis of per-
missions. In contrast to their work, we are concerned with how much risk will be
incurred by allowing users to perform permissions, and provide explicit methods
of computing such risk. Dimmock et al [11] extended the OASIS RBAC model [3]
to make decisions on the basis of trustworthiness of users and cost of actions for
certain outcomes. Unlike our models, the extended OASIS model returns binary
decisions: a user’s request to take an action with certain outcome is denied if
the trustworthiness of the user is too low for the outcome’s cost, and allowed
otherwise. Furthermore, Aziz et al [2] introduced a refined RBAC model with
the consideration of risk associated with operational semantics of permissions,
collective usage of permissions, and conflicts of interest respectively. Celiker et
al [5] introduced a probabilistic risk management framework to measure and
evaluate users’ risk in an RBAC system. Unlike our models, neither of these
approaches support a risk-aware evaluation mechanism that is able to return
richer types of access control decisions.

In summary, although all above work attempted to study risk in the context
of RBAC, none of them has considered the possible ways of quantifying risk in
the components of the RBAC model, and examined the way of extending the
access control decision function in RBAC to become risk-aware.



154 L. Chen and J. Crampton

7 Concluding Remarks

In this paper we have examined a number of possible ways to define risk in
different components of the RBAC model. In particular, we observed that the
risk of granting a request in the RBAC model could be rephrased in terms of
user trustworthiness, the degree of competence of a user-role assignment, or the
degree of appropriateness of a permission-role assignment. We assume that there
exist appropriate software components that are able to evaluate these factors,
and dynamically adjust the degree of these factors when context is changed.

Moreover, we developed three simple risk-aware RBAC models that consider
those three quantitative factors respectively. We used a graph-based formalism of
RBAC96 as a basis for defining the semantics of these models, and suggested the
association of risk mitigation strategies with permissions. The resulting models
have clear authorization semantics and accommodate the awareness of risk in
deciding access requests.

Finally, we proposed a full risk-aware RBAC model that combines all the
features of three simple models, and considered some of the practical issues that
might arise when implementing such a model. To our knowledge, this is the first
model that defines quantitative factors on various components of the RBAC
model, and studies the way of combining these factors in order to acquire an
appropriate method of computing the risk of allowing access.

There are several interesting directions for future work. As described above, we
introduced the β and γ functions to quantify the competence of user-role assign-
ments and appropriateness of permission-role assignments respectively. However,
we did not provide an explicit way of specifying these two functions. We are cur-
rently working on an approach that constructs β and γ from the structure of the
RBAC96 graph. In particular, we propose a formula for β, for example, that is
able to compute the competence values for all user-role relations including those
that are not encoded in the RBAC96 graph.

One interesting possibility for future work is to develop context- and risk-
aware RBAC models. In particular, we would like to define a matrix of risk
mitigation strategies to be associated with each permission, where each row
represents a different context. The context could be as simple as emergency
or non-emergency situations (as used in break-glass policies [4]) or we could
monitor whether there are alternative more senior users available to invoke the
permission (as used in the auto-delegation mechanism [10]).

We also would like to extend our models to include user obligations [13], and
use the idea of “charging for risk” to enforce those obligations. The risk charge is
removed from the user’s “risk account” if the user fulfils the obligation. However,
if the obligation is not fulfilled, the risk charge increases the risk associated with
any subsequent requests made by the user. A user who is unable or unwilling to
fulfil her obligations will eventually be denied all access requests. In other words,
the honest user has an incentive to fulfil her obligations.

We would also like to extend our model to include usage control [21]. Of
particular interest would be the way in which obligations might be used as a
feedback mechanism to modify risk mitigation strategies themselves. In this way,
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risk-awareness and risk mitigation might become responsive to previous access
requests and system activity.

Finally, we hope to develop a metamodel that captures the different ways of
interactions between authorization and obligation. We could then construct a se-
ries of role-based models that instantiate one or more features of the metamodel.
In particular, the metamodel enables us to develop new risk-aware RBAC mod-
els that provide more flexible and sophisticate ways of associating obligations
with risk-aware authorization decisions.
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Abstract. Business processes are usually specified by workflows
extended with access control policies. In previous works, automated tech-
niques have been developed for the analysis of authorization constraints
of workflows. One of main drawback of available approaches is that only
a bounded number of workflow instances is considered and analyses are
limited to consider intra-instance authorization constraints. Instead, in
applications, several workflow instances execute concurrently, may syn-
chronize, and be required to ensure inter-instance constraints. Performing
an analysis by considering a finite but arbitrary number of workflow in-
stances can give designers a higher confidence about the quality of their
business process. In this paper, we propose an automated technique for
the analysis of both intra- and inter-instance authorization constraints in
workflow systems. We reduce the analysis problem to a model checking
problem, parametric in the number of workflow instances, and identify
a sub-class of workflow systems with a decidable analysis problem.

1 Introduction

Workflows specify the behaviour of an application as the execution of inter-
dependent units of work, called tasks. Several applications, such as business
processes and E-services, use workflow management to achieve certain goals in
the context of an organization which imposes additional constraints for autho-
rizing employees to execute certain tasks in order to prevent insider frauds. For
example, business processes consist of a collection of web services spawning sev-
eral workflow instances that can be dynamically created or deleted, and execute
concurrently while exchanging messages or synchronizing. The control-flow of
the instances is dependent of the data-flow, and vice versa, to guarantee that
the criteria for the successful application of the underlying business model are
correctly applied. Given this complexity, it is not surprising that the analysis
of this type of applications is a substantial problem and that available analysis
techniques are not completely satisfactory. The main reason for this is two-fold.
First, applications are designed to be parametric in the number of workflow in-
stances and the analysis must be conducted regardless of their number. This
amounts to the verification of an infinite family; namely one for each size (i.e.
number of workflow instances) in the application. Most existing approaches fix
the size to some number k (usually, k = 1), so that the dynamic nature of the
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application is not taken into account at all (see, e.g., [12] for a discussion of this
and related issues). This has also a negative impact on the authorization level
where, not only intra-instance authorization constraints should be considered,
but also inter-instance ones (see, e.g., [15]). The second reason is that the data-
flow is crudely abstracted (e.g., by making finite the domains over which the
variables range) or is completely neglected. In fact, the analyses which are capa-
ble of handling parametrized systems impose the restriction that each instance
is finite-state (see, e.g., [1] for a discussion on this issue). Even those analysis
techniques considering just a single workflow instance, often neglect the data-
flow although there are some exceptions, such as [4]. This implies also a lack of
precision in the modelling of some authorization policies, which require to take
into account the data-flow. To understand this, consider the situation in which
the permission to execute a critical task can be granted to employees with less
senior roles when the amount of money involved in its execution is less than a
certain value. This lack of precision may prevent to verify security properties
even for single workflow instances, since their specification requires to precisely
characterize the dependency of the possible executions on certain data values.

To overcome these limitations, in this paper, we make two contributions. The
first contribution is the notion of parametrized workflow system with access
control (Section 2), which allows us to model a family of workflow instances
running concurrently where a (centralized) access control module—based on
an extension of the Role-Based Access Control model with delegation [24]—
regulates the execution of tasks by users. Each workflow instance is modelled by
an extended finite-state automaton whose transitions are guarded by the local
state of the instance, the values of the local variables, conditions on the local state
and values of local variables of a fixed and known number of other instances, and
the state of the access control module. The state of the access control module
is changed according to a set of delegation rules. We precisely describe all the
possible executions of a parametrized workflow system by defining a transition
system on a set of configurations, comprising a finite set of identifiers for the
workflow instances, the state of the access control module and all the local
states and variables of the automata in the system. Security analysis problems
for intra- and inter-instances authorization constraints, such as Separation of
Duties, can be stated as infinite-state model checking (reachability) problems for
parametrized workflow systems. Without restrictions on the extended automata,
it is easy to see that the model checking problem is undecidable even without
considering the access control module (see, e.g., [8]).

The second contribution of the paper is the definition of a class of pa-
rameterized workflow systems with access control whose reachability problem
is decidable. We derive this result in the model checking modulo theories ap-
proach [13] as follows. First, we define a symbolic representation for the reach-
ability problem of parametrized workflow systems by using simple set-theoretic
expressions (Section 3). Second, we describe a symbolic backward reachabil-
ity procedure that repeatedly computes pre-images and checks whether a fix-
point is reached (Section 4). Once a fix-point is obtained, it is checked that no
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initial state belong to the fix-point in order to certify that the system satisfies
the authorization constraint. Otherwise, a violation is reported together with a
size of the parametrized system and a finite sequence of transitions causing the
violation, that can be used for debugging. Finally, the termination of the back-
ward reachability procedure is stated (Theorem 1) and proved by showing that
the the sub-class of parametrized workflow systems satisfy some sufficient condi-
tions that guarantee the representability of fix-points with the chosen symbolic
representation.

2 Parametrized Workflow Systems with Access Control

We preliminary recall some notions concerning the Role-Based Access Control
model [20] and its extension with delegation [24].

Role-Based Access Control (RBAC) regulates access through roles. Roles
in a set R associate permissions in a set P to users in a set U by using the
following two relations: UA ⊆ U × R and PA ⊆ R × P . Roles are structured
hierarchically so as to permit permission inheritance. Formally, a role hierarchy
is a partial order % on R, where r1 % r2 means that r1 is more senior than r2
for r1, r2 ∈ R. A user u is an explicit member of role r when (u, r) ∈ UA, u is
an implicit member of r if there exists r′ ∈ R such that r′ % r and (u, r′) ∈ UA,
and u is a member of role r if he/she is either an implicit or explicit member
of r. Given UA and PA, a user u has permission p if there exists a role r ∈ R
such that (p, r) ∈ PA and u is a member of r. A RBAC policy is a tuple
(U,R, P, UA, PA,%).

RBAC with Delegation (RBACD). Delegation is used in RBAC policies
to provide for flexibility. It allows a user u2 to acquire a certain permission
p from another user u1. To prevent abuse, delegation usually supports autho-
rization rules, which control who can delegate what privileges to other users.
Although our approach can consider more sophisticated models, for the sake of
simplicity, we consider here only one-step grant delegation without revocation
(see, e.g., [24]). Formally, let UD ⊆ U ×P be the delegation relation, a RBACD
policy is a tuple (U,R, P, UA, PA,%, UD), and a delegation rule is a triple of
the form (r1, r2, p) ∈ R×R×P . The semantics of the delegation rules in a finite
set δ is given by a transition system whose states are the RBACD policies and a
state change is specified by a binary relation →δ on pairs of RBACD policies as
follows: (U,R, P, UA, PA,%, UD) →δ (U,R, P, UA, PA,%, UD′) iff there exists
(r1, r2, p) ∈ δ and users u1, u2 ∈ U such that (a) u1 is member of role r1, (b) u1

has permission p, (c) u2 is member of role r2, and (d) UD′ = UD∪{(u2, p)}. For
simplicity, we assume that conditions (a) and (b) are checked by considering the
RBAC policy (U,R, P, UA, PA,%), i.e. a delegatee cannot further delegate the
delegated permission to other users. Let (U,R, P, UA, PA,%, UD) be a RBACD
policy, a user u has permission p if either u has permission p when considering
the RBAC policy (U,R, P, UA, PA,%) or (u, p) ∈ UD.
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parametrized workflow systems with access control consist of an extended
RBACD policy and an arbitrary (but finite) number of identical workflow in-
stances. The RBACD policy is extended by adding a history variable to record
which users execute which tasks in a workflow instance. Each workflow instance
is modelled by a finite-state automaton which operates on a finite number of
local variables ranging over some given sets of data endowed with operations.
The parametrized workflow system can change its configuration according to a
finite number of state-change rules. Before giving the formal definition, we intro-
duce some technical notions. Let V be a set of state variables and D = {Dv}v∈V

a family of data sets endowed with some operations. A state σ is a mapping
from V to D, such that each v ∈ V is associated to a value in Dv. A predicate
π over V is a function from V to the set {true, false} of Boolean values. For a
state σ and a predicate π over the state variables in V , we write σ |= π whenever
π(σ(V )) = true, where σ(V ) := {σ(v)|v ∈ V }. A data expression e (associated to
a data set Dv in D) is an expression over the state variables in V and operations
inducing a function from V to Dv as follows: given a state σ, e(σ) denotes the
value of Dv obtained by replacing each v ∈ V with σ(v) in e and then evaluating
all operations. A guarded assignment is of the form G → U , where G is a predi-
cate over V and U is a finite sequence of assignments of the form v := e for v ∈ V
and e a data expression. A parametrized workflow system with access control is a
tuple (U,R, P, UA, PA,%, Q,X, T ) where (U,R, P, UA, PA,%, UD) is a RBACD
policy, Q is a finite set of workflow instance states, X is a finite set of local vari-
ables (each one associated to a suitable set of values), and T is a finite set of
transition rules of the forms: (I) t : 〈q1 → q′1 | G1 → U1〉 · · · 〈qk → q′k | Gk → Uk〉,
(II) 〈G, r1, r2, p〉, (III) · → q | init(X), (IV) q → ·, where t ∈ P , q, qi, q

′
i ∈ Q,

Gi → Ui is a guarded assignment for i = 1, ..., k, init(X) denotes an assignment
of values to the variables in X , G is a predicate over X , r1, r2 ∈ R, and p ∈ P .
The set Q represents the set of states of each of workflow instance, X contains
the variables which are local to a workflow instance, and the transition rules
describe the transition of the parametrized workflow system.

A configuration c of a parametrized workflow system with access control
(U,R, P, UA, PA,%, Q,X, T ) is a tuple of the form (Id, UAA,EX,UD, q, l)
where Id is a finite index set, UAA ⊆ U ×R × Id is such that if (u, r, i) ∈ UAA
for some i ∈ Id then (u, r) ∈ UA, EX ⊆ U × P × Id, UD ⊆ U × P × Id,
q : Id → Q, and l : Id → (X → D) for D = {Dx}x∈X . Intuitively, Id is a
set of indices, used to uniquely identify workflow instances in the system, that
may dynamically change. The state of the access control module is given by
(EX,UAA,UD)—where EX is a history variable recording which user has ex-
ecuted which task in which workflow instance, UAA records the role that users
has activated to execute the tasks of a certain workflow instance, and UD keeps
track of the permission acquired via delegation by a certain user for a certain
workflow instance. The states of the workflow instances are given by the map-
ping q from indices to the states of the workflow instances, and the values of
the local variables are given by the mapping l from X to suitable sets of values,
once a given workflow instance has been fixed.
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We define the transition relation induced by a parametrized workflow with
access control on the set of configurations. Let c = (Id, UAA,EX,UD, q, l)
and c′ = (Id, UAA′, EX ′, UD′, q′, l′) be two configurations. We write c ⇒ c′ to
denote that there exists a user u ∈ U such that

1. for a transition rule of the form (I) and an injection h from the indices
{1, ..., k} of the transition rule to Id, we have

(a) q(h(i)) = qi and l(h(i)) |= Gi for i = 1, ..., k and u has the permission t
in the RBACD policy (U,R, P, UAA,PA,%, UD),

(b) q′(h(i)) = q′i for i = 1, ..., k and q′(j) = q′j for each j ∈ Id not in the
range of h,

(c) l′(h(i))(x) = l(h(i))(x) if x ∈ X does not occur in U , l′(h(i))(x) =
e(l(h(i))) if x := e occurs in U , and l′(j) = l(j) for each j ∈ Id not in
the range of h,

(d) UAA′ = UAA, EX ′ = EX ∪ {(u, t, h(1)), . . . , (u, t, h(k))} and UD′ =
UD.

2. for a transition rule of the form (II), an index i ∈ Id, and a user u′, we have
(a) l(i) |= G, u has the role r1 and permission p, and u′ has the role r2 in

the RBACD policy (U,R, P, UAA,PA,%, UD),
(b) q′(j) = q(j) and l′(j) = l(j) for each j ∈ Id, and
(c) UAA′ = UAA, EX ′ = EX and UD′ = UD ∪ {(u′, p, i)}.

3. for a transition rule of the form (III), we have Id′ = Id ∪ {i} for i �∈ Id,
q′(j) = q(j) and l′(j) = l(j) for each j ∈ Id, UAA′ = UAA, EX ′ = EX ,
q′(i) = q, l′(i) = init(X), and UD′ = ∅.

4. for a transition rule of the form (IV) and i ∈ Id, we have Id′ = Id \ {i},
q′(j) = q(j) and l′(j) = l(j) for each j ∈ Id and j �= i, UAA′ = UAA,
EX ′ = EX , and UD′ = UD.

Condition 1(a) asserts that the transition rule (I) is enabled, i.e. that the work-
flow instance states q1, ..., qk are matched by the corresponding workflow instance
states in the configuration c and that the corresponding guarded assignments are
enabled. Condition 1(b) means that the states of the workflow instances, matched
(via h) with the indices of (I), are changed according to (I) and that the states of
the other instances are unchanged. Condition 1(c) asserts that the values of the
local variables of the workflow instances, matched (via h) with the indices of (I),
are set to the appropriate values specified in the updates or are unchanged those
of the unmatched instances. Condition 1(d) asserts that EX is added the facts
that user u has executed t in the workflow instances h(1), ..., h(k). Condition
2(a) asserts that the transition rule (II) is enabled, i.e. the values of the local
state variables of a certain workflow instance i satisfy the guard G and users
u, u′ satisfy the RBACD policy (U,R, P, UAA,PA,%, UD). Condition 2(b) as-
serts that all the states of the workflow instances are unchanged. Condition 2(c)
says that the value of EX is unchanged and the permission p is delegated to
user u′ in the workflow instance i. The index set Id in configurations does not
change when executing transition rules (I) and (II). Conditions 3 and 4 say that
we can create or delete an instance, respectively, without changing anything else;
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dir

↙↘
man sup
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D1 : 〈L < 15, man, sup, t2〉
D2 : 〈true, dir,man, t5〉

Role Permission

emp t1
man t2
sup t3
emp t3 if L < 20

sup t4
man t5

Fig. 1. Informal specification of a Loan Origination Process

in case the instance is created, it is also specified how its local variables should
be initialized by the mapping init(X).

An Example. A typical business process is the Loan Origination Process (LOP)
shown in Figure 1, adapted from [21]. On the right, the workflow is depicted as
an extended Petri net where certain arcs are labelled with conditions and the
arc can be traversed only if the condition holds. A workflow instance starts
with the input of the customer’s data (rcv), consisting of a (unique) identifier
C for a customer and the amount L of the loan. Afterwards, a contract for
the current customer C is prepared (prc) while the customer’s rating evaluation
takes place concurrently. If the amount of the loan L is less than 10 KEuros,
then an internal rating (int) suffices. Otherwise, the internal rating is followed
by an external evaluation (ext) carried out by a third-party financial institution.
Finally, the loan request is approved or refused (dec) by the bank. On the left
of Figure 1, the role hierarchy (shown as the Hasse diagram associated to the
partial order %), the role-permission assignments, and the delegation rules of
the access control module are given. There are four roles: emp for employee, sup
for supervisor, man for manager, dir for director. The permission-assignment
relation PA contains permission ti to execute the task ti, for i = 1, ..., 5. As it
is customary in several applications of RBAC, certain tasks can be executed by
employees with less senior roles if the loan amount L is lower than a certain
value; i.e. (emp, t3) ∈ PA if L is less than 20 KEuros. Delegation is specified by
the two rules D1 and D2 on the left of Figure 1: the former says that a manager
can delegate the internal evaluation of a loan to a supervisor if the amount is
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less than 15 KEuros and the latter formalizes the delegation from the director
to a manager for taking the decision about a loan request.

The LOP can be formalized by the following parameterized workflow system
with access control: U is a finite but unknown set of users, R := {emp, sup,man,
dir} and % is the partial order specified in Figure 1, P := {t1, ..., t5}, UA ⊆
U ×R, PA is the relation specified in the middle of Figure 1, Q is the finite set of
all possible Boolean assignments to the variables p1, ..., p7, where pi is associated
in the obvious way to a place in the Petri net of Figure 1; X = {L,C} and T
consists of the following rules: t1 : 〈p1 → p2 ∧ p3〉(here ∧ is the usual Boolean
operator for conjunction), t2 : 〈p3 → p4|L ≥ 10〉, t2 : 〈p3 → p6|L < 10〉,
t3 : 〈p2 → p5〉, t4 : 〈p4 → p6〉, t5 : 〈p5 ∧ p6 → p7〉, · → p1 (a workflow instance
can be created at any time without initializing any of the local variables), pj → ·
for j = 1, ..., 6 (a workflow instance can be killed at any time of its execution
except when it is finished), 〈L < 15,man, sup, t2〉, and 〈true, dir,man, t5〉.

So far, we have considered just one instance of the workflow of the LOP.
However, in the workflow management system of a bank, it is likely that several
instances are concurrently executing and need to synchronize for satisfying some
inter-instance authorization constraints, such as “there should not exist more
than one instance for which the loan customer is the same,” in order to avoid
that the customer may escape the external rating by asking for two loans whose
values is less than 10 KEuros. To formalize this situation, we add to X a Boolean
variable F , namely a flag which is set to true when two distinct workflow in-
stances have the same loan customer C by means of the following transition
rules:

tj,k6 : 〈pj → pj | C = id → F := true〉〈pk → pk | C = id → F := true〉

for j, k = 1, ..., 7. When the auxiliary variable F has been set to true, the work-
flow manager should take appropriate corrective measures. For example, it can
block the progression of all instances by appending the condition F = false to
the guards of the transitions t1, ..., t5 above.

The Reachability Problem. Given a parameterized workflow system with ac-
cess control (U,R, P, UA, PA,%, Q,X, T ) together with a state q0 ∈ Q, which
we call the initial workflow state, and a partial mapping in(X), which we call
the initial value of the local variables, we define an initial configuration c0 to
be the tuple (Id, UAA0, ∅, qin, lin) where UAA0 ⊆ U × R, qin(j) = q0, and
lin(j) is any total extension of the partial mapping in(X), for each j ∈ Id.
Thus, there is one initial configuration for each index set Id and every to-
tal extension of in(X), in which a set of roles has been activated by each
user, and no action and no delegation has been performed. A configuration c
is reachable iff c0 ⇒∗ c for some initial configuration c0, where ⇒∗ denotes
the reflexive and transitive closure of ⇒. Similarly, a set Γ of configurations is
reachable if there exists a reachable configuration c ∈ Γ . Let (U,R, P, UA, PA,%
, Q,X, T ) be a parameterized workflow system with access control, q0 ∈ Q be
an initial workflow state, in(X) be the initial value of the local variables, Γ
be a set of configurations. An instance of the reachability problem consists of
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checking whether Γ is reachable or not. In general, this problem is undecidable.
Fortunately, it is possible to identify a decidable sub-class, which is also useful in
practice; for example, the LOP described above belongs to this sub-class (this will
be discussed in Section 4). We will be interested to verify that a set Γ of “error”
configurations, which violate a desired authorization constraint, is unreachable,
irrespective of the size of the network. If we include in Γ the error configurations
of all possible sizes of the set Id of workflow instance identifiers, and if our anal-
ysis finds Γ to be unreachable, then we have verified that the configurations in Γ
are unreachable for all possible sizes of the parameterized workflow. To illustrate,
consider the LOP. The most important authorization constraint that it should
satisfy is Separation of Duty (SoD), i.e. two or more critical tasks are executed
by different users. So, we can require that “a user cannot perform all the tasks
in a workflow instance.” By complementing this property, we can define a set
Γ of configurations that violate the constraint, which critically depends on the
amount L of the loan that cannot be predicted in advance: if L ≥ 10 then the
set of critical tasks comprises all the tasks in the process, otherwise it contains
all tasks but ext. Formally, this can be expressed by taking Γ to be the union of
{(Id, UAA,EX,UD, q, l) | (u, tj , i) ∈ EX for j = 1, 2, 3, 5 and l(L) < 10} and
{(Id, UAA,EX,UD, q, l) | (u, tj , i) ∈ EX for j = 1, 2, 3, 4, 5}.

3 Symbolic Representation of Parameterized Workflow
Systems with Access Control

We define a symbolic representation for a class of parameterized workflow sys-
tems with access control and its reachability problem.

Formal Framework. We use a very simple fragment of set-theory where sets
may only be sub-sets of a finite collection of sets and variables may only range
over elements of these sets. Given a set S and a relation R ⊆ S × S, we write
R(x, y) or x R y to denote that (x, y) ∈ R and ¬R(x, y) or ¬(x R y) when
(x, y) �∈ R for x, y ∈ S (this extends to relations of arity n > 2 in the obvious
way). We also make use of the usual notations for equality =, union ∪, inter-
section ∩, set difference \, sub-set relation ⊆, enumeration {e1, ..., en} and set
comprehension {x|exp(x)} where ei is an element (i = 1, ..., n), x is a tuple of
variables, and exp(x) is a set-theoretic expression containing the variables in x as
the only free variables. We use the Boolean operators ¬ and ∧ for negation and
conjunction, respectively, to combine set-theoretic expressions, especially in set
comprehensions. We also use the constraints Reflexive(R), Antisymmetry(R),
Transitive(R), and Total(R) to characterize the facts that the (binary) relation
R is reflexive, antisymmetric, transitive, or total, respectively.

The set-theoretic specification of parameterized workflow systems is structured
in two parts: one contains time-independent (TI) sets and relations which are
assumed to satisfy a set of set-theoretic constraints and the other is a set-theoretic
transition system containing the state variables and the set-theoretic guarded
assignment rules. TI sets and relations (with constraints) describe an abstraction
of the algebraic structure of the state space of a system. Set-theoretic expressions
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involving both the state variables and the TI sets and relations are used to
describe sets of states. Formally, a state is a mapping which associates each
state variable with a certain relation, i.e. a subset of the Cartesian product of
the TI sets. Let exp be a set-theoretic expression containing state variables from
a given set V . With [exp], we denote the set of states identified by exp. We
say that a state σ satisfies exp iff σ ∈ [exp] and a set Σ of states satisfies
exp iff σ satisfies exp for every σ ∈ Σ. A set-theoretic guarded-assignment rule
is an expression of the form �(x) : G =⇒ U where � is the label, G and U
are set-theoretic expressions called, respectively, the guard and the update of
the rule. G is assumed to be a conjunction of (possibly negated) set-membership
constraints over the state variables, and the TI sets and relations. U is assumed
to be a sequence of assignments of the forms s := s ∪ {t} and s := s \ {t},
for t a tuple of constants and variables whose length is equal to the arity of s.
Given a set-theoretic guarded-assignment rule �(x) : G =⇒ U and a tuple e of
elements of the same length of x (each element belongs to the TI set associated
to each variable), we write �(e) : G(e) =⇒ U(e) for the instance of the rule
obtained by replacing each variable in x with the corresponding element of e in
G and U . The instance �(e) : G(e) =⇒ U(e) is enabled in state σ iff σ satisfies
[G(e)]. The effect of executing the enabled instance �(e) : G(e) =⇒ U(e) in
state σ is the state σ′ obtained as follows: if s := s ∪ {e} (resp. s := s \ {e})
is in U(e), then σ′(s) = σ(s) ∪ {e} (resp. σ′(s) = σ(s) \ {e}); otherwise, i.e. if
there is no assignment in U with s as its left-hand-side, σ′(s) = σ(s). A pair
(σ, σ′) satisfies a rule instance �(e) : G(e) =⇒ U(e) iff this is enabled in σ
and σ′ is the state obtained from σ as the effect of its application. The kind of
reachability problems we are interested to solve can be stated as follows: given
a symbolic transition system (V, I,R) where V is the set of state variables, I is
a set-theoretic expression over V , R is a finite set of guarded-assignment rules,
and a set-theoretic expression E encoding the error condition, does there exist a
sequence σ0, ..., σn such that (i) σ0 satisfies I, (ii) there exists some rule instance
τ in R such that (σj , σj+1) satisfies τ , for each j = 0, ..., n − 1, and (iii) σn

satisfies E?

Symbolic Representation of Parameterized Workflow Systems. Let S =
(U,R, P, UA, PA,%, Q,X, T ) be a parameterized workflow system with access
control, q0 be the initial workflow state, and in(X) be the initial value of the local
variables. We assume that no operations are available on the data sets associated
to the local variables in X . Thus, the expression e in an assignment x := e in S
can only be another variable associated to the same data set or a value of the
data set. We now define the symbolic representation of S as a symbolic transition
system (V, I,R). Let c = (Id, UAA,EX,UD, q, l) be a configuration of S. The
set V contains id, uaa, ex, and ud corresponding to the elements Id, UAA,EX ,
and UD in c, respectively and a relation q̃ ⊆ Id × Πv∈LDv for each q ∈ Q such
that (j, x) ∈ q̃ iff q(j) = q, for each j ∈ Id and x is a sequence of all the variables
in X . Below, abusing notation, we write q instead of q̃ and use Q to denote the
set {q̃|q ∈ Q} of relations.
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The initial configuration c0 = (Id, UAA0, ∅, qin, lin) of S is represented by the
following set-theoretic expression I(id, uaa, ex, ud,Q):

{(u, t)|(u, t, i) ∈ uaa} ⊆ ua ∧ ex = ∅ ∧ ud = ∅ ∧
q0 = {(j, x) | j ∈ id ∧

∧
x∈Xin

x = lin(x)} ∧
∧

q∈Q\{q0}
q = ∅,

where Xin ⊆ X is the domain of lin. The set id of active workflow instances is
left unconstrained so as to consider systems of arbitrary size.

A transition rule of the form (I), namely t : 〈q1 → q′1 | G1 → U1〉 · · · 〈qk →
q′k | Gk → Uk〉, is represented by the following two symbolic rules:

t(i, x, u, r, r′) :

⎡
⎢⎢⎣
i ∈ id∧∧k

j=1(qj(i, x) ∧ G̃j(x))∧
uaa(u, r′, i)∧
r′ % r ∧ pa(r, t, i)

⎤
⎥⎥⎦ =⇒

⎡
⎢⎢⎢⎢⎢⎢⎣

q1 := q1 \ {(i, x)},
q′1 := q′1 ∪ {(i, Ũ1(x))},
. . . ,
qk := q1 \ {(i, x)},
q′k := q′1 ∪ {(i, Ũk(x))},
ex := ex ∪ {(u, t, i)},

⎤
⎥⎥⎥⎥⎥⎥⎦

t(i, x, u) :

⎡
⎣ i ∈ id∧∧k

j=1(qj(i, x) ∧ G̃j(x))∧
uad(u, t, i)

⎤
⎦ =⇒

⎡
⎢⎢⎢⎢⎢⎢⎣

q1 := q1 \ {(i, x)},
q′1 := q′1 ∪ {(i, Ũ1(x))},
. . . ,
qk := q1 \ {(i, x)},
q′k := q′1 ∪ {(i, Ũk(x))},
ex := ex ∪ {(u, t, i)},

⎤
⎥⎥⎥⎥⎥⎥⎦

where each G̃j is a conjunction of set-membership constraints (over V and the TI

sets and relations) corresponding to Gj , i.e. Gj satisfies G̃j , and Ũj is a sequence
of terms (local variables or data values) corresponding to Uj (if a local variable

in x does not occur in Uj , then Ũj maps such a variable to itself), for j = 1, ..., k.
A transition rule of the form (II), namely 〈G, r1, r2, p〉, is represented by the

following set of symbolic rules:⎡
⎣ i ∈ id ∧ q(i, x) ∧ G(x)∧
uaa(u1, r1, i) ∧ r1 % r∧
pa(r, t, i) ∧ uaa(u2, r2, i)

⎤
⎦ =⇒

[
uad := uad ∪ {(u2, t, i)}

]

for each q ∈ Q.
Transition rules of the form (III) and (IV), respectively · → q | init(X) and

q → ·, are represented by the following symbolic rules:

[
i �∈ id

]
=⇒

⎡
⎣ id := id ∪ {i},
q0 := {(i, x) | x = init(X)},
q−q0 := ∅

⎤
⎦ [

i ∈ id
]
=⇒

[
id := id \ {i}

]
,

respectively, where x = init(X) denotes the pairwise equality between a vari-
able x in x and the corresponding value init(X)(x) and q−q0 := ∅ denotes the
sequence of assignments of the form q := ∅, for each q in Q \ {q0}.
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Symbolic Representation of (negated) Authorization Constraints. We
are interested in (operational) SoD constraints, which amount to requiring that
no employee performs all the “critical” tasks in a given workflow instance (intra-
instance) or that a certain employee may not be involved in more than k > 1
instances of the workflow at the same time (inter-instance). For simplicity, we
only explain how to symbolically represent the configurations violating intra-
instance SoD constraints. Inter-instance can be similarly represented albeit with
more technicalities. Let Tc(i, x) =

⋃s
h=1 T

h
c (i, x) ⊆ P be the set of critical tasks

that should not be executed by the same employee, where T h
c (i, x) = {t|t ∈

P ∧ πh(i, x)} and πh is a conjunction of set-membership constraints involving
the instance identifier i, the local state variables x, and the TI sets and relations,
for h = 1, ..., s. Then, the error condition E(i, x) is simply the disjunctions of
the expressions qh(i, x) ∧ i ∈ id ∧ πh(i, x) ∧

∧
t∈Th

c
(u, t, i) ∈ ex over h = 1, ..., s,

for a given instance i and values x of the local variables. (Notice that E puts
no requirements on workflow instances whose indices are not mentioned in E
and thus denotes a possibly infinite set of configurations.) For example, in the
case of the LOP, the complement of the SoD intra-instance constraint is the
expression obtained by taking the disjunction of p7(i, C, L) ∧ i ∈ id ∧ L < 10 ∧∧

j=1,2,3,5(u, tj, i) ∈ ex and p7(i, C, L)∧i ∈ id∧L ≥ 10∧
∧

j=1,2,3,4,5(u, tj, i) ∈ ex
for a given workflow instance i, customer C, and loan amount L.

4 Automated Analysis of Parameterized Workflow
Systems

We explain how the model checking modulo theories approach [13] can be used to
solve the symbolic reachability problems defined in the previous section. The idea
is to translate set-theoretic specifications to first-order logic (see, e.g., [11]). We
do this by considering the characteristic functions induced by sets or relations
and represent them by predicate symbols of first-order logic according to the
translation in Figure 2, where A,B,C are sets (the extension to relations is
obvious and is therefore omitted), R is a binary relation, and ˜exp is the first-
order translation of the set-theoretic expression exp. Then, we will show that the
translation of the set-theoretic expressions are first-order formulae belonging to
the Bernays-Schönfinkel-Ramsey (BSR) class [19], namely formulae of the form
∃x.∀y.ϕ(x, y), where x, y are (disjoint and possibly empty) tuples of variables
and ϕ is a quantifier-free formula built out of predicate and constant symbols
only (i.e. no function symbol occurs in ϕ). The decidability of the satisfiability
problem for BSR formulae is well-known (see again [19]).

BSR Specifications of Reachability Problems. According to Section 3,
we assume given some TI sets and relations with a collection C of set-theoretic
constraints, a symbolic transition system (V, I(V ),R(V, V ′)) representing a pa-
rameterized workflow system with access control (U,R, P, UA, PA,%, Q,X, T ),
and an error condition E, where V = {id, uaa, ex, ud} ∪ Q. Below, we explain
how to derive a collection C̃ of BSR formulae representing the constraints in C, a
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Set theory First-order logic

Membership e ∈ A A(e)

Empty set A = ∅ ∀x.¬A(x)

Enumeration A = {e1, ..., en} ∀x.A(x) ⇔ (x = e1 ∨ · · · ∨ x = en)

Set-comprehension A = {x|exp(x)} ∀x.A(x) ⇔ ˜exp(x)

Intersection A = B ∩ C ∀x.A(x) ⇔ (B(x) ∧ C(x))

Union A = B ∪ C ∀x.A(x) ⇔ (B(x) ∨ C(x))

Difference A = B \ C ∀x.A(x) ⇔ (B(x) ∧ ¬C(x))

Sub-set A ⊆ B ∀x.A(x) ⇒ B(x)

Reflexive(R) ∀x.R(x, x)

Antisymmetry(R) ∀x, y.(R(x, y) ∧R(y, x)) ⇒ x = y

Transitive(R) ∀x, y, z.(R(x, y) ∧R(y, z)) ⇒ R(x, z)

Total(R) ∀x, y.R(x, y) ∨R(y, x)

Fig. 2. Mapping set-theory to first-order logic

symbolic transition system (Ṽ , Ĩ(Ṽ ), R̃(Ṽ , Ṽ ′)) corresponding to (V, I(V ),
R(V, V ′)), and a BSR formula Ẽ corresponding to E.

To obtain C̃ from C, we apply the translation of Figure 2 by mapping symbols
for TI sets and relations to predicate symbols with the same identifier and arity.
It is easy to see by inspection of the formulae on the right column of the table
in Figure 2 that each element in C̃ is a BSR formula. We also notice that con-
junctions of finitely many BSR formulae can easily be transformed to a single
BSR formula, so that

∧
ψ∈C̃ ψ (abbreviated below with

∧
C̃) is a BSR formula.

The translation (Ṽ , Ĩ(Ṽ ), R̃(Ṽ , Ṽ ′)) of (V, I(V ), R̃(V, V ′)) is obtained as fol-
lows. Similarly to the TI sets and relations, we map each state variable in V to
a predicate symbol with the same identifier and arity so that Ṽ = V = {id, uaa,
ex, ud} ∪ Q. The formula Ĩ is obtained by using the translation in Figure 2
on I. Recall that (Section 3) I is a conjunction of expressions of the forms
s = ∅, {x|exp(x)} �� s for ��∈ {=,⊆}, s a state variable in V , x is a tu-
ple of variables associated to some TI set of appropriate length, and exp is a
conjunction of membership constraints. Thus, again by inspection of the cor-
responding formulae on the right column of the table in Figure 2, it is easy
to see that Ĩ is a conjunction of BSR formulae, which—as observed above for
the constraints in C—can be rewritten as a single BSR formula. Then, con-
sider the collection R of set-theoretic guarded assignment rules of the form
�(w) : G =⇒ U , where w is a tuple of variables associated to Id or some TI
domain, G is a conjunction of expressions of (possibly negated) membership
constraints, and U is a sequence of assignments of the forms s := s \ {z} and
s := s ∪ {z} for z a sub-tuple of w with length equal to the arity of s. Each
rule �(w) : U =⇒ U in R is mapped to the formula ∃w.G̃ ∧ Ũ , where G̃ is the
conjunction of formulae obtained by translating G according to Figure 2, with
the proviso that the variables in w are considered as parameters, i.e. as symbolic
constants that should not be (universally) quantified as variables, and Ũ is the
BSR formula obtained as follows. Let s be a state variable of arity n, s′ its primed
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version (as usual, s denotes the value of the state variable immediately before the
execution of the transition and s′ its value immediately after), t = t1, ..., tn
a tuple of constants or variables (because of the assumption on updates in
Section 3): translate s′ := s∪ {t} as ∀z.(s′(z) ⇔ (s(z)∨ z = t)) and s′ := s \ {t}
as ∀z.(s′(z) ⇔ (s(z) ∧ ¬(z = t))), where z = z1, ..., zn is a tuple of variables and
z = t abbreviates z1 = t1 ∧ · · · ∧ tn = cn. Furthermore, for each state variable
s not occurring on the left-hand side of an assignment in U , add the formula
∀z.(s′(z) ⇔ s(z)) where z is a tuple of variables of length equal to the arity of
s. It is not difficult to verify that formulae of form ∃w.G̃∧ Ũ , obtained from the
translation of guarded assignment rules of the form �(w) : G =⇒ U , can easily
be transformed to BSR formulae.

Finally, the translation Ẽ of the error condition E(i, x) is obtained in two
steps. First, derive Ê(i, x) from E(i, x) by using the translation in Figure 2,
with the proviso that i and x are parameters, i.e. they are considered as sym-
bolic constants that should not be (universally) quantified as variables. Then,
take Ẽ to be the existential closure of Ê(i, x), namely ∃i, x.Ê(i, x). Since E(i, x)
is, according to Section 3, a conjunction of possibly negated membership con-
straints, Ẽ is a BSR formula by considering the first line of the table in Figure 2.

We are now ready to re-state the reachability problem in terms of the BSR
specification derived above, namely C̃, (V, Ĩ(V ), R̃(V, V ′)), and Ẽ. Verifying that
there is no sequence of transitions from a configuration satisfying I to a configu-
ration satisfying the error condition E can be established by checking that there
is no n ≥ 0 such that the formula∧

C̃ ∧ Ĩ(V0) ∧
∨

R̃(V0, V1) ∧ · · · ∧
∨

R̃(Vn−1, Vn) ∧ Ẽ(Vn) (1)

is unsatisfiable, where Vi is obtained from V by a unique renaming of its elements
for i = 0, ..., n, and

∨
S abbreviates

∨
ψ∈S ψ. Notice that, besides checking the

satisfiability of (1), we also need to establish an upper bound for the value of n
after which we stop enumerating instances.

The Backward Reachability Procedure. We solve this problem by using
the following procedure for symbolically computing the set R(V ) of (backward)
reachable states, iteratively:

R0(V ) := Ẽ(V ) and Rj+1(V ) := Rj(V ) ∨ ∃V ′.(Rj(V
′) ∧

∨
R̃(V, V ′)) for j ≥ 0,

where ∃V ′.(Rj(V
′) ∧

∨
R̃(V, V ′)) is the pre-image of Rj with respect to

∨
R̃.

The procedure discovers a fix-point at the n-th iteration iff C̃ ⇒ ∀V.(Rn(V ) ⇒
Rn−1(V )) is valid or, reasoning by refutation, C̃ ∧ ∃V.(Rj(V ) ∧ ¬Rj−1(V )) is
unsatisfiable (fix-point check). At this point, Rn(V ) is an inductive invariant of
the system and if C̃ ∧Rn(V )∧ Ĩ(V ) is unsatisfiable (safety check), then the sys-
tem cannot reach a state satisfying the error condition Ẽ. In the model checking
modulo theories approach [13], the following requirements should be satisfied in
order to guarantee the termination of the procedure described above and de-
sign an automated analysis procedure for parameterized workflow system with
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access control: (i) the class of formulae used to represent sets of backward reach-
able states should be closed under pre-image computation, (ii) the checks for
safety and fix-point should be decidable, and (iii) the procedure must termi-
nate. We show that the three requirements are satisfied when considering C̃,
(V, Ĩ(V ), R̃(V, V ′)), and Ẽ obtained by the translation described above. Prelim-
inary, observe that if R̃(V, V ′) :=

∨n
i=1 t̃i(V, V

′) then the pre-image of R with

respect to R̃ is
∨n

i=1 ∃V ′.(R(V ′) ∧ t̃i(V, V
′), i.e. pre-images distribute over dis-

junction. Thus, without loss of generality, we focus on a single disjunct t̃i of the
transition formula

∨
R̃.

Fact 1 (Closure under pre-image computation) Let R be a formula of the
form ∃x.ϕ(V ), where x is a tuple of variables and t(V, V ′) be a formula of the
form ∃y.(G̃(V ) ∧ Ũ(V, V ′)) obtained by the translation described above. Then,

the pre-image of R with respect to t̃ (in symbols, ∃V ′.(R(V ′) ∧ t̃(V, V ′))) can be
rewritten to a formula of the form ∃x, y.ψ(V ), where ϕ and ψ are quantifier-free.

Thus, formulae in the sequence R0, R1, ... generated by the backward reachability
procedure are all of the form ∃x.ϕ(V ) and it is easy to see that the formulae
C̃ ∧ Ĩ ∧ Rj and C̃ ∧ Rj ∧ ¬Rj−1 for safety and fix-point, respectively, are all
equivalent to BSR formulae for j ≥ 1.

Fact 2 (Decidability of safety and fix-point checks) The safety and fix-
point checks of the backward reachability procedure on a BSR specification C̃,
(V, Ĩ(V ), R̃(V, V ′)), and Ẽ obtained as described above are decidable.

The proof consists of transforming the formulae for safety and fix-point into BSR
formulae whose decidability is well-known [19].

Fact 3 (Termination of backward reachability) The backward reachability
procedure on a BSR specification C̃, (V, Ĩ(V ), R̃(V, V ′)), and Ẽ obtained as de-
scribed above always terminates.

This fact can be derived from a more general result in [13] and guarantees that
any fix-point can be expressed as BSR formula.1 We can now state the main
result of this paper (which is an immediate consequence of the three facts above).

Theorem 1 (Decidability). The reachability problem for parameterized work-
flow systems with access control, symbolically represented by a set C of set-
theoretic constraints and a set-theoretic transition system (V, I(V ),R), and the
complement of a SoD constraint, specified by a (finite) conjunction of (possibly
negated) set-membership constraints, is decidable.

The scope of applicability of our decidability result is the sub-class of parame-
terized workflow systems with access control manipulating data with “simple”
algebraic structures and whose updates assign (local) variables given values or

1 The proof of this fact and those of the previous two can be found in the extended
version of this paper, available at http://st.fbk.eu/SilvioRanise

http://st.fbk.eu/SilvioRanise
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(the content of) other variables. The formal characterization of “simple” alge-
braic structure is given by the set C̃ of set-theoretic constraints in the table of
Figure 2 (in the restricted fragment of set-theory introduced at the beginning of
Section 3). The restriction on the updates of the local variables— (introduced in
the paragraph Symbolic representation of parameterized workflow sys-
tems of Section 3 and stated as “no operations on the data sets in which the
variable take their values are available”)—implies that the updates of the set-
theoretic guarded assignment rules in R obtained by the translation described
above can be described as additions or deletions of a tuple t to each state vari-
able s, i.e. s′ = s ∪ {t} or s′ = s \ {t}, respectively. As an example, the LOP
discussed in Section 2 falls in the sub-class of parameterized workflow systems
covered by Theorem 1. (Recall that the LOP requires to specify total orders in
order to describe the interplay between the data- and the control-flow as well as
the access control policies.)

5 Related Work and Discussion

The formal specification and automatic analysis of workflows under authoriza-
tion constraints has received and is receiving a lot of attention; e.g., [14,6,9,15,23]
to name a few. In [14], the safety problem for protection systems in the access
matrix model is introduced. A protection system is safe with respect to a certain
right r if r cannot be “leaked,” i.e. the execution of an operation cannot cause
r to be entered into a cell in the access matrix where it does not already exist.
The main result in [14] is that the safety analysis problem is undecidable in gen-
eral but becomes decidable for a certain sub-class of protection systems. This
seminal paper has stimulated a series of works which can be roughly classified
in two categories. The former (e.g., [6,9,15]) is to augment the access control
model with authorization constraints so that the safety of configurations can
be ensured at run-time. According to [16], the main problem of this approach
is the difficulty of expressing authorization constraints, which usually requires
a language based on first-order logic thereby making it difficult to determine if
the desired safety properties are correctly specified. However, much of the re-
search in the run-time enforcement of authorization constraints has focused on
different problems with respect to safety, namely satisfiability—i.e. establishing
whether a set of users can complete a workflow under a set of authorization con-
straints [6,9]—and resiliency—i.e. a workflow can be completed even if a number
of users may be absent [15,23].

Our approach is more related to the second category of works derived from [14],
which consists of restricting the access control model so that the safety problem
can be shown decidable [17,22].2 It is interesting to notice that the expressivity

2 Technically, we adopt the same notion of safety proposed in [17] which is argued to be
more natural than that of [14] in [22]. Our notion of unsafety amounts to establishing
whether there is some sequence of commands in which a right is entered in some place
in the matrix where it did not exist in the initial state; instead, unsafety in [14] is
referred to the state that immediately precedes a command introducing a leak.
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of the sub-class of BSR formulae which we use to specify (the complement of)
authorization constraints (such as SoD or BoD) is greately reduced with respect
to full first-order logic. This makes it usually easy to determine if the desired safety
properties are correctly specified. In this line of works, less attention has been paid
to the automated analysis of authorization constraints when considering multiple
workflow instances that may need to synchronize as we do in this paper. For ex-
ample, only [15]—among the papers listed above—considers inter-instance autho-
rization constraints and proposes simple static analysis checks to detect conflicting
constraints; more complex anomalies are handled only at run-time. In contrast,
our work proposes a specification language for describing multiple workflow in-
stances and shows the decidability of automatically analysing SoD constraints for
an interesting sub-class. More recently, it has been proposed to leverage state-of-
the-art model checkers for developing more expressive static analysis techniques.
Contrary to the approach presented here, these works are not concerned with the
question of decidability of the verification problems but are rather oriented to the
practical applications of state-of-the-art tools. For example, in [21] it is shown that
business processes with RBAC policies and delegation can be formally specified
in the NuSMV specification language and that SoD properties can be formally
expressed as LTL formulae. The paper [10] presents a similar approach with the
SPINmodel checker. The work in [7] describes a reduction to the specification lan-
guage of the SAL model checker. An alternative approach is pursued in [4], where
it is possible to separate the specification of the workflow from that of the access
control policy, security properties are given by LTL formulae, and model-checking
is used for the analysis of the composed specification. All these works provide a
variety of important contributions but they all assume that the workflow given
as input is finite state, e.g. the number of workflow instances is finite and known
in advance (and it is usually one). For this reason, these techniques can be prof-
itably used for debugging only while our approach allows us to certify that for any
number of workflow instances in the system, the SoD constraint will not be vio-
lated. Another important difference is that we are able to specify more precisely
the data-flow of the system and its interplay with the control flow with respect
to the works in [21,10,7,4] where data is bounded to make the search space finite
and thus amenable to available model checkers. This limitation is shared with the
techniques for analysing business processes developed in the field of Petri nets
where data is abstracted away and only the control flow is taken into account.
Another limitation of Petri net based techniques is that only a single instance of
the workflow is considered. Thus, besides lacking precision in describing the in-
terplay between the data- and the control-flow, it is not possible to specify and
verify inter-instance authorization constraints. A recent paper [18] has proposed
extensions of Petri net with fragments of first-order logic to augment the precision
of existing verification techniques; even in this case, only one workflow instance is
considered.

To summarize, the approach proposed in this paper improves on available tech-
niques in two respects. First, it is capable of specifying parameterized workflow
system with a finite but unknown number of instances which run concurrently,
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synchronize, and are marshalled by a centralized module for access control. Sec-
ond, the automated analysis technique can explore infinite states in order to ver-
ify that a parameterized workflow system does not exhibit undesired behaviours.
Thus, it is also an improvement on our previous work [5,3,2] where only admin-
istrative access control policies were considered and the workflow was completely
abstracted away.

We have three main lines of future work. First, we intend to implement the
technique described here in our tool asasp [2]. Second, we want to investigate
how the organisational structure underlying business processes (such as LDAP)
and the activity of role provisioning can be incorporated in our model. Third, we
want to study if and how transitions in which a finite but unknown number of
workflow instances change states, can be included in our model while maintaining
decidability.
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Abstract. We analyse the legal requirements that digital signature
schemes have to fulfil to achieve the Statutory Trust granted by the
EU electronic signature laws (“legally equivalent to hand-written sig-
natures”). Legally, we found that the possibility to detect subsequent
changes is important for the Statutory Trust. However, detectability was
neither adequately nor precisely enough defined in the technical and le-
gal definitions of the term “Data Integrity”. The existing definition on
integrity lack a precise notion of which changes should not invalidate
a corresponding digital signature and also lack notions to distinguish
levels of detection. We give a new definition for Data Integrity includ-
ing two notions: Authorized changes, these are changes which do not
compromise the data’s integrity; and their level of detection. Especially,
the technical term “Transparency” introduced as a security property for
sanitizable signature schemes has an opposite meaning in the legal con-
text. Technically, cryptography can allow authorized changes and keep
them unrecognisably hidden. Legally, keeping them invisible removes the
Statutory Trust. This work shows how to gain the Statutory Trust for a
chameleon hash based sanitizable signature scheme.

1 Introduction

Legislative bodies, like the European Union (EU), recognized that system
complexity, technical failure, human mistake, accidents or attacks may all have
negative consequences for the physical infrastructures that deliver important ser-
vices to citizens [13]. In the EU, the national regulatory authorities should there-
fore ensure that the integrity and security of public communications networks are
maintained1. As such, the topic of reliable and secure communication of infor-
mation over electronic communications networks is increasingly discussed by law
and policy-makers. Laws and regulations, like the EU Signature Regulations [16]
of 1999, have been introduced to build a foundation for trusted electronic com-
munication by defining how an electronic document can gain Statutory Trust.

� Research funded by BMBF [FKZ:13N10966] and ANR as part of ReSCUeIT project.
1 Recital 44 of Directive 2009/140/EC of 25 November 2009 [13].
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To earn this trust we expect information technology (IT) to comply with the
law and to behave as society would expect. Integrity is one of the classical security
goals in computer science (CS). Technically, digital signatures are used to link the
signatory to the signed document by ensuring technical properties such as: Data
Integrity. As a central term, Data Integrity shall be clearly defined. Nevertheless,
we found ambiguity within and between legal and technical definitions.

Legal codes and regulations are drafted to be technology neutral and to hold,
even in case of technological advances. Especially, IT law is in need of definitions
that are also technically sound and precise. Deviations in terms must not lead
to wrong technical decisions when lawyers demand for legal compliance with
respect to Data Integrity.

This paper is based on the research question we asked ourselves: Can Statu-
tory Trust be given to a document signed with a Sanitizable Signature Scheme
(SanSig)? We first found that the integrity definitions, neither within computer
science nor within IT law, are well enough aligned to clearly answer or argue
about this. Hence, in this paper we present a new aligned definition of Data
Integrity. Being able to distinguish between several levels of detectability for
subsequent changes we can finally answer the question: A document signed with
a detectable sanitizable signature is given Statutory Trust, if and only if no
authorized subsequent changes are detected.

1.1 Introduction to Sanitizable Signatures Schemes (SanSig)

RSA-based signatures are well understood, both technically and legally. Using
SHA-256 for hashing and padded securely they build the technical basis for to-
days realization of advanced electronic signatures that induce Statutory Trust.
However, neither in general nor for other, more specialized, signatures schemes
the role of integrity for Statutory has been looked at. This paper first deter-
mines the general impact of integrity for Statutory Trust and focuses on SanSig

like [3, 24] as one example of a specialized signature scheme. There are many
more signature schemes that have not yet been analyzed with respect to their
Statutory Trust.

In a nutshell, a SanSig allows to retain a verifiable valid digital signature
on a document even if it has undergone changes. The changes are done by a
third party called the sanitizer, not the signer, nor the verifier. The sanitizer
and the position of changes that do not harm the validity are chosen by the
signer by choice of parameters or the scheme itself. One possible action of a
sanitizer is “redaction”. Redaction removes the original data and leaves a blinded
version of the data behind. An occurred sanitization can be kept unrecognisably
hidden from the verifier, thus for verifiers sanitization can stay invisible. Note,
sanitization does not involve the original signer.

Applications for SanSig can be found in the original works, i.e. [3][24]. We
want to restate just two examples: A personal data set is given to a chain of pro-
cessors, they do forward, store and process the data subject’s data set in order to
carry out a process. To preserve the data subject’s privacy each processor only
hands over the parts of data that are necessary. A forward sanitizable signatures
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would allow to still verify the integrity of the remaining partial personal data.
Additionally, the signature key can be used as a form of indirect later autho-
rization of the data subject at all sites that hold his personal data [20]. Another
example allows the privacy preserving release of signed documents [3] due to
transparency regulations. These documents would often contain confidential in-
formation, that is not covered by the otherwise reasonable release request. The
latter is one application of sanitizable signatures, also mentioned in nearly all
the schemes’ motivation.

1.2 Contribution

We focus on the property of Data Integrity and, whenever possible or needed,
further specialize to the application domain of digital, respectively electronic,
signatures. This focus is well aligned with the legislative bodies; the protection
goal of integrity got recognized by the law as being essential for trust in IT.
We first provide an adequate understanding of regulations and technical terms.
Then, we present the differences between the law’s definitions of integrity with
respect to IT systems and the computer security’s definitions.

Our analysis of laws and regulations lead us to two technical questions: (1)
What constitutes an allowed and thus authorized change after the digital signa-
ture has been applied? (2) To what degree can that change be detected or is it
unrecognisably hidden? Hence, we give a new harmonized definition of Data In-
tegrity that differentiates along two axes: Authorized changes and detectability.
Finally, we show how Statutory Trust for SanSig can be achieved.

2 State of the Art

We are not aware of any other work discussing in detail the role of detection
with respect to Data Integrity and their consequences for the Statutory Trust
of digital signatures in the EU. This problem is different from the longstanding
problem of representation, such that the act of signing binds the signer to what
he actually sees when he carries out the act of signing. Dynamically changing
content has been discussed in [2] and also how to build trusted viewers in [28].
From the legal point of view, the work of Zanero [31] showed in 2005 that the
Italian Legal Digital Signature Framework’s had problems with faulty software
implementations, as well as legal, and methodological issues. Zanero’s work from
2005 predates the current EU legislation and has a broader scope, our work is
focussed on integrity and analyzes current EU legislation. The impact of the
detection level on Statutory Trust has not yet been discussed.

Several different SanSig exists [30], [3] or [24]. Ateniese et al. described the
property of “Transparency” in their work in [3] in 2005. Note, in CS something
“transparent” is unrecognisably hidden or invisible. So technically the
Transparency allows a statement about the complete absence of detectability of
authorized changes in SanSig: Ateniese et al.’s definition of Transparency has
been partially formalized by Brzuska et al. in [6]. Recently, Pöhls et al. refine this
definition further and show that the property of Transparency is independent on
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the level of a complete sanitizable signed message in [27]. Transparency is tech-
nically and legally an important concept. It is important to note that technical
Transparency is different from the legal transparency. Hence, the quite opposite
definitions are discussed in detail in Sect. 4. The impact of the Property of Trans-
parency of a SanSig for the Statutory Trust and has not yet been discussed.

3 Discussion/Analysis of Existing Terms and Definitions

Technology is following legal obligations or legal codes follow technological ad-
vances. Hence, we first examine definitions by the European Union for the terms
“integrity” and “Data Integrity” in its laws and regulations in the Sections 3.1 to
3.3. We go from general legal definitions of integrity with respect to IT (Sect. 3.1),
over the term “Data Integrity” given in EU and the US HIPAA act (Sect. 3.2),
down to the area of Digital Signatures as a special case (Sect. 3.3). We quote the
according legal code passages in full, to provide the reader with useful insight
into the legal framework and its definitions. For a better legal understanding
we highlight the most important parts in bold-face. We will comment on each
legal definition from the CS and IT security perspective.

We analyse technical definitions of integrity from IT security: The term “in-
tegrity” in general (Sect. 3.4), with respect to digital signatures (Sect. 3.5), and
we state technical definitions Data Integrity in digital signatures

3.1 EU Regulation: Integrity in Information Technology

To establish a more general understanding of the EU legislation, we will first
look at EU wide legislation that can be used to define the term ”integrity” in
the general context of IT. Then we provide the reader with the legal definitions
of ”Data Integrity” given in EU regulation and in the HIPAA act of the United
States of America (US).

In the end of 2009 the European legal texts [13] made, for the first time, a
distinction between network-integrity and network-security2:

The national regulatory authorities shall promote the interests of the citi-
zens of the European Union by inter alia: a) ... f) ensuring that the integrity
and security of public communications networks are maintained. [13]

Article 13a of the same EU regulation2 further differentiates this:

(2) Member States shall ensure that undertakings providing public commu-
nications networks take all appropriate steps to guarantee the integrity
of their networks, and thus ensure the continuity.
(3) Member States shall ensure that undertakings providing public commu-
nications networks or publicly available electronic communications services
notify the competent national regulatory authority of a breach of security
or loss of integrity that has had a significant impact on the operation of
networks or services. [13]

2 Art. 4 lit. f and Chapter IIIa “Security and Integrity of Networks and Services”,
Articles 13a, 13b, and Recital 28 of Directive 2009/140/EC from Nov. 2009 [13]
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Comments. EU legislators see “integrity” asmeans to ensure continuity (13a(2))
and another time they list “loss of integrity” and “breach of security” as distinct
problems (13a(3)). Both usages of “integrity” are not in line with the CS’s one.
However, let us interprete “security” as “secrecy” or “confidentiality”, and take
the technically better known term of “availability” instead of “continuity”: Now,
Article 13a(2,3) requires thatMember States shall ensure confidentiality, integrity
and availability. These are the three classical IT security goals, often referred to as
CIA. Also Article 13a(3) would read: “a breach of secrecy or loss of integrity”.
Note, the link between “integrity” and “continuity”, as given in Article 13a(2),
is technically correct. Loss or unavailability of data are also defined as integrity
breaches in CS definitions.

The German constitutional court identified a new fundamental right in 2008:

The constitutional right in the confidentiality and integrity of informa-
tion technology systems. [7]

This right protects the personal and private life of rights holders from the state
accessing any IT devices. In particular, it protects citizens against state access
to the IT system as a whole, rather than offering only protection against state
access to individual communications or certain stored data. The German con-
stitutional court wanted to make sure that integrity is not harmed by the state
and that users of IT have legitimate expectations not being spied at by the state
(confidentiality protection).

To sum up, following the technically redefined Article 13, the EU also contrasts
integrity and confidentiality as the German constitutional court did. Thus, EU
legislation has put “integrity” in line with other known IT security goals.

3.2 EU / US Regulation: Data Integrity

What constitutes “Data Integrity” also varies in legal texts, even though the EU
heard experts during the drafting process. According to the Regulation estab-
lishing the European Network and Information Security Agency (ENISA):

”Data Integrity” means the confirmation that data which has been sent,
received, or stored are complete and unchanged [14]3.

Integrity is an essential part of ENISA’s “network and information security”:

“network and information security” means the ability of a network or an
information system to resist, at a given level of confidence, accidental events
or unlawful or malicious actions that compromise the availability,
authenticity, integrity and confidentiality of stored or transmitted data
and the related services offered by or accessible via these networks and
systems [14]4.

3 Article 4 lit. f of the REGULATION (EC) No 460/2004 [14].
4 Article 4 lit. c of the REGULATION (EC) No 460/2004 [14].
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The US Health Insurance Portability And Accountability (HIPAA) act defines:

Integrity. Implement policies and procedures to protect electronic pro-
tected health information from improper alteration or destruction. [8]5

Comments. ENISA’s definition misses that “integrity” is technically a status
and needs a trusted process of verification to gain confirmation of this status.
Thus, it mixes processes and states, which makes it technically complex if not
infeasible to follow. Our second critic of ENISA’s definition is its notion of com-
pleteness. Technically, “complete” means nothing has been removed or dropped,
CS calls this “availability”. For brevity, we do not discuss if Data Integrity
implicitly or explicitly implies availability, thus HIPAA’s “destruction” is not
discussed.

ENISA’s definition for Data Integrity, “complete and unchanged” [14]3, is
very strict. It does not mention “improper alteration” [8], and it forbids any
form of subsequent change. On the other hand, the same ENISA regulation wants
integrity for network and information systems to resist “[...]unlawful or malicious
actions that comprise [...] integrity [...]” [14]4. Hence, ENISA’s definition for
network and information security allows speculation if lawful or benign actions
exists that would not harm the integrity.

3.3 EU Regulation: Data Integrity in Electronic Signatures

From the broader legal scope of integrity and Data Integrity we will now turn
to the specific application domain of electronic or digital signatures. Foremost,
computer scientists are confused by the term “electronic”, and would prefer
the term “digital”. Indeed, the early German legislation from 1997, as well as
the Italian and the US legislation, who all predated the EU Signature Regula-
tions [16] of 1999, were talking about “digital” signatures. We have found no
other reasons for the now widespread term of “electronic” in many places of
EU legislation than the explanation of Dumortier in [11]. Durmortier reasons
that the EU needed to introduce a EU wide legislation prohibiting each member
state from regulating the legal status of signatures differently, and wanted to be
“technology neutral”. As a consequence, we find legal terms like “electronic doc-
ument” and “electronic signature” in many EU regulations instead of technical
terms “digital documents” and “digital signatures”. Member state legislation
adopted these, thus in Germany the “electronic document” covers more than
only the digitized version of a paper document. So technically, digital signatures
can be used to create advanced electronic signatures. The European Directive
1999/93/EC on electronic signatures [16] has the clear intention to build trust
in technical systems. The Directive’s goal is given in Article 5 [16], where it
describes the legal effects it has for electronic signatures:

1. Member States shall ensure that advanced electronic signatures which are
based on a qualified certificate and which are created by a secure-signature-
creation device:

5 HIPAA Technical Safeguard Standard, Paragraph 164.312(c)(1) [8].
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(a) satisfy the legal requirements of a signature in relation to data in elec-
tronic form in the same manner as a handwritten signature satisfies those
requirements in relation to paper-based data; and
(b) are admissible as evidence in legal proceedings. [16]

The legislative body produced very precise technical and organizational require-
ments which electronic signatures system have to meet to become trusted to the
above extend. Requirements for the signature creation devices are given in Annex
II and for a secure signature verification process in Annex IV of [16]. One goal
of the Directive is to allow signatory identification. So, a lot of clauses deal with
certification and linkage of persons or entities with the signature-creation-data
or the signature-verification-data.

However, the Directive lacks a clear definition of the term Data Integrity
and never defines it explicitly. Instead, Article 2 of [16] offers the definition of
the term “advanced electronic signature”, stating a requirement that resembles
known definitions of Data Integrity:

1. ”electronic signature” means data in electronic form which are attached
to or logically associated with other electronic data and which serve as a
method of authentication;
2. ”advanced electronic signature” means an electronic signature which
meets the following requirements:
(a) it is uniquely linked to the signatory;
(b) it is capable of identifying the signatory;
(c) it is created using means that the signatory can maintain under his sole
control; and
(d) it is linked to the data to which it relates in such a manner
that any subsequent change of the data is detectable; [16]

As cited above, Directive 1999/93/EC Article 2 (d) [16] clearly states that the
advanced signature allows to detect any change the signed data was subjected
to after it was signed. Further, in Annex III of [16] the recommendations for a
secure signature-creation device ensure that after signature creation, it cannot be
forged. And that the data to be signed by the device should not be manipulated
during the signing process. Annex III lists the following:

1. Secure signature-creation devices must, by appropriate technical and pro-
cedural means, ensure at the least that:
(a) the signature-creation-data6 used for signature generation can practi-
cally occur only once, and that their secrecy is reasonably assured;
(b) the signature-creation-data used for signature generation cannot, with
reasonable assurance, be derived and the signature is protected against
forgery using currently available technology;
(c) the signature-creation-data used for signature generation can be reliably
protected by the legitimate signatory against the use of others.

6 Signature-creation-data: Technical example: Private key in asymmetric crypto.
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2. Secure signature-creation devices must not alter the data to be
signed or prevent such data from being presented to the signatory prior
to the signature process. [16]

Comments. The EU legislation on electronic signatures itself defines the pro-
tection goals of electronic signatures without using the term integrity. This is
positive, as we have seen the term integrity understood differently in different
EU regulations. Section (1b) of the requirements states that a signature cannot
be forged once created. Further the definition requires that the signature has to
offer protection against undetected “subsequent changes”. To sum up, the EU
legislation on electronic signatures simply postulates that changes of signed data
must be detectable. Technically, it does not state when an electronic signature is
invalid. However, legally: Statutory Trust is removed once a subsequent change,
authorized or not, has been detected by the digital signature verification process.

Further, the requirements define properties of the technical processes and
systems involved: Section 2 postulates that data to be signed is not subject to
changes within a secure signature-creation device. The technical process stan-
dardized in the XML Digital Signature Syntax and Processing standard [12] does
not adhere to this: The standard process involves that the data to be signed is
transformed into a canonical form, hence changed, which we discuss in Sect. 5.1.

3.4 Technical: Data Integrity

Finding the term “integrity” defined differently or different definitions having a
different scope is not a legal problem. We start with two definitions from sources
we consider classical for the terms of ”Data Integrity” in CS: Clark and Wilson,
and Trusted Computer System Evaluation Criteria (TCSEC).

In 1987 Clark and Wilson saw that in the commercial world data must be
manipulated. So, they introduced “well-formed transactions” [9] instead:

Data Integrity: No user of the system, even if authorized, may be permit-
ted to modify data items in such a way that assets or accounting records of
the company are lost or damaged.
[...]
The concept of the well-formed transaction is that a user should not manip-
ulate data arbitrarily, but only in constrained ways that preserve or ensure
the integrity of the data. [9]

While Clark and Wilson modeled a system, where it would be possible to control
data manipulations such that the economic value of the data was not harmed,
the US Department Of Defense set out to define more technical properties that
must be present in a trusted computer system. The Trusted Computer System
Evaluation Criteria (TCSEC) [23] from 1985, defines Data Integrity as follows:

Data Integrity – The state that exists when computerized data is the same
as that in the source documents and has not been exposed to accidental or
malicious alteration or destruction. [23]
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Clark and Wilson see “modifications” that “damage the asset” as the security
threat, the TCSEC speaks of “malicious alteration”. However, they allow benign
or non-damaging modifications. Hence, both definitions allow authorized changes
that do not violate the integrity. Note, both definitions see complete loss or
destruction of data as a violation of integrity.

Turning to more recent literature we find that Stallings defines Data Integrity
with respect to a message stream or single message or parts thereof in two forms:
connection-oriented and connectionless integrity services [29].

[...] Thus, the connection-oriented integrity service addresses both
message stream modification and denial of service.
[...] a connectionless integrity service, one that deals with individual
messages only without regard to any larger context, generally provides pro-
tection against message modification only. [29]

Stallings mentions that integrity services are concerned “with detection rather
than prevention” [29].

Gollmann defines Data Integrity along with data origin authentication in [19]:

[...]Data Integrity: integrity check functions provide the means to detect
whether a document has been changed; data origin authentication: [...] pro-
vide the means to verify the source and integrity of a message. [19]

Hence, Gollmann includes Data Integrity in origin authentication, as “you can-
not claim to have verified the source of a message that has been changed in
transit” [19]. However, Gollmann also makes clear that “a separate notion of
Data Integrity makes sense in other applications, e.g. file protection” [19].

Bishop definition given in [4] in 2002 allows to change data, which is integrity
protected, as long as the change is authorized. Hence, Bishop’s definition is in
line with Clark and Wilsons’s view on well formed transactions, when it defines:

[...]modification or alteration, an unauthorized change to information[...] [4]

Comments. The technical definitions for Data Integrity either explicitly state
or forbid authorized changes. All are concerned with detecting changes.

3.5 Cryptographic: Data Integrity in Digital Signatures

Cryptographic problems have been mathematically defined, including an at-
tacker model, the security goals, and the attacks. The strongest security notion
is to withstand the most sophisticated attacker that only needs to mount an at-
tack with the lowest severity. For digital signatures the strongest security notion
is: Existential forgery under an adaptive chosen message attacks (EF-CMA),
as defined by Goldwasser, Micali, and Rivest in 1988 in [18]. For an EF-CMA
an attacker has no algorithm to produce a valid signature over a new message
that allows him a notable gain over guessing, even after the attacker was able to
analyse valid signatures for messages of his choice.
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Existential Forgery: Forge a signature for at least one message. The en-
emy has no control over the message whose signature he obtains, so it may
be random or nonsensical. [18]
Adaptive Chosen Message Attack: [...] the enemy is also allowed to
use A7 as an “oracle”; not only may he request from A signatures of mes-
sages which depend on As public key but he may also request signatures of
messages which depend additionally on previously obtained signatures. [18]

Comments. A technically clear definition: Digital signatures detect forgeries of
the signed message done by an enemy. In an EF-CMA secure digital signature
scheme nobody other than the signer can produce a valid signature for a changed
message. Note, sanitizers produce “forgeries”, they are said to be semi-trusted.
Thus, this model cannot be directly applied to SanSig.

3.6 Sanitizable Signatures: Data Integrity Protection

As stated in the introduction, a sanitizable signature allows a third party to
remove or change, in other words modify, specific parts of an already signed
message and keep the signature valid. A document protected by the sanitiz-
able signature is changed during such authorized sanitization. These authorized
changes no longer result in a failed signature verification, however integrity is
protected according to Agrawal et al.:

The verifier confirms the integrity of disclosed parts of the sanitized
document from the signature and sanitized document. [1]

Comments. Only sanitizers that hold the secret can do changes which do
not invalidate a signer’s signature. So in general, a SanSig codifies authorized
changes by giving cryptographic tokens to sanitizers. To judge the scope of in-
tegrity protection requires knowledge of (1) the possibility of sanitization as well
as (2) knowledge about occurred sanitization. This focus on detection of integrity
violations was already found in Stallings in Sect. 3.4.

4 Transparency: Legally the Opposite of Technical

We already stated that technical Transparency describes very much the opposite
of what transparency legally means. We will shortly provide you with the term’s
legal concept and then with the technical security property.

4.1 Legal Transparency

Transparency is an important legal principle. Transparency means openness of
procedures. Such openness enables citizens to participate more closely in the

7 The user whose signature method is being attacked.
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decision-making process and guarantees that the system enjoys greater legiti-
macy and is more effective and more accountable to the citizen in a democratic
system. [ [25], para 54]. Therefore the Treaty on European Union highlights
transparency e.g. in Art. 1 Sec. 2 and Art. 11 Sec. 2 [17]. In data protection law
transparency accordingly denotes that the affected person must be informed,
which data is being collected about him, for which purpose, for how long and
which rights he can exercise. With respect to IT systems transparency is de-
signed to make (IT-) procedures understandable and controllable. This implies
the free and easy access to readily available government information, the enact-
ment of swift control and participation procedures, the creation of specialised
and independent bodies to control and check [21]. The balance between the right
to privacy with respect to the processing of personal data and the principle of
transparency when restricting the free flow of personal data was addressed in the
Regulation No. 45/2001 [15] and concretized by the European Court of Justice
in Case C-28/08 P of 29th June 2010 [25].

4.2 Technical Transparency of Sanitizable Signature Schemes

Amongst others the following security properties are present in meaningful
SanSig schemes: Unforgeability, Immutability, Privacy, Transparency, and Ac-
countability [6]. Technically, the sanitizable signature still verifies if subsequent
changes are the result of authorized sanitizations. So an authorized subsequent
change will no longer be detected by signature verification. Thus, detection, if a
sanitization has taken place, becomes an important property, not known to clas-
sical signature schemes. Ateniese et al. described the absence of such a detection
as the property of “Transparency” in [3] in 2005:

Given a signed message with a valid signature, no party — except the censor
and the signer — should be able to correctly guess whether the message has
been sanitized. [3]

Transparency can be controlled on the document level. Pöhls et al. have given
technical solutions and hence adjusted the scope of the above definition in [27]:

Transparencymakes a statement about a sanitized document as a whole. [27]

Comments. Generally, a transparent SanSig renders the occurred authorized
changes unrecognisably hidden for the verifier. This emphasizes the importance
of detection as already found in Stallings in Sect. 3.4.

5 Role of Integrity for Statutory Trust in Signatures

Legally, all EU definitions are stringent and they strictly forbid undetectable
subsequent changes of signed data. The EU signature regulation lacks an ex-
plicit definition of the term Data Integrity, still any subsequent change of signed
data must be detectable. More technically, ENISA’s definition also implies that
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integrity protected data has to remain “unchanged” [14]. However, ENISA’s defi-
nition defines the security goals (amongst it integrity) with respect to “accidental
events or unlawful or malicious actions” [14]. Thus, ENISA leaves open whether
lawful or benign actions negatively affect the integrity status or not.
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changes 

allowed  (ACA)

_           
no changes 

allowed       
(NCA)

authorized  
potential 
changes  

detected or not 

 unauthorized      
occurred            
changes             
detected

 authorized 
occurred 
changes 
detected

authorized 
occured 

changes   not   
detected

any occured change detected

Note: Touching an area means: "having the property of the touched area".

Fig. 1. Comparison of analyzed integrity definitions and position of “Sanitizable
Signatures”. Vertically: Authorized or not?; Horizontally: Detected or not?.

The technical definitions differ whether Data Integrity protection shall toler-
ate authorized or well-defined changes, or not. A graphical overview in Fig. 1
compares the definitions along two axes: Allowed Changes and Detected Changes.

5.1 1st Axis: Allowed Changes

Whether the application would like to tolerate subsequent changes to signed
and thus integrity protected data and which subsequent changes are detectable,
influences the choice of the technical digital signature method and process.

Classical Signature Schemes. For example, the signature process for RSA first
computes a digest of a padded bit-representation of the data using a cryptographi-
cally secure hash function (i.e. SHA-256). Second, it applies a asymmetric encryp-
tion algorithm (i.e. RSA) to compute the signature for this digest. As a result of the
secure hash function, a change of one bit in the signed bit-representation results in
a different hash value and invalidates the signature. Thus, classical digital signa-
tures protect the bit-representation against any modification. Hence, all changes
are unauthorized and detected.
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Sanitizable Signatures. A sanitizable signature allows certain parties to do
certain changes to the signed data without affecting the signature verification
result. We cannot give a full classification of existing research here, but SanSigs
allow the signer, among other properties, to specify:

1. which parts of a signed document are mutable;
2. which changes are allowed (blinding, substitution of values, or arbitrary);
3. who is allowed to perform such changes;
4. if the potential for changes can be detected;
5. if an actual change can be detected.

However, there is always a form of control. This can legally be seen as some
form of delegation. Thus, Fig. 1 shows sanitizable signature schemes horizontally
covering all detection levels for allowed pre-defined authorized changes.

XML Signatures. Another technical compliance problem can be found in XML
Signatures. The standardized XML-Signature process [12] applies, so called,
transformations as part of the signature process to generate a bit-representation
from the XML document. Nearly in all applications the same standardized
canonicalization (C14n) method [5] is performed on the XML document before
it is hashed, so prior to signing or verification. XML’s high degree of freedom
would even allow any transformation to take place during signature generation.
Brad Hill points out that XSLT [10], also allowed as a transform, is “Turing-
complete” [22]. Transforms need to be understood by both signer and verifier.
If not they can introduce errors by changing the input document in ways that
lead to unexpected loss of coverage of the digital signature’s scope of protec-
tion [26]. Hence, Annex III of [16] states that “Secure signature-creation devices
must not alter the data to be signed or prevent such data from being pre-
sented to the signatory prior to the signature process” [16]. We recommend
that XML input data must be canonicalized beforehand using exactly the same
C14n algorithm as the signing process, i.e. xml-exc-c14n#. Only then, the XML
signature generation process with its C14n transform is in line with the EU Di-
rective, because the second C14n transformation during signing does not alter
the already C14n transformed input data.

5.2 2nd Axis: Detection of Changes

Fig. 1 shows five different degrees of detection, for brevity we combined the po-
tentially authorized change detection and did not list the sixth: no detection.
Legally, ENISA’s Data Integrity definition does not really differ from the EU
legislation for advanced electronic signatures. While the latter generally covers
all subsequent changes (allowed or not) as long as they are detected, ENISA
generally forbids subsequent changes. Thus, following ENISA all changes are
not allowed and all occurred changes are detected as unauthorized. This is inline
with the technical definitions of Stallings and Gollmann. Technically different in
their detection are Clark and Wilson, TCSEC, and US HIPAA; they all allow

xml-exc-c14n#
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authorized changes to take place, but lack a clear definition if these allowed
changes can be performed undetected or must be detected.

Sanitizable Signatures. Technically, sanitizable signatures can allow subse-
quent changes to signed data to go undetected, this is a clear contrast to the
legal definition of an advanced electronic signature. Pöhls et al. show in [27] com-
binations that make detection of an authorized change possible. For example,
while a signer could allow arbitrary changes to certain data even by everyone.
With sanitizable signatures we can allow a verifier to detect that the signer, and
only the signer, has removed change detection for this certain data.

In general, sanitizable signatures are not advanced electronic signatures fol-
lowing the strict definition of the EU Directive 1999/93/EC on electronic sig-
natures [16]. The same holds when we judge its technical integrity protection
following TCSEC or US HIPAA. Only if the changes, even if authorized, remain
detectable a sanitizable signature could be considered as an advanced electronic
signature. This property of detectability is known as “transparency”. As stated
before and in [27], an occurred sanitization can be detected on the message level
if the scheme does not have the property of “transparency” on the message level.
Previous definitions have missed this [3, 6].

6 New Definition: Data Integrity

Due to the role integrity plays for the definition of Statutory Trust and the
lack of precise terminology to capture existing definitions we introduce levels for
”detected changes” and levels for ”allowed changes”. We then define integrity
protection as set of tuples. Each tuple contains a level of allowed change and its
level of detection. We differentiate three mutually exclusive levels that describe
the allowed changes to protected data:

– No Changes Allowed (NCA): A subsequent change to protected data
results in a negative integrity status.

– Authorized Changes Allowed (ACA): The integrity status remains un-
changed if the applied change to protected data was authorized.

– Unauthorized Changes Allowed (UCA): The integrity status remains
unchanged regardless of the change.

NCA covers the typical hash and sign paradigm of a digital signature with a cryp-
tographic hash function. For ACA we first have to define what is ”authorized”.
This can be achieved either by coding it into the signature creation and verifi-
cation process itself or by introducing an extra policy verification step outside
signature verification. We consider sanitizable signature schemes as a promising
way to include the policy into the signature creation and verification process.
While transformations within XML Digital Signature would allow to externally
encode such policies, the high flexibility of transforms introduces new security
problems due to complexity. For brevity we will not further discuss the technical
issues of implementing policies for authorized changes here. ACA, as strange as
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it might sound, can be used to authorize any change by anyone. Hence, ACA
allows to describe the delegation of a signed form with empty fields, i.e. a blank
cheque. Entry of signed data is delegated to the delegatee, while the delegator
still signed the data. For the sake of completeness, UCA covers if no form of
authorization is needed.

As integrity protection is about the detection of changes, we offer six degrees
of detection. We differentiate between the detection of occurred and materialized
allowed changes or future potential changes to protected data.

– no detection of occurred changes (ND): Any occurred change to pro-
tected data is unrecognisably hidden to a verifier.

– one or more occurred changes detected (1CD): The verifier detects
that at least one change to protected data has occurred. The exact number
of occurred changes or where they happend remain invisible to the verifier.

– all occurred changes detected in detail (CD): All occurred changes to
protected data are detectable by a verifier offering a certain grade of detail
(i.e. regarding their locations or types of changes).

– no detection of potential future changes (NFD): The verifier cannot
detect the potential of future change to protected data.

– one or more potential future changes detected (1FD): The verifier
detects that at least one potential change to protected data could happen
in the future. The exact number of potential changes or where they might
happen remain invisible to a verifier.

– all potential future changes detected in detail (FD): All potential
changes that could happen to the protected data in the future are detectable
by a verifier offering a certain grade of detail (i.e. regarding their locations
or types of changes).

Hence, the classical digital signature with a cryptographic hash offers NCA-
1CD integrity protection, because any change is detected and results in a
failed verification outcome. Ateniese et al. originally further defined the property
of “strong transparency”: “the verifier [...] does not know which parts of a signed
message could potentially be sanitizable” [3]. A sanitizable signature scheme that
has strong transparency offers ACA-ND/ACA-NFD/UCA-1CD integrity,
as authorized changes by sanitizers are not detected, not even their potential.
Pöhls et al. refine an independent transparency property on the message’s scope;
their extended construction allows ACA-1CD/ACA-NFD/UCA-1CD in-
tegrity protection: Detect that at least one authorized change has occurred,
detect unauthorized changes, hide what changed, and hide potential for further
changes [27]. Detection of just the potential for change was defined by Ateniese et
al. as “weak transparency” [3] and formalized by Brzuska et al. [6]. Following our
new definition a scheme with weak transparency results in protection of ACA-
FD/UCA-1CD integrity, as authorized changes by authorized sanitizers go
undetected, just their potential is detected.
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7 Conclusion: Detectable Sanitizable Signature (ACA-1CD)

Laws and regulations certainly more and more influence the technical decisions
made, as IT systems have to comply with rules and regulations. More than ten
years after the EU Directive on electronic signatures, we have analysed the role
of Data Integrity for the Statutory Trust. However, detection of changes plays
a central role when deciding the Statutory Trust given to electronic signatures.
The term Integrity has recently been explicitly defined in EU legislation when
grounding the ENISA. ENISA’s strict definition of “complete and unchanged”
is very strict and no changes are allowed (=NCA). The detectability of changes
is also the main concern in legal as well as in all technical integrity protection
definitions: EU’s Electronic Signature Legislation requires “that any subsequent
change of the data is detectable” [16]. Compliance, requires NCA-1CD integrity
protection (=no changes are allowed and one or more occurred changes are de-
tected). This general legal rule excludes business cases for sanitizable signatures.

In 1987 Clark and Wilson already allowed commercial data to be manipulated
by authorized “well-formed transactions” without destroying its integrity [9]. If
authorized changes are allowed (=ACA) and Statutory Trust can be gained the
applicability of signatures can be extended to more use cases. We postulate
technically allowing authorized subsequent changes to signed data which not
automatically removes Statutory Trust. Sanitizable signatures schemes (SanSig)
in general are not advanced electronic signatures following the strict definition
of the EU Directive 1999/93/EC on electronic signatures [16]. For example, a
transparent SanSig opposes the EU Directive’s requirement to detected “any
subsequent change” [16]. A transparent SanSig, or even any digital signature
scheme which unrecognisably hides occurred authorized changes (ACA-ND), will
not gain Statutory Trust. This conclusion is harsh, but must be seen in the light
that Directive 1999/93/EC was drafted more than ten years ago, when technical
solutions like sanitizable signatures were not well established.

Following our definition, Statutory Trust would require 1CD or CD detection.
If we remove a SanSig’s Transparency an authorized change becomes detectable,
hence legally transparent, and Statutory Trust in the unchanged sanitizable
signed document is granted. So in order to gain Statutory Trust and be usable
in e-commerce scenarios sanitizable signature schemes must be enhanced with
a detection of occurred authorized changes (ACA-1CD). These enhancements
could build a seal or ”break glass”-like which is needed to achieve Statutory
Trust for sanitizable signatures. As future work we plan to give concrete technical
constructions that do not harm the other useful properties of SanSigs.

During our comparison between legal requirements we found that the EU
demands that “Secure signature-creation devices must not alter the data to be
signed or prevent such data from being presented to the signatory prior to the
signature process”. To comply an XML signature creation device must either
not carry out transformations or can be used only on already transformed input
data. Strictly, only then the XML signature can be given Statutory Trust.

It still remains unclear if the legal exclusion of sanitizable signatures was
indeed intended by legislative bodies. Sanitizable signatures could solve legal
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compliance issues technically. Our work showed the differences. We hope to start
a discussion in both fields, legislation and IT, to see more precise and aligned
technical definitions, like our definition of Data Integrity, in the future.
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Abstract. We describe a concept of mutual remote attestation for two
identically configured trusted (TPM based) systems. We provide a cryp-
tographic protocol to achieve the goal of deriving a common session key
for two systems that have verified each other to be a clone of themselves.

The mutual attestation can be applied to backup procedures without
providing data access to administrators, i. e. one trusted systems exports
its database to another identical trusted system via a secure channel
after mutual attestation is completed.

Another application is dynamically parallelizing trusted systems in
order to increase the performance of a trusted server platform.

We present details of our proposed architecture and show results
from extensive hardware tests. These tests show that there are some
unresolved issues with TPM-BIOS settings currently distributed by PC
hardware manufacturers since the specification regarding measurement
of extended platform BIOS configuration is either not met or the usage
of undocumented options is required.

Keywords: Mutual Attestation, Trusted Computing, Data Cloning, Key
Exchange Protocol.

1 Introduction

Recent developments related to the legal and social aspects of privacy issues
call for technical measures enforcing strict restrictions and requirements on the
collection, use and disclosure of personal data. Trusted systems can be used for
secure storage of sensitive data.

Once a system state is defined as a trusted state and the system is set up to
this state, its security characteristics can be transferred to a system clone that
is composed of identical software (boot chain components, operating system,
and applications) and matching hardware. A system clone can be generated via
methods such as copying the contents of one system hard disk image to another
disk, or automatic installation using an install-script. The execution of these
procedures will result into a run-capable system clone (depending on operating
system characteristics). Mutual attestation is the key functionality to verify the
secure cloning of trusted platforms.
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Applications using cloned trusted platforms include

– Database synchronization: database management systems that offer a re-
stricted access to its databases. Further, the database can be synchronized
and backed up without the need of low-level table access for administrators.

– Parallel computing: clustering synchronous trusted servers increase the out-
put performance and reduce the response time compared to stand-alone
servers.

– Enforcing restrictions expressed through rights expression language (RELs)
across systems: a REL description might require the system to restrict ac-
cess and maintain a state (i. e. a maximum of n queries are permitted on
a database in order to avoid illegitimate database duplication). This state
needs to be distributed across physical systems in a way that one logical sys-
tem stays consistent (i. e. set up 2 physical systems that allow n/2 requests
each until the next synchronization takes place).

The implementation of any of the above projects requires an efficient and reliable
remote attestation scheme. The ideal architecture should possess the following
components: 1 systematic integrity measurement and automated integrity mea-
surement verification procedures; 2 a secure key exchange protocol that allows
both systems to possess a common session key. Existing Trusted Computing
Standards provide extensive architectures and opensource components for the
purpose of carrying out trust based applications. To our dismay, we have not
found any off-the-shelf protocol or software which may provide a ready imple-
mentation of our trust-cloning project. A search of web shows that there are
(section 2.2) some available opensource software tools that are designed to carry
out functionalities of attestation for TPM based systems. These tools are mostly
experimental, and do not take into account the implementation architecture of
mutual attestation as an whole. A tailor-designed and ready-to-implement mu-
tual attestation architecture is desired.

Contributions: Our contributions in this paper are as follows

1. We propose a mutual remote attestation protocol for two identically config-
ured TPM hardware and provide implementation details.

2. We describe in details the hardware test results and discuss to what extent
system cloning is possible for TPM based hardware.

Our mutual remote attestation scheme has particular merit in a corporate set-
ting where database synchronization and backup are constantly required between
available servers. The protocol is easy to implement and requires no intervention
of a third party, such as a trusted certification authority once the attestation pro-
cedure has started. Our mutual attestation scheme can be viewed as a small step
in the development of much needed peer-to-peer (P2P) attestation techniques.

The plan of the paper is as follows. Section 2 presents the related work on
remote attestation, its applications and the available tools to perform the at-
testation. Our Mutual Attestation Scheme is explained in section 3. Section 4
provides a discussion and conclusion on the scheme. The appendices A and B
give a detailed design of our proposed protocol and some test values respectively.
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2 Background and Related Work

2.1 Remote Attestation

Specifying the notion of trust in computing platforms has been a goal of com-
puter science research for decades. The use of secure operating system environ-
ments were proposed in the 1970s [23]. The premise of a secure system is built
upon the philosophy that any system is only as secure as the foundation upon
which it is built.

The Trusted Computing Group (TCG) is an industry standards body formed
to develop and promote specifications for trusted computing and security tech-
nologies. The TCG proposed a trust model where each device is equipped with a
hardware root-of-trust associated with the platform that can measure integrity
metrics and may confirm these metrics to other parties. Regarding PCs this
hardware is a chip called the Trusted Platform Module (TPM) and the process
of reporting the integrity of a platform is known as remote attestation. When
the TPM reports the values of the integrity metrics that it has stored, the TPM
signs those values using a TPM identity.

To achieve the goals of remote attestation, TCG has introduced in version 1.1
specifications the concept of privacy certification authority (Privacy CA) [14]. It
works briefly as follows. Each TPM is equipped with a RSA key pair called an
Endorsement Key (EK). The Privacy CA is assumed to know the Endorsement
Keys of all valid TPMs. Now, when TPM needs to authenticate itself to a verifier,
it generates a second pair of RSA key called an Attestation Identity Key (AIK),
it sends the AIK public key to the Privacy CA, and authenticates this public
key w.r.t the EK. The Privacy CA will check whether it finds the EK in its list
and, if so, issues a certificate to the TPM’s AIK key. The TPM can then forward
this certificate to the verifier and authenticate itself w.r.t. this AIK.

As discussed by Brickell, Camenisch and Chen [4], version 1.2 of the TCG
specifications incorporate the Direct Anonymous Attestation (DAA) protocol.
This protocol is designed to address anonymity issues of remote attestation. The
DAA scheme is rather sophisticated [4,5] whose implementation requires novel
techniques and methods [7,9,10]. Many applications related to privacy preserving
and privacy enhancing are built upon the concept of DAA [2,6,18,20].

There have been several proposal in the literature to combine DAA with key
exchange protocols. Balfe et al. [3] proposed anonymous authentication protocol
in peer-to-peer networks by embedding DAA with TLS and IPSec. Cesena et
al. [8] proposed an anonymous authentication protocol based on TLS and DAA
including a reference implementation. Recently, Li and Walker [26] incorporated
DAA scheme into a key exchange protocol. Further, they introduced a security
model for key exchange with anonymous authentication, and provided rigorous
security proof under the proposed model.

2.2 Available Remote Attestation Opensource Tools

The implementation of our trusted system cloning applications as described in
the introduction requires the initiation of a mutual attestation protocol. Even
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though anonymity of the systems is not required during the attestation, we do
require that the session keys to be authenticated with respect to some certifica-
tion authorities. The successful authentication of critical keys assures a system
that a remote platform who is trying to access the database is truly operating
on trusted hardware modules.

As stated in the previous section, the certification of AIK keys ideally calls
for the interaction with a Privacy CA. Theoretically, a Privacy CA should hold
a list of all valid EK certificates delivered from TPM manufacturers. However,
this kind of trust chain infrastructure at present is still lacking. To the authors’
knowledge, currently only Infineon [27] is providing TPMs with Endorsement
certificates.

Despite the lack of certification authorities, there exists several opensource
tools that allow users to carry out experimentally the steps of mutual attesta-
tion. The TPM Quote Tools [25] contain a collection of programs that provides
functionalities such as AIK key generation, TPM quote operations, and TPM
quote verification operations.

Another ongoing project is Trusted Computing for the Java Platform [13]. The
project is developed and maintained at the Institute for Applied Information
Processing and Communication, Graz University of Technology. The package at
present stage includes a basic implementation of a Privacy CA Server.

In the next section, we shall describe a mutual attestation protocol for two
identically configured TPM based systems. During the protocol, AIK keys are
generated, and we do make the assumption that all genuinely generated AIK
keys are certifiable by some means. This assumption should be reasonable as
Trusted Computing technologies and its related infrastructure are ever growing
at present.

3 Mutual Attestation Scheme

3.1 High-Level Description

Our scheme allows mutual remote attestation between two identically configured
TPM based systems, and provides a common session key for both systems at the
end of the protocol. The scheme is an integrity based attestation. The reader
can find the details of the protocol in appendix A. Figure 1 gives a pictorial
representation of the protocol. We shall in this section explain the underlying
ideas and discuss some of the implementation issues.

Though anonymity is not required during the attestation, we do require on-site
systematic integrity measurement and automated measurement verification pro-
cedure. In fact, our mutual attestation scheme is very much driven by the the
Cloning-Applications at hand, whereas schemes proposed in [26,17] are much
more theoretical and are not implementable at present. The security proof of
our protocol can be derived along the line as described in [26]. The protocol is
of the challenge-and-response type. Both TPM based systems during attesta-
tion issue a sequence of challenges. The systems then mutually attest towards
each other by demonstrating that they satisfy the specified attestation criterion.
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The attestation criteria are: system integrity (PCR values) and integrity of the
AIK keys.

Initially, system I generates an AIK key AIKI and obtains a certificate CertI
from a certification authority (e.g. Privacy CA). The purpose of the certificate
is to verify the integrity of AIKI . Similarly, system II generates an AIK key
AIKII and obtains a certificate CertII . Both systems now exchange and then
verify each others’ certificates.

Assuming the certificates are valid, both systems start a Diffie-Hellman key
exchange protocol. This is achieved as follows. From a list of agreed-upon primes,
system I selects a prime with required security parameter and a primitive root
g mod p. Next, system I selects an secret integer a and computes its public
Diffie-Hellman parameter (A = ga). Similarly, system II generates its public
Diffie-Hellman parameter (B = gb) where b is system II ’s secret parameter.

Next, system I and system II exchange their public Diffie-Hellman param-
eters. This allows each system to compute the shared Diffie-Hellman key. For
example, system I computes its key as skeyI = Ba where B is system II ’s pub-
lic DH parameter. And system II computes its key as skeyII = Ab where A is
system I ’s public DH parameter. Notice, we have not assumed skeyI = skeyII

at this point of the protocol. The keys skeyI and skeyII are to be compared at
the next step of integrity check. This assumption is needed to prevent man-in-
the-middle type of attacks.

System integrity check is the next step. To prove system integrity, system I
uses the TPM Quote utilities to sign a set of PCR values using its AIK key.
If the AIK key is genuine and controlled by the TPM, it will only sign true
and correct PCR values, which may therefore be taken to accurately represent
the state of the signing system. Also to keep the quote fresh, the quote also
includes a hashed skeyI. System I sends sign(PCR ||hash(skeyI)) to system
II. After verifying the signature, system II checks the integrity of system I by
comparing system I ’s PCR values with its own. System II also checks that skeyI

is correctly formed. This is achieved by comparing hash(skeyI) with his own
key hash(skeyII). The hashed exchange of skey is pivotal here as eavesdroppers
will not have access to skey (one-wayness of the cryptographic hash function)
and the fresh key is linked to the trusted system state.

This completes the steps of mutual attestation. And since hash(skeyI) =
hash(skeyII), both systems at this point possess the common session key
skeyI = skeyII =: skey.

3.2 Diffie-Hellman Key Exchange

The key skey is computed by both systems following the Diffie-Hellman key ex-
change protocol [11]. Since the finite field Diffie-Hellman algorithms has roughly
the same key strength as RSA for the same key size, we have chosen the DH
parameter to be of the size 2048 bits. The key length is reckoned sufficient until
the end of 2016 [12].

We fix a group generator g, and find a safe 2048-bit prime whose group gen-
erator is g. This can be easily implemented using for example the open source
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software OpenSSL. The private key for system I (w.r.p. system II ) is then a
randomly generated integer a in the interval [2, p − 1]. System I ’s public Diffie-
Hellman parameter is then computed as

A = ga mod p.

And system II ’s public DH parameter is computed as

B = gb mod p

where b is system II ’s private key.
In practice, a list of such safe primes is pre-generated and stored on both

systems. At the beginning of each session of mutual attestation, a agreed-upon
prime p will be selected from the list.

System I System II

AIKI + CertI AIKII + CertII

1. verify............................................................................................................................................................................................................................................................................................................................................................................................... ......
......

AIKI + CertI

2. verify ...........................................................................................................................................................................................................................................................................................................................................................................................................
AIKII + CertII

3. A = ga

B = gb

............................................................................................................................................................................................................................................................................................................................................................................................... .......
.....A

...........................................................................................................................................................................................................................................................................................................................................................................................................
B

4. skeyI = Ba

skeyII = Ab

............................................................................................................................................................................................................................................................................................................................................................................................... ......
......

Quote(PCRI |H(skeyI ))AIKI

...........................................................................................................................................................................................................................................................................................................................................................................................................

Quote(PCRII |H(skeyII))AIKII

6. verify quote verify quote

Fig. 1. Mutual Attestation Scheme for Identically Configured TPM Systems

3.3 TPM Quote and Verify

Themost important part of the attestation is the system integrity check. TPMhas
a set of special volatile registers called platform configuration registers (PCRs).
These 160-bit long registers are used to keeping track of the integrity information
during a bootstrap process. The TCPA specification defines a set of functions for
reporting PCR values [14,15]. The TPMQuote operation is able to sign a specified
set of PCRs. The input of the Quote function also includes a 160 bit challenge file.
By including this value in the Quote signature, the verifier knows that the Quote
is fresh and is not an old replay of an old quote. In our protocol, the challenge file
is a SHA-1 hash on skey. Each system can verify the integrity of the other system
by comparing received PCR quote with its own PCR values.



Mutual Remote Attestation 199

3.4 Hardware Test Results

Table 1. Test Environment

System name Machine Model BIOS Version TPM Manufacturer
& Chip Version

Lenovo T510 System 1 4384-GEG 1.35 (6MET75WW) STM 1.2.8.16

Lenovo T510 System 2 4384-GEG 1.35 (6MET75WW) STM 1.2.8.16

Lenovo T60 1951-WWA 2.20 (79ETE0WW) ATML 1.2.11.5

Lenovo T61 8889-ABG 2.26 (7LETC6WW) ATML 1.2.13.9

Lenovo M58p 9965-A5G (5CKT61AUS) WEC 1.2.2.16

Table 2. Hardware Test cases for a Single System

No.System(s) Description Result

1 T510 System 1 reboot system same PCR 0–15 values

2 T510 System 2 1. Boot order changed, 2. dynamic se-
lection of different bootmedia

PCRs 1,4 are changed for 1.
as well as 2.

3 T510 System 1 booting two different OSs PCRs 4,5 differ as well as OS
specific PCRs 8–15

4 T510 System 1 without extended reporting
switch on/off Ultrabay
switch on/off Firewire

same PCR 0–15 values in all
4 subcases

5 T510 System 1 activated CMOS Reporting
switching Ultrabay on/off

PCR 1 differs
→ on/off is detected

6 T510 System 1 BIOS default settings plus SMBIOS
extended reporting
switch on/off Ultrabay

same PCR 0–15 values
→ on/off is undetected

7 T510 System 1 BIOS default settings plus NVRAM
extended reporting
switch on/off Ultrabay

PCR 1 differs
→ on/off is detected

8 T510 System 1 BIOS default settings plus ESCD ex-
tended reporting
switch on/off Ultrabay

PCR 1 differs
→ on/off is detected

The root of trust in the mutual attestation protocol lies at the fact that two
identically configured TPM based hardware have the same boot-up values in
certain platform configuration registers. This is a claim laid out in the relevant
TCG specifications [16] which we have rigorously tested in the lab. Together
with the BIOS CRTM, the TPM forms a root of Trust: the TPM allows a secure
storage and the reporting of relevant security metrics into PCRs. These metrics
can be used to detect changes to previous configurations from which it can easily
be deduced whether a system clone is comparable in its security metrics or not.
In our tests, we compared extensively the boot-up PCR values among different
TPM hardware.
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Table 3. Hardware Test cases Multiple Systems

No.System(s) Description Result

1 T510 System 1,
T61,M58p

measure different hardware configura-
tions with same boot chain without
extended reportinga

differences in PCRs 0,1,2,4,6
(please note next test case!)

2 T510 System 1,
T60

measure different hardware configura-
tions with same boot chain without
extended reporting

PCR 1 is equal on both sys-
tems

3 T510 System 1,
T510 System 2

BIOS default settings plus maxi-
mum extended reporting (BIOS ROM
String and ESCDb and CMOS and
NVRAM and SMBIOS)

PCR 1 differs between (iden-
tical hardware) systems

4 T510 System 1,
T510 System 2

BIOS default settings plus CMOS ex-
tended reporting

PCR 1 differs between (iden-
tical hardware) systems

5 T510 System 1,
T510 System 2

BIOS default settings plus NVRAM
extended reporting

PCR 1 differs between (iden-
tical hardware) systems

6 T510 System 1,
T510 System 2

BIOS default settings plus ESCD ex-
tended reporting

PCR 1 is equal on both
(identical hardware) sys-
tems

a without extended reporting does refer to the BIOS menu Security Reporting Options
settings: BIOS ROM String and ESCD and CMOS and NVRAM and SMBIOS are
in the state Disabled.

b ESCD (Extended System Configuration Data) is a subset of the nonvolatile BIOS
memory (still named CMOS in the BIOS settings.)

Despite the fact that there exists a TCG Generic Server Specification we could
not supply our test bed environment with ready-to-use server hardware since
TPM-based servers are still a shortage with respect to the IT hardware market.
Thus, for our test results we limited ourselves to the testing of TPM equipped
notebook and desktop hardware. Table 1 shows the hardware test environment.
The tested hardware include : IBM Lenovo T510, IBM Lenovo T61, IBM Lenovo
T60, and IBM Lenovo M58p (Desktop computer). All the platforms have a TPM
1.2 chip on main-board1.

There are similar hardware test results in the literature. Sadeghi et al. [1,22]
tested a core set of TPM functionalities on TPM chips from different vendors.
The compliance test results show that there exist discrepancies in the behaviors
among different TPM chips. Several TPMs show non-compliant behavior with
respect to the TCG specification and errors occur sometimes in the runtime
library [24].

For single system testings (Table 2), we fix a TPM platform and record the
boot-up PCR values for the various system settings. For instance, we have booted
up two different Linux OS systems (No. 3 in Table 2). The boot-up PCR values

1 TPM hardware details: Atmel TPM 97SC3203 (on T60, T61), Chipset integrated
TPM (on T510), 9965-A5G TPM 1.2 Winbond (on the M58p Desktop).
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are recorded in Figure 4.4. We have found resulted differences in PCRs 4, 5 and
8 - 15. Changing boot order or dynamically selecting a different bootmedia (No.
2 in Table 2) results differences in PCRs 1 and 4 (Figure 3.3). We have also
tested the effects of on/off DMA activation on PCRs. Our test results show that
the vendor default configuration does not include Extended Security Reporting
Options (in BIOS submenu) in the PCRs measurement. And the activation of
BIOS DMA features (No. 4 in Table 2) results in no differences in PCRs. The
activation of BIOS DMA features is detected only after we switch on the CMOS,
NVRAM and ESCD reporting in the Extended Security Reporting Options.

The significance of the DMA tests is the following: DMA allows devices to
transfer data without supervision by the CPU. An attacker with physical access
to the trusted system may activate DMA options in the BIOS and subsequently
connect a hardware to the system to access its memory [21,19]. To prevent such
a security flaw, DMA can be disabled in the BIOS settings and any change of
this setting should be reflected in the configuration register values. A system
with a changed DMA setting will then not be able to qualify as a clone of a
trusted system .

Among different hardware platforms (Table 3), there exists expected PCRs
discrepancies (No. 1 in Table 3). We also extensively tested among the Extended
Security Report Options (No. 3 - 6 in Table 3) between two similar hardware.
While the activation of most of the Extended Reporting features resulted differ-
ences in PCRs 1, the only exception is being the BIOS ESCD extended reporting
feature whose activation has produced the same PCRs 1 on both platforms. This
system behavior is not documented in the system documentation. Our testing
on the T510s show that the ESCD reporting option is the only feature fulfilling
the double requirements:

1. same PCR 1 value return after identical system hardware (here T510 vs.
T510) measurement

2. a change of DMA related BIOS options (stored in the non-volatile BIOS
memory) is detected and results in a changed PCR 1 value (see test cases 8
in Table 2 and 6 in Table 3)

The other available reporting option (CMOS, NVRAM, SMBIOS) do not meet
the specified TCG requirement [16]: platform configuration information being
either unique (e.g. serial numbers) or automatically updated (e.g. clock regis-
ters) must not be measured into PCR 1. The activation of any one of the three
extended security reporting options above on two identical systems results in
different PCRs 1 (see test cases 3–5 in Table 3).

4 Discussion and Conclusion

Our contribution in this paper is the proposal of a mutual attestation protocol
for identical TPM based platforms. We also provide source code and bootable
prototypes on our project website2.

2 http://www.daprim.de/

http://www.daprim.de/
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Trusted Platform Modules are deployed in many PC clients (especially laptop
computers) since 2006 and they can be therefore viewed as commodity goods.
However, software applications using the TPM attestation functions are still rare
and to our knowledge limited to project prototypes.

While the ability of attesting a remote platform is supposed to be one of the
main functionalities of the Trusted Platform Module, TPM based remote at-
testation is still no ready-to-use technology. Real-world attestation applications
require not only that the system architecture to have a ready-to-implement TCG
Software Stack, but it must also have compatible hardware to support the rele-
vant TPM operations.

The hardware issues we have identified in section 3.4 require us to use two
identical hardware for the purpose of cloning TPM based systems, taking into
account the fact that the BIOS machine code needs to be part of the trusted
boot chain. Though hardware equivalence is rather a strong requirement for the
cloning procedures, it is still insufficient in the following sense: We were unable
to add security relevant BIOS settings to the verifiable state of the system in
an appropriate way. The activation of the extended reporting options results
into different PCR values for identical systems. Only by rigorously testing the
undocumented options in the BIOS setup submenu, we were able to derive a
BIOS configuration from which our mutual attestation scheme can be carried
out: i.e. the cloned system has the same PCR values and a change of security
relevant BIOS variables (e.g. DMA activation) is detected.

Our results show that the specified requirement [16] that “platform configura-
tion information being unique or automatically updated must not be measured”
is apparently violated. The full activation of extended security reporting options
results in different values on identical systems.

Note that the situation for TPM-Sealing is quite different from attestation
since there are ready-to-use software libraries and only one TPM platform is
involved per sealing or de-sealing procedure. An application architecture making
use of this TPM-based function would run on any compatible hardware since
sealed files are not to be migrated to different platforms in any case.

The purpose of Trusted Computing is to enable each endpoint to make a
trusted decision about the other endpoint, regardless of hardware background
and software configurations. Indeed in reality, it is hard to expect a homogeneous
enterprise with identical hardware, and completely synchronized BIOS settings,
and globally verified Service Packs installed. Future research in trusted comput-
ing should focus on more robust and flexible mechanism for trust establishment
and infrastructure. In the meantime, we will require from the system vendors a
well documented TPM platform together with a full disclosure of BIOS internal
integrity checks regarding the extended security reporting options. The present
situation that the platform owner is required to test undocumented options, and
to find out which of these options being in line with the TCG specifications is
not acceptable.
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A Mutual Attestation Protocol

0. System I generates a AIK key AIKI and obtains a certificate CertI . System
II generates a AIK key AIKII and obtains a certificate CertII .
1. System I and system II exchange their certificates and public AIK keys:

I
(AIKpub

I , CertI)−−−−−−−−−−−→ II, II
(AIKpub

II , CertII)−−−−−−−−−−−−→ I

2. System I verifies system II ’s certificate. System II verifies system I ’s certifi-
cate. The protocol continues upon successful verifications of both certificates.
3. Let p be the agreed-upon prime of required security parameter and a group
generator g that will be used to generate the Diffie-Hellman parameters. System
I randomly selects an integer a in the interval [2, p − 1]. System II randomly
selects an integer b in the interval [2, p − 1]. System I computes value A and
system II computes value B:

A = ga mod p, B = gb mod p.

4. System I sends A to system II. System II sends B to system I:

I
A−→ II, II

B−→ I

5. System I computes the key skeyI . System II computes the key skeyII :

skeyI = Ba, skeyII = Ab

6. The systems process mutual system integrity check. The steps are:

a System I signs the PCR values and hashed skeyI and forwards it to system
II. System II signs the PCR values and hashed skeyII and forwards it to
system I.

I
Quote(PCRI ||H(skeyI)−−−−−−−−−−−−−−−−→ II, II

Quote(PCRII ||H(skeyII)−−−−−−−−−−−−−−−−−→ I

b System I verifies the signature. System I compares the received PCRII val-
ues with its own PCR values, then it compares the received H(skeyII)
with its own hashed key H(skeyI). If all the values agree, system I
grants database access to system II. The session key is the common keys
H(skeyII) = H(skeyI).

c System II verifies the signature. System II compares the received PCRI val-
ues with its own PCR values, then it compares the received H(skeyI)
with its own hashed key H(skeyII). If all the values agree, system II
grants database access to system I. The session key is the common keys
H(skeyII) = H(skeyI).
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B Example PCR Values

mult ip l e systems − t e s t case 2
Lenovo T510 System 1
PCR−00: 42 A2 AF 18 81 7C . . .
PCR−01: 48 DF F4 FB F3 A3 . . . <===>
PCR−02: 24 5B 5C E4 FF F1 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: 1E F2 2E 55 6D 02 . . .
PCR−05: 3F C8 89 02 05 59 . . .
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 03 B3 B2 AE 7E 2B . . .
PCR−09: F6 E5 F7 35 B0 2F . . .
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: F0 22 54 28 39 D1 . . .
PCR−13: 34 42 7B 49 32 23 . . .
PCR−14: A8 28 2F BD A7 BC . . .

IBM T60
PCR−00: A2 7B 2C EF 5B 0B . . .
PCR−01: 48 DF F4 FB F3 A3 . . .
PCR−02: 53 DE 58 4D CE F0 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: C0 D0 F2 DF 3D F9 . . .
PCR−05: 13 E3 62 E8 6D 4B . . .
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 03 B3 B2 AE 7E 2B . . .
PCR−09: F6 E5 F7 35 B0 2F . . .
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: F0 22 54 28 39 D1 . . .
PCR−13: 34 42 7B 49 32 23 . . .
PCR−14: A8 28 2F BD A7 BC . . .

Fig. 2. Boot-up PCR Values of IBM T510 and IBM T60 Without Extended Report-
ing: different hardware configurations with the same bootchain, but without extended
reporting results the same PCR 1

s i n g l e system − t e s t case 2
Lenovo T510 System 2
PCR−00: 42 A2 AF 18 81 7C . . .
PCR−01: 56 6E BA FB 53 FE . . . <∗∗∗>
PCR−02: 24 5B 5C E4 FF F1 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: 78 6E AD 00 83 A0 . . . <∗∗∗>
PCR−05: 3F C8 89 02 05 59 . . .
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 03 B3 B2 AE 7E 2B . . .
PCR−09: F6 E5 F7 35 B0 2F . . .
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: F0 22 54 28 39 D1 . . .
PCR−13: 34 42 7B 49 32 23 . . .
PCR−14: A8 28 2F BD A7 BC . . .

Lenovo T510 System 2
PCR−00: 42 A2 AF 18 81 7C . . .
PCR−01: CB B7 0F E9 7A D0 . . .
PCR−02: 24 5B 5C E4 FF F1 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: 1E F2 2E 55 6D 02 . . .
PCR−05: 3F C8 89 02 05 59 . . .
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 03 B3 B2 AE 7E 2B . . .
PCR−09: F6 E5 F7 35 B0 2F . . .
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: F0 22 54 28 39 D1 . . .
PCR−13: 34 42 7B 49 32 23 . . .
PCR−14: A8 28 2F BD A7 BC . . .

Fig. 3. Boot-up PCR values of IBM T510 Before and After Boot Order is Changed:
changing bootorder or dynamically selecting a different bootmedia results differences
in PCR 1 and 4

s i n g l e system − t e s t case 3
Lenovo T510 System 1
PCR−00: 42 A2 AF 18 81 7C . . .
PCR−01: 48 DF F4 FB F3 A3 . . .
PCR−02: 24 5B 5C E4 FF F1 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: 1E F2 2E 55 6D 02 . . . <∗∗∗>
PCR−05: 3F C8 89 02 05 59 . . . <∗∗∗>
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 03 B3 B2 AE 7E 2B . . . <∗∗∗>
PCR−09: F6 E5 F7 35 B0 2F . . . <∗∗∗>
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: F0 22 54 28 39 D1 . . . <∗∗∗>
PCR−13: 34 42 7B 49 32 23 . . . <∗∗∗>
PCR−14: A8 28 2F BD A7 BC . . . <∗∗∗>

Lenovo T510 System 1
PCR−00: 42 A2 AF 18 81 7C . . .
PCR−01: 48 DF F4 FB F3 A3 . . .
PCR−02: 24 5B 5C E4 FF F1 . . .
PCR−03: 3A 3F 78 0F 11 A4 . . .
PCR−04: A3 CE B1 EF AC 90 . . .
PCR−05: 99 21 E8 EA 42 08 . . .
PCR−06: 58 5E 57 9E 48 99 . . .
PCR−07: 3A 3F 78 0F 11 A4 . . .
PCR−08: 00 00 00 00 00 00 . . .
PCR−09: 00 00 00 00 00 00 . . .
PCR−10: 00 00 00 00 00 00 . . .
PCR−11: 00 00 00 00 00 00 . . .
PCR−12: 00 00 00 00 00 00 . . .
PCR−13: 00 00 00 00 00 00 . . .
PCR−14: 00 00 00 00 00 00 . . .

Fig. 4. Boot-up PCR values of IBM T510 based on two different Operating Systems:
identical hardware runninig on different Linux Operating Systems results differences
in PCR 4,5 and 8 - 15
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Abstract. The secure integration of RFID technology into the personal
network paradigm, as a context-aware technology which complements
body sensor networks, would provide notable benefits to applications and
potential services of the personal network (PN). RFID security as an in-
dependent technology is reaching an adequate maturity level thanks to
research in recent years; however, its integration into the PN model, in-
teraction with other network resources, remote users and service providers
requires a specific security analysis and an architecture prepared to sup-
port these resource-constrained pervasive technologies. This paper pro-
vides such PN architecture and analysis. Aspects such as the management
of personal tags as members of the PN, the authentication and secure com-
munication of PN nodes and remote users with the context-aware tech-
nologies, and the enforcement of security and privacy policies are discussed
in the architecture.

Keywords: RFID security, BSN, personal network, secure architecture.

1 Introduction

The emerging personal network paradigm enables the communication of all the
user’s devices and services in a flexible, secure, self-organizing and user friendly
manner. This network paradigm should provide a base for personal and context-
aware service provision as well as enable the communication with wide area net-
works (e.g. Internet of Things) in order to connect to remote devices or networks
and offer complex and comprehensive services.

A key technology in the realization of this network paradigm are wireless
body sensor networks (BSNs), formed by tiny wearable sensor nodes which,
depending on the desire applications, consistently monitor user’s physiological
parameters (e.g. blood pressure, electrocardiogram or glucose level), recognize
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the user’s current activity in, either, personal (e.g. walking, reading, sleeping) or
professional (e.g. repairing an airplane or controlling a fire ) arenas, or monitor
parameters such as temperature, humidity or radiation levels of the surrounding
environment. These features are driving the adoption of BSNs in several areas
ranging from elderly care and patient monitoring to novel applications in military
and consumer electronics.

Although commonly overlooked as a member of the emerging personal net-
work paradigm, another key and crucial technology in the realization of the
pervasive computing vision, and the technology that is really enabling the inte-
gration of computation and communication capabilities to common and low-cost
everyday objects is RFID (Radio Frequency IDentification). RFID enables the
unique identification of an object as well as provide additional data about the
item (e.g. characteristics or history log) by attaching or embedding an RFID
tag. ITU describes RFID technology as one of the pivots that will enable the
upcoming Internet of Things, turning regular objects into smart ones[1], while
the European Commission expects that the use of this technology will multi-
ple by five during the next decade. The widespread adoption of this technology
combined with the novel applications enabled collides with the potential pri-
vacy and security threats that its penetration on the user’s personal belongings
and documentation may arise. Due to this, the research community has de-
voted notable efforts in minimizing potential security risks by proposing a huge
range of mutual authentication protocols[2], privacy protection schemes[3] and
lightweight cryptographic algorithms[4] for this promising technology, in order to
avoid unauthorized access to personal RFID tags, user’s tracking and profiling.

As presented later in this paper, the secure integration of RFID technology
into the PN paradigm as a context-aware technology which complements BSNs
provides notable benefits to the knowledge and potential services of the PN.
Security of RFID as an independent technology is reaching an adequate matu-
rity level thanks to research advances in recent years; however, its integration
into the PN model, interaction with other network resources, remote users and
service providers requires a specific security analysis and a secure PN architec-
ture prepared to support these heterogeneous pervasive technologies. Although
an increasing amount of research is focusing on the personal network paradigms
with the proposal of some network architectures[5,6,7], and the benefits of the
integration of wireless sensor networks and RFID technology have already driven
the proposal of several architectures for the collaboration of these technologies
in different scenarios[8,9,10], to the best of our knowledge, no architecture has
introduced the secure integration of RFID and wireless sensor networks technolo-
gies in personal networks. This paper exposes the benefits of the collaboration
of RFID and sensor technologies in PN networks, analyzes how this integration
could be achieved and defines a secure PN architecture which provides the foun-
dations in order to securely register and maintain the personal tags as members
of the PN, authenticate and authorize PN nodes and remote devices in their
requests to access these context-aware technologies, provide a secure tunnel to
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communicate with this non IP-enabled entities and enforce the fulfilment of se-
curity and privacy policies in these communications.

The paper is organized as follows. Section 2 reviews the advantages and lim-
itations of the integration of RFID and BSNs in personal networks. Section 3
presents our concept of the personal network, types of nodes and alternatives in
the integration of RFID and sensors. Section 4 introduces the modules of our se-
cure PN architecture proposal. Section 5 analyzes the secure management of PN
nodes and communication with context-aware technologies in the architecture.
Finally, section 6 concludes the paper.

2 Convenience of the Integration of RFID and PNs

Even if BSNs provide context awareness to the PN gathering information on
the physiological parameters of the owner, his activities and environment, the
snapshot of the surrounding reality is far from complete and the knowledge
handled by the information system to monitorize and support the user is open
to further contributions. RFID technology greatly complements BSNs in order to
provide a more comprehensive vision of the user’s current state and context. In
particular, RFID enhances the features of the network in the following aspects:

– Reach further : thanks to the extreme miniaturization of RFID tags, ability to
harvest the energy required for operation during the reading process and low
cost, RFID allows spreading computation and communication capabilities to
a much wider range of consumer products, furniture, building components
and personal belongings than wireless sensor nodes, substantially enhancing
the number of nodes, quality and quantity of data handled by the personal
network. However, at the same time, these novel RFID-enabled personal
items only feature highly resource-constrained capabilities and lightweight
cryptography rising potential security and privacy risks into the PN.

– Detect presence: RFID technology allows the network to recognize the pres-
ence and absence of individual objects which are carried by the user or in
his context in a specific period of time. The fact that a particular item is
present denotes information about the tools the user has available and range
of potential actions, in order to support and help the user, enable services
of the network triggered by the current activity or achieve special privileges
in the surrounding environment thanks to the possession of distinguished
items. Therefore, such presence information should be accessible to autho-
rized local or remote entities in the provision of their services, but blocked
from potential attackers and rogue users.

– Characteristics of personal items : tags can provide further information on the
characteristics of each objects. The description and metadata about the items
must be provided in a standardized format in such a way that the personal
network can seamlessly obtain this information, increase its knowledge on
the situation where the user is immerse and features of available items, and
use it to improve its services.
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– On-item history log: tags can maintain a log about previous interactions of
the personal item, places, ownerships or relevant facts. This type of historical
item data defined for each type of personal object would further enhance the
quality of the information handled by the PN, as well as the forensic data
gathered to detect rogue actors, intrusions and attacks.

– Secure and transparent management of personal data: a significant portion of
personal data (including certificate of personal life events, academic qualifi-
cations, medical and monetary documents, personal writings and reports) are
currently handled in paper-based documentation. The integration of RFID
technology into personal documentation will provide a seamless link with
the digital world for agile and automated processing of its contents, as well
as enable the use of advanced security mechanisms extensively addressed in
electronic documents and piooner hybrid personal documents (e.g. the com-
prehensive ePassport security mechanisms) without sacrificing the reliability
and convenience provided by the physical support.

– User authentication: the integration of this technology in identification cards
and documentation enables the secure identification and authentication of
the user in his PN, surrounding context or even access remote networks and
services with minimal user interaction, but advanced security properties.

Therefore, a secure integration of RFID technology into the PN can greatly
enhance the context aware services of the network. In fact, RFID technology
can be considered as an additional sensing source, where, instead of sensing
parameters such as temperature or humidity, the network senses which items
are present and relevant metadata. From this perspective, the RFID reader acts
as an additional sensor node, which senses this particular type of data about the
context based on the support of passive nodes (i.e. the RFID tags). Although
the integration of RFID and sensor technologies brings multiple benefits to the
personal network, most RFID tags only implement lightweight cryptography and
feature highly constrained memory and computation capabilities rising potential
security risks in the PN. Moreover, the heterogeneous resources between RFID,
sensors and other personal devices highlight the need of an adequate secure
communication model with personal tags in the PN architecture.

3 Network Architecture of the PN

Our vision of the personal network paradigm focuses on the definition of a secure
network architecture for the integration of RFID technology in the core PAN,
the immediate sphere of nodes surrounding the user, and the communication of
this enhanced core network with remote nodes (e.g. clusters of personal devices
at remote locations, other personal networks or central monitoring servers). As
related literature [6,7], we consider a centralized network architecture where the
master device supports PN communications and network management, while
special emphasis is focused on the integration of the two foundation technolo-
gies for context awareness: wireless sensor networks and RFID technology. In
particular, we assume the following types of nodes (see Figure 1):
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– Master device: a device with no serious computational and memory con-
straints. This node incorporates reasonable battery life; the user interacts
with it frequently and guarantees its functional state or incorporates energy
harvesting features so that its continuous operation can be assumed. The
node integrates communication interfaces to interact with external and wide
area networks (e.g. 3G/UMTS, LTE or Wimax) and is usually carried by
the user. Although specific devices could emerge in the upcoming future to
fulfil this role, the widespread smartphones already satisfy this profile.

– Wireless sensor nodes: provide a significant amount of information about
physiological parameters of the user and his activity. A wide range of sensor
features, sensing variables and locations on the user are possible, and they
should be adapted to the purpose and potential applications of the personal
network. The PN could include a base station which manages the sensor
nodes and aggregates their data or this function could be integrated in other
nodes such as the master device.

– RFID tags : identify and keep data related to the personal tagged items. Dif-
ferent types of RFID technology would coexist for different purposes. For
example, passive UHF tags such as EPC Gen2 tags are more adequate for
personal objects (e.g. clothes, glasses or professional tools) as they fulfil the
identification and reduced data management requirements of these items
while featuring low cost per tag and long reading distance, however they
present more constrained resources. On the other side, personal documenta-
tion would benefit from advanced cryptographic security mechanisms such
as the ones available in passive HF RFID tags based on ISO/IEC 14443.
Along the same lines as wireless sensor nodes, active RFID technology pro-
vide sensing and less constrained computational capabilities in case a more
advance item monitorization is necessary.

– RFID reader(s): in charge of identifying and recovering the data stored in the
personal tagged items. Multi-standard or more than one reader is required
to communicate with the different types of RFID technology. Portable and
handheld UHF passive readers are able to seamlessly access tagged personal
items in the sphere surrounding the user while HF passive readers (such as
those integrated in some smartphone models[12]) do require close proxim-
ity to hybrid personal documentation during the communication process. In
case the personal tag requires a short reading distance, notification (through
input/output devices) and explicit user interaction could be required to com-
plete de communication.

– Input/output devices : in addition to all-in-one smartphones, additional tech-
nologies are expected to emerge in order to provide convenient and unobtru-
sive methods for explicit interaction of the user including data input (e.g.
tactile panels in clothes, sensor equipped bracelets) and output (e.g. head-
mounted displays, augmented reality glasses).

– Advanced gadgets : appliances and devices owned by the user and useful for
particular jobs (e.g. GPS device, music players, digital cameras and gaming
devices). These devices participate in a non-continuous basis in the net-
work enabling additional features and services, and present less resource
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Input/output devices

RFID-enabled
professional tools

RFID-enabled
Personal documents

Advanced gadgets

RFID-enabled User context

Wireless body sensors Master device

Remote services

Home cluster

Office network

Wide area network

Remote PNs
Personal Network core

Fig. 1. Outline of communications in the personal network

constrained characteristics than the core context-aware technologies of the
PN (i.e. sensor and RFID nodes).

4 Software Components in the PN Architecture

Our proposal is not the first contribution of a software architecture for personal
networks. Existing literature[5,6,7] has already worked in this arena providing a
general architecture for this novel network paradigm which already addresses a
wide spectrum of network management issues for generic personal devices. While
these previous works provide a good foundation for the development of PNs, a
generic approach do not take into account how to achieve the secure integration
of RFID technology in the PN.

Remote entities which require communicating with the tags are not able to
address them directly (e.g. RFID tags do not have their own IP address and
remote entities should not burden with their current location inside the PN or
RFID readers in range). Furthermore, due to the potential leakage of personal
data and potential threats to owner’s privacy, user’s privacy policies should be
enforced in any communication with personal items. Due to this, the PN should
manage the secure addressing and access to personal tags, ensuring the fulfilment
of security requirements in these communications.

In the realization of our vision, the PN should provide support to the secure
collaboration of the heterogeneous nodes which coexist in the network, as well as
their interaction with external entities. To achieve this purpose, personal devices
need to be recognized as members of the PN, providing secure mechanisms to
initialize new nodes or transfer ownership from other parties. The members of
the PN and authorized external entities require maintaining updated keys and
credentials in the network, as well as being able to establish secure communica-
tions with other network nodes (including nodes based on incompatible network
technologies). During the communications, entities must be authenticated and
the fulfilment of security and privacy policies must be enforced. In order to meet
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these requirements, we propose a PN architecture based on the following modules
and behaviour (see Figure 2):

– PN Members Database: in charge of maintaining a database of the nodes
that are recognized as nodes of the personal network. The database should
maintain metadata related to each unique node during their membership in
the network such as addressing data (e.g. IP, MAC, PN address), crypto-
graphic materials (e.g. digital certificates, keys), roles, reputation levels and
privileges in the network.

– Member Discovery and Maintenance Module: PN is a dynamic network
paradigm where new personal devices are required to be incorporated on-
demand, while previous PN members can change ownership, be compromised
or disposed. This module handles the secure lifecycle of the devices associ-
ated with the PN, whether with a permanent or temporal relationship, in-
cluding secure device incorporation to PN (i.e. imprinting process, key and
cryptographic material exchange), refresh of shared keys and cryptographic
resources during devices lifetime, as well as node disassociation protocols.

– Naming Resolution and Communication Management : receives requests from
PN members or remote devices which are willing to communicate with a PN
network node identified by a recognizable naming convention. The module
handle the request by checking the applicant node and its privileges in the
network (supported by the Authentication and Authorization module), and
later forwarding the connection to the appropriate network module (i.e. PN
Routing or Secure Context Management).

– Authentication and Authorization Module: in order to (re-)connect to the
PN and establish queries or secure connection to PN devices, both PN mem-
bers and remote nodes require to authenticate in the personal network. This
module handles the secure process and, based on the node privileges, pro-
vides authorization to the node for further interactions with the PN members
during its communication.

– PN Routing: determines the most adequate route to interconnect the ap-
plicant (local or remote) node with the requested PN network entity. The
route takes into account the mobility of PN nodes in the network, as well as
the heterogeneity in communication technologies and computational capa-
bilities in order to locate the current position of the final node and include
the required gateway nodes in the path.

– Secure tunnel Manager : secure communications are required between PN
members and to/from remote devices and servers. However, due to the lim-
ited communication capabilities and strongly resource-constrained charac-
teristics presented by some personal devices, secure connections cannot be
directly established between any pair of devices. This submodule is in charge
of enabling the secure communication between end-to-end nodes, including
the use of intermediate proxy and gateway nodes in the PN which may act
as a bridge between different networking technologies, adapting the security
mechanisms used at each hop-to-hop connection in order to maximize the
security level according to the capabilities of each pair of nodes.
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– Privacy policies and profile DB : manages the information regarding the user
profile and personal information, as well as the privacy policies which define
how its personal information, as well as the data stored or generated by the
PN should be managed. The process to define the most adequate privacy
policies could be based on different alternatives and it is open to innovative
proposals. In a basic approach, the user could initially select between a range
of predefined privacy levels associate to a set of privacy policies which can be
later updated and fine-tuned based on the user input during the PN lifetime.

– Secure Context Management : in charge of managing the information gener-
ated by context-aware technologies (i.e. RFID and sensor networks). This
data must be properly processed according to the security and privacy re-
strictions desired by the user. Based on this input, context-aware data is
properly filtered, anonymized and aggregated depending on the requesting
entity and related privileges.

In our centralized PN model, the master device has a distinguished position fea-
turing a global vision of the underlying network of personal devices, providing
external interfaces to wide area networks and expected continuous presence in
the network. As a result, the complete PN architecture could be deployed in the
master device which would be in charge of all the management and communica-
tion functions in the network. However, part of the modules of the architecture
and related functions could also be outsourced to other PN devices with adequate
computation and communication capabilities, as well as reliable power supply
and availability in the network. For example, a wireless base station could be in
charge of the Secure Context Management module or an advanced gadget could
store the PN Members Database or Privacy Policies and User Profile reposi-
tory. This distributed network architecture may be statically defined, although
novel proposals could provide secure mechanisms for dynamic delegation of PN
functions in the network.

Member Discovery 
and Maintenance

PN Routing

Secure Tunnel 
Manager

Authentication and 
Authorization

Privacy Policies 
and User Profile

Secure Context 
Management

PN Members Database

Address Resolution and Communication Management

Fig. 2. Software components of the PN architecture
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5 Secure Management of RFID Nodes and Sensors in the
Architecture

The integration of RFID technology in the personal network requires specific
considerations on the functions carried out by the modules of the architecture.
Following, we will discuss how this integration can be achieved, and the aspects
to be required in the architecture. In particular we will analyze the discovery
and management of personal tagged objects, the secure communication with
context-aware technologies and the enforcement of security and privacy policies.

5.1 Discovery and Management of RFID-Enabled Items
in the Architecture

As members of the PN, the personal RFID tags should also be included in the PN
Members Database in order to know which tags from the user context do belong
to the network and how to authenticate and access the tag. In order to properly
manage the tags, the database should store adequate identification data, such as
the unique identification code (UID) of each tag, along with other naming con-
ventions which could be used in the PN to provide uniform and more convenient
naming of PN nodes (e.g. using a prefix to recognize the PN, a type-of-node code
and a sufix unique code in the category), a mobile IPv6 address as proposed in[18]
or pseudonyms for privacy protecting purposes. Moreover, the database should
maintain the adequate cryptographicmaterial and keys so that authorized remote
or PN nodes can successfully accomplish mutual authentication protocols, access
and update specific memory sectors or even kill the tags.

From an ideal perspective, the deployment from scratch of a PN would allow
the selection of a (set of) common security mechanism(s) and authentication
protocol(s) to be used by all the RFID tags embedded in personal items. As
characteristics of RFID tags differ widely from basic tags which behave as state
machines with extremely limited memory to advanced tags capable of perform-
ing high level cryptographic operations (including public key cryptography), the
PN network should adopt not only one, but a range of authentication and pri-
vacy protection mechanisms, in order to maximize the security level achieved
with the resources available for each type of personal tag. This ideal solution
would allow standardizing the secure communication protocols and unifying the
management of the cryptographic materials involved in the secure storage and
key refreshment processes. However, in real-world conditions, the tags adopted
in the PN will be embedded in the personal items by different sources, so that a
wide range of heterogeneous tags, based on different RFID technology branches
and/or different authentication protocols, will coexist in the PN. Therefore, a
common set of authentication protocols (depending on the type of tag, purpose
and computational resources) could be defined for the RFID tags directly de-
ployed for the applications of the PN, while the PN architecture (including the
PN Members Database, Secure tunnel manager or Authentication and Autho-
rization modules) should be prepared to manage the cryptographic data and
authentication protocols required by adopted RFID tags in the PN.
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As new RFID-enabled objects are owned by the user or tags are explicitly
embedded in personal belongings, these tags should be securely recognized and
included into the personal sphere. The process of incorporating an RFID tag
into the PN is managed by the Member Discovery and Maintenance Module. In
the case of virgin RFID tags, deployed specifically for PN applications, an im-
printing protocol should be used to initialize the tag, exchange the appropriate
cryptographic materials (e.g. keys, pseudonyms and/or certificates) and register
the tag in the PN Members Database. The specific mechanism to securely iden-
tify the tag and imprint the adequate cryptographic materials to prepare the tag
is out of the scope of this paper and will depend on the RFID authentication
protocol(s) selected for later accesses from the wide range available in the litera-
ture. The incorporation process could require some explicit interaction of the PN
owner with the master device (or some other PN device with input/output capa-
bilities) in order to confirm which tagged objects should be accepted as members
of the network (e.g. by selection in a display or physically bringing the reader
in close proximity of a tag) and participate in the generation or establishment
of keys with a high level of entropy (e.g. by shaking a device enabled with an
accelerometer or providing input through a keypad).

If the tag has not been initially deployed in this network, a tag ownership
transfer protocol is required to obtain the rights to securely access the tag,
dissociate it from the previous owner and refresh its cryptographic materials.
Several RFID ownership transfer schemes are available in the literature[14,15]
and could be adopted (and adapted) in the PN context. However, novel pro-
tocol proposals could take into account the services and resources available in
the personal network and the integration of the PN into wide area networks, as
well as potential explicit user interaction in order to achieve secure remote tag
ownership transfer between distant parties. In scenarios where the tag is still
required in the original application where it was deployed (e.g. products under
warranty which take advantage of RFID, or private/public identification docu-
ments), the goal of the incorporation process could change to securely share tag
ownership[16] between the PN and a external entity or the original owner could
maintain its role but enable the PN to securely access the tag by the execution
of a key management protocol or granting the required privileges to query a key
management server.

5.2 Secure Access and Communication with RFID Nodes
and Sensors

In order to gather information from the pervasive computing technologies present
in the PN, obtain awareness about the user context, sense the physical parameters
and conditions or recognize and authenticate the personal items in close proxim-
ity, the PN nodes, as well as remote parties from wide area networks, require an
appropriate scheme to reach and communicate with RFID nodes and sensors in
the PN. The Naming and connectionmanagement module has a particular impor-
tance in accessing the RFID tags as it provides flexibility to remote devices which
may use a pseudonym scheme or PN naming scheme instead of the physical and
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technology specific code recognized by the tag. Moreover, the PN routing module
releases the requesting node from knowing the path to the smart node or RFID
reader where the tag can be found in reading range.

In our vision, a PN member or a remote device could be interested in the
information provided by an RFID tag in two possible ways:

– Direct access : the device wants to establish a direct communication with
the tag in order to identify the item, authenticate it, update its memory or
retrieve specific data.

– Aggregated knowledge: the device requires context-awareness about the cur-
rent (or past) state where the user is immersed. For its convenience, this
knowledge can be better represented by the aggregated data provided by
RFID-enabled personal items and sensors, rather than directly accessing
each node and composing the picture on its own.

Our architecture handles both kind of interaction requirements. In case of direct
access request, the applicant first requires to authenticate itself in the PN. Once
it has been authenticated and authorized, the naming and routing modules are
responsible to resolve the identity of the requested tag as well as its current
location in the PN and provide an adequate path to reach it. In case secure
communication is required, the Secure tunnel Manager submodule supports the
establishment of a tunnel from the point-of-access of the PN to the smart node
or RFID reader close to the requested tag, or if the intermediate nodes do not
allow such a tunnel, hop-by-hop secure links inside the PN in order to maxi-
mize the security of the end-to-end channel according to the communication and
computational resources of each node in the path.

On the other side, if aggregated knowledge is required, the Secure Context
Management module is used after the initial authentication to provide the re-
quired context data on sensing parameters and personal items nearby. The
context aware data is gathered and processed by the module as background
procedures which make use of the secure naming and routing services provided
by the PN to access the RFID tags and sensor nodes in the network. These
behind-the-scenes communications between Secure Context Management and
the pervasive computing resources available in the PN could be triggered di-
rectly by a request to the module or take place periodically to update context
awareness, decoupling the remote or internal network queries from the actual
secure communications with the RFID or sensor nodes.

The direct access mechanism allows the applicant to control the communica-
tion with the final tag at low level, in order to read or update specific information
in the tag. This approach is very convenient for example in the remote interaction
with personal documentation, as the secure communication with the advanced
RFID-enabled documents may be used to authenticate the owner of the PN and
even obtain non-repudiable proofs of interaction with the PN.

However, due to the low level communication with the final tag, controlling
the fulfilment of security requirements and privacy policies becomes a binay de-
cision with low granularity control. That is, queries and commands to the tag
could be blocked or forwarded, but, without filtering and processing the raw data,
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granularity of disclosed personal information can not be properly adjusted. There-
fore, authorization mechanisms could be reinforced increasing the requirements
to grant direct access privileges to remote devices as once the direct access is per-
formed the low level data transferred could potentially contain sensitive private
data. Section 5.3 provides further discussion of direct access alternatives.

On the other side, the aggregated knowledge approach allows the network
to further protect the security requirements and user privacy by filtering the
data obtained by the context-aware technologies, anonymize the specific nodes
where the data was generated and enforce the privacy policies established by the
user before the data is presented to the applicant. Therefore, this mechanism to
access personal data would allow to reduce the requirements on the applicant
node (e.g. trust/reputation levels or explicit privileges grant by user) in order to
authorize the node to interact with the Secure Context Management module, as
this module would be responsible of ensuring the privacy of the final personal
data accessed, at the cost of reducing the flexibility of the applicant node in
its interaction with the final tag, as well as burdening the PN with additional
processing tasks. Additional discussion on the use of privacy policies in the PN
architecture is provided in Section 5.4.

5.3 Alternatives in Secure Direct Access to RFID Nodes

In the direct access approach, a remote or local entity request to establish a
communication with a specific node of the PN. While the routing module could
provide a direct path to PN nodes which feature IP connectivity (including sen-
sor nodes[17]), one or more proxy nodes will be required in case of devices based
on incompatible communication technologies or extremely constrained crypto-
graphic and computational resources. In particular, in the case of personal RFID
tags which lack from a TCP/IP stack and feature highly constrained communi-
cation, computation and memory resources, the direct access mode (for non-local
RFID readers) requires proxy nodes to establish a bridge between communica-
tion technologies and enforce the fulfilment of the security and privacy policies
during the communication.

In the secure routing of direct access communications to personal RFID tags,
the following alternatives could be adopted (see Figure 3):

– Proxy node as a command forwarder : the remote node is first required to
contact an external interface of the PN (e.g. the PN master device) and
authenticate itself in the network. Once the applicant has been successfully
authenticated, it requests accessing a node of PN (in this study case, an RFID
tag) through any addressing scheme recognized by the naming module and
a secure tunnel is established from the remote node to an RFID reader or
smart node in reading range of the requested RFID tag.

Once or more proxy nodes could participate in the path in order to reach the
final tag, however, the secure communication links between this entities are only
used to forward the communication between both final entities. In this case, the
remote node is required to understand the particular RFID technology which
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the tag is based on and send commands which are compatible with this final
entity. The RFID reader or smart node close to the tag extract the commands
received through the secure tunnel and send them to the personal tag. On reply,
the response from the RFID tag is encapsulated and sent back to the remote
device through the tunnel.

In this scheme, apart from being able to assert compatible RFID commands,
the applicant is responsible to successfully complete the (mutual) authentication
protocol against the final tag. Therefore, the applicant should know or be able
to gather the necessary cryptographic materials (e.g. keys or digital certificates)
required in the process. In case tag ownership is shared with an external service
or the tag adopted in the PN belongs to an application external to the PN (e.g.
RFID tags in private or governmental personal documentation), the applicant
could obtain the cryptographic materials from third parties (e.g. a key man-
agement server[18]) before accessing the PN. Otherwise, the PN could directly
provide them to the applicant once he has been authenticated in the PN. In the
latter case, the PN would be responsible of refreshing the involved keys by means
of the Member Discovery and Maintenance Module (e.g. once the communication
has finished or in a periodic schedule) in order to prevent future unauthorized
communications. As direct commands are sent to the final tag, the PN has a low
control on the personal and private data recovered or modified by the applicant;
however, a proxy node in the path (e.g. the master device or RFID reader) could
further analyze the traffic flow and block those messages which do not fulfil the
security policies, warning the applicant node.

– Proxy node as a command gateway: the initial authentication of the remote
node in the PN and resolution of the final tag to be addressed and autho-
rization is identical to the previous scenario. However, a gateway node in
the secure route between the applicant and the tag would be required to
intermediate and translate any communication between both final entities.

In this case, the applicant does not need to know the RFID standard the tag is
based on, compatible commands or required cryptographic materials to complete
the (mutual) authentication with the personal tag. The applicant could send his
commands based on a set of normalized operations for generic RFID tags, while
the gateway node would be responsible of translating the generic requests into
specific commands to be executed on the RFID tag, as well as interpreting and
translating the tag replies.

In this solution, the applicant only requires to maintain the adequate creden-
tials to authenticate itself in the PN. Once authenticated and authorized, the
gateway node gathers the necessary cryptographic materials through the mech-
anisms provided by the PN and performs the (mutual) authentication with the
personal tag, therefore unburdening the applicant from the dual authentication
process and the management of credentials with the individual nodes of the PN.
The secure management and maintenance of personal tags also benefits from the
gateway approach as the required cryptographic materials in internal secure com-
munications are not disclosed to external entities. Furthermore, a deeper control
is reached during the ’direct’ low level communication with the tag, enabling a
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more convenient supervision of the operations and data transferred (e.g. com-
mands issued, memory zones accessed) in order to check sensitivity of data and
applicant privileges and enforce the fulfilment of the security policies. Although
the security and privacy in the PN is enhanced in this solution, this approach
could not fulfil purposes where a fine control of the communication with personal
tag is required by the applicant (e.g. during the authentication and validation
of RFID-enabled personal documents).
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Fig. 3. Alternatives in secure direct access to RFID nodes

5.4 User Privacy in the Access to Context-Aware Technologies

The privacy policies will have an important role in the integration of RFID
technology in the PN. These policies should be flexible enough to manage the
ecosystem of personal RFID-enabled items, as they will belong to a wide range
of categories and type of objects, as well as the potential diversity of personal
and professional remote devices and service providers who may request access to
the personal tags and their associated data. In this context, the privacy policies
should provide a mechanism to represent which categories or individual tags
maintain private data, which ones do not represent a privacy threat, when public
or restricted access to selected actors can be provided, and even which personal
data should be filtered and desassociated from the individual objects where it
was generated before being shared with external actors.

In the case of direct access to individual tags from external actors, access
control mechanisms (e.g. ACL or RBAC) can be used to define which actors
are allowed to execute which commands on which tags. Additional parameters
related to the context of the user (e.g. location, current activity or other PNs
around) could also be used in the access policies. In the case of aggregated
knowledge from multiple sensors and/or tags, the solution could also be based
on these techniques, but, in this case, the targets to be accessed would be the
types of knowledge that the PN is able to generate after processing and filtering
the sensed data, instead of the individual sensors and RFID tags.

In the literature, a relevant solution in this direction is the RFID Guardian
device which maintains a centralized security policy defining which RFID readers
are authorized to access which tags in which situations. The device achieves its
purpose by eavesdropping the communication process and applying tag emula-
tion tactics to block unauthorized readers. However, this device considers RFID
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as an isolated technology without taking into account data generated by other
technologies to evaluate the context of the user. Moreover, it focuses on the lo-
cal access to RFID tags, and does not consider the communication of personal
devices with remote service providers and PNs. Our vision of RFID technology
integrated in the PN takes into account both aspects and provides the appro-
priate architecture to securely access the context-aware technologies also from
WANs, while leaving the door open to specific privacy policies for this context.

6 Conclusions

As presented, the emerging personal network paradigm could benefit from the
integration of RFID-enabled personal items and BSNs, however, the special
characteristics of tagged items (e.g. passiveness, non-IP enabled, constrained
computation capabilities) and potential security and privacy risks require a PN
architecture prepared to support these context-aware technologies.

In this paper, we have defined the foundations of an adequate secure PN ar-
chitecture for this purpose. In our model, personal tags should be recognized
as nodes of the PN handling related crypto materials, naming information and
metadata on sensitive information to enable secure communications with other
members and external entities. The deployment of RFID-tagged items from
scratch would allow the selection and definition of a set of common authen-
tication protocols to standardize personal tags management, however, the PN
should support the adoption of heterogeneous tags and incorporate mechanisms
for secure ownership transfer and sharing.

Authentication and authorization of entities are also controlled by the archi-
tecture before granting privileges in the network and enabling communications.
In our approach, requests on resource-constrained pervasive technologies would
be provided in two alternatives: direct access to final nodes and aggregated
context-aware knowledge. As previously discussed, each one presents their own
benefits and handicaps and should be managed independently, through secure
context management and direct access schemes.

On direct access, the PN would be able to resolve and establish a secure route
to reach the final node, in particular non-IP-enabled tags. As discussed, the role
of proxy nodes as message forwarders or gateway nodes does also have an impact
on the requirements of the applicant and enforcement of security requirements.
Last, but not least, the privacy policies have a crucial role in the PN and must be
able to represent which members of the PN and external parties should be able
to access which context-aware nodes or types of knowledge in which situations.

Previous research in aspects such as the integration of RFID and sensor tech-
nologies, RFID security, secure tag ownership, access control schemes and RFID
privacy management devices could be adopted and adapted to this purpose pro-
viding the foundations to the realization of such architecture. However, the global
vision of RFID and sensor network technologies as components of the hetero-
geneous and user-centric PN paradigm integrated in wide area networks leaves
the door open to novel proposals specifically designed for the requirements and
resources of this emerging paradigm.
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Abstract. This paper describes on-going research developing a system
to allow incident controllers and similar decision makers to augment offi-
cial information input streams with information contributed by the wider
public (either explicitly submitted to them or harvested from social net-
works such as Facebook and Twitter), and to be able to handle incon-
sistencies and uncertainty arising from the unreliability of such sources
in a flexible way.
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1 Introduction

Situation awareness is a key requirement in managing civil contingencies, since
major incidents, accidents and natural disasters are by their very nature highly
confused and confusing situations. It is important that those responsible for
dealing with them have the best available information. The mash-up approach
brings together information from multiple public and specialist sources to form a
synoptic view, but the controller is still faced with multiple, partial and possibly
conflicting reports. The aim of our research is to investigate how the varying
provenance of the data can be tracked and exploited to prioritise the information
presented to a busy incident controller and to synthesise a model or models of
the situation that the evidence pertains to. Our approach is to develop a system
which takes in situational data in a structured format, such as the Tactical
Situation Object (TSO) proposed by the OASIS project1. The TSO is an object
containing language-independent situation information encoded in XML. The
system then creates a set of possible world views, each internally consistent,
which are ranked based upon an initial provenance metric (configured by the
user) which is used to score the individual data items. The result is a prioritized
set of world views according to the metric. Additional intelligence and intuitions

1 Open Advanced System for dISaster & emergency management, a European Frame-
work 6 Project addressing the strategic objective, ”Improving Risk Management”;
www.oasis-fp6.org/

C. Meadows and C. Fernández-Gago (Eds.): STM 2011, LNCS 7170, pp. 223–238, 2012.
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can then be used to re-measure the world views over time. The user is then
presented with an ability to access open-source information with an increased
awareness of likely provenance according to the metrics set. We present here our
approach, including the factors which might be considered by judging provenance
of a data item, how we propose to exploit TSO and proposed extensions, the
types of policy our system will use in order to measure data items, how we
propose to create the world views and consider uncertainty and our system
architecture. First we elucidate the challenges faced when attempting to crowd-
source from social network forums in order to gain intelligence.

2 Uncertainty in the Crowds

Social networks (e.g. Twitter) and Photo/Video hosting services (e.g. Flickr)
received a large amount of postings during the November 2008 Mumbai attacks.
Twitter started to receive messages from eye witnesses both from inside and
outside the affected locations [6] after a series of coordinated attacks took place
in different locations of Mumbai which started shortly before 10:00 pm on 26
November 2008 [29,2]. During the attacks eyewitnesses sent an estimated 80 SMS
to Twitter every 5 seconds i.e. about 1000 SMS messages per minute [6].

Twitter and Facebook were also flooded with updates soon after the January
2010 Haiti earthquake of magnitude 7.0. People used these social networks to col-
lect and share information about the disaster and its victims. Twitter posts ap-
peared within seconds of the earthquake [21] and Facebook claims that they were
receiving about 1,500 Haiti related messages per minute [21,7]. The earthquake
was very powerful and its destruction was so widespread that it affected the ma-
jority of the people in the country. Although a handful of people were twitting
from inside Haiti, a significant portion of the status updates on Twitter appeared
to come from people outside Haiti who were showing concern or sympathy. This
could be explained by the fact that only 10 percent of the Haiti population had
access to the internet [12] before the disaster took place. As a result, the status up-
dates on Twitter mostly contained information like Earthquake 7 Richter in Haiti,
help Haiti, please donate, looking for ...., no phones, etc.

Many such social network postings might be useful to agencies charged with
responding to such situations (whether natural disasters or terrorist bombings).
In order for such data to have utility it must be of appropriate quality, which
may, in part, be a question of provenance particularly in the face of uncertainty
due to apparently conflicting reports.

2.1 Uncertainty in Mumbai

We have collected 948 twitter statuses from six twitter accounts in order to
assess the degree to which conflicting reports exist, and the resulting window of
uncertainty. We found that Twitter users don’t always give information based
on first-hand experience; in many cases they just relay the messages that they
received from different sources (which may or may not be reliable) including
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the main stream media. Here are some example tweets that relay messages from
other sources. The second and third tweets refer to CNN News and CNN-IBN
and are in contradiction with each other as they differ on the number of deaths
of terrorists and they are coming from the same (Twitter) account.

1. At 23:11:53 on 26/11/2008mumbaiattack, a twitter user, relayed this mes-
sage from an unspecified source: “#mumbai 78 reported dead >200 injured”.

2. At 03:03:42 on 27/11/2008 MumbaiAttacks, a twitter user, relayed this
message from CNN News: “87 are reported dead. 9 of the terrorists are
reported dead by a CNN News report. #mumbai”

3. At 03:10:03 on 27/11/2008 MumbaiAttacks, a twitter user, relayed this
message from CNN-IBN: “5 terrorists now reported to be shot dead, while
9 are detained. #mumbai CNN-IBN”

Table 1 below shows some contradictions found in the tweets.
According to the official statement of the Indian Government, the total num-

ber of people injured was 308 [17]. Not only do the Twitter users sometimes give
contradictory information but at times, they go beyond that and spread rumour
or hoax (although possibly without malicious intent). A hoax, apparently created
by a Twitter user mumbaiupdates2, was used in an effort to stop people from
reporting live about the military operations against the terrorists [8]. Table 2
contains some of the tweets of mumbaiupdates that came before and after he
created (or at least propagated) the hoax.

This hoax was so convincing that even BBC was fooled to report Indian
government asks for live Twitter updates from Mumbai to cease immediately
with a reference to the tweet made by mumbaiupdates on 27/11/2008 at
04:10:35 [14,8]. However, another twitter user, dina, challenged the authenticity
of the message and asked for a proof. When dina asked another Twitter user
cool technocrat about the source of the information and told him to stop
spreading the rumour, cool technocrat responded with the following message
with a reference to the BBC website:

@dina read from bbc website http://tinyurl.com/5al54e [TweetID:
1026242175, created at: 27/11/2008 11:53:27]

dina again tried to convince them, saying:

@Kimota please read it carefully - BBC says they got it from a tweet.
These rumours have been tweeted all day. BBC is NOT god!!! #mumbai
[TweetID: 1026241807, created at: 27/11/2008 11:53:04]

Yet some twitter users were still not convinced, as one of them, Mumbai
Attacks, tweeted:

2 Note however that mumbaiupdates has contributed to the discussion on [8], deny-
ing that he was the ultimate source of the rumour.
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Table 1. Contradictions Found in Tweets about Mumbai Incident

Time Tweet Screen name

26/11/2008
19:58:54

#mumbai - ndtv says 60 dead 200 injured. so far. dina

26/11/2008
20:08:11

#mumbai 55 dead 190 injured. hostages uk and
americans taken

mumbaiattack

26/11/2008
21:15:01

#mumbai 78 dead 200 injured mumbaiattack

26/11/2008
21:37:48

#mumbai 15 policemen killed so far in intense fighting mumbaiattack

26/11/2008
23:11:53

#mumbai 78 reported dead > 200 injured mumbaiattack

26/11/2008
23:12:21

#mumbai 11 members of Police force perish mumbaiattack

26/11/2008
23:38:04

#mumbai ndtv fm mantralaya. 76 dead 116 injured.
2 terrorists dead. 9 arrested. 2 topcops dead. Chief
Minister evasive on who’s responsible.

dina

27/11/2008
00:05:56

#mumbai 87 reported dead 200 injured. mumbaiattack

27/11/2008
01:45:22

87 are reported dead with 185 wounded. #mumbai
CNN.com

MumbaiAttacks

27/11/2008
02:08:44

Injured reports rise from 185 to 187 now. #mumbai
CNN.com

MumbaiAttacks

27/11/2008
02:59:54

Reports say Mumbai Government has control of
situation. 84 dead, 200 wounded, 2 terrorists dead, 9
in custody. #mumbai CNN.com

MumbaiAttacks

27/11/2008
03:03:42

87 are reported dead. 9 of the terrorists are reported
dead by a CNN News report. #mumbai CNN News

MumbaiAttacks

27/11/2008
03:10:03

5 terrorists now reported to be shot dead, while 9 are
detained. #mumbai CNN-IBN

MumbaiAttacks

27/11/2008
06:31:08

5 terrorists dead, 1 terrorist arrested, and at least 6
still present in the two luxury hotels; Taj and Oberoi.
#mumbai CNN-IBN

MumbaiAttacks

27/11/2008
16:01:09

125 reported dead, 327 wounded in the Mumbai attacks.
#mumbai CNN.com

MumbaiAttacks

27/11/2008
19:09:02

RT @BreakingNewsOn The death toll from the Mumbai
terrorist attacks has risen to at least 131 with 330+
reported injured

mumbaiupdates

27/11/2008
20:19:36

8 terrorists in total have been killed in shootouts so far.
#mumbai CNN-IBN on CNN.com Live

MumbaiAttacks

29/11/2008
00:50:48

#mumbai Casualty total: 155 killed 327 injured mumbaiattack
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Table 2. mumbaiupdates’ Tweets Before and After the Creation of the Hoax

Time Tweet Screen name

27/11/2008
03:52:00

Due to military action happening very soon, @mum-
baiupdates may have little information to report to
protect the rescue operations

mumbaiupdates

27/11/2008
03:54:27

I am not updating on any details about #mumbai
operations until further notice to protect the operation

mumbaiupdates

27/11/2008
04:02:59

Indian government is asking that the twitter search page
#mumbai be shut down

mumbaiupdates

27/11/2008
04:07:51

or possible clarification: to just stop live updating about
the situation pertaining to #mumbai

mumbaiupdates

27/11/2008
04:10:35

ALL LIVE UPDATERS - PLEASE STOP TWEET-
ING about #Mumbai police and military operations.

mumbaiupdates

CNN-IBN is, unfortunately, yet again reporting specifics as to tactics.
They must stop to protect final operations on this assault. #mumbai
[TweetID: 1026241807, created at: 27/11/2008 11:53:04]

This particular case of rumour highlights an inconsistent behavior of a trusted
and reliable source (BBC) and shows how misleading it can be.

2.2 Uncertainty in Haiti

We conducted a similar analysis for the Haiti disaster collecting 306 Twitter
status updates from twelve users that were created in the first three days (from
12-15 January 2010) after the quake. It appears from the tweets that at least
ten out of these twelve users twitted from inside Haiti and one of these users
reported the earthquake within three minutes of the incident. We only considered
those Tweets written in English, resulting in about 5% of tweets being excluded
(they were written in local languages such as French and Haitian Creole). Some
of the tweets appeared to contain valuable information relating to people being
stuck under rubble, or children caught in collapsing buildings. Some of the tweets
appeared to spread a lot of rumour and hoax which could make it difficult to
believe the messages or make decisions based on them, such as the presence and
degree of local flooding.

2.3 Windows of Uncertainty

For both case studies we analysed the content of the tweets and constructed the
timelines for those creating uncertainty around a specific topic. It is possible to
observe the facts of the situation as over a period of time the content of the
tweets did converge, and we refer to said period of time as being the window of
uncertainty. Figure 1 shows the window of uncertainty relating to the flooding
in the Haiti disaster.
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Fig. 1. Rumour created Uncertainty about Flood for about 19 minutes

3 Provenance Factors Affecting Trust in Information

Provenance of information refers to the source of information such as who gave
(or produced) the information, the derivation history of information, what data
was used to generate it, and also finding the trail of how the information has
passed from one source to the other and how it has been changed. A recent
study shows that one of the main factors that influence the trust of users in
web content is provenance [11]. Provenance of information also helps to assess
the quality of information (correctness, authenticity, etc.) and thus, helps to
determine the level of trust that can be attributed to it [15,28]. We propose to use
measures of provenance in order to score open source data and provide a method
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for filtering through the various world views resulting from uncertainty; we can
give more priority to the information from the more trusted source. (However,
security of provenance information is a critical issue since there is a potential risk
of having the provenance information tampered by malicious agents that will
ruin the purpose of keeping provenance information.) There are many factors
proposed for judging provenance, sometimes explicitly and sometimes implicitly,
designed to provide evidence or measures of trustworthiness. The selection of
factors may depend upon context, since their reliability as a provenance indicator
may vary according to their vulnerability to compromise and the likelihood of a
compromise (malicious or accidental) taking place. We outline below the results
of a survey into factors commonly in use and we indicate the potential points of
vulnerability.

3.1 Identity of Informer

Identity provides a base for trustworthiness, risk assessment, and provenance
[30,9]. If we know the identity of the informer and other demographic infor-
mation related to him/her then it may help us to understand their motive.
Generally, when we trust a person we believe the information s/he provides. So
establishing identity can be essential to underpinning trust. Various pieces of in-
formation contribute to an identity, and could include name or pseudonym (user
name) which remains consistent over time and can be linked to an individual,
phone number, email/IP address, age, education, profession and membership of
social groups. It has been argued that adult people are more trustworthy than
children and adolescents [27]. We may believe an old lady more than a 13 year
old boy unless there is a doubt that someone might have masqueraded as an
old lady by changing his/her voice. There may be more reasons to act upon a
tip-off received from an off-duty police officer than from a member of the public.
Similarly, information from someone with a track record in providing quality
information may be more believable than information provided by a previously
unknown entity. It is clear that identity itself doesn’t signify anything in rela-
tion to the person’s trustworthiness unless we know more attributes (which we
might refer to as competence in part). For example, we have received messages
from two email addresses e.g. abc@defence-administration.uk and xyz@defence-
administration.uk. Since we do not have any more information about the sources
(except their identities), so we do not know whether they are the two most se-
nior intelligence officers or two blue-collar workers. Hence, we cannot treat their
information as very dependable despite the fact that we have the identities of
the informers (their email addresses are their identity). Having said that, we
may treat the messages coming from the server of “National Defence Admin-
istration” as more reliable than the messages coming from a Hotmail account
even though the messages were sent by blue-collar workers of “National Defence
Administration”. This is because of two reasons:

Firstly, someone sending messages from “defence-administration.uk” is more
traceable and therefore, they are less likely to be malicious.
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Secondly, the sever that belongs to the “National Defence Administration” is
expected to be more secure against attacks and Identity Theft. Forged identity
and credentials are widely used by scams to steal money from people’s bank
accounts through Phishing [24]. Use of forged identity is also causing troubles
in social networks. For example, it was found that some of the twitters on US
president Barak Obamas Twitter account were not made by him [3], someone
else who hacked his account made those twitters.

3.2 Location of Informer

The location from which an informer reports an incident may also have a bearing
on the believability of information; we might always give more importance to the
information received from an eyewitness as we believe it to be more accurate.
We can use location as a method for determining whether claims to eyewitness
accounts are credible; we can rule out informers who are not within a given
radius of the incident. However, collecting location and other private information
pertaining to information providers may be extremely difficult because of legal
and privacy issues (unless they give consent to providing it), and there is a
potential risk of having location information faked. A researcher at the University
of Illinois at Chicago has demonstrated such attack using only 9 Perl statements
[19]. There is also software for faking location of mobile phones which is easily
accessible in the market at a very low price e.g. Fake-A-Location3 Although IP
addresses could be used to find an approximate but true location of an informer,
yet IP address can also be faked with readily available software e.g. Hide My IP
5.24., Hide My IP Address5.

3.3 Freshness of Information

Freshness or timeliness is another factor that determines the quality or believabil-
ity of information [4,16]. We need to know when the information was published
or message was sent in order to judge how fresh it is, and assign a probability
of correctness or trustworthiness accordingly. When we have conflicting infor-
mation then freshness may play a part in deciding which information to base a
decision on (although the decision is likely to be based on more than just a fresh-
ness factor). In some cases, there may be a significant time-gap between sending
information and receiving it at the other end. As a result, old information will
appear as fresh and correct information. If we can ensure that each message
published in the mash-up comes with a time-stamp then it will be possible for
us to know whether the information is old or fresh. For example, mobile phone
network operators inform the recipients of the time when a text message was
sent to them by adding a time-stamp to each message when they receive it from
the sender [26].

3 www.excelltechmobile.com/, Accessed on 19/12/2010.
4 www.hide-my-ip.com/, accessed on 18/12/2010.
5 www.hide-my-ip-address.com/hideip/, accessed on 18/12/2010.

www.excelltechmobile.com/
www.hide-my-ip.com/
www.hide-my-ip-address.com/hideip/
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3.4 Reputation

We can predict someone’s behaviour with a known history (reputation) to a cer-
tain extent, while it is almost impossible to predict their behaviour with a little
or no history about them. So, we may trust an informer with a good reputation
more than another with a bad reputation (or no reputation at all). However,
there is risk associated with using reputation for evaluating trustworthiness be-
cause there is no guarantee that an informer with a very good reputation will
not give wrong information [11]. A trusted source may suddenly (willingly or
inadvertently) issue a patently false statement, or a typically distrusted source
may post information that is trustworthy [1]. Therefore, this factor will not be
reliable in situations when a source has purposefully built up a positive reputa-
tion specifically to act as cover for the time at which they wish to act maliciously
(equivalent to an insider threat whose reputation had been built up over time
and who suddenly steals some data). Misinformation from previous apparently-
reliable source may be subtle and hard to detect immediately (as in the case of
Advanced Persistent Threat). Hence, we need to be cautious while using repu-
tation as a measure of trust.

3.5 Popularity

When a message appears on a social network (e.g. Twitter, Facebook, etc..)
informing about an incident, many other people repeat that message and many
people start following that first informer for more updates. Thus, a number of
popular users are found on social networks that frequently provide a lot of timely
information about incidents. Of course, it is questionable the degree to which
popularity should be considered a measure of trustworthiness, as it is entirely
possible that many are following someone who is incorrect in their assertions.
However, some believe that popularity must mean that either the source is pro-
viding accurate information or is infamous for something related to the incident,
as there appears no other rationale explanation for their popularity (they are
not celebrities). Who is being mentioned how many times can be worked out
from Twitter messages and a corresponding score can be assigned (positive or
negative) to each popular user according to their popularity. It is also possible
to capture the average number of times someone’s message gets repeated by oth-
ers. The two combined could give a rough estimate of popularity, should such a
factor be considered important to provenance in a given situation.

3.6 Context/Situation, Interest and Ethics

People’s trustworthiness varies depending on the situation or context [5,25,4]. It
is easy for someone to be unbiased and trustworthy in a situation when his/her
own interest is not concerned. We may doubt a trader’s word when s/he says
that s/he is not making any profit by selling a particular product. However, we
will have no reason to doubt the same person when s/he reports an accident.
However, intention itself is sometimes context dependant and driven by ethics.
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For example, a journalist who is also a share holder of a company may write a
true report about the company because of his/her ethics, despite the fact that
the report will cause the share price to fall.

However, in reality, we cannot judge someone’s trustworthiness based on their
intention or ethics as there is no practical way of reading someone’s mind and
knowing their intention. We have to use their history/reputation to know about
their ethics. So this factor will be vulnerable in the same way as reputation
(discussed above).

3.7 Social Relation

A person, X , is likely to trust another person, Y , to a certain degree if Y is
trusted by many other people who are trusted by X even though X doesn’t
know Y [18,20]. This transitive nature of trust is also seen in social networking
websites (virtual society) e.g. Facebook, LinkedIn, etc.. However, the degree of
transitivity of trust depends on other factors. For example, a cousin A of X ’s
mother, and a friend C of X ’s friend B are unlikely be trusted by X to the same
degree. This is because the trust is rooted in two different ways (cousin of mother
and friend of a friend respectively). Social relations can be easily manipulated
with a little use of social engineering and masquerading. For example, Alice
and Bob are very good friends and their houses are on the same street. On
an evening a scam, Mallory, knocks on Alice’s door and identifies him as Bob’s
brother. Mallory asks Alice that whether he could sit in her sitting room while he
is waiting for Bob and it is very cold outside. There may be a good chance that
Mallory will get access to Alice’s house and run away with her mobile phone.
This manipulation is even easier in social networks as there is a lot of private
information publicly available on the net which will facilitate social engineering.

3.8 Corroboration

When the same information comes from many different and unrelated sources
we tend to believe the information, even though the sources aren’t very trusted
or they have no previous reputation [1,9]. But, if it is found that the sources
are related to each other then it may cast doubt on the information. ENISA’s
survey shows that most web users trust the content of a website because it is
found on many other websites [22]. However, the potential risk in establishing
trust based on corroboration is that it may not be possible to unearth the fact
that some websites are related to each other, although they are maintained by
the same crime syndicate. For example, it was found that false rumours have
been spread using web 2.0 applications in order to manipulate stock prices [23].

3.9 Competence

Trustworthiness of information also partly depends on the competence of the
information provider. If someone does not have adequate level of knowledge and
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expertise (competence) to securely generate/collect some information in a spe-
cific context then, the information provided by him/her may not be trustworthy
and reliable [13]. Hence, if someone reports an incident and says that some of
the casualties are suffering a brain haemorrhage then we will think of either of
two possibilities: 1. Some casualties are suffering a brain haemorrhage and the
informer is a doctor/nurse/paramedic. 2. There are some casualties but possi-
bly nobody is suffering a brain haemorrhage if the informer doesn’t have the
necessary knowledge, expertise or skills to diagnose the problem. Likewise, if
a fireman recognises and reports a shooting incident as an organised terrorist
attack then we cannot be certain about it. However, this factor may be vulner-
able if a competent person is biased, since his/her judgement may be biased or
prejudiced.

3.10 Conviction/Certainty

When someone receives a piece of information, they can believe or disbelieve it
to a certain degree. Likewise, a person may not completely believe a message
even though s/he passes it on. People, despite being a sender of a piece of
information, believe/disbelieve the information to a varying degree. Therefore,
it is important to ask information providers as to how certain they are about
the veracity of the information they are providing, especially when they have
received that information from others. If the source itself is doubtful about the
veracity of a piece of information, then we should automatically give less priority
to that information provided that we believe the source is honest. Since, source
certainty i.e. the conviction of a source about the veracity of information solely
depends on the source’s honesty and personal view, it will be quite risky for us
to make a decision based on this factor alone; as this is an extremely vulnerable
factor [10]. A source that expresses a higher certainty about the veracity of
a piece of information which turns out to be untrue may be penalised with a
diminished reputation or trustworthiness.

4 System Architecture

Our approach is to design a system which enables the user (decision maker) to
measure data inputs and resulting combinations of data inputs based on the
provenance factors discussed above. Here we present the system architecture,
see Fig. 2, and how each of the components works.

4.1 Information Source Filter

Whilst the system will collect open-source information from any source (limited
only by the ability to construct TSO messages) we expect that user organisa-
tions may wish to filter out sources in order to reduce noise. The Information
Source Filter will simply provide a mechanism for either subscribing to a set of
known information sources, or conversely blocking inputs from a set of known
information sources. This forms one component of the Organisational Policy.



234 S.S. Rahman, S. Creese, and M. Goldsmith

Fig. 2. Data Flow in the System Architecture
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4.2 Tactical Situation Object (TSO) Encoder

We use the TSO format to ensure that data is encoded in a single format, which
enables us to easily determine where the information contained in messages is in
conflict with that in other messages (the limited vocabulary makes consistency
analysis tractable). We currently show the encoding into TSO as internal to
our system architecture, where the TSO may be created manually by trained
staff or an automated system. We currently provide a tool for manually creating
TSO, see later discussion for the challenges we faced in doing this. Of course,
should information sources provide inputs already in the TSO format this stage
would be avoided (although validity checks would need to be made). Whether
we can automatically generate TSO using natural language processing is a topic
for future research.

4.3 Scoring Function

The scoring function constitutes the second half of the Organisational Policy.
This essentially captures the provenance factors of interest (for a given context
or incident) and how to assign scores to messages for each factor. The selection of
factors will depend upon context, since their reliability as a provenance indicator
may vary according to their vulnerability to compromise and the likelihood of
a compromise (malicious or accidental) taking place, as well as their perceived
inherent value (such as location in a disaster situation). The scoring function will
assign a vector of (normalised) scores to each piece of information, one score for
each of the provenance factors in use. In other words, the overall score given to a
piece of information is a vector constituted of multiple scores; each score assigned
against each of its provenance factors. The policy will contain the provenance
factors that will be used to evaluate the veracity of a message and will specify
how large a score should be assigned to each factor in a particular situation. For
example, in an incident where eye-witness accounts are of paramount interest
then a policy would be constructed which penalised heavily locations not in the
immediate area of interest. Where identity is of paramount interest, it would
be possible to define a sets of information sources which are given higher scores
than those not inside the sets. The scored messages will be stored in a database
for consistency analysis and conflict resolution.

4.4 Consistency Analysis and Conflict Resolution

The scored messages will be analysed to cluster the consistent messages together.
Inconsistent or conflicting messages will be kept in different clusters. Thus, multi-
ple clusters will be created with all messages in a cluster consistent and coherent.
Hence, each cluster represents a different view of the possible situation that we
call aWorld View, where some or all messages may be included in multiple world
views. Intuitively, each cluster consists of a maximal consistent subset of mes-
sages, although in practice some fuzziness will be desirable in order to prevent
a proliferation of highly-similar world views.
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4.5 Decision Making Policy

The actual tool user, the decision maker, will then be able to influence the
ranking of world views according to their own policy, which we refer to as the
Decision Making Policy. This policy will allow the decision maker to amplify or
attenuate one or more provenance factors that may appear to be more or less
important in a particular situation, in their opinion, by increasing or decreasing
the weight given to the corresponding score across all messages in all world views.
We envisage this being implemented in part via a tool akin to a graphic equaliser,
where the user can effectively turn up or turn down the relative importance of a
factor against others. This will change the ranking of the world views of a possible
situation. (Note that this does not change the value of any single provenance
factor for any individual message, just overall score applied to the collection of
messages.) The policy maker may also set some threshold values for different
factors when s/he doesn’t want to consider messages with a score above/below
the threshold value for the specified provenance factors. For example, if the
decision maker wants to receive messages only from the affected area, then s/he
may set a threshold value of 6 (say) for the provenance factor Location. Hence,
any message that receives a score less than 6 for location will be ignored.

The overall score may be calculated for each cluster of information by av-
eraging (or applying some other suitable mathematical operation to) the score
vectors of individual messages within that cluster. There will also be the poten-
tial to set a corroboration threshold to be applied across a world view, whereby
worlds can be penalised for not having enough messages which corroborate each
other (or conversely enabling the decision maker to focus on worlds which are
outliers and conveying information which is not being widely published). The
user will then be able to easily see how changes in their policy affect the rankings
of the worlds, and to switch between them.

5 Generating TSO Inputs

We have developed an application tool that combines the OASIS schema and
data dictionary in order to build a complete schema to facilitate the creation of
Tactical Situation Objects with the data from Twitter and other similar sources.
At present each message needs to be coded manually with the aid of our tool.
Our future work may include investigating the practicality of natural language
processing for this purpose.

While combining the OASIS XML schema for Tactical Situation Objects with
their supplied Data Dictionary in order to provide guided data-entry, we discov-
ered a couple of difficulties with the detail of the implementation, arising from
(a) the use of non XML-friendly codewords for values which would naturally
map into enumeration values of the extended schema, and (b) codes duplicated
in distinct contexts (HUM standing for both humid weather conditions and
human resources, for instance). We have also had to make a few minor changes
to the original TSO schema, including enabling empty content in some contexts
and making some introduced elements optional.
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6 Conclusions and Future Work

The majority of the system components described in this paper have been pro-
totyped and we are currently working on integrating them. Our future work
includes the application of the technique to a range of case studies, in order to
understand the utility of provenance factors for various contexts. If appropri-
ate we will also explore the use of template policies in order to support rapid
configuration of the tool. Theoretically our focus will be on how best to resolve
uncertainty and provide a tractable set of possible worlds, and we expect this to
mean introducing a notion of fuzziness.
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